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Abstract: The main focus of this Special Issue of Water is the state-of-the-art and recent research
on turbulence and flow–sediment interactions in open-channel flows. Our knowledge of river
hydraulics is becoming deeper and deeper, thanks to both laboratory/field experiments related
to the characteristics of turbulence and their link to the erosion, transport, deposition, and local
scouring phenomena. Collaboration among engineers, physicists, and other experts is increasing
and furnishing new inter/multidisciplinary perspectives to the research in river hydraulics and fluid
mechanics. At the same time, the development of both sophisticated laboratory instrumentation
and computing skills is giving rise to excellent experimental–numerical comparative studies. Thus,
this Special Issue, with ten papers by researchers from many institutions around the world, aims at
offering a modern panoramic view on all the above aspects to the vast audience of river researchers.

Keywords: turbulence; localscouring;erosion; transport;deposition; open-channelflows; laboratoryexperiments

1. Introduction to the Special Issue

The investigation of the interactions between flow and sediments in natural bed streams is one of the
most fascinating research topic in the field of fluvial hydraulics, especially if the issues to be addressed
are focused on the role of turbulence and its main characteristics in the sediment erosion, deposition
and transport processes [1–5], as well as in the presence of vegetation [6]. Similarly, a comprehensive
understanding of the flow dynamics in the near-bed flow zone is crucial for many different practical
applications, such as bridge pier scour, pipeline scour, scour at bed sills, and other situations in which
anthropization affects the behavior of water flow, turbulence, and sediment transport [7–10].

The Special Issue comprises ten original papers on turbulence and flow–sediment interactions in
open-channel flows, which can be divided into two main categories: experimental [1–4,6–8,10] and
field [5,9] studies. At the same time, among the experimental studies, it is possible to make another
distinction on the basis of the instrumentation adopted. Indeed, two different sophisticated technologies
were used to capture the instantaneous velocity field: the first one is based upon the Doppler shift
effect (Acoustic Doppler Velocimeter, ADV) [2,6–8] and the second is an optical method of flow
visualization (Particle Image Velocimetry, PIV) [1,3,4,10]. As regards the field studies [5,9], the Acoustic
Doppler Current Profiler (ADCP) was employed, which is based on the Doppler effect as well as the
ADV. From the viewpoint of turbulence analyses, all the contributions present in-depth and detailed
statistical investigations. In fact, starting from the velocity fields, the researches were extended to the
examination of vorticity, viscous and Reynolds stresses, turbulence indicators, turbulence intensity,
turbulent length scales, turbulent kinetic energy and turbulent kinetic energy budget, and even to the
study of wavelet spectrum, quadrant analysis and Reynolds stress anisotropy.

Thus, in order to provide a view of the key points of the contributions to this Special Issue,
the papers were considered together and summarized in the following Section, according to the
alphabetical order of the lead author.

Water 2020, 12, 3169; doi:10.3390/w12113169 www.mdpi.com/journal/water1
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2. Overview of the Contributions of the Special Issue

2.1. Kinematics of Particles at Entrainment and Disentrainment (Aleixo et al., 2020)

The objective of this study was the characterization of entrainment and disentrainment of sediment
particles of uniform granular beds in turbulent open-channel flows, by performing laboratory
experiments conducted by using a PIV system. The Authors demonstrated that sediment entrainment
occurred at a wide range of turbulent flow velocities, with a prevalence of sweep and outward
interactions. Specifically, four types of particle entrainment were identified: (i) that caused by
hydrodynamic forces (Type A); (ii) that promoted by other sediments rolling or saltating near the
particle at rest (Type B); (iii) that due to direct collisions between particles (Type C); and (iv) that due to
simultaneous pickup of several sediments (Type D). As regards disentrainment events, it was found that
negative values of instantaneous velocity fluctuations in streamwise direction were observed for the
whole sample of particles. It was also revealed that the bed topography influenced the disentrainment
events: sediments in motion tend to be trapped within pockets if bed depressions are found.

2.2. Hydrodynamic Structure with Scour Hole Downstream of Bed Sills (Ben Meftah et al., 2020)

In this study, experimental measurements of the scour hole downstream of bed sills with
non-cohesive sediments was investigated. The flow field was measured within the equilibrium
scour hole using an ADV. It was found that the flow in the scour hole can be characterized by
three distinct regions: (i) a free entering jet flow; (ii) a second region located near the scour bottom,
extending upstream owing to eddies generated by the jet diffusion; and (iii) a third less-turbulent
region, localized downstream and characterized by an almost unidirectional flow in the streamwise
direction. Furthermore, the phenomenological theory of turbulence was applied to predict the
maximum equilibrium scour depth. With this approach, a new scaling of the maximum scour depth at
equilibrium was obtained, which was validated using the experimental data.

2.3. Flow–Sediment Turbulent Ejections: Interaction between Surface and Subsurface Flow in Gravel-Bed
Contaminated by Fine Sediment (Bustamante-Penagos and Niño, 2020)

This study is related to experiments on a surface alluvial stream polluted with fine sediment
percolated into the bed. PIV measurements were performed and velocity data were analyzed by scatter
plots, power spectra and wavelet analysis of turbulent fluctuations, finding changes with and without
the presence of these fine deposits. Specifically, the results revealed that the sediment ejections change
the patterns of turbulent structures and the distribution of the turbulence interactions, implying that
the flow does not have a typical rough-wall open-channel flow turbulence. Additionally, the sediment
ejections increase the energy both in the production zone and inertial subrange.

2.4. Wavelet Coherency Structure in Open Channel Flow (Chen et al., 2019)

In this study, based on PIV data, the wavelet coherency analysis was applied to catch the coherent
structures in a steady open-channel flow. As a result, it was demonstrated that the high value peaks in
the pre-multiplied wavelet power spectrum curves stand for the energetic scales in the signal, and the
high value areas in the local wavelet spectrum give both the scales and the time instants of energetic
motions. The methodology can also detect the scale and the occurrence time instants of energetic
motions and the inner structure of them. Furthermore, it was found that the wavelet coherency analysis
supports the hairpin packets model in open-channel flows.

2.5. Bedform Morphology in the Area of the Confluence of the Negro and Solimões-Amazon Rivers, Brazil
(Gualtieri et al., 2020)

The aim of this study was the investigation of the bedforms observed in the area of the confluence
of the Negro and Solimões/Amazon Rivers (Brazil), whose morphology was acquired with an Acoustic
Doppler Current Profiler (ADCP). The results showed that wavelength and wave height of the bedforms
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increased as the river discharge increased. Furthermore, the dunes were characterized by low-angles
and, while several dunes were in equilibrium with the flow, several largest bedforms were found to be
probably adapting to discharge changes in the river.

2.6. Man-Induced Discrete Freshwater Discharge and Changes in Flow Structure and Bottom Turbulence in
Altered Yeongsan Estuary, Korea (Kang and Lee, 2020)

Using ADCP measurements in the Yeongsan estuary (Korea), this study aimed at examining the
flow field resulting from the opening of the dam gate and the release of water with different properties,
such as salinity, temperature and flow rate. Specifically, comparisons between the bottom turbulent
kinetic energy (TKE) and the suspended sediment concentration (SSC) were performed. As a result,
it was demonstrated that the surface freshwater discharge from the dam gate affects the behavior of
water flow, bottom turbulence and sediment transport in the study area.

2.7. Turbulence Characteristics before and after Scour Upstream of a Scaled-Down Bridge Pier Model
(Lee and Hong, 2019)

This study aims at understanding the near-bed turbulence characteristics and the resulting
sediment transport around a pier, by using an ADV in laboratory experiments on scaled-down bridge
pier models. Velocities and turbulence intensities as well as bed elevations before and after the scour
were measured with an ADV. The results show that the mean flow variables are not sufficient to
characterize the complex turbulent flow field around the pier leading to the maximum scour, because
of unsteady flows. Instead, the quadrant analysis of velocity fluctuations revealed that bursts and
sweeps are the primary forcing function for creating the scour hole at initial stage.

2.8. Turbulent Flow Field around Horizontal Cylinders with Scour Hole (Penna et al., 2020a)

This study presents the results of an experimental investigation on scoured horizontal cylinders,
varying the gap between the cylinder and the bed surface. A PIV system was used to measure the flow
field in a vertical plane at the end of the scouring process. The results revealed that suspended and laid
on cylinders behave differently from half-buried cylinders if subjected to the same hydraulic conditions.
In the latter case, vortex shedding downstream of the cylinder is suppressed by the presence of the bed
surface that causes an asymmetry in the development of the vortices. This implies that strong turbulent
mixing processes occur downstream of the uncovered cylinders, whereas in the case of half-buried
cylinders they are confined within the scour hole.

2.9. Anisotropy in the Free Stream Region of Turbulent Flows through Emergent Rigid Vegetation on Rough
Beds (Penna et al., 2020b)

In this study, an experimental investigation, based on ADV measures, was performed to characterize
the free stream region of turbulent flows through emergent rigid vegetation on rough beds, focusing
on turbulence anisotropy. Specifically, the anisotropy invariant maps (AIMs) were determined at
different positions within the vegetation array along the flume centerline. The results showed that
the combined effect of vegetation and bed roughness causes the evolution of the turbulence from the
quasi-three-dimensional isotropy to axisymmetric anisotropy approaching the bed surface. Thus, as the
effects of the bed roughness diminish, the turbulence tends towards an isotropic state. Furthermore,
it was revealed that also the topographical configuration of the bed surface has a strong impact on the
turbulent characteristics of the flow.

2.10. Turbulence in Wall-Wake Flow Downstream of an Isolated Dunal Bedform (Sarkar et al., 2019)

The objective of this study was the analysis of the turbulence in wall-wake flow downstream of
an isolated dunal bedform, on the basis of laboratory experiments performed with an ADV. The results
revealed that the near-wake flow is featured by sweep events, whereas the far-wake flow is controlled by
the ejection events. Downstream of the dune, the turbulent kinetic energy production and dissipation
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rates, in the near-bed flow zone, are positive. Then, they decrease up to the lower-half of the dune
height; beyond that, they increase again. Conversely, in the near-bed flow zone the TKE diffusion and
pressure energy diffusion rates are negative; they attain their positive peaks at the crest. Finally, it was
found that, below the crest, turbulence has an affinity towards a two-dimensional isotropy, whereas,
above the crest, the anisotropy tends to reduce to a quasi-three-dimensional isotropy.

Funding: This research received no external funding.

Conflicts of Interest: The author declares no conflict of interest.

References

1. Chen, K.; Zhang, Y.; Zhong, Q. Wavelet Coherency Structure in Open Channel Flow. Water 2019, 11, 1664.
[CrossRef]

2. Sarkar, S.; Ali, S.Z.; Dey, S. Turbulence in Wall-Wake Flow Downstream of an Isolated Dunal Bedform. Water
2019, 11, 1975. [CrossRef]

3. Aleixo, R.; Antico, F.; Ricardo, A.M.; Ferreira, R.M. Kinematics of Particles at Entrainment and Disentrainment.
Water 2020, 12, 2110. [CrossRef]

4. Bustamante-Penagos, N.; Niño, Y. Flow–Sediment Turbulent Ejections: Interaction between Surface and
Subsurface Flow in Gravel-Bed Contaminated by Fine Sediment. Water 2020, 12, 1589.

5. Gualtieri, C.; Martone, I.; Filizola Junior, N.P.; Ianniruberto, M. Bedform Morphology in the Area of the
Confluence of the Negro and Solimões-Amazon Rivers, Brazil. Water 2020, 12, 1630. [CrossRef]

6. Penna, N.; Coscarella, F.; D’Ippolito, A.; Gaudio, R. Anisotropy in the Free Stream Region of Turbulent Flows
through Emergent Rigid Vegetation on Rough Beds. Water 2020, 12, 2464. [CrossRef]

7. Lee, S.O.; Hong, S.H. Turbulence Characteristics before and after Scour Upstream of a Scaled-Down Bridge
Pier Model. Water 2019, 11, 1900. [CrossRef]

8. Ben Meftah, M.; De Serio, F.; De Padova, D.; Mossa, M. Hydrodynamic Structure with Scour Hole Downstream
of Bed Sills. Water 2020, 12, 186. [CrossRef]

9. Kang, K.; Lee, G.-H. Man-Induced Discrete Freshwater Discharge and Changes in Flow Structure and Bottom
Turbulence in Altered Yeongsan Estuary, Korea. Water 2020, 12, 1919. [CrossRef]

10. Penna, N.; Coscarella, F.; Gaudio, R. Turbulent Flow Field around Horizontal Cylinders with Scour Hole.
Water 2020, 12, 143. [CrossRef]

Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional
affiliations.

© 2020 by the author. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

4



water

Article
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Abstract: We address the issue of characterizing experimentally entrainment and disentrainment of
sediment particles of cohesionless granular beds in turbulent open channel flows. Employing Particle
Image Velocimetry, we identify episodes of entrainment and of disentrainment of bed particles by
analysing the raw PIV images. We define a reference velocity for entrainment or disentrainment
by space-averaging the flow field in the vicinity of the (entrained or disentrainned) particle and
by time-averaging that space-average over a short duration encompassing the observed episode.
All observations and measurements took place under generalized movement conditions and in
non-controlled geometrical set-ups, resulting in unique databases of conditionally sampled turbulent
flow kinematics associated with episodes of particle entrainment and of particle disentrainment.
Exploring this database, the objective of this paper is to prove further insights on the dynamics of
fluid-particle and particle-particle interactions at entrainment and disentrainment and to polemicize
the use of a reference velocity to serve as a proxy for hydrodynamics actions responsible for
entrainment or disentrainment. In particular, we quantify the reference velocity associated with
entrainment and disentrainment episodes and discuss its potential to describe the observed
motion vis-a-vis local bed micro-topography and the type of entrainment or disentrainment event.
Entrainment may occur at a wide range of reference velocities, including smaller than mean
(double-averaged) velocities. Anecdotal evidence was collected for some typologies of entrainment:
(i) momentum transfer from flow to a single particle, (ii) momentum transfer from a perturbed
local flow to a single particle, (iii) collective entrainment associated to momentum transfer between
a moving and a resting particle and (iv) collective entrainment considered to be a dislodgment
of several particles involving momentum transfer from other particles. In some of these cases,
e.g., (ii) and (iii), the use of a reference velocity seems inadequate to characterize the entrainment
episode. A word of caution about the use of entrainment models based on reference velocities is
henceforth issued and contextualized. In the case of disentrainment, a reference velocity seems to
constitute a better descriptor of the observed behaviour. The scatter in the observed values seems to
express the contribution of bed micro-topography. All particles were found to experience frictional
contacts with the resting bed surface particles, but some particles were stopped more abruptly due to
the presence of an obstacle along their path. Most disentrainment of particles took place when the
near-bed flow was featuring ejection events.

Keywords: sediment kinematics; entrainment; disentrainment; turbulence

Water 2020, 12, 2110; doi:10.3390/w12082110 www.mdpi.com/journal/water5
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1. Introduction

An advanced understanding of bedload transport and fluid-sediment interactions is required
to predict how the riverbed evolves in time and what patterns forms in space. Some of the classical
formulae for the mean bedload transport are expressed by empirical equations derived by a judicious
combination of dimensional analysis, laboratory data production, field data collection and data fitting
(e.g., [1–4]). Most were cast within the bounds of theoretical principles, e.g., Bagnold [5], Engelund
and Hansen [6], Rijn [7], Wiberg and Smith [8]. The particular path of understanding the physics
of individual particles to formulate, employing statistical reasoning, the “laws” that govern the
mean or bulk traits of the moving ensemble has been a frequently traveled one, and for which a
special mention to Einstein [9,10] is due. It can be argued that Einstein’s works constituted the first
research program, in the sense of Lakatos [11], addressing, in a way that is still valid today, the
physics of mobile sediment boundaries, autonomously from Hydraulics and Geomorphology, and
paving the way to modern Fluvial Hydraulics. At the core of his research program is the simple mass
conservation statement that the mean bedload transport rate, 〈qs〉, can be calculated as the product
of the mean entrainment (or pick-up) rate, 〈E〉 and the mean length traveled by individual particles,
〈�〉, if the variables that describe fluid motion and particle bed mobility and bed morphology are, in
a loose sense, in equilibrium, which implies statistical stationarity over a range of time and spatial
scales. Symbolically:

〈qs〉 = 〈E〉〈�〉 (1)

Einstein employed an idealization of turbulent statistics to estimate the probability of the lift
force overcoming the particle weight, which was then used to formulate the mean entrainment rate.
It is in this limited sense that Einstein’s (1950) bedload formula is probabilistic, while having far
reaching impact over subsequent research. Engelund and Fredsoe [12], Cheng and Chiew [13], among
others, refined the model for the probability of lift exceeding particle weight. Other authors proposed
more complexity in the description of the geometry of the destabilized particle and corresponding
hydrodynamic actions [8,14,15]. In this line of thought, Ferreira et al. [16] attempted to articulate
Einstein’s Equation (1) with Paintal [17] probabilistic view that the mean bedload transport rate
is determined by the probability density functions (pdfs) of the bed shear stress (representing the
destabilizing effect) and of the resisting forces per unit bed area. The latter probability density expresses
grain resistance as it varies with bed structure (Schmeeckle et al. [18]—resistance not futile). The pdf
of flow velocities is then not considered universal but a function of the particular bed structure.
The marginal probabilities of exceeding the threshold velocity for entrainment are integrated for all
parameterized bed conditions. The bedload formula of Ferreira et al. [16] assumes that entrainment
occurs when the destabilizing hydrodynamic actions overcome the stabilizing forces originated by
particle weight and local geometry. This is incomplete, at best, as it was demonstrated beyond doubt
that entrainment requires that the particle overcomes a potential energy wall, thus leaving its pocket
to move unconstrained [19]. In other words, the threshold set by force or momentum equilibrium is
a necessary but not sufficient condition for entrainment, a finite period of time is necessary to transfer
enough momentum to the particle for actual entrainment to take place [20].

Defining the threshold for entrainment based on the work of the vertical forces to overcome
the potential energy wall does not solve the fundamental problem associated with the project of
deriving mean bedload transport formulas based on the probability of exceeding that threshold.
The most serious caveat is very limited knowledge of the statistical representation of the hydrodynamic
actions on bed particles, despite the early efforts by Chepil [21] and recent CFD-based studies
(e.g., [22]). To compensate for this lack of knowledge, fluid flow velocities in the vicinity of the
particle—a competent velocity, to use a classical term [23]—were used as proxies of forces, generally
converted into forces through the use of lift and drag coefficients [14,16,19,24,25]. This approach
overlooks the obvious difficulty that fluid momentum is passed on to the particle, in a finite time
interval, through the development and adjustment of the particle boundary layer and eventual lee
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flow separation, generating viscous stresses and pressure imbalances that can be integrated into
forces on an appropriate coordinate system. This process involves mobilizing fluid inertia, associated
with boundary layer “memory”, and may have different outcomes depending on the shape of the
particle [25], its geometrical arrangement and local bed micro-topography [18]. Hence, the same flow
may or may not be able to entrain a sediment particle. A model based on the concept of competent
velocity would capture the correct outcome only if it could estimate the correct values of the drag and
lift coefficients specific for that particle and location.

This is a major concern and one of the key motivations of this study. Formulas developed from
sound grain-scale physical principles and well-formulated probabilistic techniques have not been
shown to perform significantly better than more ad hoc empirical approaches presumably because they
also rely on parameters for which information is insufficient. In general, whether purely empirical or
physically based, all mean bedload transport rate formulas may fail to predict the actual bedload rate
by one order of magnitude [26], when tested with data outside their calibration range. We believe that
the mean entrainment rate 〈E〉 can be a key ingredient to construct better physically-based formulas
within a probabilistic paradigm but only if the interaction of fluid flow and bed particles is better
understood, which calls for a closer observation.

We also note that the mean bedload transport rate is not enough to characterize morphology and
sediment dynamics of a stream, as bedload fluctuations may be more than 10-fold the mean bedload
discharge rate [27]. To make matters still more complex, the time or space windows employed to,
in practical terms and avoiding ergodicity issues [28], define the mean bedload transport rate may
introduce bias in its value and certainly determine the quantification of the fluctuations.

Fluctuations in the value of the bedload transport rate arise from imbalance between entrainment
and disentrainmemt rates. They are not necessarily caused be turbulence, as they were registered
in laminar fluid flows [29], and are probably associated with positive feedback effects born out of
particle-particle interactions. Ancey et al. [30] was able to retrieve this highly fluctuating behaviour
(actually, non-Gaussian) by employing a birth–death–emigration–immigration Markov processes
to estimate the probability of registering a given number of particles moving in a finite control
volume at a given instant. In this model, the entrainment rate includes two processes: momentum
transferred directly from the fluid flow or momentum imparted by moving particles. In this context,
collective entrainment came to signify the process whose rate was proportional to the number of
particles already in motion.

Positive feedback (increased entrainment due to collective motion) and also negative feedback
(particle disentrainment due to interactions with bed), both promoting the enhancement of the
magnitude of bedload fluctuations, were seen to cause clustering [31] and induce the onset of bed
instability leading to the formation of sediment waves, if moving patches created by the local imbalance
between entrainment and disentrainment grows beyond a critical height [32]. The motion of sediment
waves and, in general, the evolution of bed morphology, for instance as a response to flow unsteadiness
or in gradually varied flows, is described by Exner equation, which in “entrainment form” can be
written as:

(1 − λ)
∂Zb
∂t

= − (E − D) (2)

where Zb is the local bed elevation (loosely, the elevation of the crests of the non-moving particles),
and D and E are the disentrainment and the entrainment rates, respectively, and λ is the bed surface
void fraction. The conservation of the mass of moving particles is linked to Equation (2) as:

∂hs

∂t
+

∂hsup

∂x
= E − D (3)

where hs is the particle activity (volume of particles in motion per unit streambed area, [24,33]) and up is
the particle velocity.
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Realistic bed forms, including longitudinal bars and dunes or anti-dunes, can be generated
computationally within the numerical solution of morphological models based on the shallow-water
equations and on Equations (2) and (3) but not for all formulations of wall resistance and bedload
transport rates [34]. Of special significance for this text is the fact that bed forms can be generated
if the actual bedload discharge rate at a given instant and location is not an injective function of the
flow velocity at that instant and location [35]. This can be achieved by expressing the imbalance
between E and D in Equation (2) as relaxation source term in the form α (qs − q∗s ) where q∗s is
an “equilibrium” or “saturation” bedload discharge (as opposed to the actual bedload discharge
qs) and α is a relaxation parameter [36–39]. The issue of “non-locality” of bedload transport was
formulated within a probabilistic framework by Furbish et al. [33], Bohorquez and Ancey [40], among
others. Starting from a differential account of the Markovian birth–death–emigration–immigration
processes or from a definition of local bedload discharge rate as qs = hsup in which each factor can be
decomposed into an average and a fluctuating part, the main result is that the mean bedload transport
rate can be expressed as:

〈qs〉 = 〈hs〉〈up〉+ ∂

∂t
(εhs) (4)

where ε is a particle diffusivity. The second term in the left hand side of Equation (4) is a diffusive
bedload contribution and guaranties “non-locality”, i.e., that the mean bedload discharge is not
a simple function of the ensemble averaged local flow velocity.

To emphasise this point of non-locality, Furbish et al. [28] argue that admitting a fluctuating
component of particle velocity amounts to admitting that only non-local transport exists, i.e., “particles
moving across a surface at any instant in time (...) started their motions ‘nonlocally’ from many
positions and previous instances”. While it is certainly true that the morphological consequences
of the imbalance between entrainment and disentrainment are seen only down the stream, there
is a fundamental issue of “locality” to be addressed—the fact that one needs to close the source
term E − D, which should involve (or may benefit from involving) considerations on the local fluid
flow field and particle motion and how momentum is imparted to particles resulting in entrainment.
This configures the second main concern that motivates this research—the condition of possibility to
express the imbalance between E and D based on the local flow field and, in particular, based on a
competent velocity.

In this respect, we note that entrainment was subjected to a great deal of attention while
disentrainment was the object of very little dedicated research. To the best of our knowledge, the most
complete experimental description of disentrainment processes can be found in Cecchetto et al. [41].
They investigated experimentally the role of both the flow field and the bed arrangement in the
disentrainment of bedload particles and found that lower values of instantaneous longitudinal
velocities were linked to disentrainment events. Investigating the disposition of resting sediments over
an area, they found that the depositional processes are driven by bed roughness and that deposited
grains were characterized by a non-random spatial distribution. Given that the measurements of
Cecchetto et al. [41] were taken at more than 1.5 particle diameters above the bed, it may be difficult to
formulate a link between local flow velocity and disentrainment. Yet, while one can develop a formula
for the mean bedload transport rate based on the assumption E = D [10], to deal with unsteady flows
or complex stream morphologies, it is necessary to close both E and D in Equation (2).

Acknowledging this state of affairs, we propose a step back to observe actual entrainment and
disentrainment events of sediment particles in turbulent open-channel flows over cohesionless granular
beds. We believe this observation constitutes a preliminary step in the formulation of a theory that
may or may not involve a reference velocity to express the deterministic threshold of entrainment
or disentrainment. We propose to conduct this observation in a transport system purged of many
accessory complexity (at this stage)—a “minimal system”, in the sense of Ancey [42], that features
spherical smooth particles arranged in a lattice, while at rest in the bed, in a prismatic channel that is
wide enough to render negligible the effects of lateral walls and secondary currents. The observation
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protocol was designed in order to be the least intrusive as possible. We do not place particles in
controlled exposed positions. Instead, we define an observation window, we observe the flow as
imaged by a laser sheet and record its configuration every time an entrainment or disentrainment
event occurs. We thus seek to collect as much information as possible from events that spontaneously
take place in the observation window. In the case of entrainment, we obtained databases in generalized
transport conditions which is relatively rare, compared to those obtained under incipient motion
conditions (in the sense of Kramer [43]) or obtained with a test particle in an otherwise fixed bed.
Our databases possess the advantage of allowing for the discussion of the interactions among moving
particles. Furthermore, for the objective of studying disentrainment, our observation protocol is
particularly adequate. In this sense, for both entrainment and disentrainment, the observations allow
for a unique discussion of the merits and difficulties of employing a reference velocity as a proxy for
hydrodynamic force or power.

We thus aim at providing further insights on the dynamics of fluid-particle and particle-particle
interactions at entrainment and disentrainment and to polemicize the use of a reference velocity to
be used as a proxy for hydrodynamic actions responsible for entrainment or disentrainment. It must
be stated that the goal is not to infer a general model of particle entrainment/disentrainment, but
rather to have a more complete picture of the fluid-particle and particle-particle interactions naturally
occurring in the flume’s bed.

The paper is organized as follows: Section 2 is dedicated to the description of the experimental
setup and procedures. In Section 3 the concept of reference velocity is discussed and two approaches
to define it are presented. In Section 4 the obtained experimental results are presented with focus on
(i) the evaluation of the critical assessment of a reference velocity as a proxy of hydrodynamic actions
to describe entrainment events, on (ii) the detailed discussion of 4 different types of entrainment events
and on (iii) the reporting and analysing of disentrainment events. The paper is closed by a set of main
conclusions, Section 5.

2. Experimental Setup

The experimental work was carried out in a 12.5 m long and 0.408 m wide glass-sided flume at the
Laboratory of Hydraulics and Environment of Instituto Superior Técnico, Lisbon. The initial 7 m long
fixed-bed reach comprised 1.5 m of large boulders (50 mm average diameter), 3.0 m of smooth bottom
(PVC) and 2.5 m of one layer of glued spherical glass beads (5.0 mm diameter); 4 m of the remaining
flume were filled with 5 layers of 5.0 mm diameter glass beads, with density ρs = 2490 kg m−3,
packed (with some vibration) to a void fraction of 0.356, typical of random packing. Figure 1 depicts
the packed loose bed.

Figure 1. Example of the loose bed glass spherical particles with 5 mm diameter.

Water and sediments were recirculated through independent circuits. At the flume outlet sediment
particles are collected and recirculated through a dedicated pumping circuit. This dedicated circuit
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transported the sediment particles from the flume outlet back to the flume upstream, dropping the
sediments through the free surface at the section x = 3 m measured from the water inlet. To measure
the solid flow rate, a particle counter device capable of measuring bedload discharges was installed at
the downstream end of the mobile bed reach. Details on the particle counter device (mechanical system
and firmware), included device’s installation and validation, can be consulted in Mendes et al. [44].

A 2-D component Particle Image Velocimetry (PIV) system was employed both for a general
characterization of the flow field of the experimental tests (obtaining longitudinal u and vertical
w instantaneous flow velocities) and for the spatial and temporal definition of the flow velocities
associated with entrainment and disentrainment events. In the former case, the observation window
covered the entire flow depth and a length comprises between 6 cm and 12 cm, depending on the test.
The duration of each observation was 5 min corresponding to 4500 image couples. The measurements
were carried on the channel centerline, located at 20.4 cm from the channel window. An extra test PIV
acquisition run with a duration of 20 min was carried out to compute statistics of possible large scale
velocity fluctuations.

The PIV system consisted of an 8 bit 1600 × 1200 px2 CCD camera and a double-cavity Nd-YAG
laser with pulse energy of 30 mJ at wavelength of 532 nm. The system was operated at 15 Hz with
a time between pulses within the range from 380 μs to 500 μs. Polyurethane particles with mean
diameter of 50μm in a range from 30μm to 70μm and specific density of 1.31 g cm−3 were used
as seeding. Dantec Dynamics’ DynamicStudio software allowed for processing image pairs with
adaptive correlation algorithm. The initial interrogation area was of 128 × 128 px2, while the final
was of 16 × 16 px2, with an overlap of 50%. Corresponding to a spatial resolution of 0.26 mm for a
field of view (FoV) of 6 × 6 cm2, and a resolution of about 1 mm for the wider field of view tested
(6 × 12 cm2). An acetate sheet was placed on the water surface to ensure optical stability and absence
of laser sheet reflections. The presented experiments corresponded to the case of a nearly uniform
flow. Free surface elevation and bed level were measured with 0.5 mm resolution point gage in
5 transversal sections of the flume and in 3 lateral positions per cross-section. Two experimental
tests, T1 and T2, whose flow characteristics are reported in Table 1, are presented in this paper.
Variables in Table 1 are the flow discharge, Q, the mean flow depth, h, the depth-averaged mean
longitudinal velocity, U, the friction velocity and bed shear stress calculated from the vertical turbulent
stresses profile, u∗ and τb, respectively. Non-dimensional hydraulic parameters are the Froude number,
Fr = U/

√
gh, Shields parameter, θ = u2∗/(s − 1)gd, Reynolds number of the mean flow, Re =

Uh/ν(w), bed Reynolds number, Re∗ = ud/ν(w) and the non-dimensional mean bedload discharge,
Φ = 〈qs〉/

√
(s − 1)gd3, where d is the particle diameter, g is the gravitational acceleration, ν(w) is

the water kinematic viscosity and s = ρs/ρw is the ratio between the sediment and water densities.
As seen in Table 1, the experiments are conducted in generalized transport conditions.

Table 1. Hydraulic parameters characterizing the mean flow.

Test
Q h U u∗ τb Fr Re Re∗ θ Φ

(m3 s−1) (m) (m s−1) (m s−1) (Pa) (-) (-) (-) (-) (-)

T1 0.01667 0.0684 0.6016 0.0475 2.2557 0.7345 4.61 × 104 267.63 0.0301 0.0007
T2 0.02135 0.0696 0.7574 0.0610 3.7250 0.9166 5.90 × 104 337.06 0.0497 0.0034

The mean bedload rate was determined from the time series of particle hits which for each test,
comprised more than 10 consecutive hours of observations.

Entrainment and disentrainment events were not imposed. The present approach consisted
of detecting and identifying, by means of a careful visual inspection of the PIV images, individual
sediment particle at entrainment and at disentrainment events, naturally occurring in the PIV field of
view. The dynamic conditions of these naturally occurring events were then measured. A total count
of 44 particle dislodgments (15 in test T1 and 29 in test T2) and 11 particle disentrainments (test T1).
From these set of data, 6 events were chosen as example and presented in the next section.
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3. The Reference Velocity

The proposed observation protocol comprised the monitoring of the turbulent flow field in
proximity of the crest of the particles about to be entrained or just disentrained. There were no test
particles placed or pre-arranged geometries. Observations were meant to acquire information from
sediment particles that spontaneously were entrained or disentrained while located on the plane of the
PIV laser sheet. A visual inspection of the PIV footage allowed to include in the analysis only particles
entrained resulting in brighter shade and discard those not properly illuminated by the laser sheet.

A competent velocity for entrainment is often the key element that allows for a practical
formulation of the energy balance [19] or the limit force or momentum equilibrium for one particle
at destabilization conditions (e.g., [45]). This velocity is normally measured in the vicinity of the
particle susceptible to be entrained. We call this a “reference flow velocity”, sampled from the
particle near-field.

We decided that the reference velocity should be susceptible to be converted into a drag or lift
force, through the application of suitable coefficients (e.g., [46]), and susceptible to be measured with
no special or intrusive apparatus. Considering different possibilities [47], and considering we did not
want to employ test particles, we opted to measure above the specific particle that we had seen being
entrained or disentrained. We tested but we ruled out measuring in front of the particle, namely at the
elevation of the plane of its equator, because the view to that position was frequently obstructed by
other particles out of the laser plane located above the particle crest at a certain reference height.

We thus opted to measure at approximately an elevation d/2 above the crest of the entrained
particle (defined in the last frame where it appears immobile) or of the disentrained particle (defined at
the first frame where it appeared immobile), as seen in Figure 2. This elevation can be considered to be
a compromise between the quality of the data and the adequateness to represent the near-particle flow.
Defining the reference velocity nearer the crest of the particle would make it susceptible to bad data, as
seeding depletion, lower velocities and reflections from bed particles affect negatively the PIV signal.
Measuring further above might reduce its explanatory value as the shear rate of the double-average
longitudinal velocity is very high in this near-bed region. As an example, had we measured at 8 mm
above the crests, as in Cecchetto et al. [41], the double averaged velocity would be 37% larger.

(a) (b)

Figure 2. (a) Scheme of the velocity vectors considered in the spatial average in approach A and B;
velocity vectors averaged in approach A are reported in blue, while those averaged in approach B in
yellow. (b) PIV image with velocity vectors superimposed; velocity vectors averaged in approach B are
reported in yellow.

We underline that the reference elevation was not fixed. We stand by this option as it is makes the
reference velocity comparable among entrainment events and it is not difficult to enforce, either in
post-processing PIV data or in tests with pre-arranged geometries. We note that we opted to use the
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PIV data closer to the elevation d/2 above the crest of the particle (but always below that elevation)
instead of interpolating the data at exactly the plane d/2. This again is a compromise imposed by the
(sometimes poor) quality of the data at lower interrogation area rows (Figure 2). Finally, we opted to
consider that the reference velocity is a time average of the instantaneous velocities acquired across
the entrainment or disentrainment event. This average involves the last observation in which the
particle was immobile/moving and the first two for which it was moving/immobile, respectively
for entrainment/disentrainment. Given the PIV time rate (15 Hz) this means that the reference time
window is 2/15 ≈ 0.133 s.

Reference flow velocities at the specified reference elevation were computed by two
different methods:

1. Approach A: as the spatial average between the two velocity vectors in adjacent interrogation
areas located above the top-center of the particle.

2. Approach B: as the spatial average of velocity vectors of all interrogation windows directly above
the particle (spanning its diameter) located at the same reference height of approach A.

A scheme of the two approaches is depicted in Figure 2a, while Figure 2b depicts a PIV image with
velocity vectors superimposed: instantaneous velocity vectors are represented in blue, whereas those
averaged in approach B are reported in yellow.

The reference velocity vector has two orthogonal components in the wall-normal and in the
along-wall directions. We use the later to serve as proxy for hydrodynamic forces. However, it may be
relevant to know what kind of contribution to the shear stress is associated with the measured
reference velocity and it is surely relevant to understand specific events whether the motion is
characterized by velocities higher or lower than the double-averaged velocity above the plane of the
crests. For that purpose, we employed a quadrant analysis to jointly discuss u′ and w′, the fluctuations
of the along-wall and wall-normal components of the reference velocity. We employ the usual terms
Nakagawa and Nezu [48] of outward interaction (Q1, u′ > 0, w′ > 0 ), ejection (Q2, u′ < 0, w′ > 0),
inward interaction (Q3, u′ < 0, w′ < 0) and sweep (Q4, u′ > 0, w′ < 0). Please note that since
the reference velocity is a space-time average at the scale of the particle, the contributions to the
space-averaged instantaneous shear stress are only approximate.

As for the double-averaged velocity, we consider the intrinsic space-time average of the flow field
at an elevation equal to d/s above the initial spatially averaged bed particles crest level, as seen in the
PIV calibration images. The intrinsic average was obtained from the superficial average by dividing by
the the space-time porosity φVT(xi, t), representing the ratio of fluid to total averaging domain [49]:

φV T(xi, t) =
1
T0

1
V0

∫
T0

∫
V0

γ (xi + ξi, t + τ) dVdτ (5)

where T0 and V0 are respectively the averaging period and the averaging domain, and γ = 1 if
the region (xi, t) is occupied with fluid and γ = 0, otherwise. Please note that the reference
velocities for entrainment and disentrainment are not acquired necessarily at the elevation of the
double-averaged velocity, as it depends on the elevation of initial/resting position of the crest of the
entrained/disentrained particle. The difference, however, is small and since the bed surface did not
develop bedforms and remained essentially planar.

4. Observations

4.1. The Big Picture

To characterize possible turbulent large scales responsible for relevant fluctuations of particle
activity, we measured flow velocities for 20 min in the central plane of the channel. Focusing on
near-bed processes, we averaged the velocities registered at an elevation of d/2 above the crests of
the initial bed and we averaged in space over the length of the PIV FoV (about 10 cm). We further
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averaged these velocities on intervals of 1 s, for reasons that will be clear next. A times series of this
space-time filtered velocity is shown in Figure 3.

The bedload discharge meter described in Mendes et al. [44] was employed to measure a long
time series of bedload discharge rates. As it is a particle counter, we opted to group counts registered
in a 1 s interval. This justifies the choice of the averaging window employed on the velocity time series.
The resulting time series of bedload discharge can be observed in Figure 4. The time average applied
to these measurements work as a low-pass filter, keeping only large-scale fluctuations. The additional
spatial average applied to the velocity measurements was meant to compensate for particle diffusion
between the location of the measurements and the location of the pressurized boxes where bedload
was measured. A moving-average filter with a window of 21 s was then employed and its results
superimposed to the previous time series, just to guide the eye and underline the main fluctuations in
Figures 3 and 4.

Observing Figure 3 it is evident that this low-pass filtered velocity exhibits periods where it
consistently remains above the local average for several seconds and also below the average for several
seconds. We do not know the origin of these very large fluctuations (we do not know, in particular,
if they are very large-scale of motion (VLSM), in the sense of Kim and Adrian [50]).

Figure 3. Velocity time seriesfor test T2 at d/2 above the crests of the initial bed averaged in space over
the length of the PIV FoV.

Given its time permanence, we did expect to see an increase or a decrease in particle activity
(and bedload transport rates) associated with these fluctuations. Observing Figure 4, we rest assured
that these large scale fluctuations are also present in the bedload time series. These measurements
were not synchronous, so we could not measure the time correlation, but a simple inspection reveals
that both series exhibit sustained periods of lower than average and higher than average values,
connected by equally long, albeit intermittent, transitions.

Therefore, the overall picture is that there is a general agreement between flow momentum and
particle activity. That is fully in agreement with empirical formulas that were derived from this
principle [51].

A closer look reveals that the fluctuations of the bedload discharge are much larger than those
of the filtered velocity. This, again, is in accordance with what is expected from the bulk behaviour
of water streams, as the bedload transport rate is a non-linear function of the of fluid flow variables.
For instance if the particle rate was formulated as a function of the third power of the flow velocity, the
observed maximum fluctuations of 35% on the flow velocity would be translated into 140% fluctuations
of bedload, which matches reasonably well the observed maximum fluctuations of the latter.

However, analysing the probability distribution functions (pdf) of these low-pass filtered
signals—Figure 5 for the case of velocities and Figure 6 for the case of the bedload transport rate in the
central 10 cm, Qs,—one finds a fundamental difference. The velocity pdf is symmetrical, while the pdf
of the bedload is (slightly) positively skewed with a longer tail events much larger than the mean.
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Figure 4. Sediment discharge time series measured during test T2 at the channel centerline with the
bedload discharge meter described in Mendes et al. [44].

This can be a result of the positive feedback arising from collective entrainment [30]. Higher
near-bed velocities induce a stronger particle activity which, in turn, induces even larger activity by
direct momentum transfer among particles, amplified local turbulence or increased exposure. Perhaps
the negative feedback envisaged by Cecchetto et al. [31], as particles seem to be stopped where other
particles the have stopped before, forming clusters, is not so effective.

Figure 5. Normalized histogram of the lowpass filtered longitudinal velocity obtained at the reference
elevation in test T2.

In any case, should positive feedback be relevant, it may constitute a difficulty for models that
employ a competent velocity as a proxy for force or energy thresholds of entrainment. It may be the
case that, when particle activity is larger, a relevant proportion of moving particles had been entrained
by processes other than momentum transfer from the fluid.

We note, however, that there is no strong empirical evidence that allows for a quantification of the
modes of collective entrainment. Simultaneous entrainment of several particles, as a result of sweep
events, has been reported in the literature for several decades now (e.g., [52–54]). Enhanced motion due
to particle-particle interactions has also been well documented [30,55], but an empirical formulation
of the rate of collective entrainmemt, as a linear function of particle activity or otherwise, has not
been achieved yet. This calls for a closer observation of particle entrainment and, given that bedload
fluctuations are caused by the imbalance between entrainment and disentrainment rates, a direct
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observation of disentrainment becomes also necessary. We offer a contribution, along these lines,
in the next section.

Figure 6. Normalized histogram of the bedload discharge, Qs, in particles per second, registered, in
test T2, across the central 10 cm of the flume.

4.2. Local Observations of Entrainment

The first question to be answered with our observations concerns the magnitude of the competent
velocity for entrainment, namely if entrainment is associated with exceptional events only or it may
occur at relatively mild velocities. Figures 7 and 8 depicts the reference velocity fluctuations u′ and
w′ associated with particle entrainment event (red dots) for tests T1 and T2. Figure 7a,b are relative
to approaches A and B, respectively, applied to test T1, and Figure 8a,b are the same, applied to test
T2. In the background of these quadrant plots are the contour lines of the two-dimensional histogram
of temporal fluctuations of the spatially averaged velocity around the double-averaged velocity at
the initial reference height. To compute the double-averaged velocity, 2,729,484 data points were
considered in test T1 and 3,917,061 in test T2.

Entrainment occurs at a wide range of reference flow velocities, but a prevalence of sweep and
outward interactions (longitudinal velocities larger than the mean) can be observed for both tests.
Some particles were entrained even in the presence of negative values of longitudinal velocity, i.e., they
were entrained by flows with velocities lower than the mean flow. However, in this case, fluctuations
associated with negative vertical fluctuations w′ are rare. Most of the recorded lower-than-mean flow
entrainments were associated with ejections.

15



Water 2020, 12, 2110

Figure 7. Reference velocity fluctuations (red dots) characterizing: (a) test T1-Approach A; (b) test
T1-Approach B. Contour lines represent the 2D histogram of the velocity time fluctuations at the
reference height for the entire set of PIV images.
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Figure 8. Reference velocity fluctuations (red dots) characterizing: (a) test T2-Approach A; (b) test
T2-Approach B. Contour lines represent the 2D histogram of the velocity time fluctuations at the
reference height for the entire set of PIV images.

17



Water 2020, 12, 2110

For identical particles with the same skin roughness, geometry of contacts in the lee side and
pivoting axis, as illustrated in Cases 1 and 2 of Figure 9, the forces promoting their destabilization are
the same [16]. In that case, differences in the competent velocity for entrainment can only be due to
different drag and lift coefficients, due to different boundary layer development histories, different
exposures (Cases 1, 2 and 4 of Figure 9) or different persistence of the hydrodynamic actions. In this
latter case, Diplas et al. [20], Valyrakis et al. [56], among others, argued that the presence of peak values
in the fluctuating hydrodynamic actions is not a sufficient condition for particle entrainment: grain
removal is closely related with the duration of energetic near-bed turbulent events, namely the impulse
of hydrodynamic forces (the momentum variation). Exceeding a certain critical magnitude value is not
enough to promote entrainment. Sufficient momentum transfer is needed to remove the particle out of
its initial bed location, or as Valyrakis et al. [19] formulates it, the work of the hydrodynamic forces has
to be sufficiently high to endow the particle with enough potential energy to place it above the crest of
the downstream obstacle. In this case, an adequate parameterization of the local bed micro-topography,
including the geometry (and the spatial probability distribution) of the downstream obstacles would
still allow for using a competent velocity as a proxy of a threshold of hydrodynamic actions. Particle
exposure, here defined as the difference between the height of the crest of the neighbor particle located
upstream and the crest of the particle about to be entrained (Figure 9), is evidently a major influence
for particle entrainment. The same near-field fluid flow may be effective or ineffective for entrainment
depending on the exposed area available to effective hydrodynamic actions. The problem, however,
can be more complex, since particles with the same exposure (Figure 9 cases 1 and 3) may develop
quite different pressure differences between the front and lee sides, and hence different pressure drag
contributions, depending on the influence of the geometry of the downstream neighbors on boundary
layer separation. A major difference between Cases 1 and 3 of Figure 9 is evidently the downstream
support plane and pivoting axis but that can be taken into account by an adequate formulation of the
geometry in the force (or their work) or momentum balance at threshold conditions. The variation
of the lift or drag coefficient is a more complex matter for which available information is still scarce.
In this respect, the work of Dwivedi et al. [46] is a major step forward. Should these advances on the
parameterization of lift and drag coefficients be able to be integrated in threshold models, the case for
the use of a competent velocity for entrainment is strengthened.

Yet more subtle is the effect of the history of boundary layer development on individual particles.
It may be the case that identical near-bed flows acting on identically exposed particles produce different
hydrodynamic actions, depending on the past of the flow and local geometry. For instance, a particle
might find itself exposed, e.g., because of the removal of an upstream neighbor, inducing a very large
pressure imbalance and, ultimately, entrained. A particle exposed similarly and experiencing a gradual
build-up of fluid velocity might not experience such a strong pressure imbalance, as the lee side flow
might have time to adjust, and hence the particle would remain in the bed. This is merely speculative,
we do not have data to quantify this possibility, but we believe it is an argument to keep in mind when
discussing the possibility of finding an adequate reference velocity to serve as competent velocity
for entrainment.

Should our choice of reference velocity be adequate to express the hydrodynamic actions registered
at entrainment, the exposure observed at the instant of entrainment should match the exposure
calculated by a theoretical model with that reference velocity as competent velocity. A visual inspection
of the PIV images enabled computing the particle exposure as the difference between the entrained
particle crest level before entrainment and the crest level of the closer particle located immediately
upstream for all the sample of entrainment events. The model by Ferreira et al. [16] was employed to
determine the theoretical exposure, assuming that the measured reference velocity is the theoretical
competent velocity for entrainment up, i.e., the velocity that expresses a threshold condition for particle
stability, given local geometry and drag and lift coefficients. For spherical particles in nearly horizontal
streams, the model equations are
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Ce =

√√√√4
3
(s − 1) gd

u2
p

tan(ϕ) + tan(ψ)

(1 − tan(ϕ) + tan(ψ)) + CL
CD

(tan(ϕ) + tan(ψ))
, (6)

for a force threshold (sliding instability), or

Ce =

√
(s − 1) gd

u2
p

tan(θ)
1 − tan(θ)

, (7)

for a moment threshold (rolling instability). Variables and parameters in Equations (6) and (7) are
Ce, the exposure coefficient (defined above), (s − 1), the submerged particle specific gravity, g the
acceleration of gravity, d, the particle diameter, CL and CD, lift and drag coefficients, respectively, ϕ,
the particle’s angle of support, ψ the angle expressing skin roughness and θ, the angle between the
vertical plane and the plane that encompasses the centre of mass of the particle and the pivoting axis.

Figure 9. Influence of particle bed topography on particle entrainment. Four cases are reported here,
in which the particle at entrainment is identified by red contours and e1 represents the particle exposure:
in case (1) the particle at entrainment is characterized by greater exposure with respect to case (2);
in case (3) the exposure is the same as in case (1), but the presence of an obstacle downstream hampers
particle entrainment—for the same particle-exposure and fluid pressure a larger impulse is needed to
overcome the potential energy wall created by the protruding downstream particle. Finally, at case (4),
the particle has a negative exposure and a protruding downstream particle; it will require a strong lift
force, sustained in time so that its work is able to overcome the potential energy wall.

In Figure 10a,b, for tests T1 and T2, respectively, the computed and measured exposure coefficients
are plotted against the ratio between longitudinal velocity fluctuations obtained with approach B and
the longitudinal double-averaged velocity. For the theoretical model, the following typical values were
adopted: ϕ = 30◦ ψ = 10◦, θ = 35◦, CD = 0.4 and CD/CL = 1.5 (Dwivedi et al. [46]).

Figure 10 shows that there is little agreement between the derived and the measured exposure
coefficients. There should be a very slight positive correlation as, for this sample, the expected value of
up is lower when the exposure is very high. This means that, for the entrainment events detected in
this study, the reference velocity defined as we did, is not useful to express threshold conditions and
thus integrate bedload models based on assigning a probability to this threshold.

In our opinion, this line of research should not be abandoned but extra efforts will be needed to:

i. inspect the performance of other definitions of reference velocity.
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ii. place resources on the experimental characterization of drag and lift on sediment particles,
taking into account local unsteadiness brought about by turbulence; the study of the inertia of
the boundary layer should deserve some attention as this may have a strong impact on lift and
drag coefficients.

iii. investigate how representative is entrainment due to fluid-particle momentum transfer, relatively
to other forms of imparting momentum to bed particles, e.g., by particle-particle interactions.

iv. investigate in what other ways the flow field can be modified in the vicinity of the entrained bed
particle without affecting the reference velocity measured above it.

Figure 10. Ratio between longitudinal velocity fluctuations obtained with approach B and the
longitudinal double-averaged velocities (averaged first in time and then in space-along the velocity
reference level) as a function of the ratio between particle exposure and particle diameter for: (a) test T1;
and (b) test T2. Each entrainment event corresponds to a numbered open circle. Curves corresponding
to the theoretical exposure model proposed by Ferreira et al. [16] are preented as red circles model for
sliding instability (Equation (6)) and as blue diamonds for rolling instability (Equation (7)).

In what concerns items iii. and iv., observations of the current database may help in devising
future research paths. In particular, our observations allow for a closer scrutiny of each entrainment
event, including the history of near-bed flow field and the typology of the entrainment, namely
if occurred as a singular or a collective event [30]. A discussion of representative observations is
presented in the next section.

4.3. Representative Types of Particle Entrainment

We consider that most entrainment events in our database could be grouped in four
representative types:

A singular events associated with non-locally generated hydrodynamic actions.
B singular events associated with locally generated hydrodynamic actions.
C collective entrainment events due to particle-particle momentum transfer collision.
D collective entrainment associated with strong fluid flow events.

A description of specific examples is presented next.

4.3.1. Type A: Non-Local Hydrodynamic Actions

The first type considered responsible for particle entrainment has long been discussed in the
literature, as already pointed out in Section 1. The extreme values of fluctuating turbulent forces are
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a key consideration in understanding particle entrainment. As seen before, particles can be entrained
by a wide spectrum of hydrodynamic forces. Should entrainment occur at low velocities, the role
played by the bed topography is surely significant. An example of particle dislodgement due to
hydrodynamic forces is reported in Figure 11. This specific entrainment event belongs to Test T1 and is
marked in Figure 7a,b with number 12.

Particle entrainment occurred with positive streamwise and vertical velocity fluctuations,
respectively u′ = 0.1626 m s−1 and w′ = 0.0484 m s−1 and u′ = 0.1711 m s−1 and w′ = 0.0307 m s−1,
corresponding with outward interaction, although evidence of the presence of a sweep event in
vicinity of the particle is observed in Figure 12, where the instantaneous Reynolds shear stresses, u′w′,
computed for the same sequence of images of Figure 11 are reported.

An accurate inspection of all three plots shown in Figure 12, allowed us to reconstruct the history
of this specific entrainment event. At time t = t0 a sweep event (u′ > 0 and w′ < 0), is clearly
identifiable in blue on the middle/top and left side of the image, is approaching. The remaining of
that is observed in the next instant on the upstream side of the particle about to be dislodged.

Meanwhile a major recirculation area of negative Reynolds shear stresses is produced just
downstream of the particle, resulting in dissipation of turbulent kinetic energy. On top of the particle
positive streamwise and vertical velocity fluctuations are observed, as mentioned above. Although the
turbulent structures seem to be not overly strong, particle entrainment is facilitated by the significant
particle exposure (one particle radius, as detailed in Figure 10a) together with the configuration of
the downstream neighbor. In the next instant the particle has already been dislodged and parcels
of fluid characterized by intense Reynolds stresses (in blue) at the location previously occupied by
the particle. At the instant before entrainment, as sweep approaches, the pore pressure increases.
A few milliseconds later, the sweep passes over the particle and the pressure on top decreases; the
combination of lift and direct drag causes particle dislodgement.

Figure 11. Particle entrained because of hydrodynamic forces (Type A; particle 12, Test T1). Sequence
of three PIV images respectively showing (from (a–c)): at time t = t0 (2 time instants, corresponding to
0.1333 s, before entrainment) the bright particle located in the centre of the image is at rest in the bed;
at time t = t0 + Δt (1 time instant, corresponding to 0.067 s, before entrainment) the particle is still at
rest in the bed; at time t = t0 + 2Δt the particle has already left the bed and is rolling. (For clarity only
1 out of 2 vectors are depicted.)
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Figure 12. Instantaneous Reynolds shear stress maps with vectors superimposed representing velocity
fluctuations obtained for Type A; (particle 12, Test T1) for the sequence of three PIV images reported
in Figure 11. The sediment bed is masked in white. (For clarity only 1 out of 2 vectors are depicted.)
(a) At time t = t0 a sweep event (u′ > 0 and w′ < 0), is clearly identifiable in blue on the middle/top
and left side of the image, is approaching. The remaining of that is observed in the next instant (b) on
the upstream side of the particle about to be dislodged. In the next instant (c) the particle has already
been dislodged and parcels of fluid characterized by intense Reynolds stresses (in blue) at the location
previously occupied by the particle.

4.3.2. Type B: Locally Influenced Hydrodynamic Actions

Another mechanism observed in the PIV database consists in particle entrainment promoted by
other sediment particles rolling or saltating nearby the particle at rest. The trajectory of the perturbing
sediments is out of the plane of the laser sheet but close enough to disturb the flow field around
the particle and cause its dislodgement. This mechanism may occur at low flow velocities, as the
case of the particle removed from its rest position shown in Figure 13 and characterized by positive
streamwise and negative vertical velocity fluctuations (u′ = 0.1429 m s−1 and w′ = −0.0183 m s−1 in
approach A and u′ = 0.1198 m s−1 and w′ = −0.0587 m s−1 in approach B).

This event belongs to Test T2 and is marked in Figure 8a,b with number 3.
As for Type A, the instantaneous Reynolds shear stresses, u′w′, computed for the same sequence

of images of Figure 13 are reported in Figure 14. In this case, PIV measurements in the plan Oxy
(parallel to the bed) would have enabled a better understanding of the dynamics of the flow originated
by the disturbing particle since it may have been the case that the particle may have been exposed to
highly asymmetric actions that displaced it laterally to a position of greater exposure.

Figure 13. Particle entrained because of particle passing-by (Type B; Particle 3, Test T2). Sequence of
three PIV images respectively showing (from (a–c)): at time t = t0 (2 time instants, corresponding to
0.1333 s, before entrainment) the bright particle located in the centre of the image is at rest in the bed;
at time t = t0 + Δt (1 time instant, corresponding to 0.067 s, before entrainment) the particle is still at
rest in the bed and a particle perturbating the flow field passes nearby; at time t = t0 + 2Δt the particle
starts its entrainment. (For clarity only 1 out of 2 vectors are depicted.)
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Figure 14. Instantaneous Reynolds shear stress maps with vectors superimposed representing velocity
fluctuations obtained for Type B (Particle 3, Test T2) for the sequence of three PIV images reported in
Figure 13. (For clarity only 1 out of 2 vectors are depicted.) (a) Instantaneous Reynolds stresses around
particle at rest. (b) Flow disturbed by passing-by particle. (c) Instantaneous Reynolds stresses at the
moment particle at rest is entrained.

More information can be provided analysing the flow velocity fluctuations obtained as the
difference between instantaneous velocities and spatial average velocity (Figure 15) within the area
represented in Figure 14 and corresponding instantaneous Reynolds shear stresses.

Figure 15. Instantaneous velocity profiles used to compute the spatial mean velocity (solid black line)
in the region of interest (Figure 14).

4.3.3. Type C: Collective Entrainment Due to Particle Collision

The PIV data set includes several cases of particle dislodgement characterized by direct collisions
between moving particles and particles at rest leading to the destabilization of the latter, especially in
Test T2 where the bedload rate is much more significant.

This mechanism was already identified experimentally and in field surveys by
Drake et al. [57], Böhm et al. [58] and investigated by Ancey et al. [30], who defined the entrainment
of particles from the bed as the contribution of two processes: singular entrainment (at rate λ1 > 0);
collective entrainment, for instance associated with momentum of moving particles and transferred to
resting particles (at rate μ).

Particle marked with number 27 in Figure 8a,b is considered hereafter as example of collective
entrainment and depicted in Figure 16.
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Figure 16. Particle entrained because of collective entrainment (Type C, Particle 27, Test T2). Sequence
of three PIV images respectively showing (from (a–c)): at time t = t0 (2 time instants, corresponding to
0.1333 s, before entrainment) the bright particle located in the center of the image is at rest in the bed;
at time t = t0 + Δt (1 time instant, corresponding to 0.067 s, before entrainment) the particle is still at
rest in the bed and another particle is approaching; at time t = t0 + 2Δt the travelling particle collides
with the particle at rest; the bright particle starts its entrainment. (For clarity only 1 out of 2 vectors
are depicted.)

From the instantaneous Reynolds shear stresses, u′w′, computed for the same sequence of images
of Figure 16 and reported in Figure 17 it can be observed that no particular hydrodynamic event
contributes to mobilise the particle and therefore the momentum imparted by the colliding particle
seems the only cause responsible for particle entrainment. This means that the positive streamwise
and vertical velocity fluctuations associated with this specific entrainment event shown in Figure 8c,d
would not be sufficiently effective to pick up the particle without the extra momentum transmitted by
sediment impact.

Figure 17. Instantaneous Reynolds shear stress maps with vectors superimposed representing velocity
fluctuations obtained for Type C (Particle 27, Test T2) for the sequence of three PIV images reported
in Figure 16. (For clarity only 1 out of 2 vectors are depicted.) (a) Instantaneous Reynolds stresses
and particle at rest. (b) Instantaneous Reynolds stresses with particle at rest while moving particle is
approaching. (c) Instantaneous Reynolds stresses during particles’ collision.

4.3.4. Type D: Collective Entrainment Associated to Strong Fluid Flow Events

Although both types C and D are in this text denoted by collective entrainment, in the former the
entrainment regards just a single particle and is generated by particle collisions, while in the latter
dislodgement consists in simultaneous pickup of several sediments-characterized by a time scale
varying between 0.067 s and 0.2 s (corresponding respectively with 1/15 s and 3/15 s) and occurs
mainly because of two different causes:

1. Presence of high-speed gust mobilizing more than one particle at the same time.
2. Collisions between travelling particles and sediments at rest promoting the motion of the latter.
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The entrainment of particle 4 of Test T2 belongs to the second situation. In Figure 18 the sequence
of images representing this mechanism is reported, as well as the instantaneous Reynolds shear stresses,
u′w′, in Figure 19.

In fact, the entrainment of particle 4 is related to ejections, which are negative longitudinal velocity
fluctuations (u′ = −0.2321 m s−1 with the first approach and u′ = −0.2846 m s−1 with the second one)
and positive vertical velocity fluctuations (respectively w′ = 0.1037 m s−1 and w′ = 0.0527 m s−1).

Figure 18. Particle entrained because of collective entrainment (Type D, particle 4, Test T2). Sequence
of three PIV images respectively showing (from (a–c)): at time t = t0 (2 time instants, corresponding
to 0.1333 s, before entrainment) the bright particle located in the centre of the image is at rest in the
bed (partially hidden by another particle); at time t = t0 + Δt (1 time instant, corresponding to 0.067 s,
before entrainment) the particle is still at rest in the bed and travelling particles are about to collide
with sediments in the bed; at time t = t0 + 2Δt several particles, included the bright one, are mobilized
because of the impact. (For clarity only 1 out of 2 vectors are depicted.)

Figure 19. Instantaneous Reynolds shear stress maps with vectors superimposed representing velocity
fluctuations obtained for Type D (particle 4, Test T2) for the sequence of three PIV images reported
in Figure 18. (For clarity only 1 out of 2 vectors are depicted.) (a) Initial instantaneous Reynolds
stresses. A ejection event is observed close to the particle at rest. (b) Induced instantaneous Reynolds
stresses by passing particles. (c) Several particles are mobilized and corresponding instantaneous
Reynolds stresses.

4.4. Disentrainment: Data Analysis and Results

At present little is known about causes and mechanics related with this disentrainment of bedload
particles phenomenon. Disentrainment events are much more difficult to be identified either in field or
in laboratory environments. In the present work, a visual inspection of the PIV footage allowed to
select a sample of 11 sediment particles of test T1 going to deposit into the bed and analyse the flow
field in their vicinity. The flow field related with disentrainment is assumed above the particle about to
rest, namely the velocity vectors of the last frame before disentrainment in accordance with the second
approach proposed in Section 4.3 for the case of sediment entrainment.
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The quadrant plot obtained for disentrainment is depicted in Figure 20, where the instantaneous
velocity fluctuations associated with particle disentrainment are represented with red dots.

Figure 20. Instantaneous velocity fluctuations characterizing test T1—Approach B. Red dots represent
the turbulent flow field associated with deposited particles. Disentrainment events discussed later are
marked with numbered open circles: particle 1 (black) and particle 3 (gray).

Negative values of instantaneous velocity fluctuations in streamwise direction (u′) are observed
for all the observed events, while a larger range of turbulent velocities (positive and negative) can be
noted for the w′ component, corresponding to ejections and inward interactions. Ejections seem to
be the prevalent flow state when disentrainment occurs. Only three of the registered events ocurred
during inward interactions. This observation should be generalised with some care since the size of
database is relatively small.

Relatively to entrainment, disentrainment events occur at al smaller range of along-wall velocities.
Disentrainment seems to be much influenced by bed topography, as can be noted in the PIV footage:
sediments in motion are more likely to become trapped within pockets if bed depressions are found
along their path or if obstacles (bed particles particularly exposed) are responsible for their stop. This is
in line with experimental findings of Cecchetto et al. [41].

Two disentrainment events among the sample of particles going at rest are hereafter analyzed.
The sequence of images representing the disentrainment and associated instantaneous Reynolds
stresses are reported in Figures 21–24, respectively for particle 1 (Figures 21 and 22) and particle 3
(Figures 23 and 24), whose velocity fluctuations are marked in Figure 20.

In the first case the particle in motion begins a deceleration phase until its complete rest due to the
frictional contact with sediments constituting the bed. Particle disentrainment occurs when the inertial
forces, that are momentum imparted by the fluid, pressure drag (depending on the relative velocity
between particle and fluid) and viscous forces, are overcome by frictional contacts. Figure 22 shows
the instantaneous Reynolds shear stresses next to particle 1 respectively at two and one instant before
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disentrainment (left and centre plots) and at the instant of rest (right plot). The fluctuation of the
streamwise velocity is negative and the wall-normal is positive. This is thus a representative case
of disentrainment during ejection, the most frequent state of near-bed fluid motion associated to
disentrainment in our database.

In the second case the particle goes to rest occurs because of the presence of another sediment
located along its path and enough exposed to constitute a barrier to the motion of particle 3, as observed
in Figure 23. The obstacle provides force against motion and particle acceleration becomes abruptly to
zero. Inward interaction is associated also with this event. Instantaneous Reynolds shear stresses are
reported in Figure 24.

Disentrainment is associated with lower values of streamwise velocity fluctuations, although a
key role in the process is played by the bed topography. Hydrodynamic forces alone do not determine
the disentrainment of sediments in the bed. Local barriers or bed depressions or friction between
rolling particles and sediment bed are the main causes related with this mechanism.

Figure 21. Particle deposited because of hydrodynamic forces (particle 1, Test T1). Sequence of three
PIV images respectively showing (From (a–c)): at time t = t0 (2 time instants, corresponding to 0.1333 s,
before disentrainment) the particle is in motion within the field of view; at time t = t0 + Δt (1 time
instant, corresponding to 0.067 s, before disentrainment) the particle is approaching its rest location; at
time t = t0 + 2Δt the particle is at rest in the bed.

Figure 22. Instantaneous Reynolds shear stress maps with vectors superimposed representing velocity
fluctuations obtained for disentrainment event number 1-Test T1 for the sequence of three PIV images
reported in Figure 21. (a) the moving particle starts decelerating and a ejection event is observed
downstream of the particle location. (b) The ejection event has passed and particle approaches its rest
locatin. (c) The particle is at rest.
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Figure 23. Particle deposited because of the presence of a cluster (particle 3, Test T1). Sequence of three
PIV images respectively showing (From (a–c)): at time t = t0 (2 time instants, corresponding to 0.1333 s,
before disentrainment) the particle is in motion within the field of view; at time t = t0 + Δt (1 time
instant, corresponding to 0.067 s, before disentrainment) the particle is approaching its rest location; at
time t = t0 + 2Δt the particle is at rest in the bed.(For clarity only 1 out of 2 vectors are depicted.)

Figure 24. Instantaneous Reynolds shear stress maps with vectors superimposed representing velocity
fluctuations obtained for disentrainment event number 3-Test T1 for the sequence of three PIV images
reported in Figure 23. (For clarity only 1 out of 2 vectors are depicted.) (a) The moving particle
enters the FoV. (b) As it aproaches a cluster of particles the instantaneous Reynolds shear stresse are
significantly higher, as seen by the blue area close to the cluster. Ejection events are observed. (c) The
moving particle stops due to the obstacle.

5. Conclusions

The experimental analysis reported in the present article aimed to investigate the kinematics of
entrainment and disentrainment of uniform granular media subjected to a turbulent open-channel
flow. Special consideration was given to the mechanisms promoting those events, as fluid-particle
interactions, sediment collisions and the influence of the natural bed particle morphology.

The experimental program was designed to not compromise between fundamental features of
sediment particles taking into account of the natural morphology of the sediment bed. The PIV
technique was employed to characterize the longitudinal and vertical instantaneous turbulent
fluctuations associated with sediment dislodgement and disentrainment and to determine a reference
velocity above the particles crest.

Concerning particle entrainment, it was observed that sediment entrainment occurred at a wide
range of turbulent flow velocities, with a prevalence of sweep and outward interactions. From our
limited database it seems that entrainment may occur at velocities lower than average, but only in
ejections events. From the same database, inward interaction events were almost not present.

A visual inspection of the PIV datasets enabled computing particle exposure and it was seen
that an increase of particle exposure does not necessarily imply low flow velocities associated with
particle dislodgement.

The factors involved in sediment entrainment are in fact multiple and several of these are not
directly quantifiable, as the persistence of hydrodynamic actions or the influence of the downstream
bed topography. Four types of particle entrainment were identified from the acquired PIV databases:
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(i) the classic case of entrainment caused by hydrodynamic forces (Type A); (ii) the entrainment
promoted by other sediments rolling or saltating nearby the particle at rest and therefore perturbing
the flow field close to the particle and causing its dislodgement by imparting momentum transversally
(Type B); (iii) sediment entrainment due to direct collisions between moving particles and those at rest
in the bed (Type C) and (iv) entrainment due to simultaneous pickup of several sediment included the
particle located under the plane of the laser sheet (Type D).

Cases (ii) and (iii) show the limitation of the reference velocity approach as a mean to determine
the energy transfer from the flow to the particle, thus suggesting that further research is needed in the
physics of flow-particle interaction in particular with respect to the drag and lif coefficients.

The flow field related with disentrainment events was analyzed as well: negative values of
instantaneous velocity fluctuations in streamwise direction are observed for all the sample of particles,
while both positive and negative vertical fluctuation components were found.

Bed topography also plays, in this case, a key role on the disentrainment events: sediments in
motion were more likely to become trapped within pockets if bed depressions are found along their
path or in presence of sediment barriers.
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Abstract: Experimental turbulence measurements of scour hole downstream of bed sills in alluvial
channels with non-cohesive sediments are investigated. Using an Acoustic Doppler Velocimeter
(ADV), the flow velocity-field within the equilibrium scour hole was comprehensively measured.
In this study, we especially focus on the flow hydrodynamic structure in the scour hole at equilibrium.
In addition to the flow velocity distribution in the equilibrium scour hole, the turbulence intensities,
the Reynolds shear stresses, the turbulent kinetic energy, and the turbulent length scales are analyzed.
Since the prediction of equilibrium scour features is always very uncertain, in this study and based
on laboratory turbulence measurements, we apply the phenomenological theory of turbulence to
predict the maximum equilibrium scour depth. With this approach, we obtain a new scaling of the
maximum scour depth at equilibrium, which is validated using experimental data, satisfying the
validity of a spectral exponent equal to −5/3. The proposed scaling shows a quite reasonable accuracy
in predicting the equilibrium scour depth in different hydraulic structures.

Keywords: scour; velocity field; turbulence; equilibrium scour depth; new scaling of scour depth

1. Introduction

Prediction of maximum scour depth downstream of hydraulic structure i.e., bridge piers and
abutments, sills, sluice gates, spillways, weirs, offshore platforms, wind turbines, etc., is of primary
concern for a wide range of engineering and environmental applications. This topic has drawn attention
and interest from many researchers for decades [1–14]. Despite these numerous studies, prediction
of equilibrium-scour hole characteristics always remains challenging because of the complexity of
the phenomenon and its dynamic sensitivity to structure and sediment properties. Most of these
studies [3–9,12–14] proposed different empirical formulae based on experimental/field measurements,
to predict the maximum eroded depth, its maximum length, and other properties. Ben Meftah and
Mossa [3], Tregnaghi et al. [14], and Lu et al. [15] observed that, based on laboratory measurements of
steady/unsteady flows, the scour downstream of a grade control structure evolves into three distinct
phases, including an initial phase, a developing phase, and an equilibrium phase. Tregnaghi et al. [14]
argued that the scour process usually reaches its equilibrium condition rapidly in live-bed conditions
and rather slowly in clear-water conditions. Lu et al. [15] indicated that the scour hole in non-cohesive
sediments is influenced by both the channel characteristics and the sediment properties, especially the
channel bed slope, the densimetric Froude number, the tailwater depth, and the sediment median size.

The enormous amount of studies conducted on this issue asserts that the scour hole profiles
are similar in shape, giving rise to a typical profile with appropriate scaling of the horizontal and
vertical coordinates. However, in spite of the great effort made by researchers, many different formulae
were derived to predict the scour profile at equilibrium. This large number of different empirical
formulae, sometimes composed of complicated parameters, makes them less operational in practice
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than expected. Moreover, most of these formulae are affected by large uncertainties and suffer some
limitations. According to Manes and Brocchini [16], the approaches based on dimensional analysis
suffer from two main shortcomings: One due to the experimental laboratory scale issues, hiding the
real shape of functional relations between non-dimensional groups at field scales, and the other one is
related to the fact that the empirical approach does not provide a theoretical framework to interpret
the experimental data and to understand the physics underlying such functional relations.

Recent studies [16–19] proposed very important and innovative approaches to predict localized
turbulent flow scours, applying the phenomenological theory of turbulence (PTT). This approach
hypothesizes that the scour process is controlled by the momentum transport generated by eddies
belonging to the dissipation and production spectrum ranges. By scaling the eddy-characteristic-lengths
of these spectrum-ranges with the equilibrium-scour dimensions and the characteristic-sediment-length,
researchers tried to derive general predictive formulae, by merging the PTT-theoretical aspects with
empirical observations, for the equilibrium maximum-scour depth at some hydraulic structure.

The main aim of this study is to contribute to this novel kind of approach, being the prediction
of the scour features based on experiments and theory still challenging due to the complexity of the
phenomenon. Therefore, in the present study, we first experimentally focus on the flow turbulence
measurements in a scour hole developed downstream of a grade control structure in sand-bed channels,
providing an integrated hydrodynamic picture of the scouring process. Successively, we propose a
new scaling of the maximum scour depth at equilibrium and validate it using the experimental data of
this study and some data collected from previous studies. Specifically, the proposed scaling approach
is easy to use, depending in particular on a densimetric Froude number and on a relative roughness.
Nevertheless, its application shows a quite reasonable accuracy in predicting the equilibrium scour
depth in different hydraulic structures. Therefore, our findings would contribute to improve the
understanding of the scouring mechanisms by applying the phenomenological theory of turbulence.

2. Experimental Set-Up

The experiments on the scour processes were carried out in a rectangular flume of closed-circuit
flow at the Hydraulic Laboratory of the Mediterranean Agronomic Institute of Bari (Italy). The flume
has glass sidewalls and a Plexiglass floor, allowing a good side view of the flow. It is 7.72 m long,
0.30 m wide, and 0.40 m deep. A pump of maximum discharge of 24 l/s was used to deliver water
from the laboratory sump to an upstream tank equipped with a baffle and lateral weir, maintaining a
constant head upstream of a movable slide-gate constructed at the inlet of the flume. The slide-gate
regulates channel flow-discharge. To create a smooth flow transition from the upstream reservoir to
the flume, a wooden ramp was installed at the inlet of the flume; it is 1.55 m long, 0.15 m thick and
of same channel width (Figure 1). At the outlet of the flume, water is intercepted by a stilling tank,
equipped with three vertical grids to stabilize water, and a triangular weir (V-notch sharp crested
weir) to measure discharge with relative uncertainty of ±8%. At the downstream end of the flume,
a movable gate made of Plexiglass and hinged at the channel bottom is used to regulate the flow depth.

In order to simulate grade control structures protecting riverbeds against erosion, in this study we
have used a series of sills consisting of PVC plates 0.30 m wide and 0.01 m thick. The sills were installed
on an experimental area extended 6 m along the channel, downstream of the wooden ramp. The sill
height decreases progressively going downstream from the wooden ramp, respecting a determined
initial slope S0 of 0.0086. Different configurations were investigated, the difference between them being
the distance, L, between sills. More details on the sills distribution are reported in Ben Meftah and
Mossa [3].

The flume bottom downstream of the wooden ramp and between the sills is covered with an
erodible bed material layer, consisting of almost uniform sand particles with a mean average size, d50,
of 1.8 mm and density of 2650 kg/m3 (see Ben Meftah and Mossa [3] for more information). Along the
experimental area, the sand layer was leveled respecting the maximum sill heights and that of the
upstream wooden ramp, forming the original bed of the channel with a slope S0 (Figure 1).
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Figure 1. General sketch of the laboratory flume with the initial condition and expected scour hole
(dashed profile) downstream of bed sills. hx = flow depth in the expected equilibrium scour at a
downstream position x, L.W. = left wall side of channel, R.W. = right wall side, C = centerline (channel
axis), C.L. = centerline of left half of channel, and C.R. = centerline of right half, (x, y, z) = longitudinal,
transversal, and vertical directions, respectively.

The data collected during each test included discharge, water surface elevation, flow depth,
temporally eroded bed profile, equilibrium bed profile, and scour dimensions (depth, length, position
of maximum depth). The profiles of the equilibrium eroded bed along the channel centerline, near the
channel sidewalls, and at an intermediate distance between the channel centerline and both sidewalls
(Figure 1) were measured, as the vertical distance between the initial bed elevation and the bed at
equilibrium, by means of a point gauge of ±0.1 mm accuracy. The water level profile along the channel
centerline was measured using an electrical hydrometer with an accuracy of ±0.1 mm.

In addition to the measurements of the scour geometric characteristics, the flow velocity-fields
were also carried out in the scour hole at equilibrium condition. The velocity data were collected
using a 3D Acoustic Doppler Velocimeter (ADV) system, developed by Nortek, with a sampling rate
of 25 Hz at a time window of 70 s. The sampling volume of the ADV was located 5 cm below the
transmitter probe. The ADV was used with a velocity range equal to ±0.30 m/s, a measured velocity
accuracy of ±1%, and a sampling volume of less than 0.25 cm3. For high-resolution measurements,
the manufacturer recommends a 15 db signal-to-noise ratio (SNR) and a correlation coefficient larger
than 70%. The acquired data were filtered based on the Tukey’s method and bad samples (SNR
< 15 db and correlation coefficient < 70%) were also removed. Additional details concerning the
ADV-system operations can be found in [20–27]. Flow velocity measurements through the scour hole
were carried out for different configurations in both the longitudinal plane of symmetry and in some
transversal planes.

The initial experimental conditions and the geometric characteristics of scours, related to this
study, are illustrated in Table 1, where hc is the flow depth over the crest of the sill downstream of which
the scour hole is measured, Uc is the flow velocity over the sill (mean velocity in correspondence of hc),
zs is the maximum equilibrium scour depth from the original bed profile, hs is the flow depth at the
position of maximum equilibrium scour depth, λc = d50/hc is a relative roughness, Fdc = Uc/(Δgd50)0.5 is
the densimetric Froude number for the approach flow over the sill, Δ = [(ρs − ρw)/ ρw] is the submerged
relative density of sediment particles, ρw is the water density, ρs is the sediment density, g is the
gravitational acceleration, Rec = Uc hc/υ is the Reynolds number for the approach flow over the sill,
Reg = Ucd50/υ is the grain Reynolds numbers, and υ is the water kinematic viscosity. For the sake of
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brevity, in this study we focus in detail on data of run T21 (Table 1) for the analysis of the turbulent
parameters, while we adopt all runs (T04–T22) in the scaling procedure.

Table 1. Initial experimental conditions and parameters of the investigated runs.

Runs
L

(m)
hc

(m)
Uc

(m/s)
zs

(m)
hs

(m)
Fdc
(-)

λ

(-)
Rec
(-)

Reg
(-)

T04 1 0.035 0.593 0.039 0.10 3.474 0.051 18,159 934
T05 1 0.048 0.689 0.088 0.15 4.035 0.038 28,517 1069
T06 1 0.029 0.522 0.028 0.08 3.060 0.062 12,497 776
T07 1 0.054 0.726 0.105 0.18 4.255 0.033 32,354 1078
T08 1 0.042 0.647 0.064 0.13 3.790 0.043 23,774 1019
T09 2 0.036 0.585 0.053 0.09 3.425 0.050 18,942 947
T10 2 0.042 0.634 0.057 0.12 3.717 0.043 25,981 1113
T11 2 0.048 0.688 0.070 0.13 4.033 0.038 32,217 1208
T12 2 0.054 0.736 0.081 0.15 4.312 0.033 39,743 1325
T13 2 0.060 0.762 0.090 0.17 4.466 0.030 46,880 1406
T14 4 0.034 0.576 0.076 0.09 3.374 0.053 20,563 1089
T15 4 0.042 0.647 0.090 0.12 3.790 0.043 29,208 1252
T16 4 0.048 0.691 0.112 0.14 4.048 0.038 37,309 1399
T17 4 0.030 0.533 0.065 0.08 3.125 0.060 18,000 1080
T18 3 0.029 0.531 0.050 0.07 3.113 0.062 17,721 1100
T19 3 0.036 0.586 0.061 0.10 3.433 0.050 24,784 1239
T20 3 0.042 0.653 0.071 0.12 3.827 0.043 32,236 1382
T21 3 0.048 0.686 0.084 0.14 4.019 0.038 38,688 1451
T22 3 0.052 0.762 0.094 0.17 4.463 0.035 46,543 1611

3. Results and Discussion

3.1. Velocity Fields

Since turbulence is the most important mechanism of sediment entrainment, causing a significant
increase in the shear stress around the base of a hydraulic structure, a large set of measurements of the
flow velocity field in the scour holes was carried out. Figure 2, as an example, shows a vector map of
the flow velocity, Vxz, in the scour hole downstream of the first bed sill, located 2 m downstream of the
wooden ramp (Figure 1). In Figure 2 the (x, z)-coordinates take origins at the first sill position and
the channel bottom, respectively. The Vxz-velocity is the resultant of the streamwise U and vertical W
time-averaged velocity components. The three profiles of the initial bed (solid line), the free-surface
flow (triangle down), and the bed at equilibrium condition (bullet) are also reported in Figure 2.
The random point cloud in Figure 2 represents the remaining amount of sediment between sills at
scour-equilibrium. All the data illustrated in Figure 2 were obtained in the plane of flow-symmetry
(y = 0).

Figure 2 clearly shows the flow velocity behavior through the scour hole. Three flow velocity
distribution regions can be recognized in Figure 2: (i) A first region, 1, where a sort of a free entering
jet flows, originated by the flow condition over the sill-crest; (ii) a second region, 2, characterized
by vortex formations (eddies) due to the jet diffusion, located near the bottom of the scour hole and
extended along the upstream scour-side; and (iii) a third region, 3, seeming less turbulent and taking
place downstream, outside the vortex region. Between the regions 1 and 2, a sort of a hydraulic jump
may occur, depending on the hydraulic conditions. The absence of velocity measurements in the upper
flow region is due to the limitation of the ADV-downlooking probe, being the uppermost 7 cm of the
flow could not be sampled. However, in the jet-like region 1, the acquired ADV-signal was very noisy,
which could be due to the strong jet-flow agitation interacting with the hydraulic jump.
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Figure 2. Vector map of the flow velocity, Vxz, in the scour hole at the plane of flow-symmetry (y = 0).
The dashed line qualitatively indicates the separation between regions 1, 2, and 3.

The jet-like flow (region 1) plays a crucial role in the different phases of the scour development.
This is due to its high velocity, which leads to an increase of the jet potential erosive action on the bed
channel. As the jet size increases over time, the jet begins to gradually lose its erosive potential. The state
of equilibrium occurs when the path of the impinging jet becomes sufficiently long and its diffused
velocity is reduced to values lower than the minimum value required for sediment movement [28].

In the region 2 (Figure 2), a significant reduction of the flow velocity occurs. Furthermore, the flow
distribution shows two portions: A portion of negative velocity starting at the position of maximum
scour depth and extending towards the upward bed sill, forming a sort of clockwise local vortex,
and another portion of positive velocity that shifts the flow downstream, from the position of the
maximum scour depth. Similar behaviors have been observed by Ghodsian et al. [29]. The authors
named as “weak flow” the portion of negative velocity and “strong flow” the portion of positive
velocity. They also observed that the lowest region of the scour hole is mainly covered by the sediment
of size d90, grain size for which 90% of sampled particles are finer.

In the region 3 (Figure 2), the flow velocity considerably increases, compared to region 2.
This increase is gradual in the downstream direction. Moreover, the velocity vectors tend to be more
horizontal and of almost comparable values. The flow redistribution in region 3 indicates a sort of
smooth transition flow from scour hole to the downstream tailwater flow. This smooth transitional
flow result in less flow turbulence, which is the subject of the next section.

3.2. Turbulence Intensity Associated with Scour Hole

To get further information on the scouring process, in Figure 3 we plot the streamwise turbulence
intensity, U′, as a function of the normalized vertical coordinate Z/zs. Herein, U′ was defined as the
ratio of the standard deviation of the streamwise flow-velocity component fluctuations to the average
velocity, Uc, measured over the sill-crest, Z is the vertical position from the original bed profile (solid
line in Figure 2) at a given downstream position x. The vertical U′-profiles correspond to different
downstream positions x/xs = 0.33, 0.67, 1.00, 1.33, 2.00, 2.33, and 2.67, where xs is the x-position from
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the grade-control structure (sill) at which the scour attains its maximum depth. Note that, due to the
flow symmetry, the spanwise velocity, V, is theoretically expected to be null and therefore it has not
any physical significance in this plane.

Figure 3. Vertical profiles of streamwise turbulence intensity, U′, at different downstream positions
x/xs along the plane of flow symmetry (y = 0).

Figure 3 shows that the maximum turbulence intensities take place at x/xs ≤ 1.33, at the regions 1,
2 and the upstream side of region 3. At these regions, which practically occupy the whole part of the
main scour hole, the values of turbulence intensities range between a minimum of 0.13 and a maximum
of 0.3. At x/xs = 0.67, U′ experiences the maximum measured values at Z/zs ≥ −0.7. This position is
located within the region 1, where the jet flow penetrates into the scour pool, generating high levels of
turbulence. Figure 3 mainly indicates a tendency of U′ to reduce as going down towards the scour bed.
In region 2, at Z/zs < −0.7, U′ reduces by almost 50% as compared to region 1. The significant reduction
in turbulence intensity in region 2 is related to the sharp decrease in flow velocity in this region, as
shown in Figure 2. At the exit from the scour hole, at x/xs > 1.33 in region 3, U′ shows the smallest
values, as expected based on the flow velocity distribution (Section 3.1). At this region, U′ decreases
almost twice compared to region 1 and by 60% compared to region 3.

In Figure 4 we plot the vertical turbulence intensity, W′, profiles at the same downstream positions
x/xs = 0.33, 0.67, 1.00, 1.33, 2.00, 2.33, and 2.67. Herein, W′ is defined as the ratio of the standard
deviation of the vertical flow-velocity component fluctuations to Uc. Figure 4 clearly shows a substantial
reduction in W′ as compared to U′. For all the profiles, W′ ranges between a minimum of 0.03 and a
maximum of 0.17 against 0.13 and 0.30, respectively, observed for U′. Furthermore, at the different
downstream positions x/xs, W′ decreases with decreasing Z/zs (i.e., going down to the equilibrium-scour
bed). This decrease is continuous and with a significant reduction rate as compared to U′. This may be
explained by the considerable reduction of the vertical velocity flow going towards the equilibrium
bed profile, which effectively reduces the vertical flow-force that could lift the sediments from the
bottom. Similar to U′, W′ experiences maximum values in region 1 and at the upstream side of region
3. In region 2 however, W′ exhibits the smallest values, comparable to those that occurred in region 3.
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Figure 4. Profiles of vertical turbulence intensity, W′, at different downstream positions x/xs along the
plane of flow symmetry (y = 0).

Figure 5 illustrates the vertical profiles of the normalized Reynolds shear stresses in the scour
hole. The profiles were taken at the downstream positions x/xs = 0.33, 0.67, 1.00, 1.33, 2.00, 2.33, and
2.67. In Figure 5, U′W′ = −<u′w′>/Uc

2, where <u′w′> is the time-averaged stress over the length of
the time series and (u′, w′) are the velocity fluctuations of the streamwise and vertical component,
respectively. The values of U′W′ clearly have a heterogeneous distribution at the different downstream
positions x/xs. This heterogeneity vertically decreases downward (towards the scour bed). Furthermore,
Figure 5 shows that the heterogeneity of the Reynolds stresses is spatially variable in the scour hole.
At x/xs = 0.67, U′W′ varies from a maximum value O(4 × 10−2) to a value O(10−3). Both the magnitude
and the variation range of U′W′ gradually decrease with increasing x/xs. For x/xs > 1.33, there is a
sharp decrease of the Reynolds stress magnitude and the values of U′W′ tend to an homogeneous
distribution, from a maximum predictable averaged value O(4 × 10−3) to a value O(10−3). Figure 5
also shows that U′W′ exhibits the largest values in region 1 (see Figure 2), it decreases slightly in the
upstream side of region 3, and it is significantly reduced in region 2. At the edge of the downstream
scour-side, x/xs > 1.33, U′W′ shows the lowest values.

Figure 5. Vertical profiles of normalized Reynolds shear stress, U′W′, in scour hole and at different
downstream positions x/xs along the plane of flow symmetry (y = 0).
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Figure 5 also indicates that U′W′ always has positive values in the scour hole, along the plane of
flow symmetry (y = 0). This reflects a clear idea upon the frictional drag distribution and the vertical
effective momentum transfer associated with the scour hole structure in the plane of flow symmetry.
In the scour hole, the Reynolds shear stress is developed due to the formation of eddies of many
different length scales. In the immediate vicinity of the sediment scour bed, localized turbulent eddies
play an important role in removing a sediment particle from its stabilized position. According to Ali
and Dey [30], at the flow-bed interface, the eddies of greater size than the sediment diameter, d50 as
an example, weakly contribute to the vertical velocity component. By contrast, the eddies of smaller
size than the sediment diameter perfectly fit in the space between the particles, providing an effective
contribution to the vertical velocity component and therefore a substantial transfer of the vertical
momentum may occur. The increase of the vertical lift force generated by small eddies (with smaller
size than the sediment diameter) and the important horizontal component of momentum transmitted
by large eddies (with greater size than the sediment diameter) at the sediment bed, play a crucial role
in putting the sediment particles in suspension. Applying the phenomenological theory of turbulence
and a dimensional analysis, Ali and Dey [30] found a scale of the Reynold shear stress at the bed for
the incipient motion of sediment particles.

−ρw
〈
u′w′〉∣∣∣b ∼ ρwUb

2λ−
(1+σ)

2 (1)

where the subscript b indicates the flow-bed interface position, Ub is the threshold velocity, defined
as the near-bed velocity that is marginally sufficient to initiate the particle motion at the bed surface,
λ(= d50/hx) is a relative roughness, hx is defined in Figure 1, σ is the spectral exponent of the turbulent
energy spectrum. By equating the Reynolds shear stress, obtained near the bed surface, and the bed
shear stress τb, we can obtain the threshold velocity Ub. τb can be related to the gravitational shear
stress τg as τb ~ τg = (ρs − ρw)gd50θb, where θb is the threshold Shields parameter. θb is a function of
a particle parameter D = [(gΔd50)/υ2]1/3. Combining the different parameters together, one obtains a
scaling expression of the threshold densimetric Froude number, Fdb:

ρwUb
2λ−

(1+σ)
2 ∼ (ρs − ρw)gd50 f (D)

Fdb =
Ub√
Δgd50

∼ λ (1+σ)
4 f

1
2 (D)

(2)

It is worth mentioning that for a hydraulically rough flow regime the function f(D) tends to a
constant value.

Figure 6 depicts the vertical profiles of the time-averaged turbulent kinetic energy, K, normalized
by Uc

2, at different downstream positions x/D from the bed sill. In the plane of flow symmetry
(y = 0), k = (<u′2> + <w′2>)/2, where the angle brackets indicate the average over the length of
the time series. In the energy inertial subrange, the energy cascade yields the ‘σ = −5/3′ spectral
law. Since the energy equilibrium in this energy subrange is maintained by the balance between the
production and dissipation rate of the turbulent kinetic energy, the energy spectrum function is scaled as
E(κ) ~ ε2/3κ−5/3, where ε is the turbulent kinetic energy dissipation rate and κ is the wavenumber. In this
case, the turbulent kinetic energy can be scaled as K ~

∫
ε2/3κ−5/3dκ. Figure 6 clearly highlights a spatial

variation of K within the scour flow-field. In Figure 6, all the vertical profiles, except that at x/xs = 1.33,
show a decrease of K as going down towards the scour bed, but with different reduction rates that
depend on the downstream positions x/xs. At x/xs = 0.67, K experiences both the maximum values and
the maximum reduction rate. This implies that the jet-like region, indicated by region 1 in Figure 2, is a
location of maximum turbulent energy production. At x/xs = 1.33, K shows an increase with increasing
depth, it attains a maximum value O(3 × 10−2) at Z/zs = −0.6 and then begins to decrease going down to
the bed-flow interface. This fact can be explained by the transition effect between regions 1 and 3 (see
Figure 2), where the jet-like diffusion is accompanied by high levels of flow-turbulence intensities and
large kinetic energy production, as also observed in a previous study by Ben Meftah and Mossa [20].
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At x/xs > 1.33, k undergoes a sharp decrease, showing values O(10−2), it also shows a very gradual
reduction going downwards. At equilibrium scour condition, k shows very small values, ranging
between 0.005 and 0.013, near the bed-flow interface for the different downstream positions x/xs. In the
scour hole, at equilibrium condition, the stability of the sediment particles is due to the significant
decrease of turbulent energy production at the bed-flow interface.

Figure 6. Vertical profiles of normalized turbulent kinetic energy, k/Uc
2, in scour hole and at different

downstream positions x/xs along the plane of flow symmetry (y = 0).

3.3. Turbulent Length Scales

Determination of the eddies scales in a turbulent flow is of crucial importance for experimental and
numerical investigations, defining suitable domain-dimensions (area or volume) for computation [20].
Since the condition of incipient movement of the sediment particles is significantly influenced by the
size of turbulent eddies, in this section, we try to experimentally determine the characteristic eddy
length scales of the turbulent flow in the scour hole at equilibrium condition. The integral length scale
Li (= Lx, Lz) is simply calculated as the product of the integral time scale Ti and the local time-averaged
velocity Ui (= U, W), where Ti (= Tx, Tz) is computed integrating the autocorrelation of the measured
instantaneous flow velocity ui(t) [= u(t), w(t)]. The autocorrelation of the measured instantaneous
flow velocity was determined after a spectral analysis of the flow velocity fluctuation at the different
measurement points.

Figures 7 and 8 depict the vertical profiles of the integral length scales Lx and Lz, respectively,
normalized by the mean average diameter of sediments, d50, at different downstream positions x/xs.
The processed data and the downstream positions x/xs are the same as those covered in the previous
sections. Herein, Lx is the integral length scale in the x-direction and Lz in the z-direction, calculated by
means of the variables (U, Tx) and (W, Tz), respectively.

Contrary to what observed in Figures 3–6 for the flow turbulence properties in the scour hole,
Figure 7 shows that larger values of Lx occur almost at the location of lower turbulence levels.
At x/xs = 0.33 and 0.64, i.e., the positions of the jet-like flow and jet diffusion in regions 1 and 2 (Figure 2),
Lx has a size of the order of 1 ÷ 5d50. At x/xs = 1, Lx is considerably increased, compared to the values
at the upstream positions x/xs = 0.33 and 0.64. It vertically decreases, going down towards the scour
bed, from value O(10d50) to value O(d50) near the sediment bed. At x/xs = 1.33, Lx shows a maximum
value O(27d50) and it monotonically decreases with increasing depth, reaching a value O(7d50) close to
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the scour bed. At x/xs > 1.33, a sharp increase of Lx can be clearly noted. It shows an average size of
O(40d50), and it ranges between a minimum and maximum of 20d50 and 54d50, respectively. Contrary
to the region of high turbulence levels (x/xs < 1), at x/xs > 1.33, the Lx-magnitudes rapidly decrease
with increasing flow depth, yielding maximum gradient values along the vertical. The integral length
scale distribution in the scour hole at equilibrium provides an integrated hydrodynamic picture on the
formation and relative macroscopic scales of the turbulent eddies.

Figure 7. Vertical profiles of normalized turbulent length scales, Lx/d50, at different downstream
positions x/xs at the plane of flow symmetry (y = 0).

Figure 8. Vertical profiles of normalized turbulent length scales, Lz/d50, at different downstream
positions x/xs at the plane of flow symmetry (y = 0).
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Figure 8 illustrates the dimensionless integral length scale Lz/d50 versus the dimensionless vertical
position Z/zs in the scour hole at equilibrium phase. Contrary to what is shown in Figure 7 with Lx,
Figure 8 indicates that the larger values of Lz appear at the location of higher turbulence levels. At x/xs

≤ 1.33, Lz shows both the largest values and the highest gradient along the vertical. It attains maximum
values of almost 3d50 at x/xs = 1 and 1.33. These values significantly decrease near the scour bed to an
order of 0.1d50 to 0.4d50. This behavior could play an important role in increasing the vertical lifting
force to move the sediment particles before reaching an equilibrium condition. At x/xs = 0.33 and 1.33,
Lz slightly decreases to values O(1d50). This distribution of Lz at these positions seems reasonable, as it
is strongly influenced by the incoming inclined flow-jet in the scour hole, which increases the vertical
velocity component. At x/xs > 1.33, Lz shows very small values, less than 1d50. This is explained by the
smooth outflow from region 3, as observed in Figure 2, where a streamwise velocity dominance over
the vertical component occurs.

The results obtained from the distribution of the integral length scales Lx and Lz seem to indicate
that, in addition to the drag force, the erosion capacity of the flow increases with the increase of the
vertical lifting force acting on the sediment particles. The vertical lifting force, essential for moving the
sediment particles, is a direct result of an appropriate magnitude of the vertical velocity components.

Figure 9 displays the normalized Kolmogorov’s micro-scale η/d50 versus the normalized vertical
coordinate Z/zs at different distances from the bed sills x/xs. The main observation from Figure 9
is the expected significant reduction of η compared to Lx and Lz, by an average (over all measured
points) factor of 340 and 25, respectively. Through the scour hole, η shows values ranging between
0.017d50 to 0.044d50, an equivalent of 0.04 to 0.15 mm. For the positions x/xs ≤ 1.33, η shows the
smallest values, which are almost of constant magnitude along the vertical and are very comparable,
indicating a kind of local isotropy of the flow turbulence at these scales. For x/xs > 1.33, η shows an
increase by an almost factor of 1.5 at x/xs = 2, presenting an average length scale of the order of 0.56d50,
and then continues to increase monotonically reaching an average value of the order of 0.73d50, quite
constant at both positions x/xs = 2.33 and 2.67. Figure 9 indicates that for all profiles, regardless of the
positions x/xs, η/d50 is invariant along the vertical direction. Figure 9 also points out that the size of
η is influenced by the level of the flow turbulence intensity. In areas of high turbulence, such as at
x/xs ≤ 1.33, η considerably decreases to smaller values. This may be explained by the diffusion of the
inlet jet-like flow in the scour hole, which induces the formation of small eddy scales that increase
velocity fluctuation.

Figure 9. Vertical profiles of normalized Kolmogorov’s micro-scale, η/d50, at different downstream
positions x/xs at the plane of flow symmetry (y = 0).
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3.4. Scaling of the Maximum Scour Depth at Equilibrium

In this section we focus on the scaling of the maximum scour depth at the equilibrium condition,
derived from the phenomenological theory of turbulence. At equilibrium, the scour hole between
two consecutive bed sills is shown schematically in Figure 10. The scour hole is caused by the effect
of a sort of an entering jet flow of both initial thickness and initial velocity comparable, respectively,
to the flow depth, hc, and its corresponding velocity, Uc, over the sill. In Figure 10, q is the unit water
discharge, ls is the equilibrium scour length and ht is the tailwater depth at the position xs of the
maximum scour depth at equilibrium, defined as the vertical distance between the initial bed profile
and the free-surface flow (at xs the total flow depth is hs = zs + ht). The effective parameter of the scour
hole, illustrated in Figure 10, can be expressed as follows:

hs = zs + ht = f (hc, Uc, d50, L, So, g,ρw,ρs, ν) (3)

Figure 10. Definitional sketch of scour hole downstream of bed sills, Uo indicates the initial jet velocity.

The application of dimensional analysis to the variables of Equation (3) leads to the following
expression:

hs

hc
=

zs + ht

hc
= f

(
λc,

LSo

hc
, Fdc, Rec

)
(4)

For fully turbulent flow, Reg > 70 [31,32], the dependence upon the Reynolds number, Rec, could
be neglected, and therefore Equation (4) can be finally expressed as:

hs

hc
=

zs + ht

hc
= f

(
λc,

LSo

hc
, Fdc

)
(5)

The application of the continuity equation between the section at x = 0 (over the bed sill) and the
section at xs, position of maximum scour, yields:

Uchc = Ushs = Us(zs + ht)
Uc
Us

= hs
hc

=
(zs+ht)

hc

(6)

From Equation (2), we can obtain a scaling of the mean velocity Us as:

Us ∝ Ub ∼
√

Δgd50λ
(1+σ)

4 f
1
2 (D) =

√
Δgd50

(
d50

hs

) (1+σ)
4

f
1
2 (D) (7)
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Substituting Equation (7) into Equation (6) produces:

hs

hc
=

zs + ht

hc
∝ Fdc

4
(3−σ)

(
d50

hc

)− (1+σ)
(3−σ)

f−
2

(3−σ) (D) = Fdc
4

(3−σ)λc
− (1+σ)

(3−σ) f−
2

(3−σ) (D) (8)

Since for rough turbulent flow f (D) tends to be a constant function, Equation (8) can be reduced to
the following form:

hs

hc
=

zs + ht

hc
∝ Fdc

4
(3−σ)λc

− (1+σ)
(3−σ) (9)

It should be mentioned here that the scaling law of the maximum scour depth at equilibrium,
investigated applying the phenomenological theory of turbulence, as shown by Equation (9), is explicitly
expressed as a function of only the dimensionless parameters Fdc and λ, also appearing in Equation (5)
through dimensional analysis. It should be noted that, contrary to dimensional analysis, the application
of the phenomenological theory of turbulence establishes a unique and complete (with defined
exponents) relationship between some of the characteristic variables of the scour hole. Since the flow is
fully turbulent within the scour hole and the bed sediment is characterized by a relative roughness
in the range of 10−4 < λc <10−1 [30], the scaling law is validated for σ = −5/3, in the energy inertial
subrange, and thus Fdc

(4/(3−σ)λc
(−(1+σ)/(3−σ) = Fdc

(6/7) λc
(1/7). In order to experimentally evaluate the

validity of this scaling law, shown in Equation (9), in Figure 11 we plot measured values of (zs + ht)/hc

as a function of Fdc
(6/7)λc

(1/7). The experimental data used for this scope are those illustrated in Table 1,
acquired by Ben Meftah and Mossa [3].

(z
s +

 h
t)/

h c

Fdc
6/7

c
1/7

Figure 11. Validation of the scaling law of the maximum scour depth downstream of bed sills
obtained by applying the fundamental laws of turbulent energy spectrum with σ = −5/3, and thus
Fdc

(4/(3−σ)λc
(−(1+σ)/(3−σ) = Fdc

(6/7)λc
(1/7). The data of Ben Meftah and Mossa [3] were obtained

downstream of bed sills in alluvial channels and with a bed sediment size of d50 = 1.8 mm.

Figure 11 clearly shows that the data of the normalized maximum scour depth (zs + ht)/hc plotted
versus the scaling law Fdc

(6/7)λc
(1/7) tend to collapse into a single curve. From the interpolation of the

data shown in Figure 11 the following expression, predicting the maximum scour depth at equilibrium,
is obtained:

hs

hc
=

zs + ht

hc
= 1.43Fdc

6
7λc

1
7 (10)

It is worth mentioning that Equation (10) is the regression fitting of data collected downstream of
bed sills in alluvial channels. As reported in Ben Meftah and Mossa [3], the distance L between sills
varies between 1 and 4 m and the non-cohesive bed sediment consists of very coarse sand particles of
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mean average size d50 = 1.8 mm. Despite the non-presence of the parameter LS0/hc in Equation (10),
with respect to Equation (5), which takes into consideration the effects of both the distance and the
slope between sills, Equation (10) suitably predicts the maximum scour depth downstream of bed sills
at equilibrium condition. This is proved by the low deviation of the data, ±15%, from the best fit line
of Equation (10).

To give more validity to this approach, in addition to the data obtained by Ben Meftah and
Mossa [3], in Figure 12 we also plot data previously obtained by Bormann and Julien [4]. The scour
data of Bormann and Julien [4] were collected downstream of a grade control structure of different
face slopes (18◦, 45◦, and 90◦ with respect to the horizontal) in a sand-bed channel of d50 equal to
0.3 mm and 0.45 mm. Due to the complexity of the phenomenon and the wide variety of conditions
(including different characteristics of the sediment particles, different geometries of the grade control
structure, and different entering jet typologies), the data by Bormann and Julien [4], plotted according
to the scaling law of Equation (9), show more scattering than those by Ben Meftah and Mossa [3].
As compared to previous studies [4,33], when data were fitted by other scaling laws, the scaling law of
Equation (9) predicts with more accuracy the maximum equilibrium scour depth, as shown by the
50%-deviation from the best fit line of Equation (11). In fact, the normalized scour depth (zs + ht)/hc

by Bormann and Julien [4] shows an overall increasing trend as a function of Fdc
(6/7)λc

(1/7). A linear
regression analysis of these data leads to the following expression for predicting the equilibrium scour
depth at grade control structures (under Bormann and Julien’s [4] conditions):

hs

hc
=

zs + ht

hc
= 0.53Fdc

6
7λc

1
7 (11)
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s +

 h
t)/

h c

Fdc
6/7

c
1/7

Figure 12. Validation of the scaling law of the maximum scour depth using data obtained by Bormann
and Julien [4] downstream of grade control structures of different features and with sediment sizes of
d50 ranging between 0.30 and 0.45 mm, Reg ranging between 396 and 2093 and with relative roughness
in the range of 10−4 < λc <10−2. The scaling law is validated for σ = −5/3, in the energy inertial subrange.

It is worth noting that the scaling approach introduced by Equation (9) to predict the equilibrium
scour depth is only expressed as a function of the densimetric Froude, Fdc, and the relative roughness,
λc, with exponents function of σ. It does not involve all the characteristic parameters affecting the scour
features, i.e., the parameter LS0/hc that appears in Equation (5) through dimensional analysis. In any
case, its application shows reasonable accuracy in predicting the equilibrium scour depth in different
hydraulic structures for sand-bed rivers. The limitation of this approach in the present form, however,
is that it does not exhibit a general proportional relationship for all hydraulic structure typologies,
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as shown in Equations (10) and (11) by the coefficients 1.43 and 0.53. This implies that a further better
combination between this scaling approach and other characteristic parameters, obtained through
dimensional analysis, can lead to finding a general expression to predict the maximum equilibrium
scour depth.

4. Conclusions

Considering that an exhaustive prediction of the scour development is fundamental for structural
stability, we examined experimentally the local scouring processes downstream of hydraulic grade
control structures. This study focuses on the analysis of flow hydrodynamic structures within the
scour hole at equilibrium and on the application of the phenomenological theory of turbulence to find
a scaling law predicting the equilibrium scour depth.

Specifically, by means of velocity measurements, we observed that at equilibrium conditions
the flow in the scour hole is fundamentally characterized by three distinct regions: (i) A first region
consists of a free entering jet flow, plunging from the crest of bed sill into the scour hole and strongly
eroding the bed sediments; (ii) a second region located near the scour bottom, extending upstream
due to vortex formations (eddies) generated by the jet diffusion, allowing to reach the equilibrium
condition; and (iii) a third less-turbulent region, localized downstream of the first and the second
regions and characterized by an almost unidirectional flow in the x-direction.

The detailed analysis of the flow turbulence characteristics in the equilibrium scour hole showed
that both the Reynolds shear stresses and turbulence intensities (the streamwise and the vertical ones)
exhibit their greatest values in the first region, where the approaching jet has effects, while a sharp
reduction of them occurs in the third region. Moreover, these turbulent properties (Reynolds shear
stresses and turbulence intensities) show negative vertical gradient going down towards the scour
bed. A heterogeneous spatial distribution of these turbulent features is especially evident in the first
and second regions, where the jet effect is quite strong. The analysis of the turbulent kinetic energy
shows that the region of jet-like flow, region 1, is a location of maximum turbulent energy production.
At equilibrium condition, the stability of sediment particles is due to a significant decrease of turbulent
energy production at the bed-flow interface.

The distribution of the longitudinal and vertical integral length scales, in the plane of flow
symmetry, was also analyzed. The larger values of Lx occur almost at the location of lower turbulence
levels. On the contrary, Lz shows maximum values at the regions of higher turbulence levels.
This distribution of Lx and Lz reflects the role of the flow turbulent eddies in the incipient motion of
the sediment particles. The increase of Lz, related to the increase of the vertical velocity component,
enhances the vertical lifting force, giving more possibilities for particles to move.

Finally, the phenomenological theory of turbulence was applied to the scour hole, deducing a
new scaling law of the maximum scour depth at equilibrium in non-cohesive bed rivers. Once fixed
the spectral exponent of the turbulent energy spectrum, the scaling low becomes a simple function of
the densimetric Froude number, Fdc, and the relative roughness, λc. This scaling law was evaluated
and validated using laboratory measured scouring data of sand-bed with a relative roughness in the
range of 10−4 < λc <10−1. It showed a quite reasonable accuracy in predicting the equilibrium scour
depth in different hydraulic structures.
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Abstract: Several researchers have studied turbulent structures, such as ejections, sweeps, and
outwards and inwards interactions in flumes, where the streamwise velocity dominates over vertical
and transversal velocities. However, this research presents an experimental study in which there are
ejections associated with the interchange between surface and subsurface water, where the vertical
velocity dominates over the streamwise component. The experiment is related to a surface alluvial
stream that is polluted with fine sediment, which is percolated into the bed. The subsurface flow
is modified by a lower permeability associated with the fine sediment and emerges to the surface
current. Quasi-steady ejections are produced that drag fine sediment into the surface flow. Particle
image velocimetry (PIV) measured the velocity field before and after the ejection. The velocity data
were analyzed by scatter plots, power spectra, and wavelet analysis of turbulent fluctuations, finding
changes in the distribution of turbulence interactions with and without the presence of fine deposits.
The flow sediment ejection changes the patterns of turbulent structures and the distribution of the
turbulence interactions that have been reported in open channels without subsurface flows.

Keywords: ejections; turbulence interactions; gravel beds; sediment transport; surface and
subsurface flows

1. Introduction

Landslides, volcanos, or anthropogenic changes may modify the availability of fine sediment in
rivers, reservoirs, or lakes [1]. Fine sediment can cause pollution in gravel beds. This contamination has
a high environmental impact because the porosity of the gravel beds is a reservoir for the deposition
of fine sediment [2]. The intrusion of fine sediment into gravel bed streams generates changes in
the hyporheic exchange, nutrients cycling, low oxygenation of fish eggs, etc. [3–5]. Additionally,
the hyporreic zone also have an important coupling between the subsurface groundwater system and
surface water, such as rivers or lakes and floodplains. This exchange is through the porous sediment,
and it is characterized by the circulation of surface water into the alluvium and back to the river
bed [6].

Moreover, fine sediments can move in suspension when the turbulent eddies have upward
velocity components exceeding the fall velocity of fine sediments [7]. An increase in grain roughness
can generate an increase in the vertical intensity of turbulence [8]. Moreover, strong upward turbulent
ejections could provide the vertical anisotropy needed for suspension transport and the entrainment
of the fine sediment [8–10]. In addition, the turbulent structures in smooth flumes have been studied
by [11–14] and others, showing coherent structures such as individual hairpin vortices, which have a
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small scale motion l ∼ h, hairpin vortices that have a large scale motion l ∼ 3h, and super streamwise
vortices, which have a super scale motion l > 10h, where l is the streamwise scale of the vortices and
h is the water depth. However, ejections in a rough-bed are smaller near the bed and the secondary
currents can change the ejection patterns [15]. Furthermore, several researchers such as [12,16–19]
have investigated turbulence characteristics considering a Cartesian plane with streamwise velocity
fluctuations, u

′
, and vertical velocity fluctuations, w

′
, where the interaction in the second and fourth

quadrant (ejections u
′
< 0 & w

′
> 0 and sweeps u

′
> 0 & w

′
< 0), respectively, are more frequent

than the interactions in the first and third quadrants (outward interaction u
′
> 0 & w

′
> 0 and inward

interaction u
′
< 0 & w

′
< 0), respectively, because of the mean shear stress is positive (i.e., u′w′ < 0).

Experimentally, researchers have used acoustic Doppler velocimetry (ADV), particle image velocimetry
(PIV), laser Doppler velocimetry (LDA), or ultrasonic Doppler velocimeter (UDV) for the acquisition
of velocity data. Niño and Musalem [16] used ADV for characterizing the turbulence interactions in
a sand bed, reporting ejections and sweeps as the most frequent turbulence interactions. Niño and
Musalem [16] also reported that the sweeps are more efficient for the entrainment of the particles into
suspension than ejections. Sambrook Smith and Nicholas [17], Cooper et al. [18], and Chen et al. [20]
implemented PIV to characterize the flow field and the turbulence properties. Sambrook Smith and
Nicholas [17] experimented with the deposition of sand on gravel beds. They reported high velocities
and high shear stresses that occur at the level of the crest of the major roughness elements and in
their lee side; in addition, interactions such as sweeps and ejections are less frequent when roughness
decreases, i.e., the main effect of fine sediment deposited in a gravel bed is to reduce the vertical
velocities’ gradients and shear stresses near the bed over the sand on the gravel bed.

The roughness and the flow depth can modify the turbulent structures at shallow flow
conditions [21]. Roussinova [21] compared results for rough and smooth walls and found that the
magnitude of the turbulence quantities are higher in the case of the rough wall, ejection events are
prevalent over sweeps and in smooth wall cases, and there are ejections and sweeps in the vicinity of
the hairpin vortex.

Manes et al. [22] compared the turbulence structure for permeable and impermeable beds in
open channels, finding that large scale eddies generated within the surface flow have influence in the
subsurface flow, and they think that it must be associated with pressure fluctuations.

Fourier series are often used to discuss the properties of a turbulent flow field [23,24].
The frequency analysis, for example, is derived from the Fourier spectrum. However, this analysis is for
stationary signals and the Fourier transformation has no localization property, i.e., if a signal changes
at one position, then the transform changes without the position of the change could be recognized
“at a glance” [25,26]. For unsteady signals that have finite duration, such as in geophysical processes
and hydrology, the wavelet transform and the cross wavelet transform are excellent tools for analyzing
the physical relationships between the time series [27,28]. However, the open channel turbulent velocity
fluctuations have been analyzed by Chen et al. [20] considering the wavelet coherency, i.e., measuring
the wavelet correlation between two velocity series at a frequency f on a scale from zero to unity,
finding that the wavelet analysis identified the scale of motions and the time of its occurrence.

The present study characterizes the turbulence structures associated with the interchange between
subsurface and surface flows due to fine sediment, pumicite, deposited into the interstitial space,
the pores of a gravel bed. Particle image velocimetry (PIV) was employed to measure the velocity field
before and after the fine sediment was deposited. The velocity data were analyzed by a scatter plot of
turbulent fluctuation, Fourier, and wavelet analysis, finding changes in the distribution of turbulence
interactions for a flume with and without fine sediment deposits.

2. Materials and Methods

Experiments were carried out in an open channel with a sediment bed. With this experiment setup,
it was possible to measure independently the surface and subsurface flow. In this research, an immobile
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bed was considered. The fine material with which the bed is polluted is pumicite, or natural pozzolan,
a raw material of minute grains of volcanic glass and ashes with the characteristics of clay.

2.1. Experimental Set Up

The experimental facility is an open channel, 0.03 m wide, 0.58 m long, and 0.63 m deep.
The facility is divided into three parts. Upstream are the surface and subsurface input flows and the
location of the seeding particles for PIV. At the center of the structure are the open channel, the bed,
the point where the pumicite mixture is spilled, and the PIV measurement area. Downstream are the
surface and subsurface output discharges (Figure 1a). The sediment bed has two layers of sediment.
The surface layer is of gravel, 20 mm thick and median diameter Dg = 10 mm, and the subsurface
layer is of fine gravel, 390 mm thick, and mean diameter of Ds = 2.45 mm (Figure 1b). The grain size
distributions of sediment are shown in Figure 2. The density of both materials, gravel and fine gravel,
is 2.65 g/cm3, whereas the pumicite has a characteristic diameter (D50) of Dc = 0.12 mm (Figure 2)
and a density of 1.7 g/cm3. The pumicite was fed through an acrylic cone in the free surface, of 1.0 cm
of diameter, during 6 s. The net weight of pumicite was 284.2 g for the experiments. Such feeding can
simulate a soil failure that falls into the river. Furthermore, the pumicite is poured with a concentration
of 57% by weight in water.

Figure 1. (a) experimental scheme used in the study; (b) experimental flume. The sediment column is
used to measure high percorlations of fine sediment (pumicite) and subsurface flow. The surface flow
rate is Qsur and subsurface flow is Qsub.
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The measurement of flow rates was through volumetric gauges for the surface, Qsur,
and subsurface, Qsub, flows in the experiments. A Photron FASTCAM Mini UX50 camera (San Diego,
CA, USA) was used for Particle Image Velocimetry. This camera takes up to 2500 fps. A Nikon D3200
camera (Tokyo, Japan) was used for percolation analysis of pumicite. The Malvern Master Sizer
2000 equipment (Malvern, UK) of the Laboratory of Sedimentology of Universidad de Chile was used
for measurement of the grain size distribution of pumicite. Experiments with several flow rates Qsur

and Qsub are presented in Bustamante and Niño [29,30] for percolation of a variety of fine sediments,
among them with pumicite. The experiments in this article are two, for the flow rates Qsur = 0.088 L/s
and Qsub = 0.008 L/s. One with uniform flow with a friction slope S f = 0.017, and water depth
H = 67 mm, without fine sediment (E0) and the other of the same hydrodynamics conditions but
with the spill of the fine sediment (E1). The article focuses, in this way, on the interaction between
subsurface and surface flows due to the deposition of fine sediment in the bed by measuring turbulence
in the surface flow.

Figure 2. The grain size distribution of sediments used in the study.

2.2. Velocities

PIV was implemented to measure the flow field. The PIV particle tracers were of diameter 0.12 mm
and density 1.7 g/cm3. The flow was illuminated with a lamp with power of 18 W. The particle tracers
are poured dry in low quantity in the stilling tank. Furthermore, for these conditions, the PIV particles
are a good tracer because these particles only can move in suspension. Image acquisition was with the
Fastcam Mini UX50 camera. It was implemented taking 250 fps during 140 s, before and after the spill
of pumicite mixture, in the center of the cross section.

The velocity data were analyzed considering three methodologies. The first methodology is
the estimation of the mean shear stress profile with the fluctuations of velocities with the spatially
averaged open channel flow methodology proposed by Nikora et al. [31]. It was analyzed defining the
total shear stress such as:

τtot = μ(∂u)/∂z − ρ
〈

u′w′
〉
− ρ 〈ũw̃〉 , (1)

i.e., the mean shear stress has three components which are: viscous (μ(∂u)/∂z), turbulent (−ρ
〈

u′w′
〉

),

and form-induced (−ρ 〈ũw̃〉), where μ is the kinematic viscosity, u is the mean velocity, u
′

and w
′

are the velocity fluctuations in x (streamwise) and z (vertical) components, respectively. ũ and w̃ are
the form-induced disturbance in the flow variables (where ũ = u − 〈u〉 and w̃ = w − 〈w〉), x is the
streamwise coordinate and z is the vertical coordinate. In addition, the spatial average mean velocity,
< u > (z), results from this methodology. In Equation (1), the overbar means temporal average and
the angular brackets mean spatial averages.

The second methodology considers the scatter plots of velocity fluctuations u′ and w′, which
were analyzed considering that they could be represented by an ellipse, such as Equation (2), where
α, Ra and Rb are the angle of rotation, major axis and minor axis, respectively [32]. Parameter α is
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obtained as the slope of a linear fit for the scatter plot between u′ and w′:

(x · cos(α) + y · sin(α))2

Ra2 +
(x · sin(α) + y · cos(α))2

Rb2 = 1 (2)

Additionally, Niño and Musalem [16] and Wallace [19] measured the intensity of the ejections and
sweeps in a measurement at one point by the parameter K = u′w′/ < u′w′ >. In this research,
we have considered the parameter as: K′ = −K = −u′w′/ | u′w′ |. The percentage of distribution
of the K′ parameter in an area of 73 mm × 68 mm at one point x and z of the experiment E0 is
presented in Figure 3, where K′

90 and K′
10 are associated with the 10th and 90th percentiles of K′,

respectively. After finding the pairs (u
′
, w

′
) associated with K′

90 and K′
10, the Ra and Rb can be defined.

The methodology used for characterizing the ellipses is presented in Figure 4.

Figure 3. Percentage of distribution of parameter K.

Figure 4. Methodology to characterize the scatter plot of velocity fluctuations through the
ellipse parameters.
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The third methodology was Fourier and wavelet analysis. The wavelet analysis has been
implemented by [20,26,28,33,34] and others, in order to analyze different physical phenomena. In this
research, the Morlet function was used as the mother wavelet. Morlet wavelet mother is a powerful
tool for data analysis of low-oscillation functions [26].

3. Results

Hydraulic parameters for the experiment setup are the Froude number, Fr = U/
√

gH, Reynolds
number, Re = UH/ν, B/H is the aspect ratio between wide flume (B) and depth water (H), H/Dg is
the ratio of depth water and gravel diameter, S f is the friction slope (bed slope), and U = Qsur/(BH),
as Table 1 shows.

Table 1. Hydraulic parameters.

Qsur Qsub U Fr Re H/B H/Dg Sf

L/s L/s m/s − − − − −
0.088 0.008 0.044 0.054 2933 2.2 6.7 0.017

In experiment E1, the fine sediment in the channel was poured locally, at the beginning of the
flume (x = 0.05 m), as a hyperconcentrated mixture of fine sediment with water. The dynamics of
this mixture considers suspension, deposition, and percolation. After deposition, the fine sediment
changes the permeability of the gravel bed. Thus, the interaction between surface and subsurface flow
generates ejections of water from the bed to the water column. These jets eject subsurface water with
fine sediment of low density deposited in the interstices of the gravel bed. The length of the jets has
been approximately 15 mm, as shown in Figure 5a.

These sediment ejections generate a low entrainment of fine sediment into suspension transport or
bedload transport, i.e., the sediment ejected is deposited in the neighborhood of the ejection, forming
craters as bedforms (Figure 5c). Then, the experiment E1 is to characterize the ejection of the subsurface
flow, which is modified by a lower permeability associated with the fine sediment and emerges to the
surface current.

Figure 5 is localized in the tank at 20 cm downstream of the center part of the facility as shown
in Figure 1. The velocity data are taken at the center of the cross section and at the point where the
sediment ejections appear. Furthermore, the velocity fluctuations and wavelet analysis are analyzed
at 1.5 cm up from the of pumicite level. The velocity profiles were analyzed considering spatially
averaged open-channel flow proposed by Nikora et al. [35].

Figure 5. (a) sediment ejection for Qsur = 0.088 L/s y Qsub = 0.08 L/s; (b) measurement points; (c) top
view of the sediment ejections.
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3.1. Velocities and Shear Velocities

The velocity data were measured with PIV and processed with PIVLab. The spatial average mean
velocity profile and the spatial average mean shear rate were obtained according to the double-averaged
methodology proposed by Nikora et al. [35]. The spatial average mean velocity profile made
dimensionless with the shear velocity for the experiments E0 and E1 are shown in Figure 6. Table 2
shows the shear velocities in both experiments, u∗E0 and u∗E1. Shear velocities were calculated as
u∗Ei =

√
τ0Ei/ρ, where τ0Ei is the experimental shear stress in the bed and i = 0, 1, for experiment E0

or E1, respectively.
The dimensionless velocity profile for E1 is much more intense than for E0. This is because the

shear velocity u∗E0 is 39% higher than the shear velocity u∗E1. However, the ratio of the depth average
mean velocities in E1 and E0, UE1/UE0, is 0.90. Therefore, the surface flow is faster in E0 than in
E1 because the sediments ejection has a dominant vertical velocity. However, in an area without
sediment ejection, the streamwise velocity in E1 has to be greater than E0 because there is outflow of
the subsurface flow to the surface flow.

Table 2. Velocities and shear velocities.

UE0 UE1 u∗E0 u∗E1

m/s m/s m/s m/s

0.058 0.052 0.0032 0.0023

Figure 6. Velocity profiles double-averaged, for both experiments E0 and E1, before and after the spill
of pumicite mixture, respectively.

In Figure 5b are the points that were analyzed for the turbulence interactions in one sediment
ejection—that is, upstream of the center of ejection (P1), the center of ejection (P2) and downstream of
the center of ejection (P3). Turbulence fluctuations were analyzed under three approaches: scatter plot
of u′ and w′, velocity field, and wavelet analysis.

3.2. Velocity Field

Velocity vectors in the streamwise and vertical plane obtained through PVI processing are
presented in Figure 7, for three different times, 40.00 s, 40.63 s, and 41.26 s. Figure 7 also presents
the contour plot of the vertical velocity. The red polygon in that figure is limited where the vertical
velocities are higher than the streamwise velocities in the ejection. Additionally, in Figure 7c, the blue
lines show a coherent structure external to the movement we are observing, which is also a coherent
structure from upstream. The vertical upward movement from the bed to the water column is
associated with turbulent interactions of the ejection type. However, the sediment ejections reported
in this research are associated with jets with sediment, due to the interaction between surface and
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subsurface flow, and this is different from the turbulent interactions of the ejection type investigated
for rigid wall, as reported by [9,12,18,36,37] and others, who have analyzed turbulence interactions
near the wall and have identified two main interactions as ejections and sweeps.

Figure 7. Velocity field for dimensionless vertical component (W/u*) and vectors of streamwise velocity
and vertical velocity, measured experimentally for E1, at a t = 40 s, b t = 40.63 s, c t = 41.26 s. Measured
field was Δx = L = 2.9 cm y Δz = 3.5 cm and flow depth H = 6.7 cm. Direction of the flow: from right
to left.

In E1, the vertical velocities, w, made dimensionless with mean streamwise velocity, U,
were analyzed before and after the spill of pumicite mixture as a function of dimensionless time
tU/H. In this case, the vertical velocity time series at the water depth for the three positions into
the sediment ejection, i.e., in each position, P1, P2, and P3, shown in Figure 5b, the velocities series
were taken in the entire water column. However, for the case of E0, with no-spill of pumicite mixture,
the vertical velocities are those associated only to P1 and P2. The vertical in P1 is a measure of
the vertical velocity at a point on the gravel ridges (Figures 7 and 8a), while the vertical in P2 is a
measure in the gravel pores (Figures 7 and 8b). The vertical velocities in E0, for z/H > 0.1 and in
positions P1 and P2 follow Taylor’s frozen turbulence hypothesis in the streamwise direction quite
well (Figure 8a,b). Vertical velocities are higher for z/H > 0.5 − 0.6 than near the bed at P1 or P2
(Figure 8a,b). For position P2 near the bed, for z/H < 0.1, there is an area with high vertical velocity
for 11 < tU/H < 61 (Figure 8b) that is not detected for position P1. That is, the irregularities presented
by the bed of gravel, with the ridges and low points, make Taylor’s hypothesis of frozen turbulence
invalid near the bottom.

Figure 8. Vertical velocity made dimensionless with U, w/U in the experiment E0, with no-spill of
pumicite mixture, for: (a) upstream of the center of the ejection, P1, (b) center of the ejection, P2.
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Conversely, in E1, after the spill of pumicite mixture, it is found that the ejections generate
streamwise changes in the vertical velocities. At P2, in the gravel pore, an ejection take place, with high
positive vertical velocities, for z/H < 0.2 and 0 < tU/H < 80 (Figure 9b). At P3, negative vertical
velocities are predominant for z/H < 0.2. This behavior is associated with a current toward the bed
(Figure 9c). At P1, vertical velocities are as the experiment E0 (Figure 9a). Thus, basically the image in
time is as shown in Figure 7 in an instant, that is, the ejection is a quasi-steady feature of the flow.

Figure 9. Vertical velocity made dimensionless with U, w/U in the experiment E1 after the spill of
pumicite mixture for: (a) upstream of the center of the ejection, P1; (b) center of the ejection, P2 and
(c) downstream from the center of the ejection, P3.

3.3. Scatter Plot of Velocity Fluctuations

The turbulence interactions associated with fine sediment ejections (E1) were compared with
turbulence interaction without fine sediment (E0). In addition, the experiments measured with PIV in
this article (P1, P2 and P3) were compared with Acoustic Doppler Velocimetry (ADV) measurements
of turbulent interactions for an open channel with a gravel bed [38]. Experimental setup for the
acquisition of ADV data of [38] was a flow rate of 14 L/s, a gravel bed of 45 mm particle diameter,
a flow depth H of 0.1 m and hm/H = 0.85, where hm was the location of the ADV with respect to the
bed. The distribution of the turbulence fluctuations (u′, w′) of an open channel in a Cartesian plane
can be represented with an ellipse of negative slope and major axis (Ra) in the direction of quadrants
2 and 4 (Q2 − Q4) and minor axis (Rb) in direction of quadrants 1 and 3 (Q1 − Q3), as shown in
Figure 10a,b, where the quadrants 1 to 4 are against clockwise circuit of the Cartesian plane and Q1
was (u′ > 0, w′ < 0). According to [12,16,17,19], the main turbulent coherent structures are ejections
and sweeps, Q2 and Q4, respectively. The turbulent interactions in the narrow flume of this article
have the same distribution as the widest flume of [38], i.e., an ellipse with a negative slope and the
main turbulent coherent structures are ejections and sweeps; however, the magnitude of fluctuations
are greater for [38], due to the turbulence is also greater, as shown Figure 10a,b. However, the pattern
of those distributions change with respect to the turbulence in an open channel due to the presence of
sediment ejections. These sediment ejections tend to increase the vertical fluctuations and decrease the
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streamwise fluctuations. These changes generate that outwards and inwards interactions can become
events with a greater probability of occurrence than in a regular open channel, i.e., the ellipse has a
positive slope and a relationship between Ra and Rb close to 1 (Figure 7c–e).

Figure 10. Scatter plot for: (a) ADV data [38], (b) PIV data in experiment E0, (c) PIV data in experiment
E1 after the spill of pumicite mixture for P1, (d) PIV data in experiment E1 after the spill of pumicite
mixture for P2 and (e) PIV data in experiment E1 after the spill of pumicite mixture for P3.

3.4. Frequency Spectra and Wavelet Analysis

Power spectrum frequency for vertical and streamwise velocities fluctuation are calculated both
for E0 and E1 in points P1, P2, and P3 (Figure 11). Power spectrum was made dimensionless with
u2∗H. In both cases, it is possible to identify the production zone and the inertial sub-range in the
power spectrum for both cases before and after the spill of pumicite mixture. The inertial sub-range
was considered between frequencies 10 and 20–30 Hz, where the slope of −5/3 is representative.
The frequency of more than 20–30 Hz is noise in the PIV velocities. In the case of E0, in the production
zone and in the three points of measurement, the energy is higher for streamwise velocity fluctuations
than vertical velocity fluctuations. Conversely, for E1 after the spill of pumicite mixture, the vertical
velocity fluctuation has higher energy in the production zone than the streamwise velocity fluctuation
because the sediment ejection in P2 has dominant vertical velocities (Figure 11e). Then, according
to the dynamics of sediment ejection (E1), where the vertical fluctuation is dominant, it can be seen
that, at P2, the energy in the production zone for this components is highest, at P1 the energy in the
production zone is the same as the experiment E0, and at P3 the energy in the production zone for
the vertical component is large with respect to the streamwise component and can be considered as a
downwelling point.
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Figure 11. Power Spectrum Density for streamwise velocity fluctuation and vertical velocity
fluctuations (z/H = 0.1), (a–c) in experiment E0, (d–f) in experiment E1, after the spill of fine
sediment mixture.

Since the sediment ejection is a quasi-steady flow, then the local wavelet spectrum in the
experiment E1, after the spill of fine sediment mixture, was implemented to analyze the u′ and
w′ velocity components in the three points of the sediment ejection, P1, P2 and P3 (Figures 12 and 13).
The wavelet spectra |Wu|2 and |Ww|2, corresponding to the wavelet spectra for u′ and w′ velocity
fluctuations, respectively, were made dimensionless with dimensionless with Hu∗, as shown in
Figures 12 and 13. The spectra have λ/H in vertical axes and tU/H in horizontal axes, where λ is
the wavelength calculated as λ = U/ f , f is frequency and tU/H is the dimensionless time. Wavelet
analysis allows for seeing the variations of the power spectrum over time, i.e., with this analysis,
a turbulent structure is determined and the time the structure is present in the measurement time.
In the streamwise direction, upstream of sediment ejection, P1, the energy is concentrated for λ = 10H,
for a long period of time, 10 < tU/H < 82 (Figure 12). This wavelength is associated with a frequency
of 0.06 Hz. According to the power spectrum shown in Figure 11e, it is a structure corresponding to
a large-scale motion, i.e., this large-scale is present in almost all the time of the measurement time.
In points P2 and P3, there is concentration of energy at this wavelength (frequency), but it is less
intense than at P1, whereas, for λ = 5H and λ = 4H, there is a concentration of energy at all the
measurement points, P1 to P3. This wavelength is associated with frequencies of 0.13 Hz and 0.16 Hz,
corresponding to large-scale motions (Figure 11d–f). However, this structure is present only at certain
points in time; the period most frequent is tU/H ∼ 50 (Figure 12a–c).

The wavelet spectrum for vertical fluctuation shows energy concentrations in P2 and P3 higher
than those of P1; the highest concentration of energy is that of P2. This wavelet spectrum shows
that, at point P2, during the entire measurement time, the vertical component of sediment ejection
dominates, as shown in the spectrum of Figure 9b. According to the wavelet spectrum, Figure 13b,
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λ = 10H has a high energy concentration for 10 < tU/H < 82. That wavelength corresponds to
the frequency 0.06 Hz and is associated with a large scale of motion for P2 and P3 (Figure 11b,c).
In addition, for λ = 5H, 4H, and 3H, there is a concentration of energy at points P2 and P3. This
wavelength is associated with frequencies of 0.13 Hz, 0.16 Hz, and 0.21 Hz, respectively, corresponding
to large-scale motions (Figure 11d–f). However, these structures are present only at certain points in
time, the period most frequent is tU/H ∼ 40 (Figure 12a–c).

Figure 12. Wavelet spectrum for streamwise velocity fluctuations, u′, in the experiment E1, after the
spill of fine sediment mixture (a) P1, (b) P2, and (c) P3.

Figure 13. Wavelet spectrum for vertical velocity fluctuations, w′, in the experiment E1, after the spill
of fine sediment mixture, (a) P1, (b) P2, and (c) P3.

62



Water 2020, 12, 1589

4. Discussion

The coherent structure in turbulence flows have been researched by [16,18,19,36,39] in open
channels with permeable and impermeable beds, considering a steady flow. One methodology has
been to analyze the Reynolds shear stress in quadrants of the Cartesian plane, with u′ and w′ and their
distribution is described as an ellipse of negative slope and a turbulent event has a high probability to
be in the quadrant Q2 and Q4, while Q1 and Q3 have a low probability of occurrence. In this study,
we can see the same distribution of Reynolds shear stress in the case of open channel without fine
sediment deposited into the bed (E0). However, the interaction between surface and subsurface flow in
E1, after the spill of pumicite mixture, causes the analysis to change. The sediment ejection generates a
quasi-steady flow from the bed toward the water column, where the vertical velocity component is
higher than the streamwise velocity component, i.e., the turbulent interactions in Q1 and Q3 for that
structure has a higher probability than in other research.

Furthermore, for isotropic turbulence in smooth open channel flow, Taylor’s frozen turbulence
hypothesis has been validated by [13,20,40] and others. Taylor’s frozen turbulence hypothesis is
also validated in experiment, E0, for z/H > 0.1. However, Ref. [41] recognizes the limitations of
applying the Taylor’s hypothesis. They considered an uncertainty for z/H < 0.1 because, in this
region, the mean velocity and local velocity can diverge. Then, in experiment E0, the velocity difference
between P1 and P2 for z/H < 0.1 is associated with a divergence of gravel pore velocities, so that,
near the permeable bed, the Taylor’s frozen turbulence hypothesis is invalidated, and these results are
according to [41].

In experiment E1, fine sediment ejections are quasi-steady flows from the bed. Turbulence patterns
change and turbulence becomes anisotropic because sediment ejection has a dominant vertical velocity.
In this case, Taylor’s frozen turbulence hypothesis is also invalidated.

The power spectrum density in open channels has been reported by [42–44]. They have validated
the −5/3 slope in the measured spectra and show a greater spectral density of the streamwise
component than the spanwise and vertical components. However, in this study, for the experiment
E0, in the production zone, there is a greater spectral density of the streamwise component than
the vertical component, but in the inertial subrange both components have a spectral density of
similar magnitude. Conversely, in experiment E1, since the sediment ejection has a dominant
upward movement, the spectral density changes. Upstream of the sediment ejection, at P1, in the
production zone, the spectral density for streamwise component is greater than the vertical fluctuation
component and the spectrum densities in both components are greater than the spectral density in
experiment E0, whereas, in the center of the ejection, at P2, in the production zone and in the inertial
subrange, the spectral density for vertical fluctuation component is greater than the spectral density
for streamwise components. Downstream of the ejection in experiment E1, P3 can be considered as a
downwelling point. It is important to note that sediment ejection increases the spectral energy, both in
the production zone and in the inertial subrange.

Coherent structures of turbulence in open channels have been characterized by their sizes, such as
small-scale motion, large-scale motion, and very-large scale motion by [13,20]. Streamwise scales of
3H and 10H allow coherent structures in these experiments to be classified as large-scale, i.e., hairpin
vortex, and very large-scale motion, i.e., super streamwise vortex. Ref. [20] implemented the wavelet
analysis to detect high concentrations of energy over time and their scale of motion, finding high
concentrations of energy in λ = 3H and λ = 10H, i.e., they reported hairpin vortices and super stream
vortices; however, they did not show the influence cone, so the presence of the super stream vortices is
not clear. The large-scale motion and the very large-scale motions find in this research are not the same
coherent structures reported by [13,20] because the pattern of the sediment ejection has a dominant
vertical component. In addition, the energy concentration changes with the measurement position
inside the sediment ejection.
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The interaction between ejections, sweeps, outward, and inward interactions generates turbulent
structures such as horseshoe vortices, hairpin vortices, shedding vortices, etc. Those turbulent
structures can move sediment away from where they occurred, i.e., they can generate erosion
or scour [45]. Interactions such as ejections and sweeps are more common in open channels;
however, in the experiments presented in this article, this is not entirely true. Outward and inward
interactions are more frequent than in open channels. Furthermore, pumicite is a fine cohesive
material, so mechanisms such as particle rolling, sliding, and saltation were not observed in the present
experiments. Therefore, no erosion or scour was observed due to the sediment expulsion. However,
there is a constant interaction between the surface and subsurface flow. This dynamic is relevant
considering that the fine material can be, for example, mining materials and, therefore, a constant
exchange of toxic material can be generated from the hyporheic zone to the surface flow.

The experimental scale is small compared with natural environments, but the dimensionless
parameters in the experiments presented in this article on the basis of the flow and sediment transport
phenomena in mountain streams are believed to be correct. The dimensionless parameter H/Dg = 6.7
of the experiments is representative of macroroughness flow and there is no bedload transport, that is,
τ∗ = 0.00006 < τ∗c = 0.035, where τ∗ is the dimensionless shear stress, τ∗ = u2∗/(gRDg), and τ∗c is
the critical shear stress for the incipient motion of the sediment, with R = (ρs − ρ)/ρ, ρs and ρ are the
sediment and water density, respectively [38]. However, the dimensionless parameter that is essential
for this article is ue/ws, where ue is the entrainment velocity and ws is the fall velocity of the fine
sediment [10]. The dimensionless parameter ue/ws > 1 would make entrainment possible. The flow
average vertical velocity < w > in P2 is 0.007 m/s (Figure 9) and ws of the pumicite is 0.005 m/s,
so, if ue is equal to < w >, < w > /ws > 1 and there is entrainment of the pumicite to the surface flow.
The value of w/U in P2 observed in Figure 9 is in the order of 0.15, which shows that a significant part
of the subsurface flow appears in the surface flow.

5. Conclusions

Fine sediment, such as pumicite, between the pores of a gravel river bed, can reduce the
permeability and the initial porosity of the bed, modifying the roughness and hydraulic parameters
of the subsurface flow. Pumicite has a low density, generating changes in the interaction between
the subsurface and surface flow. These interactions are mass, momentum, and energy exchange,
so the decrease of permeability of the gravel layer can generate an increase of vertical velocity and the
turbulence intensities in the surface layer. Additionally, low velocities in the streamwise direction and
high vertical velocities can break the streamwise structures associated with secondary currents near
the bed and sediment ejections can be seen.

The sediment ejections change the patterns of turbulent structures and the distribution of the
turbulence interactions, which means that the flow does not have a typical rough wall open channel
flow turbulence. Additionally, the sediment ejections increase the energy both in the production zone
and inertial subrange. Within the ejection, the vertical velocity component has the highest increase of
energy in the center of the ejection. The sediment ejections could vary with the granular size of the
subsurface layer and the density of the fine material, i.e., the low-density fine material in the subsurface
layer encourages the presence of sediment ejections from the bed.

As future work, we will continue to evaluate the turbulent structures associated with sediment
ejections in the presence of surface and subsurface flows. Fine sediments, with higher densities will be
considered, for example, mining materials, such as tailings or metal concentrates, to evaluate the effect
of particle density on the dynamics of the ejection. To characterize both spanwise and the sediment
ejection in 3D, we will implement the technique Stereo PIV.
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Abbreviations

The following abbreviations are used in this manuscript:

Symbol table Meaning

B Wide flume.
Dg Diameter of gravel.
Ds Diameter of fine gravel.
Dp Diameter of pumicite.
E11 Fourier Power spectrum streamwise velocity fluctuation.
E22 Fourier Power spectrum vertical velocity fluctuation.
f Frequency.
Fr Froude number.
H Water depth.
K Parameter of contribution to total Reynolds stress.
K′ Modified parameter of contribution to total Reynolds stress.
K′

10, K′
90 Values of K′ associated with 10th and 90th percentiles, respectively.

Qsur Surface flow.
Qsub Subsurface flow.
R (ρs − ρ)/ρ

Re Reynolds number.
Ra, Rb Major axis and minor axis of the ellipse.
S f Friction slope.
U Section average mean velocity.
u Instantaneous streamwise velocity.
w Instantaneous vertical velocity.
u, Streamwise mean velocities.
w Vertical mean velocity.
u
′
, w

′
streamwise fluctuation, vertical fluctuation, respectively.

< u > Spatial average mean velocity for streamwise component.
< w > Spatial average mean velocity for vertical component.
UE0 Depth average mean velocity in E0.
UE1 Depth average mean velocity in E1.
ũ Spacial variations of the time-averaged flow with respect to the double-averaged for streamwise component.
w̃ Spacial variations of the time-averaged flow with respect to the double-averaged for vertical component.
ue Entrainment velocity.
u∗E0 Shear velocity in E0.
u∗E1 Shear velocity in E1.
ws Fall velocity.
Wu Wavelet coefficient streamwise velocity fluectuation.
Ww Wavelet coefficient vertical velocity fluectuation.
α Rotation angle of the ellipse.
λ Wavelength.
ρ Water density.
μ kinematic viscosity.
τtot Total shear stress.
τ∗ Dimensionless shear stress.
τ∗c Critical shear stress.
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Abstract: Many studies based on single-point measurement data have demonstrated the impressive
ability of wavelet coherency analysis to catch the coherent structures in the wall-bounded flows;
however, the question of how the events found by the wavelet coherency analysis relate to the features
of the coherent structures remains open. Time series of velocity fields in x–y plane of the steady open
channel flow was obtained from a time-resolved particle imaging velocimetry system. The local
wavelet spectrum found shows that one of the main energetic scales in open channel flows is 3h
motions. The wavelet coherent coefficients of u and v series from the same measurement points
successfully detected the occurrence and the scale of these 3h motions, and the phase angle indicates
their inside velocity structure is organized by the Q2 and Q4 events. The wavelet coherency analysis
between different measurement points further reveals the incline feature of the 3h scale motions.
All the features of this 3h motion found by the wavelet coherency analysis coincide well with the flow
field that is created by the passing of hairpin packets.

Keywords: wavelet coherency; Taylor’s frozen turbulence hypothesis; scale; hairpin vortex packet;
open channel flow

1. Introduction

The essential difficulties of turbulence are the numerous scale motions and the complex interactions
between them. Therefore, the two major tasks of turbulent data analysis can be summarized: The first
one is scale decomposition, which decomposes the different scale components from the original
turbulent signal; the other one is the correlation of scales, which analyzes the interactions between
different scales.

Traditional turbulent data analysis is based on the Fourier transform. Fourier analysis decomposes
the turbulent signal into the sum of infinite sine and cosine functions with different frequencies. It can
reveal the frequency characteristic of the turbulent signal, but it cannot determine when those frequency
components occurred. This is due to the fundamental difference between the presuppositions of
Fourier analysis and intermittency of the turbulent signal. Specifically, each frequency in Fourier
analysis stands for one scale vortices, and the passing of one vortex will cause one period sine wave
at the measurement point. The continuous sine waves from positive to negative infinity on the time
axis make Fourier analysis implicitly presuppose that each scale vortices occupy the entire timeline.
However, the vortices in turbulence occur intermittently, and they present in the portion of both time
and space axis and only effect the local flow field.

Wavelet analysis overcomes this defect by using the waves fluctuating in the limited time as the
basis functions, and the behavior of the signal at infinity does not play any role. Thus, wavelet analysis
is performed in both time and frequency domain, allowing the definition of local spectral properties
and the ability to zoom in on local features of the signal. Since Farge [1] introduced the wavelet analysis
into turbulence, wavelets have become pervasive in turbulent signal analysis. Most of the applications
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use the wavelet analysis only as a scale decomposition tool, and the research on the correlation of
scales are still based on the traditional correlation coefficient or the Fourier coherency analysis.

Following the definition of coherency in Fourier analysis, Liu [2] firstly defined the wavelet
coherency and applied the signal from ocean wind waves. The wavelet coherency analysis can reveal
the similarity of two signals at different scales and instants, which provides a powerful tool to reveal
the correlation between two signals of different types or from different locations which is cased by
the local coherent structures. The fundamentals of the cross-wavelet and wavelet coherency analysis
were systematically introduced by Torrence and Compo [3], and Torrence and Webster [4] proposed
a broadly applicable smoothing function for the wavelet coherency, which made wavelet coherency
eventually become a universal data analysis method. Grinsted et al. [5] developed a software package
that allows users to perform the cross wavelet transform and wavelet coherency analysis, and they
applied the methods to the Arctic Oscillation index and the Baltic maximum sea ice extent record.
Camussi et al. [6] applied the cross wavelet transform and wavelet coherency analysis to wall pressure
fluctuation signals from a microphone pair in the incompressible turbulent boundary layers. The time
instants corresponding to a local wavelet coherency overcoming the trigger level were selected as the
coherent events, and conditional statistical analysis was performed on these selected events to show
the physical features of these highly coherent events. Based on the conditional statistics, the highly
coherent event was speculated as the footprint of the near-wall-sweep-type motion which are known
to be closely associated with the presence of streamwise vortices embedded within the turbulent flow
and located in the near-wall region.

From the previous literature review, it can be seen that most of the applications of the wavelet
coherency was done on single point measurement signals. These single point signals contain the
information of the events that happen in turbulence, but they cannot reflect the whole picture of the
events, and the question of how these highly coherent events revealed by the wavelet coherent analysis
from single point measurement data related to the two or three dimensional coherent structures in
the flow field remains open. Although we can easily get two- or even three-dimensional flow fields
in the laboratory today, a large number of tasks in the actual application scenario are still completed
by single-point measurement. Therefore, it is instructive for the single point data analysis to explore
the three-dimensional coherent structures corresponding to events in them. Present study employs
the time-resolved particle imaging velocimetry system (TR-PIV) to get the two dimensional flow field
time series, which makes it possible to find out the flow structures from the 2D flow fields at the
corresponding wavelet coherent events from the single point time series. The following part of this
paper is organized as follows. Section 1 describes the principle of the wavelet coherency analysis
briefly. Section 2 introduces the experiment and data. Section 3 presents the results of wavelet spectral
and coherency analysis. Section 4 summarizes major findings.

2. Wavelet Coherency

We limit ourselves to a brief introduction of the wavelet coherency. The detailed procedures
can be found in [3–5]. The continuous wavelet transform of a velocity signal u(t) is defined as the
convolution of u(t) with a scaled and normalized wavelet:

Wu(a, t0) =

+∞∫
−∞

[
u(t′) 1√

a
ψ∗

(
t0 − t′

a

)]
dt′ (1)

where ψ is the wavelet function; superscript * denotes the complex conjugate; a and t0 are the scale
and position parameter, respectively; Wu(a, t0) is the wavelet transform coefficient of u at scale a and
instant t0. The wavelet function ψ in the wavelet transform must have zero mean and be localized
in both time and frequency domain [1]. Following Liu [2], Torrence and Compo [3] and Chui [7],
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the complex Morlet wavelet is used in this study since it provides a good balance between time and
frequency localization:

ψ(t) = π−1/4eiω0te− t2
2 (2)

where ω0 is a wavelet center frequency, here taken to be 6 to balance between time and frequency
localization. From Equation (1), it can be seen that the wavelet function is stretched and shifted in
time by varying the scale and position parameter. Thus, different scale motions at every instant can
be separate out from the original signal by the wavelet transform. In order to facilitate comparison,
the pseudo Fourier frequency corresponding to the scale a is usually determined by picking up the
energy peak in the Fourier spectrum of the wavelet function. For the Morlet wavelet with ω0 = 6, the
Fourier frequency f is almost equal to the scale, e.g., Fourier frequency f 0 is 0.971Hz when a = 1, and
the corresponding frequency f at scale a is determined by:

f =
f0
a

(3)

When the pseudo Fourier frequency f is determined, the wave number k and wavelength λ can be
obtained based on Taylor’s hypothesis: ⎧⎪⎪⎨⎪⎪⎩ k =

2π f
U

λ = 2π
k

(4)

where U is the mean streamwise velocity at that point.
Similar to Fourier analysis, the cross wavelet coefficient can be obtained:

Wuv(a, t) = Wu(a, t)W∗v(a, t) (5)

There is a Parseval relation [8]:

+∞∫
−∞

[u(t)v∗(t)]dt =
1
cψ

+∞∫
−∞

+∞∫
0

Wu(a, t)Wv
∗(a, t)

da
a2 dt =

1
cψ

+∞∫
−∞

+∞∫
0

Wuv(a, t)
da
a2 dt (6)

where cψ is a factor depended by the wavelet function:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
cψ =

∞∫
0

∣∣∣ψ̂(ω)∣∣∣2 dω
|ω|

ψ̂(ω) =
+∞∫
−∞
ψ(t)e−2iπωtdt

(7)

In the turbulence situation, the velocity u(t) and v(t) are both real signal. Thus, we have:

Etotal =
+∞∫
−∞

u(t)2dt = 1
cψ

+∞∫
−∞

+∞∫
0

∣∣∣Wuu(a, t)
∣∣∣2 da

a2 dt

= 1
cψk0

+∞∫
−∞

+∞∫
0

∣∣∣∣∣Wuu

(
f0
f , t

)∣∣∣∣∣2d f dt
(8)

where Etotal can be considered as the turbulent kinetic energy. Equation (8) shows that the wavelet
transform coefficients actually represent the energy carried by the corresponding scale motions at

the given instant. Thus
∣∣∣Wuu( f , t)

∣∣∣2 is called local wavelet spectrum. The frequency spectrum can be
defined as:

Euu( f ) =
1
C

+∞∫
−∞

∣∣∣Wuu( f , t)
∣∣∣2dt (9)
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where C is the normalization constant which makes

+∞∫
0

Euu( f )d f = u′2 (10)

in which u′ is the standard deviation of time series u(t).
For the correlation coefficient, we have the definition:

Ruv =

+∞∫
−∞

[u(t)v(t)]dt√
+∞∫
−∞

u(t)2dt ·
√

+∞∫
−∞

v(t)2dt

(11)

Based on Equation (6), we can get:

R2
uv =

�
⎡⎢⎢⎢⎢⎣+∞∫−∞

+∞∫
0

Wuv(a, t) da
a2 dt

⎤⎥⎥⎥⎥⎦2

⎡⎢⎢⎢⎢⎣+∞∫−∞
+∞∫
0

∣∣∣Wu(a, t)
∣∣∣2 da

a2 dt

⎤⎥⎥⎥⎥⎦ · ⎡⎢⎢⎢⎢⎣+∞∫−∞
+∞∫
0

∣∣∣Wv(a, t)
∣∣∣2 da

a2 dt

⎤⎥⎥⎥⎥⎦ (12)

in which �[·] is the real part of complex variables. Similar to the Equation (12), we can define the
wavelet coherency as

R2
uv(a, t) =

�[Wuv(a, t)]2∣∣∣Wu(a, t)
∣∣∣2 · ∣∣∣Wv(a, t)

∣∣∣2 (13)

However, the correlation between two signals at one instant obviously makes no sense. As noted
by Liu [2], this coherency is identically one at all times and scales. This problem is circumvented by
smoothing the wavelet coefficient along time or both time and scale axis before normalizing. The time
and scale smoothing operator given by Torrence and Webster [4] is used in this study:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

R2
uv(a, t) =

∣∣∣S[a−1Wuv(a,t)]
∣∣∣2

S
[
a−1|Wu(a,t)|2]·S[a−1|Wv(a,t)|2]

S[W] = Sscale(Stime(W))

Sscale(W(a, t)) = W(a, t) ∗ c1Π(0.6a)

Stime(W(a, t)) = W(a, t) ∗ c2e
−t2

2a2

(14)

in which the symbol * denotes the convolution product; Π(0.6a) is a boxcar filter of width 0.6; e
−t2

2a2

is the absolute value of the Morlet wavelet; c1 and c2 are normalization coefficients to have a total
weight of unity. The factor of 0.6 is the empirically determined scale decorrelation length for the Morlet
wavelet. The wavelet-coherence phase difference is given by:

φ(a, t) = arctan

⎧⎪⎪⎨⎪⎪⎩�
[
S
[
a−1Wuv(a, t)

]]
�[S[a−1Wuv(a, t)]]

⎫⎪⎪⎬⎪⎪⎭ (15)

in which �[·] is the imaginary part of the complex variables.
The MATLAB function “wcoherence” is used to compute the wavelet coherency between two

signals in this study. One can find the wavelet coherency of analytical signals in the documentation of
the MATLAB function, which reveals the ability of wavelet coherency to analyze the scale and phase
relations between two signals.
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3. Experiment

Experiments were conducted in the Tsinghua tilting hydraulic flume, which is a closed-circuit
open channel 20 m long and 0.3 m wide. The measurement section was set up 12 m downstream of
the flume entrance. Eight ultrasonic water level sensors were set on the flume to monitor the water
depth across the entire flume. The streamwise and wall-normal directions are denoted by x and y,
respectively, and the corresponding components of fluctuating velocities are u and v. Velocity field
measurements of the x–y plane in the middle of channel were made at a uniform flow condition as
listed in Table 1. The water depth h is 2.9 cm. Thus, the flow in the central region can be considered as
statistically two-dimensional [9,10]. The Reynolds number based on the section average velocity Um

and water depth was 15,895 (Um was based on the discharge from the electromagnetic flowmeter), and
the friction Reynolds number was 880 (u∗ =

√
ghJ).

Table 1. Flow condition and particle imaging velocimetry (PIV) parameters.

J h ν B/h Um u* Fr Re Reτ

- (cm) (10−2 cm2/s) - (cm/s) - - -

0.0036 2.90 1.06 10.3 58.1 3.29 1.09 15,895 880

Image size Exposure time Frequency Resolution Number of
pixels μs Hz pixels/mm images

1280 × 896 150 2500 32 5596

J = bed slope, h=water depth, ν= kinematic viscosity, B= channel width, B/h= aspect ratio, Um = the depth-averaged
velocity, u* = friction velocity, Fr = Froude number, Re = Reynolds number, Reτ = friction Reynolds number.

Instantaneous, two-dimensional velocity fields were measured in the streamwise-wall-normal
plane (x–y plane) with a TR-PIV. The laser sheet was projected from the channel bed and it was located
at the central line of the channel. The camera was set at the side of the channel and the laser sheet plane
and the CMOS plane of the camera kept parallel to the mid-vertical plane of the channel. The PIV
parameters are also listed in the Table 1. The exposure time was fixed at 150 μs as a compromise
between minimizing image streaking and maximizing image lightness. The sampling frequency was
2500 Hz to obtain time-resolved series of 2D flow fields. A total number of 5596 images were obtained
thus the time series contains 5595 continuous velocity fields. A greater sample number will be better
but the capacity of the high-speed memory in the high-speed camera limits the number of images.
Particle images were analyzed by using the iterative multi-grid image deformation method. Various
test results of the PIV algorithm used in this paper can be found in the report of the 4th International
PIV Challenge (the symbol of the PIV algorithm is TsU) [11]. The window size in the final iterative step
is 16 × 16 pixels with a 50% overlap. A detailed description of the experiment system can be found
in [12,13].

4. Results

4.1. Wavelet Spectrum

Figure 1a presents the wavenumber spectrum Euu for streamwise velocity fluctuation at point
(x/h = 0, y/h = 0.5) from both Fourier and wavelet analysis. The biggest wavelength was chosen as
10h because the length of the time series is tU/h = 45.5, and this length is not enough for obtaining
a creditable result for the larger scale motions. It can be seen from Figure 1a that the wavelet spectrum
is much smoother and follow the Fourier spectrum well. This can be attributed to the fact that the
wavelet spectrum presents an average of the Fourier spectrum weighted by the square of the Fourier
transform of the analyzing wavelet shifted at wave number k, and it keeps the same power-law as in
the Fourier spectrum [14]. Owing to the relatively small sample size, even the wavelet spectrum is
still spiky. The TR-PIV system can capture the 2D flow field time series, but it is very hard to get big
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sample sizes because of the storage and transport difficulties of the huge amount of data. However,
the main goal of this study is to show the physical meaning revealed by the wavelet analysis on the
turbulent signal from open channel flows instead of presenting accurate wavenumber spectra.

Figure 1b shows the pre-multiplied power spectrum, kEuu(k), at point (x/h = 0, y/h = 0.5) from the
wavelet spectrum. Based on Equation (10), when the horizontal axis is set to logarithmic coordinates,
we have

u′2 =

+∞∫
0

Euu(k)dk =

+∞∫
0

kEuu(k)d(ln k) (16)

Figure 1. The wavenumber spectrum (a), pre-multiplied spectrum (b) and local wavelet spectrum (c)
of the streamwise velocity series at the measurement point (x/h = 0, y/h = 0.5). The black solid straight
line in (a) shows the classical −5/3 law in the turbulence. The black dash line in (b) and red dash line in
(c) is marked the strongest scale in the spectrum.

Therefore, the whole area under the pre-multiplied spectrum curve in the semi-log plot is directly
related to the value of turbulence intensity, and the area under a small section of the spectrum
curve can be considered as the strength of the corresponding scale motions. The strongest scale in
Figure 1b is approximately 3h as marked by the black dash line, which means the 3h scale motions
are one of the main energetic structures in the outer layer. In the scales greater than 3h, there may
exist another energetic mode around 10h. This two-energetic-mode feature of the pre-multiplied
spectrum is similar to the results from other wall-bounded flows [15–17]. By the coherent structure
classification in open channel flow [12,13], the h and 10h order motions can be classified as large- and
very-large-scale structures.

The traditional spectrum gives the general information about the energetic scales but cannot
show the time instants when the local event happens. The contour map of the local wavelet spectrum,
|Wu|2 is shown in Figure 1c. There are two high energy regions at scale approximately 3h and 10h,
respectively, which coincides with the result in pre-multiplied spectrum in Figure 1b. From |Wu|2, we
can see that the strongest 3h and 10h scale motions pass the measurement point during 17 < tU/h < 21
and 25 < tU/h < 35, respectively.
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In order to show the entire flow structures when the local wavelet spectrum shows high energy,
fluctuating velocity field series from tU/h = 11 to 35 are pieced together based on Taylor’s frozen
turbulence hypothesis in Figure 2, following Zhong et al. [12].

Figure 2. Fluctuating velocity fields pieced together based on Taylor’s frozen turbulence hypothesis.
The red arrows indicate the strong Q2 and Q4 events in the flow field, and the red solid lines indicate
the inclined shear layers.

The convection velocity in Taylor’s frozen turbulence hypothesis is the mean velocity of the
whole field. The major characteristic of flow field during 17 < tU/h < 21 is an inclined shear layer

75



Water 2019, 11, 1664

(marked by the red solid lines in Figure 2) with the strong ejections (marked by the red solid arrows in
Figure 2). The ejections are also called the Q2 event, where the fluctuating streamwise velocity u < 0
and vertical velocity v > 0. When u > 0 and vertical velocity v < 0, there is a sweep motion, or Q4 event.
The streamwise scale of this inclined shear layer structure is approximately 2.5h. The features of this
inclined shear layer structure are similar to the flow field in the reference [12,18–20], and it is usually
considered as the typical sign of the passing of a hairpin packet [19,21]. The transport effect of the
hairpin vortices in the packet induce the strong Q2 events, and the shear line is inclined because the
heads of hairpin vortices in the packet describe an envelope inclined at 15–20◦ with respect to the wall.
Considering the information from flow field and the results in previous literature, the highly energetic
region at 3h scale in the wavelet spectrum reveals the passing of the hairpin packet. In Figure 2 it can
be seen that from tU/h = 11 to 30 there are at least six typical inclined shear layers located almost end
to end, and the wavelet spectrum indeed shows high energy in the corresponding duration and scale.

For the 10h scale highly energetic region, the flow field during 25 < tU/h < 35 shows hairpin
packets firstly and then strong Q4 events (marked by the red dash arrows in Figure 2). It indicates
that the 10h order motions consist of two different types of smaller structures, hairpin packets, and
Q4 events. This agrees with the phenomena reported by Zhong et al. [12], Adrian and Marusic [22],
Zhong et al. [12] and Zhong et al. [13] suggested a super-streamwise vortex model for the 10h order
motions in open channel flows. The super-streamwise vortices rotate around the x axis. The strong Q2
events from hairpin packets constitute the upward movement and the Q4 events are the downward
movement of the super-streamwise vortices.

From the above discussion, the energetic scales can be presented by the traditional spectrum
analysis, and the wavelet spectrum can show not only the energetic scales but also the moment these
energetic structures occur. However, wavelet spectrum contains no information about the organization
of these structures. The following analysis will show that the wavelet coherency can reveal more
details about the energetic structures.

4.2. Wavelet Coherency

The wavelet coherency between time series u and v at the same measurement point (x/h = 0,
y/h = 0.5) is shown in Figure 3. The advection velocity U is the mean velocity of the whole field.
The white dash line marks the cone of influence of the boundaries. The biggest wavelength was chosen
as 10h as in Figure 1. It can be seen from Figure 3 that the most remarkably coherence appears in
13 < tU/h < 32 (marked by the white rectangle) near the scale 3h (marked by the red dash line) and in
tU/h >35 at the scale 3h to 10h. Most of the coherence area of tU/h > 35 is beyond the white dash line,
which is the cone of influence for the wavelet, and the wavelet coherent value is untrusted because
of too close to the beginning or ending instantaneous. Thus, we only focus on the 13 < tU/h < 32
region. The phase angle in this area is about π. This highly coherent area indicates that there are 3h
scale structures continuously passing the measurement point during 13 < tU/h < 32. From Figure 2,
one can see that there are several hairpin packets in the flow field during 13 < tU/h < 32. Thus,
the highly coherent area near the scale λ/h = 3 in Figure 3 reveals the passing of several hairpin
packets. In addition, the π phase angle further reveals the velocity structure inside the hairpin packets.
As shown in Figure 4, when the hairpin packet passes the measurement point, the Q2 events lead to
that the streamwise fluctuation u appearing as positive firstly, and the vertical fluctuation v appearing
as negative. Both u and v cross 0 when the shear layer passes the measurement point, and then u and v
turn into negative and positive, respectively. Therefore, the phase difference between time series u
and v has to be approximately 180◦ when hairpin packets are passing. The π phase angle reveals the
feature of the hairpin packets that the Q2 and Q4 events dominate their inside velocity structures.
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Figure 3. Wavelet coherent coefficients between the streamwise and vertical velocity series at the
measurement point (x/h = 0, y/h = 0.5). The white box marks the time duration as the same as that in
Figure 2, and the red dash line indicates the 3h scale. The high coherent area appears in the white box
and the phase difference is approximately π.
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t
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Figure 4. The explanation of the phase angle in the wavelet coherency between the streamwise and
vertical velocity series at the same measurement point when the incline structures pass. When the
hairpin packet passes the measurement point, the Q2 events lead to that the streamwise fluctuation u
appears in positive firstly, and the vertical fluctuation v appears in negative. After the inclined shear
layer passes the measurement point, u and v turn into negative and positive, respectively.

The u series at (x/h = 0, y/h = 0.5) was chosen as the fixed point to do the wavelet coherency with
other three measurement points. Figure 5 shows the wavelet coherency of u series at (x/h = −0.35,
y/h = 0.15), (x/h = 0, y/h = 0.15) and (x/h = 0.35, y/h = 0.15), respectively. Points (x/h = −0.35, y/h = 0.15)
and (x/h = 0.35, y/h = 0.15) are located at the upstream and downstream of point (x/h = 0, y/h = 0.5),
respectively, and (x/h = 0, y/h = 0.15) is directly below the fixed point. From Figure 5a, there are
two highly coherent areas during 11 < tU/h = 35 near the scale 3h. The first one is roughly from
tU/h = 11 to 23 (marked by the white box). The second one is approximately from tU/h = 27 to 30 and
much weaker than the correlation during the same duration in Figure 3, which can be attributed to
the fact that the correlation reduces when the distance between two measurement points increases.
Referring to Figure 2, these two highly coherent areas are related to the typical hairpin packets during
11 < tU/h < 21 and 27 < tU/h < 29, respectively.
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Figure 5. Wavelet coherent coefficients between the streamwise velocity series at different measurement
points. The fixed point is (x/h = 0, y/h = 0.5), the moving points are (x/h = −0.35, y/h = 0.15), (x/h = 0,
y/h = 0.15), and (x/h = 0.35, y/h = 0.15). The highly coherent area reduces and the phase angle increases
when the lower point moving from the upstream to downstream of the fixed upper point.

The comparison of the coherent area during 11 < tU/h < 21 between three points in Figure 5a–c
shows the coherent area reduces when the measurement point moves from the upstream to downstream.
It means the overlap time duration of the 3h scale motions between fixed and moving points reduces.
This is caused by the incline feature of the 3h scale motions. Figure 6 sketches cartoons to show the
explanation. Two solid red dots represent two measurement points. Blue and yellow shapes stand for
the inclined 3h scale structures. The blue and yellow shape mark the starting and end time instant,
respectively, that both measurement points are inside the structure. D is the distance between the
centers of the blue and yellow shapes. Thus D/U is the time interval of both measurement points
located in the structure, which is the highly coherent area in Figure 5. It can be seen from Figure 6 that
D is the greatest when the lower point is located at the upstream of the upper point (corresponding to
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Figure 5a). D decreases when the lower point moves from the upstream to downstream, as shown in
Figure 5b,c, because of the incline feature of the hairpin packets. In addition, the phase angle increases
when the lower point moves from the upstream to downstream. This is also cased by the incline feature
of the hairpin packets. When the lower point is located at the proper location of the upstream of the
upper point, the two points almost enter the structure at the same time, as shown in Figure 6a. Thus,
the typical signal of the hairpin packet presents at the same time in the velocity series in the two points
and the phase difference is small. When the two points are on the vertical line, as shown in Figure 6b,
the lower point enters the structure after the upper one enters the structure for a while. Therefore,
there is hysteresis between the phases of the signal of the corresponding scale. As the lower point
keeps on moving downstream, the phase difference will increase.

From the above discussion, the wavelet coherency analysis between the streamwise and
wall-normal velocity series at the same point and the streamwise velocity series from different
points not only detects the occurrence and scales of hairpin packets in open channel flows, but also
reveal the internal velocity organizations and the tilt geometry of hairpin packets. The wavelet coherent
coefficient and the phase angles present a powerful tool for the detection of the energetic coherent
structures and the analysis of their internal organizations.

 

D D

D

U U

U

Figure 6. The explanation of the reducing wavelet coherent area and the increasing phase angle when
the lower point moving from the upstream to downstream of the fixed upper point. When the lower
point is located at the proper location of the upstream of the upper point, the two points almost enter
the structure at the same time, as shown in (a). Thus, the typical signal of the hairpin packet presents
at the same time in the velocity series in the two points and the phase difference is small, as shown
in Figure 5a. When the two points are on the vertical line as shown in (b), the lower point enters the
structure after the upper one enters the structure for a while. There is hysteresis between the phases of
the signal of the corresponding scale (see Figure 5b). As the lower point keeps on moving downstream,
the phase difference will increase, as in (c).

5. Concluding Remarks

Many studies based on single-point measurement data have demonstrated the impressive ability
of the wavelet coherency analysis to catch the coherent structures in the wall-bounded flows, however,
the question that how the events found by the wavelet coherency analysis based on single point
measurement data relate to the features of the three-dimensional coherent structures remains open.
Present study employed the TR-PIV system to produce a time series of a two dimensional flow field in
the streamwise-wall-normal plane of steady open channel flows, which makes it possible to find out
entire flow structures from the 2D flow field of the corresponding wavelet coherent events. Wavelet
coherency analysis was applied on the velocity series from a single or multi-point to find the highly
energetic and coherent events. The fluctuating velocity fields during the time period with high energy
and high wavelet coherence were pieced together based on Taylor’s frozen turbulence hypothesis to
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explore the corresponding entire coherent structures of the wavelet events. The major finding of this
study are as follows:

(1) The high value peaks in the pre-multiplied wavelet power spectrum curves stand for the energetic
scales in the signal, and the high value areas in the local wavelet spectrum gives both the scales
and the time instants of energetic motions. The 3h motion is the main energetic scale in open
channel flows based on the wavelet spectral analysis on the TR-PIV data.

(2) The high wavelet coherent coefficients area from the wavelet coherency analysis can also detect
the scale and the occurrence time instants of energetic motions, and the phase angles reveal the
inner structure of the energetic motions.

(3) The wavelet coherency phase angle of 3h motions between the streamwise and vertical velocity
of the same measurement point is π, which reveals that the velocity structure of these 3h motions
is organized by the Q2 and Q4 events. By the wavelet coherency analysis between the streamwise
velocities from different measurements points, the highly coherent area reduces and the phase
angle increases when the lower point moving from the upstream to downstream of the fixed
upper point, which reflects the 3h scale motions, is an incline structure.

(4) All the features of this 3h motions revealed by the wavelet coherency analysis support the hairpin
packets model in open channel flows.
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Symbol Table

Symbol Meaning Symbol Meaning

u streamwise fluctuation v vertical fluctuation
U mean velocity ψ wavelet function

Wu wavelet coefficient Wuv cross wavelet coefficient
Euu spectrum Ruv correlation coefficient

f Fourier frequency k wave number
λ wavelength ω0 wavelet center frequency
�[·] real part of complex variables �[·] imaginary part of the complex variables

J bed slope h water depth
u* friction velocity Fr Froude number
Re Reynolds number Reτ friction Reynolds number
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Abstract: Confluences are common components of all riverine systems, characterized by converging
flow streamlines and the mixing of separate flows. The fluid dynamics of confluences possesses
a highly complex structure with several common types of flow features observed. A field study
was recently conducted in the area of the confluence of the Negro and Solimões/Amazon Rivers,
Brazil, collecting a series of Acoustic Doppler Current Profiler (ADCP) transects in different flow
conditions. These data were used to investigate the morphology of the bedforms observed in that
area. First, the bedforms were mostly classified as large and very large dunes according to Ashley et
al. (1990), with an observed maximum wavelength and wave height of 350 and 12 m, respectively.
Second, a comparison between low flow and relatively high flow conditions showed that wavelength
and wave height increased as the river discharge increased in agreement with previous literature
studies. Third, the lee side angle was consistently below 10◦, with an average value of about 3.0◦,
without flow separation confirming past findings on low-angle dunes. Finally, a comparison between
the bedform sizes and past literature studies on large rivers suggested that while several dunes
were in equilibrium with the flow, several largest bedforms were found to be probably adapting to
discharge changes in the river.

Keywords: river hydrodynamics; ADCP; bedforms morphology; river confluence; Amazon River

1. Introduction

Bedforms are a very common feature in alluvial fluvial channels as a result of the unstable
interaction between water flow, sediment transport and bed morphology [1,2]. Bedform analyses
range from fundamental analytical descriptions [3], to detailed numerical simulations [4–6] and
laboratory measurements [7–11], to large-scale field measurements [12–15]. In the engineering context,
these analyses are fundamental in predicting discharge, flow resistance [16] and sediment transport in
rivers. In geology, bedforms are studied as primary sedimentary structures that are forming at the time
of deposition of the sediment and reflect the characteristics of the depositional environment [17,18].

Bedforms are often approximated by triangular shapes, but natural bedforms present a more
complicated bi and three-dimensional morphology. The broadest classification of unidirectional flow
bedforms is based on the flow regime under which the bedforms develop. Simons and Richardson [19]
distinguished a lower flow regime, for subcritical flows, associated with ripples and dunes, and through
a transitional flat bed, an upper flow regime, for supercritical flows, with standing waves and antidunes.
The upper flow regime is uncommon in deep rivers, where the observed bedforms are mainly ripples
and dunes [13,20]. Several criteria were proposed to identify ripples and dunes. Ripples range in
length from approximately 0.05 to about 0.6 m and in height from 0.005 to just less than 0.05 m [17],
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but, according to Yalin [21], ripples have length and height less than 0.6 and 0.04 m, respectively.
Ashley et al. [22] classified dunes into four groups based on height (Hbf) and wavelength (λbf), as listed
in Table 1.

Table 1. Classification of bedforms according to Ashley et al. [22].

Main Group Group Hbf (m) λbf (m)

Ripples Ripples (or small dunes) 0.075–0.40 0.6–5.0

Dunes
Medium dunes 0.40–0.75 5.0–10.0

Large dunes 0.75–5.0 10.0–100.0
Very large dunes >5.0 >100.0

While ripple size is scaling with the size of the grains of the bed and it is independent of the flow
depth [23], dunes size is related to flow conditions. Several equations were proposed in the literature
to predict dune sizes and their adjustment to flow changes [9–11,13,23–26]. Dune development is
controlled by the interaction among the flow, sediment transport, and dune form. Deformation and
adaptation have been recognised as the main mechanisms responsible for dune development [9].
Even where the statistical descriptors of the dune population have converged (equilibrium state) and
the reach-averaged bed shear stress is constant, variability in dune shape is caused by continuously
deformation as they migrate. Additional variability is introduced by the adaptation of dunes to
changes in flow. Dune adaptation is ubiquitous because river flow is typically both unsteady and
non-uniform at the temporal and spatial scales that are needed for dunes equilibrium [9]. However,
equilibrium conditions are not frequent because they require time and a sufficient rate of sediment
transport. Bedforms increasing/decreasing in size over the time are called developing/diminishing
dunes, while they may be considered in equilibrium if they migrate without any change in shape
or mass, i.e., deformation [20]. The temporal lag of the development of dunes relative to their
formative flow, i.e., dune hysteresis [9], directly depends on their size [13,27]. Dunes are generally
seen to grow in size during the rising stage, reaching their maximum development after peak
discharge. However, it was found that water depth and flow velocity have separate effects on dune
adaptation. Dunes crests/troughs do not respond simultaneously to changes in flow and crest flattening,
i.e., increasing bedform length while height is decreasing, is related to decreasing depth and increasing
flow velocity [9]. During the falling stage, dunes may stretch and flatten with a rapid downstream
migration of the lee side, remaining as large bedforms during the subsequent low-flow period [9,13,20].

According to Best [1], the fluid dynamics of asymmetric river dunes with an angle-of-repose lee
side and generated in a steady, uniform unidirectional flow, is characterised by (1) accelerating flow
over the dune stoss side; (2) flow separation or deceleration in the lee of the dune, with reattachment at
from 4 to 6 dune heights downstream; (3) a shear layer bounding the separation zone, which divides
this recirculating flow from the free stream fluid above; (4) an expanding flow region in the dune lee
side; and (5) downstream of the reattachment point, a new boundary layer that grows beneath the
wake along the stoss slope of the next dune downstream.

Such flow structure has many important implications for flow resistance [1]. The differential
pressures generated by flow separation and flow acceleration/deceleration associated with the dune
form generate a net force on the dune, called the ‘form drag’, which, together with the grain roughness
drag, called the “skin drag”, determines dune morphology and flow resistance [28,29]. However,
low-angle dunes (lee-side angle < 10◦) do not possess a zone of permanent flow separation, and those
with lee-side angles < 4◦ are believed to possess no flow separation at all, resulting in lower energy
losses [15]. In this regard, a recent analysis of high-resolution bathymetry data demonstrated that the
largest rivers on Earth are characterized by low-angle lee-sides (mean ~10◦) [15].

Dune features are expected to show an even greater complexity at river confluences, as these
are characterized by very complex hydrodynamics and morphodynamics located in the Confluence
Hydrodynamic Zone (CHZ) [30,31]. The CHZ is often characterised as a stagnation zone, a velocity
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deflection and re-alignment zone, a separation region with recirculation, a maximum velocity and
flow recovery region [32]. The central part of the CHZ ends where flow recovery starts, while the
CHZ ends where the flow is no more significantly affected by the confluence. The hydrodynamics and
morphodynamics within the CHZ are influenced by: the planform of the confluence; the momentum
flux ratio of merging streams; the level of concordance between channel beds at the confluence
entrance; and differences in the water characteristics (temperature, conductivity, suspended sediment
concentration) between the incoming tributary flows lead to the development of a mixing interface and
may impact local processes about the confluence [32,33]. Confluence bed morphology is characterized
by the presence of a scour hole, bars (tributary-mouth, mid-channel and bank-attached bars), and a
region of sediment accumulation near the upstream junction corner [30].

This paper presents and analyses the morphology of the bedforms observed during two field
surveys carried out at the confluence between Rio Negro and Rio Solimões in the Amazon Basin.
The surveys were carried out using Acoustic Doppler Current Profiler (ADCP) during low flow in
2014 and in relatively high flow in 2015. The objectives of this study are to (1) describe the bedforms
characteristics at the Negro/Solimões confluence; (2) compare bedform characteristics in different flow
conditions; and (3) compare bedform scales with those derived from literature theoretical/empirical
equations and from past field studies conducted in large rivers.

2. Field Site and Campaigns. Basic Results on Hydrodynamics and Morphodynamics

2.1. Hydrological and Sedimentological Background

The study area is centered about the confluence of the Negro and Solimões Rivers, located near
Manaus in Northern Brazil, where these rivers merge to form the Amazon River, (Figure 1). The Negro
and Solimões confluence ranks among the largest on Earth and is famous for visibly revealing the
meeting of the black (Negro) and white (Solimões) waters of the two rivers.

 

Figure 1. Map of area of the Negro/Solimões confluence. White and coloured solid lines represent
transects surveyed with Acoustic Doppler Current Profiler (ADCP) during FS-CNS1 and FS-CNS2
(Long1: red line; N-CNS: blue line; S-CNS: green line). Background: Landsat 8 image. Map datum:
WGS84; projection: UTM 21S.
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The distinct waters of these two rivers are related to the geology (soils, soil coverage, etc.) of the
two respective catchments within the Amazon Basin. The Negro sub-basin is located in the North
draining the western slopes of the Guyana Shield, which is characterised by gentle gradients and
densely vegetated margin, which, in turn, implies a low sediment production [34], while the Solimões
catchment includes the eastern margin of the Andes, where the combination of high declivity and
erodible rocks gives origin to high sediment production [35,36]. The mean water discharge of the
Negro and Solimões Rivers is about 30,000 and 100,000 m3/s, accounting for 14% and 49%, respectively,
of the total freshwater discharge of the Amazon River into the Atlantic Ocean [34]. The two rivers
have a different hydrological cycle: the Negro has two distinct discharge peaks along the year, the
first of low-amplitude during the first three months of the year, and the second larger in the middle
of the year; the Solimões has one peak between May and June [34]. Hydrologic data collected at the
fluviometric stations, located in Tatu-Paricatuba (Negro River) and Manacapuru (Solimões River)
(Figure 2), (www.ore-hybam.org/) show that low-flow conditions are occurring during the local
Autumn, while the high-flow conditions occur during the local Winter season (June–July) (Figure 3).
In terms of sediment load, the difference between the two rivers is even larger. The Solimões River has
at the Manacapuru station an average load of suspended solids of 14,174 Kg/s, accounting for more
than half of the total load of the Amazon River into the Atlantic Ocean, while the Negro River has at
Paricatuba station an average suspended load of 254 Kg/s [37].

 

Figure 2. Location of the Tatu-Paricatuba and Manacapuru stations.

 

Figure 3. Discharge time series from 2008 to 2016.
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2.2. Field Campaigns

The field campaigns were carried out about the Negro/Solimões confluence in the Amazon River
basin within the EU-funded Clim-Amazon Project, to study low flow (October 2014, FS−CNS1
campaign) and relatively high flow (April/May 2015, FS−CNS2 campaign) conditions [38–43].
The discharges measured during the campaigns were within the typical observed values for the
seasons and daily differences were at most 5%. The surveys were carried out using an Acoustic
Doppler Current Profiler (ADCP) as well as a multi-parameter probe for the measurement of water
physico-chemical parameters (temperature, conductivity, turbidity, etc.) and total suspended sediment
(TSS) concentration. During the surveys, a Teledyne RDI 600 kHz Rio Grande ADCP was used to collect
flow velocity, water column backscattering [44] and water depth at key locations about the confluence.
In total, 98 cross-sectional transects were collected. In addition, 2 and 3 longitudinal profiles along
both sides of the Amazon River were collected in FS−CNS1 and FS−CNS2 surveys, respectively.

2.3. Basic Observations of Hydrodynamics and Morphodynamics about the Confluence

Table 2 lists the main flow properties of the Negro and Solimões rivers measured just upstream
of the confluence (N-CNS and S-CNS, three for each river and each field campaign) during the two
surveys. Large differences in discharge and flow velocities were observed in the Solimões River
between the two surveys, whereas, on the Negro River, these differences were smaller.

Table 2. Main flow properties of Negro and Solimões Rivers during FS−CNS1/FS−CNS2/FS−CNS3.
Q=median discharge; A=median cross-sectional area; W = channel median width; hmed =median depth;
W/hrect =median of the aspect ratio; Vavg =median of the cross-section velocity (Q/A); Vdepth-avg =median
of the depth-averaged velocity; Dir =median of flow direction degrees from North; Vmax =maximum
depth-averaged velocity.

River Field Trip Q (m3/s) A (m2) W (m) hmed (m) W/hrect (-) Vavg (m/s) Vdepth-avg (m/s) Dir (◦) Vmax (m/s)

Negro FS−CNS1 24,510 64,784 2830 24.4 117 0.38 0.39 59 0.69
FS−CNS2 33,501 86,952 2875 31.2 95 0.38 0.40 58 0.67

Solimões
FS−CNS1 63,380 42,789 1589 27.2 59 1.49 1.33 289 2.20
FS−CNS2 105,205 61,895 1925 28.6 60 1.70 1.52 255 2.59

From FS−CNS1 to FS−CNS2, the maximum depth-averaged velocity was almost constant in
the Negro River, but the Solimões River increased from 2.2 to 2.6 m/s. Furthermore, from low to
high flow conditions, the Negro channel increased in depth, from 24 to 31 m, but not in width,
whereas in the Solimões River the width increased from 1.6 to 1.9 km and the depth from 27 to
28 m. Finally, from FS−CNS1 to FS−CNS2, the median flow direction in the Negro River remained
unchanged, whereas in the Solimões River a significant change in direction occurred. It is worth
noting that the confluence junction angle is of about 65◦ (Figure 1). At the confluence entrance,
the Negro channel is almost aligned with the Amazon channel, while the Solimões-Amazon waters
must undergo a large change in flow direction (60◦–70◦) to enter in the Amazon channel. Common
hydrodynamic features [32] already noted in past confluence studies were present even about the
Negro/Solimões confluence. The approximate location of those features is shown in Figure 4, where they
are numbered as: (1) the stagnation zone; (2) the region of deflection; (3) the region of maximum velocity;
(4) the downstream separation zone; (5) the beginning of the region of flow recovery; and (6) the end of
the CHZ. Further details about hydrodynamics are described in [41].

Ianniruberto et al. [43] identified that: upstream of the confluence, the Negro side is mostly
characterized by a rocky bed with fine sand cover, whilst on the Solimões side the river bed consists
predominantly of sand, and a sediment deposition region occurs at the junction corner in correspondence
with the stagnation zone (Figure 4, feature 1); the central part of the CHZ is characterised by a sediment
by-pass region exposing eroded Cretaceous bedrock, with a scour hole corresponding to the region
of maximum velocity (Figure 4, feature 3); deposited sediment forming a bank-attached bar on the
Solimões side of the CHZ (Figure 4, feature 4); avalanche faces of sediments at the Solimoes mouth;
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a bedrock terrace was observed towards the downstream end of the CHZ (Figure 4, feature 5), marking
the transition from rocky to alluvial bed, where the bedforms were found.

 
Figure 4. Map of the depth-averaged velocities about Negro/Solimões confluence on (a) FS−CNS1 and
(b) FS−CNS2, with the location of the hydrodynamics features. Legend: (1) stagnation zone; (2) region
of deflection; (3) region of maximum velocity; (4) downstream separation zone; (5) beginning of the
region of flow recovery; and (6) end of the confluence hydrodynamic zone.

3. Bedforms morphology. Results and Discussion

3.1. Hydrodynamics and Sediment Transport Parameters along the Longitudinal Transects. Results

The location and length of the two longitudinal transects collected in the area of the confluence
during FS−CNS1 and FS−CNS2, approximately 900 m away from the Solimões/Amazon right bank,
are presented in Table 3 and Figure 1.

Table 3. Locations and length of the ADCP transects collected in FS−CNS1 and FS−CNS2.

Transect Name Start (Lat, Long)◦ End (Lat, Long)◦ Length (m)

Long1_11_14_000 −3.141315, −59.89666 −3.083647, −59.828362 9843
Long1_03_05_15_000 −3.147089, −59.895264 −3.071548, −59.78756 14,133

The ADCP measurements provided data about water depth and velocity. The observed water
depth ranged from 21 to 68 m, with an increase of about 6–7 m from low to relatively high flow
conditions. Table 4 lists the minimum, average, median and maximum value of the depth-averaged
velocity along the ADCP transects as well as its standard deviation. No large variations were observed
from low flow to relatively high flow conditions on minimum and average velocity, but the maximum
depth-averaged velocity increased from 2.2 to 2.8 m/s. Figures 5 and 6 show the longitudinal distribution
of the depth-averaged velocity in the ADCP transects collected in FS−CNS1 and FS−CNS2, respectively.

Table 4. Depth-averaged velocity in the ADCP transects collected in FS−CNS1 and FS−CNS2.
Legend: Vmin = minimum depth-averaged velocity; Vmean = mean of the depth-averaged velocity;
Vst.dev. = standard deviation of the depth-averaged velocity; Vdepth-avg =median of the depth-averaged
velocity; Vmax =maximum depth-averaged velocity.

Transect Vmin (m/s) Vmean (m/s) Vst.dev. (m/s) Vdepth-avg (m/s) Vmax (m/s)

Long1_11_14_000 0.83 1.49 0.17 1.47 2.16
Long1_03_05_15_000 0.96 1.71 0.35 1.63 2.84
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Figure 5. Depth-averaged velocity (blue) and bedline (black) for Long1_11_14_000 transect (FS−CNS1).

 

Figure 6. Depth-averaged velocity (blue) and bedline (black) for Long1_03_05_15_000 transect (FS−CNS2).

Downstream from the mouth of the Solimões, the longitudinal transect was initially located on
the rocky scour hole, with a depth larger than 60 m. After the scour hole, it was observed a wide
sandstone terrace at depth of about 35 m, gently sloping downstream, followed by sharp 30 m decrease
in depth. Downstream of this large depression, the bedforms were found [43]. The starting point of
the bedforms is located within the flow recovery region, where the Amazon channel is widening, at
approximately 4.7 km downstream of the confluence junction. Interestingly, the bedform size seems to
increase and the shape changes with downstream distance.

Some parameters related to sediment transport were calculated. In alluvial channels, friction is
related both to the grain resistance and to the form of bedform and the total shear stress is [2,45]:

τb = τ
′
b + τ

′′
b (1)

where τ′b and τ”b are the skin friction shear stress and the form-related shear stress, respectively.
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The skin friction shear stress was calculated as [46]:

τ′b = ρCdV2
depth−avg (2)

where Cd is the drag coefficient, which was obtained as:

Cd =
κ2

ln2(h/e z0)
(3)

where κ is the von Kármán constant, e is the Euler number and z0 is the zero−velocity height above the
bed, which can be obtained as [47]:

z0 = 0.1 d84 (4)

where d84 is bed grain diameter such that 84% of diameters are finer (Figure 7) [48]. The water density
was calculated from the temperature T as:

ρ = −0.0054 T2 + 0.021 T + 1000 (kg/m3) (5)

 

Figure 7. Grain size distribution [48].

The form-related shear stress was computed as [2]:

τ′′b =
1
2
ρV2

depth−avg

H2
b f

Lb f h
(6)

where Hbf and Lbf are bedforms height and length, respectively, and h is water depth.
Table 5 lists the minimum, average, standard deviation, median and maximum value of the bed

shear stress along the ADCP transects calculated using Equation (1). No large variations were observed
in the median value from low to relatively high flow conditions. Finally, the shear stress allows us to
calculate the maximum suspended grain size dss [49]:

dss =

√
18ρν·0.8·√τb/ρ

g(ρs − ρ) (m) (7)

where ρs is the particle density, and ν is the water kinematic viscosity, that was calculated as:

ν = (5.85 10−10 ∗ T2) − (4.85 10−8 ∗ T + 1.74 10−6) (m2/s) (8)
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Table 5. Bed shear stress τb. Legend: τb-min = minimum bed shear stress; τb-mean = mean of the bed
shear stress; τb-median =median of the bed shear stress; τb-max =maximum bed shear stress.

Transect τb-min (Pa) τb-mean (Pa) τb-median (Pa) τb-max (Pa)

Long1_11_14_000 1.66 4.44 4.11 10.96
Long1_03_05_15_000 2.29 6.52 5.39 14.26

Table 6 lists the minimum, average, standard deviation, median and maximum value of the
maximum suspended grain size along the ADCP transects calculated using Equation (7). The maximum
suspended grain sizes were generally in the order of fine sand (0.125−0.250 mm) with a highest value
in the range of medium sand (0.250−0.500 mm) in both flow conditions.

Table 6. Maximum suspended grain size dss. Legend: dss-min = minimum value of the maximum
suspended grain size; dss-mean = mean of the maximum suspended grain size; dss-st.dev = standard
deviation of the maximum suspended grain size; dss-median =median of the maximum suspended grain
size; dss-max =maximum value of the maximum suspended grain size.

Transect dss-min (mm) dss-mean (mm) dss-st.dev (mm) dss-median (mm) dss max (mm)

Long1_11_14_000 0.181 0.227 0.002 0.227 0.290
Long1_03_05_15_000 0.197 0.245 0.038 0.244 0.448

3.2. Bedform Morphology. Results and Discussion

Bedform characteristics were derived through several steps. The raw ADCP data were first
extracted with WinRiver II. Then, the ADCP data were processed to get depth-averaged vertical and
streamwise velocities according to the procedure described in Bahmanpouri et al. [50] with the addition
of a further low-pass filtering to remove spikes and noise. The next stage was to track the bottom
profile to detect the bedforms as anomaly relative to a reference depth. To this aim, a Matlab code was
implemented: a seventh-grade polynomial fit curve was chosen (Figure 8) to define a reference depth
used to detect using visual analysis individual bedforms as a succession of trough–crest–trough and
to estimate their wavelength and wave height. Using this procedure, further metrics such as wave
steepness, lee side and stoss side lengths and angles were calculated.

Figure 8. Polynomial seventh grade fit and longitudinal transects for (a) FS−CNS1 and (b) FS−CNS2.
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Tables 7–9 list the minimum, average, median and maximum value of the wavelength λbf,
wave height Hbf and wave steepness Hbf/λbf as well as their standard deviation for the bedforms
observed during this study. The datasets for FS−CNS1 and FS−CNS2 were termed “Encontro das
Aguas—1 November 2014” and “Encontro das Aguas—3 May 2015”, respectively. Figures 9–11 show
the frequency distribution for these parameters. For each parameter 14 classes in size were considered.
The 2D analysis identified 36 and 70 bedforms, which were all classified from Table 1 [22] at least
as large dunes (λbf > 10 m), while very large dunes (λbf > 100 m) were 86% and 70%, in FS−CNS1 and
FS−CNS2, respectively. The minimum wavelength λbf was equal to 55 m, observed in the FS−CNS2.
The maximum wavelength was found in relatively high flow conditions and it was longer than 330 m.
On average, the wavelength λbf was 150 and 128 m for FS−CNS1 and FS−CNS2, respectively, while the
average wave height Hbf was 3.7 m in both cases. The average steepness Hbf/λbf was of 2.5% and 3.0%
for FS−CNS1 and FS−CNS2, respectively. The distribution of the wavelength of the observed bedforms
had a small percentage (14% and 30%) of bedforms shorter than 100 m.

Table 7. Wavelength λbf. Legend: λbf-min = minimum wavelength; λbf-mean = mean of the
wavelength; λbf-st.dev = standard deviation of the wavelength; λbf-median =median of the wavelength;
λbf-max =maximum wave length.

Dataset n. λbf-min (m) λbf-mean (m) λbf-st.dev. (m) λbf-median (m) λbf-max (m)

Encontro das Aguas—1 November 2014 36 68.12 150.40 50.09 133.30 242.67
Encontro das Aguas—3 May 2015 70 55.35 128.33 49.16 119.15 334.56

Table 8. Dune height Hbf. Legend: Hbf-min = minimum wave height; Hbf-mean = mean of the wave
height; Hbf-st.dev. = standard deviation of the wave height; Hbf-median = median of the wave height;
Hbf-max =maximum wave height.

Dataset. n. Hbf-min (m) Hbf-mean (m) Hbf-st.dev. (m) Hbf-median (m) Hbf-max (m)

Encontro das Aguas—1 November 2014 36 0.78 3.70 1.65 3.78 6.97
Encontro das Aguas—3 May 2015 70 0.76 3.67 2.12 3.72 12.63

Table 9. Dune steepness Hbf/λbf (multiplied by 100). Legend: (Hbf/λbf)min =minimum wave steepness;
(Hbf/λbf)mean =mean of the wave steepness; (Hbf/λbf)st.dev. = standard deviation of the wave steepness;
(Hbf/λbf)median =median of the wave steepness; (Hbf/λbf)max =maximum wave steepness.

Dataset n. (Hbf/λbf)min (Hbf/λbf)mean (Hbf/λbf)st.dev. (Hbf/λbf)median (Hbf/λbf)max

Encontro das Aguas—1 November 2014 36 0.53 2.54 1.09 2.52 4.82
Encontro das Aguas—3 May 2015 70 0.36 3.00 1.50 2.93 11.15

 

Figure 9. Frequency distribution of bedform wavelength λbf for (a) FS−CNS1 and (b) FS−CNS2.
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Figure 10. Frequency distribution of bedform wave height Hbf for (a) FS−CNS1 and (b) FS−CNS2.

 

Figure 11. Frequency distribution of bedform steepness Hbf/λbf for (a) FS−CNS1 and (b) FS−CNS2.

The lee side angle was constantly below 10◦, with a maximum value of 8.47◦ and 8.87◦ and an
average value of 3.02◦ and 3.25◦, in FS−CNS1 and FS−CNS2, respectively. These values are generally
consistent with those from large rivers where low-angle (<10◦) lee-side slopes are predominant [15].
The asymmetry, defined as the ratio of stoss side length to the bedform length, was on average 0.56
and 0.47 in FS−CNS1 and FS−CNS2, respectively.

In the rising stage from October 2014 (FS−CNS1) to April/May 2015 (FS−CNS2), on average,
the wavelength decreased, the steepness increased and the wave height remained unchanged, while the
maximum sizes increased. Furthermore, a comparison between the frequency distribution of bedform
size in low and relatively high flow conditions showed an increase in wavelength and wave height as
the river discharge increased, in agreement with the past literature studies (Figures 9–11). However,
as the two ADCP transects are different in length of about 4 km and have a different number of
bedforms, the comparison was repeated considering only the bedforms located on the same reach of
the two longitudinal transects. The results confirmed the above findings. At the end, the bedforms
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observed in this study were generally characterised by large wavelengths, ranging from 55 to 335 m,
with a median value of 133 and 120 m, respectively, and wave height on average larger than 3 m.
The wave steepness was in the range from 0.3% to 11%.

3.3. Modeling Bedforms Morphology. A Comparison with Predictive Equations. Discussion

As already pointed out, dune development is related to both their deformation during migration
and their adaptation to flow variations [9]. Dune adaptation has been extensively investigated as an
important process in river morphodynamics, but there is not yet a universal model to predict changes
in dune sizes in response to flow variations. This morphological response has been often related to
sediment mobility, which itself is a product of flow depth and velocity [9], and dune size has been
related to flow depth as a result of interaction between large eddies in the flow and the sediment
bed [17,51,52], Bedform wavelength was plotted versus bedform wave height [13,20,26,53] and the
data were compared with the empirical relationships proposed by Flemming, which were based on
1491 deep sea, tidal and river bedforms [22]:

Hb f = 0.068 λ0.81
b f (m) (9)

Hb f−max= 0.16 λ0.84
b f (m) (10)

where Equation (9) represents a range of steepness Hbf/λbf from 0.08 to 0.1 [20]. Figure 12 shows the
results for the bedforms observed in the field surveys, including their respective averages. The data
were also compared with the equation proposed by Chen et al. [13] using experimental data collected
in the middle–lower Changjiang (Yangtze) River (China):

Hb f = 0.23 λ0.56
b f (m) (11)

 

Figure 12. Bedform wavelength vs. bedform wave height.

Furthermore, the equation proposed by Lefebvre et al. [53], who used the data from the Rio Paranà
(Argentina) [12] and those from the Lower Rhine (the Netherlands) [54], was included:

Hb f = 0.13 λ0.59
b f (m) (12)
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Using the data from the two field surveys, it was possible to derive a new regression equation:

Hb f = 0.21 λ0.56
b f [m] (13)

which is very close to Equation (11). Furthermore, theory and laboratory studies in uniform and steady
flow suggest that dunes with a steepness Hbf/λbf less than 0.06 are either non-equilibrium bedforms
or represent an equilibrium adjustment of the bed form, in which maximum steepness is precluded
by hydraulic constraints, notably a depth limitation [20]. The equilibrium line corresponding to
Hbf/λbf = 0.06 was also included in Figure 12. All the bedforms, but one, were below Flemming’s
maximum line (Equation (10)). Only some of large dunes (10.0 > λbf > 100 m) were well aligned between
Equation (11) and Equation (9) and close to the equilibrium line, while in many cases they showed a
large scatter from these lines. On the other hand, most of the very large dunes (λbf > 100 m) were well
aligned with both Chen et al. [13] (Equation (11)) and Flemming’s (Equation (9)) lines and close to the
equilibrium line, but several bedforms from FS−CNS2 and also a number from FS−CNS1 had a low
wave height, corresponding to a steepness in the order of 0.01–0.02, so they may represent bedforms
in adaptation. It is worth noting that during FS-CNS1, the longitudinal transect was collected after
seven days of near-constant low-flow discharges, while FS-CNS2 was conducted during a period of
continuously rising flow discharges. This could explain why the dune field may have mostly obtained
a stable equilibrium with the flow conditions during FS-CNS1, while dune field was in a transitional
phase during FS-CNS2 as it adjusted to the increasing flow discharge.

The length of the bedforms observed in the three field surveys were plotted against their steepness
Hbf/λbf in Figure 13 and compared with the relationship proposed by Carling et al. [20]:

Hb f

λb f
= 0.1027 λ−0.615

b f (−) (14)

and a new regression equation was derived:

Hb f

λb f
= 0.208 λ−0.437

b f (−) (15)

 

Figure 13. Bedform wavelength vs. bedform steepness.
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Several bedforms, in both flow conditions, were characterised from steepness in the order of
0.01–0.2. This indicates that the bedforms with low steepness observed in FS−CNS2 were developing
with the increasing discharge, while, on the other side, those in FS−CNS1 were in the process of crest
flattening and elongation, having been formed during the previous high flow conditions [13].

As already mentioned above, dune sizes are often thought to scale with flow depth [10,11,17,26,51,52,55],
as developing dunes cannot emerge out of the water [26], but, in the literature, other scaling relationships
based on depth and grain size [24], transport stage [23,56] and transport stage and Froude number [57]
were proposed. Transport stage is generally defined as any metric that is composed of a ratio of the
shear stress to a grain size [25,26], including the Shields number and the Rouse number, which is
defined as:

Ro =
ws

κ u∗ (16)

where ws is particle settling velocity and u* is the shear velocity, which can be obtained from the total
bed shear stress τb as u* = (τb/ρ)0.5. The most widely applied scaling equation for dune size is that of
Yalin [51], where bedform wavelength and wave height are related to the flow depth as:

λb f= 5 h (m) (17)

Hb f =
h
6
(m) (18)

while Yalin [52] suggested a theoretical value of λbf = 5 h for equilibrium dunes in deep flows.
Venditti [55] analyzed Allen’s [58] dataset and identified a range of variability between h and 16 h
for bedform length and between 1/40 h and 1/6 h for the bedform height. He also argued that the
reason for this variability is that bedform sizes are dependent on transport stage and lag changes in the
flow conditions.

Bradley and Venditti [26] re-evaluated seven predictive equations, including those from Yalin,
linking dune dimensions to other variables such as flow depth, grain size, transport stage and Froude
number. The data compilation using 498 observations coming from 21 flume experiments and 20 field
studies shows that dune height and length follow a power law:

Hb f = 0.051 λ0.77
b f (m) (19)

which is very similar to Flemming’s equation (Equation (9)). Most of the data for bedform length
and height were ranging from h to 16 h and from h/20 to h/2.5, respectively. Bradley and Venditti [26]
found that the predictive power of all the scaling relations was generally poor probably because these
relations are not able to capture any effect of the flow variability over the time. They also observed
that dunes in smaller channels conform to a different height scaling than dunes in larger channels,
which reflects a change in dune morphology from strongly asymmetric dunes with high lee angles in
flows <2.5 m deep to more symmetric, lower lee angle dunes in flows >2.5 m deep [26]. This implies a
different process control rather than a continuum of processes as depth increases [26]. Hence, from the
analysis of only data in channels with depth h > 2.5 m, they derived two different equations for wave
height, a linear regression equation and a non-parametric scaling equation:

Hb f = 0.13 h0.94 (m) (20)

Hb f =
h

7.7
(m) (21)

while, for all the data, they derived for wavelength again a linear regression equation and a
non-parametric scaling equation:

λb f= 5.22 h0.95 (m) (22)

λb f= 5.9 h (m) (23)
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Bradley and Venditti [26] recommended to apply non-parametric scaling relations, i.e., Equations (21)
and (23), concluding that if it is clear that dunes increase its sizes with the scale of the river system,
a sound explanation for how flow depth rules the equilibrium sizes of dunes is still lacking. Rather,
the apparent scaling of dunes with flow depth may be only indirect and emerge because shear
stress/velocity, both depending on depth, play a key role in dune morphology [26].

Figures 14 and 15 present the relationship between water depth and bedform wavelength and
wave height, respectively, for the dunes observed in this study. The data were not exceeding the upper
limits of scaling reported by [55]. On the other hand, while length data were quite well aligned between
the curves for λbf = 5.9 h (Equation (23)) and λbf = h (Figure 14), height data ranged mostly from
Hbf = h/6 to Hbf = h/40, with some values above and below these curves (Figure 15). The bedforms with
low wave height, i.e., Hbf < h/20 or Hbf < h/40, observed mostly in FS−CNS2 were probably adapting to
the raising stage to high flow conditions. Finally, most of the wave height data were below the curve
for h/10, confirming the findings observed in large rivers where height is often only 10% of the local
flow depth [15].

 

Figure 14. Bedform wavelength vs. water depth.

 

Figure 15. Bedform wave heigth vs. water depth.
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Bedform sizes were also related to the transport stage expressed by the suspension number
u*/ws [25], which is the inverse of the Rouse number (Equation (15)) multiplied by the von Kármán
constant. Figure 16 presents the distribution of the relative bedform wavelength λbf/h and wave height
Hbf/h against the suspension number u*/ws, being in both flow conditions, in the range from 0.3 to
0.6. The lee side angle was below 10◦, with an average value of 3.02◦ and 3.25◦ in 2014 and 2015
surveys, respectively. Lee side angles showed an interesting relationship to wave steepness (Figure 17).
Bedform steepness grew gently with lee side angle and became constant above 6◦ at Hbf/λbf = 0.05,
suggesting an interrelation between these parameters in this case [53]. Finally, the analysis of vertical
velocity measured in the ADCP transects showed no flow separation due to the low lee side angles,
as reported in past studies on low-angle dunes [1,15,59].

Figure 16. Suspension number u*/ws vs. λbf/h (left) and vs. Hbf/h (right).

 

Figure 17. Bedform lee face angle vs. bedform steepness.

3.4. Comparison with Literature Data Sets from Large Rivers. Discussion

The field data collected is this study were compared with those from some literature data sets
collected in large rivers. These data sets are: the side-scan sonar and sub-bottom profiler data collected
in August 2003 in the middle–lower Changjiang (Yangtze) River (China) [13], and the multibeam
echosounder data collected in January 2004 in the Lower Rhine (The Netherlands) [54], in May 2004 in
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the Rio Paraná (Argentina) [12], and in April 2008 in the Empire Reach of the lowermost Mississippi
River (USA) [60]. Table 10 lists the main size parameters for these data sets.

Table 10. Main parameters of bedforms from the literature data sets. Legend: λbf-mean =mean of the
wavelength; Hbf-mean =mean of the wave height; (Hbf/λbf)mean =mean of the wave steepness.

Data Set n. λbf-mean (m) Hbf-mean (m) (Hbf/λbf)mean (%)

Changjiang River—August 2003 138 79.19 2.35 5.95
Lower Rhine—January 2004 61 11.89 0.58 5.31

Rio Paraná—May 2004 36 53.92 1.50 3.05
Mississippi River—April 2008 12 62.33 1.69 3.70

Figure 18 presents the relationship between bedform wavelength and bedform wave height for
the dunes observed in the present study and those reported in the above literature data sets along with
the empirical regression laws in Equations (9)–(13). In the range of medium dunes (5.0 > λbf > 10 m) or
more, the data from the Lower Rhine and Mississippi River were aligned with Equation (9), while the
data from the Changjiang River were proximal to Flemming’s maximum line (Equation (10)) and their
steepness was larger than 0.06. Moreover, several data from the Lower Rhine were below Flemming’s
line (Equation (9)). In the range of large dunes (10.0 > λbf > 100 m), most of the dunes from Rio Paraná
and several from the Changjiang River were aligned with Equation (13) and close to the equilibrium
line, but a number of dunes from Rio Paraná were below Flemming’s line (Equation (9)). In the range
of very large dunes (λbf > 100 m), most of the literature data were close to the Amazon River data and
it is possible to observe that a number of data from the Changjiang River were characterised from
low wave height and steepness in the order of 0.01, as they were probably adapting to changes in
flow conditions.

Figure 18. Bedform wavelength vs. bedform wave height, comparison with literature data from large rivers.

4. Conclusions

In alluvial rivers, the geometry of the bed topography is the result of a complex interaction among
several hydrodynamics and sedimentary processes acting under the constraint of varying boundary
conditions. In sand-bedded alluvial channels, the bottom boundary consists of a labile bed comprising
bedforms of many different scales and geometries. Bedforms are deformations of a sand bed that are
smaller than channel-scale bar forms and that have specific geometric properties [26,55]. They also
are subjected to deformation and adaptation to changes in river flow [9]. This paper presented the
results of a study about the morphology of the bedforms observed in the area of the Negro/Solimões
confluence. Two surveys using acoustic Doppler velocity profiling (ADCP) were carried out in low flow
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(FS-CNS1) conditions, after seven days of near-constant discharge, and in relatively high flow (FS-CN2)
conditions, during a period of continuously rising flow discharges. The observed bedforms were
mostly in the range of large and very large dunes according to Ashley [22] classification with a maximum
wavelength and wave height of 350 and 12 m, respectively. Second, during (FS-CN2), maximum bedform
sizes as well as in the frequency distribution of bedform size were comparatively larger, as could be
expected from the literature studies. Third, most of the large dunes (10.0 > λbf > 100 m) and very large dunes
(λbf > 100 m) were generally in equilibrium with flow conditions. On the other side, some bedforms
observed in relatively high flow conditions were developing to adjust to the continuously increasing
flow discharge, while only some in low flow conditions were in the process of crest flattening and
elongation, having been formed during the previous high flow conditions. Fourth, the data were
within the upper limits of scaling with water depth reported in the literature, but, while length data
were quite well aligned with scaling curves, height data showed a scatter from these curves. Fifth,
in both surveys, the lee side angle was below 10◦ with an average value of about 3.0◦ and no flow
separation was observed confirming recent literature studies on large rivers [15], and wave steepness
grew gently with lee side angle and became constant above 6◦ at Hbf/λbf = 0.05. Finally, a comparison
between the data collected in this study and past literature studies on large rivers suggested that a
number of the largest bedforms were probably adapting to discharge variations in the river.
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Abstract: Flow measurements were performed in the altered Yeongsan estuary, Korea, in August
2011, to investigate changes in flow structure in the water column and turbulence characteristics very
close to the bed. Comparison between the bottom turbulent kinetic energy (TKE) and suspended
sediment concentration (SSC) was conducted to examine how discrete freshwater discharge affects
the bottom sediment concentration. The discrete freshwater discharge due to the gate opening of
the Yeongsan estuarine dam induced a strong two-layer circulation: an offshore-flowing surface
layer and a landward-flowing bottom layer. The fine flow structure from the bed to 0.35 m above
the bottom (mab hereafter) exhibited an upside-down-bell-shaped profile for which current speed
was nearly uniform above 0.1 mab, with the magnitude of the horizontal and vertical flow speeds
reaching 0.1 and 0.01 m/s, respectively. The bottom turbulence responded to the freshwater discharge
at the surface layer and the maximum magnitude of the Reynolds stress reached up to 2 × 10−4 m2/s2

during the discharged period, which coincided with increased SSC in the bottom boundary layer.
These results indicate that the surface freshwater discharge due to opening of the estuarine dam
gate increases the SSC by the discharge-induced intensification of the turbulent flow in the bottom
boundary layer.

Keywords: Yeongsan estuary; freshwater discharge; two-layer circulation; Reynolds stress; bottom
turbulence; suspended sediment concentration

1. Introduction

In estuaries, water currents are mainly driven by tide, wind, and freshwater discharge [1].
Other factors affecting the flow structure include density stratification caused by temperature and
salinity, seabed roughness due to the bottom surficial texture and bedforms, and also artificial alterations
such as dam construction. Water currents play an important role in the transportation and distribution
of suspended sediment which can change the topography and morphological shape of an estuary.
Especially when the bottom surface is composed of silt or mud, resuspension of sediment can be very
dependent on the turbulent flow activity above the bed. Turbulent flow near the bed is a well-known
factor which generates sediment-related processes such as erosion, dispersion, and transportation in
the bottom layer [2–4].

Artificial alteration of an estuarine environment, such as dam construction to block the saltwater
intrusion and the regulation of the freshwater discharge, can modify the physical environment such as
the tidal range and circulation structure [5,6]. One factor which can induce a sudden response from
an estuary is forced freshwater discharge because rapid currents can be formed in the surface with a
velocity difference between the surface and bottom layers. When any such artificial change occurs
such as discontinuous freshwater input, an estuary naturally will adjust to these changes. An example
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of an estuary which has experienced such artificial change is the Yeongsan River estuary (Figure 1),
located in the southwestern portion of the Korean peninsula. Yeongsan River is one of the four major
rivers in Korea. It has a drainage area of 3455 km2 and a length of 129.5 km. The Yeongsan estuary has
a series of offshore islands and extensive salt marsh complexes, with an average water depth of 20 m.
The main channel was blocked by a dam in February 1981, and now it behaves as a semi-enclosed
bay [7]. The tide is macrotidal with a semi-diurnal tidal range of 4.5 m, and 70% of the annual rainfall
of 840 mm occurs from June to August.

Figure 1. Study area and location of current meters in Yeongsan estuary, Korea. Black dots mark the
location of two current meters placed in August 2011.

According to several studies, the physical environmental conditions have changed after the
dam construction. Kang [6] showed that the tidal range increased to 60 and 43 cm for extreme high
and low tide, respectively, while the tidal velocity decreased with an ebb tidal dominance causing
a change in the sediment transport mechanisms. During the summer season when the gate opens
frequently, the freshwater discharge has become an important factor to change the current, temperature,
and salinity distribution because of sudden and forced discharge through the surface layer [8–12].
In terms of flow system change, for example, Cho et al. [11] suggested that there exist four layers
under low discharge conditions during the summer season, showing seaward flow in the surface
and middle layer, and landward flow in the bottom layer and between the surface and middle layers.
With freshwater discharge due to the gate opening, a two-layer circulation is formed with strong
stratification between the offshore-flowing surface layer and the landward-flowing bottom layer. So,
the freshwater discharge can affect directly the estuarine circulation system. In addition, through 210Pb
and 7Be radioisotope geochronology in the Yeongsan estuary, Williams et al. [13] showed that high
sedimentation rates up to 9 cm/year occur in the estuary, and the sediment deposition primarily
occurs during episodic events corresponding to high discharge. However, the flow structure and the
associated sediment suspension near the bed during freshwater discharge are still not well understood.

In the Yeongsan estuary, a sudden release of freshwater in the surface layer due to opening of the
estuarine dam gate can cause rapid intensification of the seaward flow. It is expected, then, that the flow
of the lower layer should respond to the sudden and strong surface flow. In such a case, the bottom
flow response could be coupled to change in the velocity shear, and this in turn could be a cause for
sediment resuspension from the bed. To our knowledge, this is the first field observation to report the
characteristics of flow, turbulence, and suspended sediment in the bottom boundary layer in response
to discrete freshwater discharge. Somewhat related to this topic includes those of entrainment and
mixing in a turbulent jet [14,15], jet scour [16], and sediment discharge by jet-induced flow [17–19].
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Therefore, the main objectives in this study are to investigate how the freshwater discharge changes
the structure of the bottom turbulent flow properties like the Reynolds stress and the turbulent kinetic
energy (TKE), and to elucidate how the bottom turbulent flow interacts with the suspended sediment
near the seabed by using observed water current and suspended sediment concentration data to
capture the turbulent structure and suspended sediment concentration in the bottom boundary layer
during a freshwater discharge. The observation and data processing scheme are described in Section 2,
and the analysis results about the evolution of the mean and turbulent flow and the bottom suspended
sediment concentrations are shown in Section 3. The role of man-induced freshwater discharge on the
flow structure and suspended sediment concentration fluctuations above the seabed is discussed in
Section 4, and finally, a very brief conclusion and meaning of this study are shown in Section 5.

2. Observation and Data Processing

The experiment campaign was designed specifically to observe the flows in both the bottom
and upper layers during the period of discrete freshwater discharge in the Yeongsan estuary, Korea,
during August 2011 (Figure 1). Two current meters, an ADCP (RDI 1200 kHz, Teledyne, Poway, CA)
and an AquaDoppHR (Model: AQP 9116, Nortek, Boston, MA), were moored near the Yeongsan
estuarine dam in the inner estuary (Figure 1 and Table 1). The ADCP was mounted on the bed with
an up-looking orientation to measure the flow profile in the water column, and the AquaDoppHR
was bottom-mounted at about 1 m above bottom (mab hereafter) with down-looking orientation for
near-bed turbulence measurements. The current profiles obtained from the ADCP with high percent
good values of 85 and above were averaged by burst with a 30-min interval for the flow structure in
the water column (Table 1).

Table 1. Measurement scheme for the current meters in Yeongsan estuary.

Instrument Location
Sampling

Rate/Interval/
Period

Bin Size/
Blank Dist./
Orientation

Remarks

ADCP Sentinel
(RDI 1200kHz)

34◦47′13.47” N
126◦25′48.88” E

2 Hz/30 min/
5–28 August 2011

0.25 m/0.38 m/
Up-looking Frame height: 0.7 m

AquaDoppHR
(AQP 9116)

34◦47′15.05” N
126◦25′41.85” E

4 Hz/30 min/
23–29 August 2011

0.05 m/0.40 m/
Down-looking

The ADCP current data were not rotated into the along- and cross-channel directions because the
main direction of the freshwater discharge was east–west. The observed current data were separated
into tidal and residual flows based on the tidal harmonic analysis developed by Foreman [20] and
implemented into MATLAB as T_TIDE [21]. From the residual flow, it was possible to check how the
upper layer flow responded to the sudden freshwater discharge from the gate opening of the dam.

The AquaDoppHR was programmed for burst sampling to observe the fine structure of the mean
and turbulent flow characteristics very near the bed. The burst sampling lasted for 8.5 min in 30-min
burst intervals the same as the ADCP, however, the AquaDoppHR sampling frequency was higher
at 4 Hz. The AquaDoppHR profiled from the bed to 0.35 mab with 5 cm bin size spatial resolution.
The bed was detected from the trend of the acoustic signal strength along each beam, in which the
signal strength generally shows maximum value at the bed. In this case, since three beams were
looking at the bottom, the maximum value was located in different bins of each beam such as the 7th,
8th, and 9th bins. A possible reason for different bin numbers showing the maximum signal strength
could be the bed status. Since the bed surface that the AquaDoppHR was looking down upon was not
perfectly flat, and because it is hard to know the true bed status at the midpoint between the three
beams, we selected the middle value of bins as the bed level.

The near-bed velocity data obtained from the AquaDoppHR were first despiked using an averaging
method after visual inspection of all bursts. Then, the mean, variance, and covariance values of the different
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flow components of all bins for each burst were calculated to estimate the turbulent flow characteristics
such as the Reynolds stress components and the turbulent kinetic energy (TKE). The Reynolds stress and
the TKE were calculated by using the following two equations (Equations (1) and (2)):

R13 = −<u′w′>, R23 = −<v′w′> (1)

TKE = (<u′2> + <v′2> + <w′2>)/2 (2)

where u′, v′, and w′ are the turbulent components of the east–west (u), north–south (v), and up–down
(w) components of a velocity vector, u = (u, v, w), for each burst sampling period, respectively. U and V
are the mean flow components of each burst for horizontal flow, for example, u = U + u′ and v = V + v′,
and the bracket (< >) means time averaging for a burst period. Finally, the suspended sediment
concentration (SSC) was calculated by conversion of the acoustic backscatter signal of the four beams
of the moored ADCP. A more detailed procedure for this calculation can be found in Park and Lee [22].

3. Results

3.1. Freshwater Discharge and Flow Structure Change

One of the key factors to affect the estuarine flow in an altered estuary is the freshwater discharge
since it makes both a forced seaward current in the surface layer and a density difference between the
upper and lower layers. Moreover, the strength of the surface current as well as the density gradient
depends on the amount of freshwater discharge. In this section, the response of the surface water after
the freshwater discharge is depicted using the ADCP data. A time series of discharge is compared
with the current structure and then with the change in residual flow (component with tides removed,
using 17 tidal constituents) in the water column.

Figure 2 shows the discrete freshwater discharge and mean current velocity for U and V, during 5–28
August 2011. According to typical gate operation procedure, the gates were opened only during the
low tide to prevent saltwater intrusion. On 11 August, over 6 × 107 tons of freshwater were discharged.
After the discharge, the westward surface current rapidly increased to greater than 0.5 m/s and affected
at least 5 m below the surface. At the same time, an opposite flow to the east formed in the lower layer.
The sudden release of freshwater also increased the north–south component of the flow in a short
period of time. When there was no freshwater discharge, the current speed was less than 0.25 m/s and
the flow structure simply repeated the flood and ebb states such that eastward flow occurred during
flood, westward flow occurred during ebb, and almost zero flow occurred during both high and low
slack tides.

The tide-removed residual flow showed in detail how the mean flow structure could be changed
by the amount of freshwater discharge (Figure 3). During freshwater discharge, the residual flow
showed a two-layer system as expected wherein the upper layer moves seaward and the lower layer
flows landward. The flow was seaward from the surface to 0.6 z/H (i.e., z = 9.6 m for H = 16 m) on
10 August 2011, and the depth of the seaward flow decreased as the freshwater discharge decreased.
When the amount of discharged water increased, the lower layer also showed a stronger response of
landward flow just after the discharge. Of course, the peak speed of the residual u-component appeared
in the surface. During no or very weak discharge periods (20–22 August in Figure 3), the residual flow
was also weak (almost less than 0.01 m/s) and the vertical structure was hard to specify because of the
multilayered structure. This stagnant vertical structure changed with a rapid increase in the speed of
the residual current when freshwater discharges occurred.
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Figure 2. Time series of the freshwater discharge and water flow. (a) Freshwater discharge and water
depth, (b) u-component of current velocity, (c) v-component of current velocity. In (b,c), negative values
indicate west- and south-directed velocities, respectively.

The averaged residual flow structure for the whole observation period was a typical two-layer flow
system that should be induced by vertical gravitational circulation in an estuary [1,23]. The mechanism
of this structure is known very well, and there are two forcing factors: the barotropic and baroclinic
forcing. The sea level difference between the upper and lower estuary acts as the barotropic forcing,
making seaward flow in the upper layer, while the density difference forms the baroclinic forcing,
making landward flow in the lower layer. The v-component showed a single-layer structure with very
weak flow to the north, and the speed was less than 2 cm/s. This could have been due to the position of
the dam gate which is located at the southern part of the dam (Figure 1). The two-layer structure during
the entire period was an important aspect of the overall vertical structure of the flow since there was a
stagnant, multilayer flow structure during the weak or no freshwater discharge periods (Figure 3d,e).

The strength of the upper- and lower-layer flow depended on the amount of the freshwater
discharge. Figure 3 shows the vertical structure change of the residual flow with variation in the amount
of discharge, for example, relatively high, low, and no freshwater cases. During the high freshwater
discharge period on 8–11 August 2011, the maximum speed of the seaward residual flow was about
0.1 m/s in the surface layer, and a landward flow existed below 0.7 z/H with a quarter of the speed of
the surface layer. As the amount of freshwater discharge decreased, the thickness of landward flow in
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the subsurface layer was increased from 0.7 z/H to 0.8 z/H, and the speed of the surface layer rapidly
decreased. This represents the seawater response inside the estuary after blocking the freshwater
release. When the barotropic forcing completely disappears due to no freshwater discharge, the water
column has a multilayer flow structure, for example, a three- or four-layer structure, indicating that
there were many local flows without a dominant flow pattern (Figure 3e). This indicated that during the
no freshwater discharge period in this estuary, the residual flow pattern was indistinct and exhibited
weak and vertically variable horizontal currents in a stagnant environment. Therefore, the freshwater
discharge plays the major role in intensifying the two-layer system, including the residual circulation,
in this estuary.

Figure 3. Change of vertical structure of the residual (tide-removed) flow: (a) east–west component,
(b) north–south component, and mean flow structure of each period such as (c) high (i.e., Q > 4 × 107 ton
on 8–11 August), (d) low (i.e., Q < 1 × 107 ton on 12–15 August), and (e) no freshwater discharge
(20–22 August). Two profiles on the right side of (a,b) are the residual over the entire period. The negative
values on (a,b) indicate west- and south-directed residual velocities, respectively.

3.2. Bottom Boundary Layer Flow and Reynolds Stress

In the previous section, we examined the impact of freshwater discharge on the flow of the water
column above the bottom boundary layer (BBL). In this section, the response of the bottom boundary
layer flow to the rapid seaward flow in the upper layer is examined. Data from the AquaDoppHR,
moored in a downward-looking orientation on a tripod during 24–28 August 2011, were used to show
the detailed structure of the horizontal and vertical components of the BBL flow, the Reynolds stress
components, and the turbulent kinetic energy.

Figure 4 shows the time variation of sea level, the amount of freshwater discharge, and the
horizontal and vertical flows at the bottom. The magnitude of flow was about 0.1 m/s in the horizontal
component and about 0.01 m/s in the vertical component, and the ebb and flood patterns were not
clear since there were several irregular changes in the flow direction even during the flood or ebb
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tides. The vertical structure of flow indicated that the current magnitude of each profile was similar
at 0.15–0.35 mab (Figure 4). However, it began to decrease from 0.15 mab and became almost zero
near the bed due to the bottom friction. This phenomenon became clearer as the speed increased.
The bottom seaward flow during the low tide was evidence of the fact that the freshwater release
can directly affect the bottom flow strength and reverse the flow direction. When freshwater was
discharged in the surface layer, the bottom seaward flow was intensified for a short time and then a
landward flow appeared (Figure 4b). During 24–28 August 2011, the dam gates opened four times
during the low tide: two openings on 24–25 August discharged about 6 × 106 tons of water and the
other two openings released over 12 × 106 tons of water (Figure 4a). As the amount of freshwater
discharge increased (i.e., on 26 August and 27 August), the change in the flow direction and strength
was sharper than the other two cases. One possible reason that the reversed (landward) flow occurred
in such a short time could be a result of water mass conservation. When freshwater moved rapidly
seaward due to the dam gate opening, it could have produced a return flow in the bottom layer to
make the water mass balance inside the estuarine area. The response of the north–south and up–down
flow showed a spike-like change just after the freshwater discharge (Figure 4c,d). It is noted, on the
other hand, that the flow speed was very weak or almost zero during the no freshwater discharge
periods on 25 August and 27 August. It is also interesting to mention the fluctuation of the vertical flow
since it displayed directional change (positive to negative) as the freshwater rapidly moved seaward in
the upper layer even though the speed was one order of magnitude less than that of the horizontal
flow (Figure 4d). The speed of the vertical flow was about 1 cm/s. This fluctuation of the vertical flow
occurred during the low tide and was intensified when the freshwater was discharged. Therefore,
the freshwater release by opening of the dam gate caused a rapid and strong seaward surface flow,
and its impact could reach the bottom and influence the bottom flow structure such as with sudden
direction changes in both the horizontal and vertical flow.

At the bottom boundary layer, the increase of near-bed flow can affect the velocity shear and
thus intensify the turbulent flow activity. Figure 5 shows the variation of the Reynolds stresses and
turbulent kinetic energy in the bottom boundary layer. The vertical structure is similar to the shape of
an upside-down bell. The stress terms, −<u′w′>, showed a symmetric structure except for a few cases
where the values became strongly negative (Figure 5a), and −<v’w’> displayed mostly positive values
(Figure 5b). This was related to the fluctuation pattern of the flow. During the freshwater discharge,
as noted above, the seaward flow was intensified for a short period of time and then the flow direction
was reversed, making −<v′w′> symmetric. However, a mostly southward v-component flow was
responsible for the positive values of −<v′w′>. Thus, the flow change due to the surface freshwater
discharge was linked to the bottom stress intensification and turbulent flow change.

Figure 5c displays the time variation of turbulent kinetic energy. The vertical distribution of TKE
is similar to the upside-down half-bell shape and the magnitude rapidly increased from the bed to
0.1–0.2 mab and then remained relatively constant above 0.2 mab. With respect to time, the TKE also
increased during the freshwater discharge during low tide, and was proportional to the amount of
freshwater discharge. The maximum value during this study period appeared during the late low tide
on 27 August.

3.3. Suspended Sediment Concentration and TKE

The major sources of suspended sediment in estuarine environments in general are from the
upstream and the sea, as well as bed erosion by flow–bed interaction. In this section, the temporal
change in SSC profiles after the freshwater discharges is investigated and the relationship between the
turbulent flow activity and SSC in the bottom boundary layer is examined.

Figure 6 illustrates the time variation of SSC profiles during 24–28 August 2011. There were clearly
high SSCs found in the surface layer. During the second low tide of each day that freshwater discharge
occurred, higher SSCs were observed. It appeared to be due to direct input of suspended sediment
discharged from the upstream. As no peaks of SSC were observed when there was no freshwater
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discharge, for example, during the first low tide of each day, it is evident that the freshwater discharge
due to the opening of the dam gate was the main source of the suspended sediment in the surface layer.
Another interesting aspect is that high SSC occurred after the freshwater discharge during the flood
tide. It is likely that offshore-advected high SSCs during the low tide returned back into the estuary
during the flood tide, resulting in high SSCs.

Figure 4. Time variation of the flow structure of the bottom boundary layer with freshwater discharge:
(a) sea level and freshwater discharge, (b) east–west component, (c) north–south component, and (d)
vertical component. The solid line in each panel indicates the sea surface level variation pattern and
the scale was adjusted.

Below the surface layer, for example, around 10–12 mab, the SSC was mostly less than 0.01 g/L
except during the second flood tide of each day. However, the SSC in the bottom layer suddenly
increased and appeared to propagate into the higher layers whenever the surface freshwater was
discharged. For example, SSC greater than 0.02 g/L (light green in Figure 6) reached above 6 mab
during 25–27 August. In the previous section, we saw the rapid increase of bottom flow speed
and stress-related terms (see Figures 4 and 5), and this kind of change in the physical factors could
induce erosion of bottom sediments if the bed of this area consisted of very fine sediment such as
silt, clay, or mud. According to Kim et al. [24] and Williams et al. [13], the sediments of this estuary
consist mainly of silt–clay mixtures in which silt is distributed in the shallow areas and clay exists in
the relatively deep areas of the central estuary. Certainly, the bed shear stress observed during the
freshwater discharge (see Figure 5) can resuspend the fines high into the water column (Figure 6).
Furthermore, Bang et al. [25] simulated sediment transport by using a numerical model, and showed
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that the discharge-induced estuarine circulation could cause overall silt-size sediment deposition and
sustained suspension of clay sediment.

The time series of the TKE and SSC in the bottom boundary layer is illustrated in Figure 7. It is clear
that the SSC rapidly increased and then gradually decreased until the next event occurred. The TKE
exhibited a peak during each freshwater discharge and was proportional to the amount of freshwater
discharge. Likewise, the SSC matched well with the amount of freshwater discharge. This kind of
synchronization was repeated during every freshwater discharge. Thus, it could be generalized from
this relationship that when the turbulent flow was intensified by the strong seaward surface flow,
a relatively large amount of sediment could be resuspended from the bed.

Figure 5. Reynolds stress and turbulent kinetic energy profiles near bed: (a) east–west component,
(b) north–south component, and (c) turbulent kinetic energy (TKE). Black and white solid lines in the
left panel indicate the sea level variation.
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Figure 6. Variation of suspended sediment concentration during 24–28 August 2011.

Figure 7. Comparison between the turbulent kinetic energy (TKE) and suspended sediment
concentration (SSC) changes in the bottom boundary layer.

4. Discussion

In estuaries altered by an estuarine dam, the opening of the dam gates results in a sudden release
of a significant amount of freshwater to the river mouth area, resulting in changes to the physical and
environmental conditions such as the formation of a strong surface current and sediment suspension.
Measurement of the water currents during August 2011 in the Yeongsan estuary was carried out to
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investigate the changes in the vertical flow structure, the bottom turbulent flow, and the relationship
between the bottom turbulent flow activity and the variation of suspended sediment concentration
during the freshwater discharge.

The freshwater discharge due to dam gate opening could significantly affect the vertical structure
of flow, inducing velocity shear and turbulent flow activity in the bottom boundary layer. During the
period of no or weak discharge, the flow was mostly tidal motion and the vertical structure showed
multiple layers. Cho et al. [11] showed that the spreading of warm freshwater discharged over the
pre-existing surface water and the intrusion of warm saline water along the bottom from the open sea
produced a multilayer structure, and the multilayer structure remained throughout the summer due to
strong stratification and a weak tidal current in the Yeongsan estuary. During the freshwater discharge,
however, a two-layer system developed with seaward flow in the surface and landward flow in the
lower layer [7,26]. The thickness of the seaward flow was affected by the amount of freshwater, and the
thickness of landward flow in the subsurface layer increased as the freshwater amount decreased.
The magnitude of the residual flow was about 10 cm/s in the surface during the discharge periods,
and became stagnant with weak, vertically variable horizontal flows during no discharge periods.

The bottom flow near the bed did not follow the general flood and ebb cycle in tidal motion.
The seaward and landward flows were, however, formed after freshwater discharge, for example,
on 25–27 August. This appears as strong evidence that the freshwater release due to opening of the
dam gate affected the bottom flow strength. One more interesting aspect is that the reversed (landward)
flow followed after the initial seaward flow. A two-layer circulation system was suggested wherein,
following the water mass conservation principle, a landward flow could happen in order to recover
the water overtransported to the sea by the suddenly intensified seaward flow which could cause
additional seaward movement. Considering the concomitant vertical flow pattern of up and down,
the upward flow above the bed was first shown when freshwater was released and then downward
flow happened with a maximum magnitude of 0.01 m/s.

An impact of surface freshwater discharge to the bottom boundary layer was an intensification of
the turbulent flow activity. As the bottom flow changed because of the surface freshwater discharge,
the fluctuation of seaward and landward flow over a short period of time caused the stress to increase
in the bottom boundary layer which was linked to an increase in TKE. The Reynolds stresses showed a
symmetric structure in their vertical distribution and their magnitude rapidly increased during the
freshwater discharge period with a maximum magnitude of 2 × 10−4 m2/s2. The TKE structure had
the shape of an upside-down half-bell with an increase from the bed to 0.1–0.2 mab. Like the stresses,
the magnitude of TKE was proportional to the amount of freshwater discharge and reached over
1 × 10−3 m2/s2 for the discharged period.

The SSC estimated from the acoustic backscatter signal of the four beams of the ADCP displayed
high values in the surface and bottom layers. The high SSC in the surface happened after or during
the freshwater discharge, indicating that the main source of suspended sediment was the upstream
river water because there was not any other source of sediment during low tide and there was no such
peak value of SSC when there was no freshwater discharged. The rapid increase of SSC in the bottom
also happened after the surface freshwater discharge and it gradually propagated to the upper layer,
and since it happened at the same time or after the sudden increase of the bottom TKE, the SSC near
the bed was related to the intensified bottom turbulent flow that was the result of surface freshwater
discharge due to the opening of the dam gate.

5. Conclusions

Using ADCP measurements in the altered Yeongsan estuary, we examined the flow in the water
column and above the bed resulting from opening of the dam gate and the release of water with
different properties (salinity, temperature, flow rate). The freshwater discharge was responsible for
intensifying the two-layer circulation of offshore surface flow and landward bottom flow. The rapid
and strong seaward surface flow affected the bottom flow structure, leading to sudden directional
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changes in both the horizontal and vertical flow. Responding to the freshwater discharge, the bottom
turbulence also intensified rapidly, which in turn resuspended a large amount of sediment from the
bed. The results of this study indicate that the surface freshwater discharge due to opening of the
estuarine dam gate affects the behavior of water flow, bottom turbulence, and sediment transport in
the altered Yeongsan estuary. Finally, it should be noted that since many estuarine dams have been
constructed rapidly all over the world, for example, in the estuaries of the Senegal River, the Rhine-Muse
rivers, and the Murray-Darling rivers, and that the construction of new estuarine dams is also under
consideration, the results of this study could provide valuable insight into morphological change in
estuarine environments with man-induced discrete freshwater discharges.
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Abstract: Bridge pier scour is one of the main causes of bridge failure and a major factor that
contributes to the total construction and maintenance costs of bridge. Recently, because of unexpected
high water during extreme hydrologic events, the resilience and security of hydraulic infrastructure
with respect to the scour protection measure along a river reach has become a more immediate
topic for river engineering society. Although numerous studies have been conducted to suggest pier
scour estimation formulas, understanding of turbulence characteristics which is dominant driver
of sediment transport around a pier foundation is still questionable. Thus, to understand near
bed turbulence characteristics and resulting sediment transport around a pier, hydraulic laboratory
experiments were conducted in a prismatic rectangular flume using scale-down bridge pier models.
Three-dimensional velocities and turbulent intensities before and after scour were measured with
Acoustic Doppler Velocimeter (ADV), and the results were compared/analyzed using the best available
tools and current knowledge gained from recent studies. The results show that the mean flow variable
is not enough to explain complex turbulent flow field around the pier leading to the maximum scour
because of unsteady flows. Furthermore, results of quadrant analysis of velocity measurements just
upstream of the pier in the horseshoe vortex region show significant differences before and after scour.

Keywords: bridge pier; horseshoe vortex; Physical hydraulic modeling; quadrant analysis; Scour
and Velocity field

1. Introduction

Bridge pier scour is one type of local scour caused by sediment transport that is driven by local
flow structure; therefore, it is necessary to be acquainted with the flow structure and the related
scour mechanisms around the bridge pier. In general, the local flow structure around a bridge pier is
composed of downflow at the upstream face of the pier in the vertical plane; the horseshoe vortex
system that wraps around the base of the pier, which is the primary contributor to local scour upstream
of the pier; the bow wave near the free surface on the upstream face of the pier; and the wake vortex
system at the rear of the bridge pier that extends over the flow depth [1–3]. These features greatly
complicate the understanding of the local flow structures [4,5], and the comprehensive effect of those
complex flow structures is to increase the local sediment transport leading to additional local scour
around the bridge pier [6,7].

When flow approaches a bridge pier, the velocity becomes zero on the upstream face of the
bridge pier. Due to the strong adverse pressure gradient imposed by the bridge pier in the streamwise
approach flow direction, the boundary layer separates upstream of the bridge pier. In the separated
region, several vortices are consecutively developed, and subsequently stretched around the base of
the bridge pier, giving rise to what is called a horseshoe vortex system. The primary horseshoe vortices
rotate in the same sense as the approach boundary layer vorticity, but secondary vortices have the
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opposite rotation to preserve streamline topology. During the time that the horseshoe vortex nearest
the bridge pier is decreasing in size due to stretching, a newer and younger secondary separation
vortex is induced upstream of the primary vortex. The size and strength of the secondary horseshoe
vortex increases with time while the size of the primary vortex continues to be reduced by stretching.
At some time, the secondary and smaller vortices merge with the primary horseshoe vortex or leapfrog
it to strengthen the primary horseshoe vortex, which is finally stretched completely around the bridge
pier temporarily stabilizing the flow. Subsequently, instability occurs and the primary vortex forms
again. The process is then repeated irregularly [8,9].

In addition to the theoretical descriptions of local vortex structures, to find more general
relationships between the vortex system around a bridge pier and the resulting sediment transport,
many researchers have adopted analytical, experimental, as well as computational approaches.
Melville [10] has observed that the size and circulation of the horseshoe vortex increases rapidly, and
the velocity near the bottom of the hole decreases as the scour hole is enlarged. According to Melville,
magnitude of the downflow seems to be directly associated with the rate of scour. However, Baker [11]
argued that because the size of the scour hole is much larger than the size of the vortex core on a
flat-bed before scouring, such a calculation would predict wrongly that the circulation increases as
scour proceeds. In his study, Baker [11] used the horseshoe vortex core circulation to derive an equation
to predict the scour depth. Baker [11] assumed that the horseshoe vortex strength in the scour hole can
be equal to that on a flat-bed as scour depth develops and suggested the equation with respect to pier
width and free stream velocity. Later, Nakagawa and Suzuki [12] assumed that the scale and strength
of the primary horseshoe vortex are constant during evolution of the local scour hole and suggested a
scour prediction equation with using the stochastic nature of particle movement, originally developed
by Einstein [13]. At similar time, Qadar [14] experimentally hypothesized the maximum scour depth
to be a function of the initial vortex strength which is composed of vortex size and stream velocity.
Based on the experimental results, an envelope curve was proposed to show the relationship between
scour depth and initial vortex strength. Qadar [14] quantitatively evaluated his results by comparing
with laboratory and field data.

After Qadar [14], Kothyari et al. [15] explored the diameter of primary vortex using a regression
analysis of experimental data on flow around a cylindrical pier. They mentioned that the diameter
of the primary vortex is dependent on the bridge opening width in comparison to the size of pier
diameter. Also, Ram [16] expressed an equation for initial diameter of the horseshoe vortex and, in his
findings, the initial diameter of the vortex decreases with increasing the pier Reynolds number (Reb)
represented by a pier width as a characteristics length. However, Muzzammil and Gangadhariah [17]
found that the relative vortex size, which is the ratio of vortex diameter and pier width, is weakly
influenced by the pier Reynolds number for higher values on a rigid flat bed. This means that vortex
size is only dependent on the pier width for higher values of the pier Reynolds number (Reb >104).
Based on analytical models relating scour depth to horseshoe vortex properties, Muzzammil and
Gangadhariah [17] proposed that equilibrium scour depth is a function of the horseshoe vortex size,
tangential velocity, and vortex strength in the scour hole. They found that the mean size of the
horseshoe vortex is ~20% of the cylindrical pier diameter, and the vortex tangential velocity is ~50% of
the mean velocity of approach flow for 104 ≤ Reb ≤ 1.4 × 105 at fixed flat-bed conditions. The size of
the vortex is assumed to be independent of the sediment mobility.

More recently, Dey and Raikar [7] found that the flow and turbulence intensities in the horseshoe
vortex in a developing scour hole are reasonably comparable with those in before scour. Similar
results can be found in other studies conducted with large-eddy simulations (LES) and detached-eddy
simulation (DES) [18–20]. However, based on the experimental studies using particle image velocimetry
(PIV), Guan et al. [21] argued that the size of the main vortex responsible for the maximum scour depth
upstream of the pier increases with increasing scour depth.

In clear-water scour regime, as the scour depth increases, the shear stress beneath the horseshoe
vortex is reduced until the shear stress becomes less than the critical shear stress and sediment
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movement ceases in the scour hole. As explained in the previous paragraphs, even if the role, size,
and strength of turbulence leading to pier scour have been investigated qualitatively, the coherent
turbulent characteristics and associated bursting events for sediment transport is still an active area
of interest. So far, several of methods presented in literatures for describing the horseshoe vortex
properties have not considered turbulent characteristics or unsteadiness of the horseshoe vortex; but,
in fact, the bed materials around a bridge pier move irregularly in time even if the approach flow is
steady. It is found in the literature that the strength and size of the horseshoe vortex are closely related
to the pier geometry and the approach flow velocity upstream of the bridge while the scour depth
cannot be accurately predicted unless a clear relationship between the large-scale unsteadiness of the
horseshoe vortex and sediment size is presented quantitatively. One of the important objectives of
this study is investigating turbulence characteristics and sequential occurrence of bursting turbulence
events before and after scour in the process of particle entrainment in front of a pier. Thus, to
comprehensively attack the objectives, hydraulic laboratory experiments were conducted in a flume
using two different scaled-down bridge pier models. Visual observations by high speed camera as well
as three-dimensional velocities and turbulent intensities before and after scour measured with ADV
were analyzed using the best available tools and current knowledge.

2. Methodology

2.1. Experimental Setup

As shown in Figure 1a,b, in previous studies [22–24], laboratory experiments were conducted
using various scaled hydraulic model of the Chattahoochee River bridge at Cornelia, Georgia, and
Flint River bridge at Bainbridge, Georgia, USA, respectively, including the full river bathymetry.
The previous experimental studies successfully explored the effect of sediment size on pier scour depth
at different geometric model scales and, also based on the large number of experimental and field
investigations/comparisons, improved local scour formulas were suggested. Furthermore, strategies of
deciding sediment size for scaled-down hydraulic modeling was also proposed. After those model
studies, each pier bent were carefully removed from the laboratory flume. Figure 1c,d show example
of bridge pier bent model of Chattahoochee River bridge and Flint River bridge, respectively, with
individual scales for this study. Pier bent consists of four rectangular concrete columns and rectangular
concrete footings for Chattahoochee River bridge, as shown in Figure 1c. However, for Flint River
bridge, two square concrete pier columns are placed on large stepped square concrete footings.

The removed pier bent model shown in Figure 1c,d was re-built inside a 1.1 m wide by 24.4 m
long glass-sided tilting flume to investigate detailed turbulence and flow characteristics in front of the
pier before and after scour. The approach section of the pier model was 15.0 m long followed by a
working mobile bed section with a length of 3.0 m in which the pier model was placed. The length
of the approach section was decided based on the findings from other researches [25–29] to ensure a
fully developed approach turbulent flow and turbulent boundary layer at the bridge pier. After the
working mobile bed section, additional 3 m long sediment trap section downstream of the pier model
was placed. For the current set of experiments, instead of using actual cross section shape and river
geometry used in the previous experiments, the channel was constructed to have a straight alignment
rather than meandering, and rectangular shape of cross section was maintained through the entire
flume to find more general features of flow and turbulence fields. The flume was filled with 0.53 mm
bed sediment for each experiments and carefully leveled to the elevations established by the field
measurements in each site. Figure 2a, b show experimental setup before running scour experiment for
Chattahoochee River bridge model and Flint River bridge model, respectively.
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(a) (b) 

  
(c) (d) 

Figure 1. Hydraulic laboratory model in previous laboratory studies and bridge pier model for this
study: (a,c) 1:23 scaled model for Chattahoochee River bridge and (b,d) 1:33 scaled model for Flint
River bridge.

  
(a) (b) 

Figure 2. Pier model in the flume: (a) Chattahoochee River bridge model and (b) Flint River
bridge model.

2.2. Experimental Procedure

The experimental campaign consists of two scenarios: moveable bed experiment and fixed-bed
experiment. First, moveable bed experiments were conducted to investigate variance of hydraulic
parameters affecting scour depth over time. The flume was slowly filled with water to saturate the sand.
After complete saturation, the required discharge (uncertainty of ±2.8 × 10−4 m3/s) was established
with the flow depth adjusted well above the desired value. Then, the flow depth was gradually
decreased by changing the height of the tailgate until the target approach flow depth was obtained.
During this time, the point gage (uncertainty of ± 1 mm) was used to monitor the flow depth. Once the
target flowrate and the flow depth had been reached, scour continued for 2 to 3 days until equilibrium
was achieved. The equilibrium was defined when the increment of scour depth is less than 5% of
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the bride pier diameter during 24 h. During the scouring process, instantaneous point velocities and
turbulence quantities were measured by ADV in front of the pier. Furthermore, temporal change of
bed elevations were measured periodically using ADV temporarily positioned for a moment above the
point of scouring. At the end of scouring (equilibrium state), the velocity flow field was measured
throughout the test section both in the near field next to the pier and in the far field at relative elevations
for the comparison of turbulence and flow characteristics between after scour and before scour. During
the velocity measurements, ADV sampling frequency was chosen to be 25 Hz with a duration of
at least 2 min and perhaps as much as five minutes depending on the magnitude of turbulence at
each measuring location. The correlation values in these measurements were greater than 80% and
the Signal Noise Ratio (SNR) was greater than 15. The phase-space despiking algorithm was also
employed to remove any spikes in the time record caused by aliasing of the Doppler signal which
sometimes occurs near a boundary. More detailed filtering protocol can be found in Lee and Sturm [22]
and Hong et al. [26]. After the completion of each experiment, the final bed elevations were measured
using the ADV and the point gage.

When the moveable bed experiments were completed, the entire moveable bed was re-leveled and
fixed by spraying polyurethane. During fixed-bed experiments, the same flow conditions as those in
moveable bed experiments were reproduced, and velocities and turbulence quantities were measured
in the same way as in the moveable bed experiments to investigate the effect of initial flow parameters
responsible for the scour. In addition to the measurements of initial flow parameters, flow visualization
experiments were also conducted. A kaolinite suspension was used as a tracer upstream of the bridge
pier to show the flow structure around the bridge pier and also to detect the frequency of the horseshoe
vortex system immediately upstream of the pier. The tracer was transferred from a conical tank by an
electric pump operating at a maximum flowrate of 0.003 m3/s. The kaolinite suspension was mixed to
achieve a concentration of 1.0 mg/cm3 in the tank. The flow rate of tracer was adjusted with the aid of
rotameter to produce a released velocity that was the same as the open channel mean velocity. As the
tracer was released at a constant rate, a high speed video camera (30 FPS) was used to capture the
unsteady dynamics of the swirl of the horseshoe vortex as it amplified and partially collapsed in size.

3. Results and Discussion

The experimental conditions have been summarized in Table 1, where Q is the total discharge, b is
the width of bridge pier, y1 is approach section water depth, V1 is approach section velocity, Teq is time
to the equilibrium scour, and ds is the equilibrium scour depth in front of the bridge pier.

Table 1. Summary of measured experimental conditions.

Run Model Scale
Q

(m3/s)
b (m) y1 (m)

V1

(m/s)
Teq
(h)

ds (m) Conditions

1
CR 1:23

0.051 0.046 0.191 0.257 30 0.093 Fixed &
Moveable-bed2 0.044 0.046 0.142 0.304 12 0.090

3
FR 1:33

0.054 0.055 0.241 0.215 48 0.046 Fixed &
Moveable-bed4 0.052 0.055 0.170 0.281 24 0.085

CR: Chattahoochee River bridge model and FR: Flint River bridge model.

3.1. Velocity Field

The velocity fields around the pier bent were measured for the Chattahoochee River model
and Flint River model in both the fixed-bed (before scouring) and moveable-bed (after scouring in
equilibrium). Figure 3a,c shows the velocity fields of “before scour” for Run 1 and Run 3, respectively.
The longitudinal distance (x) and lateral distance (y) were normalized with width of corresponding
bridge pier model and the near field vectors measured at 40 percent of the approach flow depth were
normalized by measured approach velocity. Higher velocities were shown on both sides of the first
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pier, where deeper scour occurred as the flow curved around the pier bent. In the wake zone, the mean
velocities became smaller than those in the outer region. The velocity defected in this region gradually
recovered in the downstream direction. The magnitude of mean velocities upstream of the first pier
along the centerline became smaller approaching the pier stagnation line due to the existence of the
pier. Figure 3b,d shows the combination of scour depth contours and the near-field velocities measured
at 40 percent of the approach flow depth under the same flow condition as in “before scouring” but
at the completion of scour for Run 1 and Run 3, respectively. The near-field velocity distributions
were very close to being symmetric with respect to the centerline of the bridge pier bent as shown in
Figure 3 for both runs. The characteristic decrease in magnitude was observed in near field velocity
around the pier bents when comparing results before and after scour. The maximum relative difference
in magnitude was approximately 30–40 percent for both cases in the vicinity of the first pier on the
right-hand side. Interestingly, the maximum scour depth occurred at the nose of front pier for Run 1,
as expected, however for the case of Run 3, the maximum scour occurred between the two piers with a
high degree of symmetry on the left and right sides as shown in Figure 3d. For the Flint River bridge
pier bent, the pier columns are placed on large stepped footings and the footings are already exposed
at the beginning of scour as shown in Figure 2b. Because the footing intercepts the downflow along
the nose of pier bent which feeds the size and strength of horseshoe vortex, the amount of local scour
depth in front of the first pier was reduced [30–32].

  
(a) (b) 

  
(c) (d) 

Figure 3. Normalized mean velocity vectors: Measured at 40 percent of the approach depth for
experimental Run 1 before and after scour in (a,b), respectively, and Run 3 before and after scour in
(c,d), respectively.

3.2. Temporal Variation of Flow and Turbulence Characteristics Upstream of the Bridge Pier

The measured mean velocity and turbulence kinetic energy (TKE) fields have been usually used
to validate three-dimensional numerical models. Even though the simulated velocity profiles at
several locations were in good agreement compared with the laboratory experiments, quantitative
connections with the scour depth are difficult to make. In addition, results from a three-dimensional
numerical model show that the maximum mean shear stress on a fixed bed does not correspond with
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the maximum depth of scour hole in front of the piers [33]. Furthermore, as shown in Figure 3, the
horizontal mean (time-averaged) point velocity vector plots did not indicate large changes in the
velocity field with scour development when comparing the before- and after-scour conditions. It is
concluded that the details of the horseshoe vortex itself must be investigated further to understand the
development of the scour hole in front of the pier rather than the general-mean turbulence and flow
characteristics of the near field.

Thus, in an effort to better understand the relationship between the flow field and the resulting pier
scour over the development of scour hole, bed elevations, and three-dimensional velocity components
as well as turbulence intensities upstream of the bridge pier were measured intermittently at two points
during the scour process to capture the temporal variation of flow and turbulence characteristics as the
scour hole developed. The flow was continued for the measurements so that the measurements could
be completed in a time duration that was short (approximately 2–3 min) in comparison to the rate of
scour hole development. The two measured points were located horizontally at a distance of one pier
width upstream of the bridge pier in the streamwise direction because the size of horseshoe vortex is
comparable with the size of pier width. As shown in Figure 4, the vertical location of one point (LOC1)
was in the scour hole itself where it was varied to maintain a constant vertical displacement above
the bed as the scour hole deepened with time. The other point (LOC2) was fixed above LOC1 but at
a constant elevation that was close to the initial bed elevation before scour began as also shown in
Figure 4. Sufficient clearance between the bridge pier and the ADV probe was required in order to
place the ADV probe without bumping the pier or disturbing the horseshoe vortex system upstream of
the bridge pier. Thus, the Chattahoochee River bridge model was chosen for this experiment based on
the physical size and simple footing shape compared to the Flint River model.

 

Figure 4. Schematic diagram of the locations for measuring the temporal variation of flow characteristics.

The streamwise (U) and vertical (W) time-averaged velocity profiles normalized by approach
mean velocity at LOC1 and LOC2 are shown in Figure 5. Both velocity profiles at LOC1 fluctuated
slightly with time, but the values remained close to zero as the scour depth increased over time which
is shown on the secondary vertical axis in Figure 5a. The averaged values became close to zero at LOC1
since it is located near the bed in the separation zone. However, the velocity profiles at LOC2 fluctuated
significantly with time as shown in Figure 5b because the vertical position of LOC2 moved into the
highly turbulent region associated with the horseshoe vortex during development of the scour hole.
The fluctuations in the streamwise velocity seem to be associated with the intermittent fluctuations in
the scour hole depth that result from the collapse of the sides of the hole, followed by further scouring
as the hole enlarges.

The turbulence intensity in both the streamwise (u’) and vertical (w’) directions at LOC1 increased
during the initial stage of scour development and then became smaller with time as shown in Figure 6a.
The large fluctuations of streamwise turbulence intensity during the initial stages of scour development
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is due to the unsteadiness of the location of the separation point upstream of the pier. As the scour
depth changed rapidly during the initial stage, the vertical turbulence intensity became approximately
four times larger than at later stages of scour hole development, indicating that the contribution of
vertical turbulence intensity to the rate of scour development was very significant during the initial
stage. Figure 6b shows that the turbulence intensity in both vertical and streamwise directions at LOC2
approached the same constant value as the scour hole developed. The vertical turbulence intensity at
LOC2 was relatively small at the beginning of the scour process, but then increased significantly to a
value greater than that at LOC1. This is due to the movement of the vertical location of LOC2 into the
highly turbulent region associated with the horseshoe vortex.

  
(a) (b) 

Figure 5. Velocity profile over time at (a) LOC 1 and (b) LOC 2 for Run 1.

(a) (b) 

Figure 6. Temporal variations of turbulence intensity profile at (a) LOC 1 and (b) LOC 2 for Run 1.

3.3. Flow Characteristics Upstream of the Bridge Pier

While in the previous section, the long-term temporal development was considered in relationship
to the variance of velocity and turbulence characteristics in the scour hole, this section investigates
the short-term transient behavior of the flow immediately upstream of the bridge pier on a fixed
flat bed in the region of flow separation and the horseshoe vortex. The primary horseshoe vortex
is unsteady with the formation of a system of secondary vortices, and the secondary vortices are
quasi-periodically combined with the primary vortex increasing its size and strength depending on the
degree of stretching around the pier [8,9]. Thus, the primary horseshoe vortex oscillates in position and
size in an irregular shift between two modes of behavior which are expanding and contracting over
time. Those oscillation of horseshoe vortex in its size and strength in front of the pier was captured by
high-speed camera in Figure 7 in this experiment, and the time difference (Δt) between Figure 7a,d
was related to the frequency of horseshoe vortex [22,34]. As shown in Figure 7, because of those two
modes, the instantaneous velocity time series when measured near the bed close to the pier alternately
exhibits periods of positive streamwise velocity towards the pier followed by negative streamwise
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velocity away from the pier. The result is a bimodal velocity distribution, first described by Devenport
and Simpson [34], and further studied experimentally and numerically [18,22,35]. Those two alternate
states of the horseshoe vortex are bistable with the contracted mode occurring approximately 20–30%
of the time. Furthermore, they found that the shape, relative size, and distance between the two peaks
of the bimodal probability density function of instantaneous velocities are not permanent and stable,
but instead vary with the position of the velocity measurement.

 
 

(a) (b) 

  

(c) (d) 

Figure 7. Flow visualization of horseshoe vortex with tracer injection in experimental Run 4: sequential
snap shots from (a–d).

With respect to the turbulence characteristics just upstream of the pier in the horseshoe vortex
region, quadrant analysis was also used to further characterize the turbulent events associated with
the large-scale unsteadiness of the horseshoe vortex. Quadrant analysis was employed in this study
by examining the joint probability density function of the streamwise and vertical components of
fluctuating velocity, denoted as u’ and w’, respectively.

The four quadrants shown in Figure 8 correspond to four types of turbulent events which are
defined as: I. outward interactions; II. ejections or bursts; III. inward interactions; and IV. sweeps
that characterize the individual turbulent velocity measurements. The Reynolds stress is generally
produced by all four types of events. The first quadrant event, I, is characterized by outward motion of
high-speed fluid, with u’ > 0 and w’ > 0; the second quadrant event, II, is identified by outward motion
of low-speed fluid, with u’ < 0 and w’ > 0, which is usually called ejection or bursts; the third quadrant
event, III, is associated with inward motion of low-speed fluid, with u’ < 0 and w’ < 0 ; and finally, the
fourth quadrant event, IV, represents the motion of high-speed fluid toward the bed, with u’ > 0 and w’
< 0, and it is called sweeps.
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Figure 8. Schematic of the plate for quadrant analysis [36].

The relationships between the fluid motions and particle transfer near the wall can be elucidated
through quadrant analysis. The ejections and sweeps contribute positively to the bed shear stress
since u′w′ is the flux of forward momentum to the bed, whereas the outward and inward interactions
contribute negatively to the bed shear stress. The presence of a sweep corresponds to a local increase
of the shear stress at the bed whereas the occurrence of an ejection corresponds to a local decrease of
the shear stress at the bed. Therefore, the coherent sweep and ejection events appear to be responsible
for transferring particles toward and away from the bed [37]. However, in nonuniform flows such
as the wake region downstream of a backward-facing step, Keshavarzi et al. [36] have shown that
turbulent events with the same shear stress contribute to different sediment transport rates due to the
frequency structure of the turbulent events. While the horseshoe vortex is not expected to have the
same turbulence structure as a turbulent wake, nevertheless, it does have the property of intermittency
that is an important contributor to the scour process.

Among the velocity measurements made in experimental Run 2 and Run 4, two time series of
velocity data at the nose of the pier were selected to conduct the quadrant analysis and to investigate
the change of flow characteristics of the before-scour case and after-scour case. Figure 9 shows the
results of Run 2. The time series analyzed in Figure 9a was measured for the fixed bed condition
while the time series analyzed in Figure 9b was measured inside the scour hole under the same flow
conditions at approximately the same distance above the bed. The joint probability density function in
both figures are normalized to the peak values of 1.0, and it is necessary to multiply the contoured
values by the scaling factors in the middle of the top of each figure to produce probability densities.
The selected locations were both in the region of the horseshoe vortex and separated region upstream
of the pier.

The results of quadrant analysis show a significant difference between the before-scour case and
after-scour case in Figure 9a,b. The turbulent events for the before-scour condition were dominated by
bursts and sweeps with a bimodal joint frequency distribution at the elevation of z = 0.17 b. In Figure 9a
before scour, sweeps events had a higher probability of occurrence, and for both types of events, the
values of u’ were greater than those of w’ at the maximum probability of occurrence. Run 4 shows
similar probability density patterns as in Figure 9. The bursts and sweeps are the primary forcing
function for creating the scour hole because they both represent positive shear stress; however, the more
important characteristic is the irregular oscillation between the two types of events as the horseshoe
vortex alternately expands and contracts as the separation point moves back and forth, as shown
in Figure 7. The sediment particles are lifted and entrained in an intermittent fashion as explained
in Lee and Sturm [22]. In the equilibrium scour hole in Figure 9b, the turbulent events no longer
display the bimodal distribution with all four types of events becoming approximately equally likely.
The magnitude and frequency of all events are significantly affected by the change of the flow inside
the scour hole. There is no effective event of the velocity fluctuations for altering the shear stress
or moving the sediment out of the equilibrium scour hole. Although the existence of the bimodal
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distribution depends on the measuring location, it is significant that it disappears near the bed after
scour and at the same distance above the bed as for the before-scour case.

  
(a) (b) 

Figure 9. Joint probability density function of u’ and w’ for (a) before-scour case and (b) after-scour
case measured at x/b = −0.33 and z/b = 0.17 for Run 2.

As a further indication of the differences in the turbulence properties as the scour hole develops, the
integral time scale was computed for both the before-scour and after-scour time series associated with
Figure 9. The integral time scale is defined as a measure of the time over which a velocity component is
dependent on its past values and a rough measure of the time interval over which a fluctuating velocity
component is highly correlated with itself; it is obtained by integration of the measured autocorrelation
distribution over time and a measure of the memory of the process [38]. As given in Table 2, the
integral time scale in the vertical direction for the before-scour case is considerably higher than for the
after-scour case; whereas, in the streamwise direction, the time scale is the same order of magnitude for
both cases. The vertical fluctuation in the before-scour case is a significant contributor to the processes
of suspending and eroding sediment from the bed. Accordingly, a longer integral time scale of the
velocity fluctuations gives more transport than a shorter integral time scale when the rate of sediment
transport increases very rapidly at the initial stage of scour development.

Table 2. Comparison of integral time scales for before and after scour cases.

Before Scour, Sec After Scour, Sec

Streamwise direction 1.8 1.3
Vertical direction 4.3 0.7

4. Summary and Conclusions

Although local scour around bridge foundations have been extensively studied for several decades,
there still remain problems because of difficulties in visualization and understanding the complex
flow structure leading to scour. Thus, in this study, laboratory experiments were conducted with
scaled-down bridge pier models for more complete descriptions of flow characteristics of the horseshoe
vortex system around the complex bridge pier. During the experiments, velocities and turbulence
intensities as well as the bed elevations before and after scour were measured by ADV. Furthermore, a
simple visualization technique was used to capture the unsteadiness of horseshoe vortex. The results
shows that horizontal velocity vector plot comparisons between before-scour and after-scour conditions
measured at a certain relative height above the bed was not enough to explain the complex scour
mechanism because the values were all temporally averaged ones, and so did not show the effects
of the large-scale unsteadiness of the horseshoe vortex system upstream of a bridge pier. Further
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investigation using the probability distribution of instantaneous velocity components and quadrant
analysis of velocity fluctuations in the horizontal and vertical directions shows that the vertical and
streamwise velocity components exhibited a bimodal probability distribution before scour near the bed
upstream of the pier where horseshoe vortex is responsible for sediment transport. The streamwise
and vertical velocity fluctuations were observed to be dominated by sweeps and bursts, both of
which contribute positively to the bed shear stress and exhibit a bimodal joint frequency distribution.
The bursts and sweeps are the primary forcing function for creating the scour hole at initial stage
because they both represent positive shear stress. They are the result of irregular oscillation of the
horseshoe vortex between two preferred states as the reverse flow near the bed in front of the pier either
extends upstream or retreats to a point closer to the pier. As a result, the sediment particles are lifted
and entrained in an intermittent fashion. After scour is complete, at equilibrium stage, the turbulent
events no longer display a bimodal distribution near the bottom of the scour hole. Furthermore, a
quantitative physical connection is made between the scour depth and the large-scale unsteadiness of
the horseshoe vortex system in front of the pier by comparing time scales for lifting of the sediment
particle, and subsequent entrainment and transport of the particle out of the scour hole.

Even if this study provides additional insights to better understand the local pier scouring process
and the relationship between scour depth and the horseshoe vortex, the local flow structures in the
field are affected by additional parameters, such as vertical and lateral flow contraction, unsteadiness
of discharge during the passage of a flood event, and their interaction. Furthermore, in reality, scouring
often happens under live-bed scour conditions with infilling of the scour hole as the flood recedes
which is not well understood over a long time series because it is greatly affected by the conditions
required to generally mobilize the entire bed and is further complicated by the movement of bed forms
through the bridge section. Thus, additional well-designed physical model and field measurements as
well as numerical simulations are required to investigate these effects, including the modeling of flow
contraction, realistic hydrographs, and bed forms, such as dunes and ripples.
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Abstract: This study presents the results of an experimental investigation on the flow-structure
interactions at scoured horizontal cylinders, varying the gap between the cylinder and the bed surface.
A 2D Particle Image Velocimetry (PIV) system was used to measure the flow field in a vertical plane
at the end of the scouring process. Instantaneous and ensemble-averaged velocity and vorticity
fields, viscous and Reynolds stresses, and ensemble-averaged turbulence indicators were calculated.
Longitudinal bed profiles were measured at the equilibrium. The results revealed that suspended
and laid on cylinders behave differently from half-buried cylinders if subjected to the same hydraulic
conditions. In the latter case, vortex shedding downstream of the cylinder is suppressed by the
presence of the bed surface that causes an asymmetry in the development of the vortices. This implies
that strong turbulent mixing processes occur downstream of the uncovered cylinders, whereas in the
case of half-buried cylinders they are confined within the scour hole.

Keywords: horizontal cylinder; turbulence structures; scour

1. Introduction

Although flow around a cylinder is one of the classical subjects of fluid dynamics, few investigations
have focused on the analysis of the turbulence structures of a steady flow at scoured horizontal cylinders.
This topic is relevant in the hydraulic field because it is encountered in many engineering applications,
such as pipelines suspended, laid on or half-buried installed across mobile riverbeds, where a small
depth-to-diameter ratio is most relevant and scouring occurs under unidirectional current [1]. In all
these cases, the 3D flow field is extremely complicated due to the separation and the creation of multiple
vortices. However, the complexity is further exaggerated owing to the dynamic interaction between the
flow and the movable bed [2]. Erosion may occur around the pipelines, causing a higher gap between it
and the bed surface and, therefore, compromising their safety. Several research findings can be found in
literatures for estimating the local scour around underwater pipelines under unidirectional current [3].
Some of these studies have shown that the scour depth under unidirectional current is always higher
than that under pure wave action or the combined effect of wave and current with the same bottom
shear stress [3]. Accurate estimates of the scour depth are important because flow-induced oscillation
by wake-vortex shedding may provoke fatigue failure of the pipeline itself [4], which is subjected to
additional unsteady forces such as lift and drag.

The first investigation for estimating scour depth at submarine pipeline was conducted by Chao
and Hennessy [5], who proposed an analytical method for estimating the maximum scour depth
under pure current condition. The use of this method was supported by other authors e.g., [6–8].
The main drawback of the method is the use of a potential flow theory in deriving the solution. In
real flow, the fluid is not inviscid, and separation occurs at the rear of the pipe. This phenomenon
affects the flow conditions [3]. Later, Kjeldsen et al. [9] proposed an equation that implies that the scour
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depth only depends on flow velocity and pipe diameter, but excludes the effect of flow depth and
grain size. Bijker and Leeuwestein [10] stated that the scour depth depends on the undisturbed flow
velocity, pipe diameter, flow depth, height of pipe above bed level, and grain size. They stated that
the principal cause of erosion is a local increase in transport capacity of the water passing a pipeline,
while deposition occurs where this capacity decreases [3]. Ibrahim and Nalluri [11] proposed two
empirical equations relating the scour depths to flow parameters for both clear-water and live-bed
conditions. The equations were derived purely from curve fitting technique. Furthermore, they stated
that the grain size has no influence on the scour depth, apart from the indirect influence on the value of
the critical velocity. Hansen et al. [12] obtained a relationship between the bed velocity in the scour
hole and the two geometric quantities e/D and ds/D, where e is the gap between the underside of the
cylinder and the original bed level, D is the cylinder diameter and ds the scour depth. They stated that
the flume width would also influence this relationship. Mao [13] examined the scour profiles below
pipelines under different flow velocities and observed that, for ds/D < 1 ds, is a weak function of the
flow Shields parameter. He also identified two cases of the scour process: (1) jet period, which decides
the maximum scour depth; (2) wake period, which decides the location of maximum scour depth.
Maza [14] proposed a graphical solution for the estimation of ds that is a function of the initial gap-pipe
diameter ratio and the flow Froude number, while Moncada and Aguirre [15] gave an empirical
equation of ds assuming a similar functional representation used by Maza [14]. Chiew [16] identified
that piping plays a dominant role in initiating scour at submarine pipelines. Later, Chiew [3] proposed
an empirical function relating the flow depth ratio, h/D, with the gap-flow rate ratio, which can be
used to determine the amount of gap flow through the scour hole at equilibrium conditions. Li and
Cheng [17] used the finite difference method to solve the Laplace equation of velocity potential and a
boundary adjustment technique to calculate the scour profiles below pipelines, while Brørs [18] used
the finite element method to simulate the scour profiles below pipelines. Dey and Singh [4] examined
their experimental results to describe the influence of various parameters on the equilibrium scour
depth, that is flow depth, sediment gradation, different shaped cross-sections of pipes. Lately, Mohr
et al. [19] related the rate of scour beneath a pipeline to the fundamental erosion properties of the
sediment, namely the transport rate along the bed and the true erosion rate of the sediment. These
arguments lead to two new empirical formulas that may be used to predict the time scale of the scour
process beneath subsea pipelines. Note that these previous researches concentrate on soil scour around
fixed pipelines. More recently, Gao et al. [20] simulated experimentally the current-induced sand scour
around a vibrating pipeline to further investigate the mechanism of the coupling effects between pipe
vibration and sand scour.

At the same time, several studies have been carried out both numerically and experimentally on
the flow field analysis considering a flat bed. A state-of-art review of the research on the cylinder-bed
surface interactions exposed to currents was conducted by Fredsøe [1]. For example, Bearman and
Zdravkovich [21] carried out an experimental study on the flow around a cylinder lying horizontally
at various elevation above a plane bed surface. They demonstrated that regular vortex shedding
was suppressed for all gaps less than about 0.3D. For gaps greater than 0.3D, the Strouhal number,
that is the ratio between inertial forces due to the unsteadiness of the flow and expresses the oscillating
flow mechanisms, was found to be remarkably constant and the only influence of the plate on vortex
shedding was to make it a more highly tuned process as the gap was reduced. Later Zdravkovich [22]
studied in detail the flow separation from a flat plate induced by a circular cylinder. He demonstrated
that when the cylinder was placed above the bed surface, the downstream separation region contained
two counter-rotating vortices separated by stagnant fluid. However, no regular vortex shedding was
observed in this configuration, whereas he reported that in the case of turbulent boundary layer vortex
shedding occurred for a gap of 0.2D and for the laminar boundary layer at a gap of 0.3D. Lei et al. [23]
analyzed the hydrodynamic forces and vortex shedding of a cylinder at different locations in the
boundary layer. They proposed a quantitative method for identifying the vortex shedding suppression
point. Their observations showed that the vortex shedding is suppressed at a gap of about 0.2–0.3D,
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depending on the thickness of the boundary layer. This critical gap decreases as the thickness of
the boundary layer increases. Price et al. [24] performed visualization studies on the flow-cylinder
interactions in the boundary layer. Specifically, they distinguished four distinct regions: (i) for gaps <
0.125D, the gap flow is suppressed or extremely weak, and separation of the boundary layer occurs
both upstream and downstream of the cylinder. Although there is no regular vortex shedding, there is
a periodicity associated with the outer shear-layer; (ii) in the region between 0.125D and 0.5D, the flow
is very similar to that for very small gaps, except that there is a pronounced pairing between the inner
shear-layer shed from the cylinder and the wall boundary layer; (iii) the region between 0.5D and 0.75D
is characterized by the onset of vortex shedding from the cylinder; (iv) for the fourth region, with a gap
greater than D, there is no separation of the wall boundary layer, either upstream to or downstream of
the cylinder. However, downstream of the obstacle, alternate vortex shedding from the cylinder affects
the wall boundary layer. Hatipoglu and Avci [25] studied experimentally and numerically the flow
around a horizontal cylinder mounted and partially buried, showing that the lengths of the separation
regions near the upstream and downstream of the cylinder decreased with the increasing burial ratio.
More recently, Akoz et al. [26] studied quantitatively the flow characteristics of the circular cylinder
laid on a fixed surface, by using the Particle Image Velocimetry (PIV) technique. The main purpose was
to reveal the mechanisms of vortical flow structures that are mostly responsible for scour and burial
processes. They demonstrated that the intersection of the bed surface and cylinder enhances the burial
mechanisms hydrodynamically even in wake flow regions. Furthermore, it was shown that the wake
flow region is shortened in size in the longitudinal direction as a function of the Reynolds number.
More recently, Arslan et al. [27] studied for four different submergence ratios the 3D unsteady flow
around a rectangular cylinder with the large eddy simulation (LES) turbulence model. To conduct the
analysis, they used the experimental data obtained by Malavasi and Guadagnini [28]. As a result, they
characterized the behavior of vortex structures generated by separated flow and the hydrodynamic
forces acting on the semi-submerged structure.

Few are the studies in which the turbulence flow structures are analyzed focusing in the
neighborhood of the cylinder considering a mobile bed. The first studies on this topic were those
of Kjeldsen et al. [9] and Mao [13], who examined the flow around a pipe placed over a scour hole,
Jensen et al. [29] investigated experimentally the flow around a pipeline placed initially on a flat bed at
five characteristic stages of the scour process in currents. They found that the mean flow field and
turbulence around and the force on a pipeline undergo considerable changes, as the scour below the
pipeline develops in time and space. Moreover, vortex shedding comes into existence at early stages of
scour process, first in a somewhat premature form caused by the close proximity of the dune formed
downstream the pipe as a result of deposition of scoured material. As the dune moves away from the
pipe, the vortex shedding gradually reaches a stage which resembles the shedding process of a free
cylinder. Starting from this experimental campaign, Smith and Foster [30] examined the flow physics
around the pipeline (considering also the bed scouring phenomenon) using numerical modelling.
They compared the mean horizontal and vertical velocities and the wake characteristics measured by
Jensen et al. [29] to those obtained by applying a computational fluid dynamics (CFD) model (Flow3D)
using both a two-equation k-ε model and a Smagorinsky LES turbulence closure scheme for five stages
of the scour process.

Thus, the main purpose of the study was to identify the flow structures in shallow water condition
developed once the bed scour reached the equilibrium, varying the gap between the cylinder and
the bed surface. Specifically, three different conditions were reproduced in a laboratory flume:
a suspended cylinder, a laid on cylinder and a half-buried cylinder. The analysis was focused on
the velocity measurements in correspondence of the horizontal cylinder and on the determination of
the instantaneous and ensemble-averaged velocity fields, the instantaneous and ensemble-averaged
vorticity fields, viscous and Reynolds stresses, and the ensemble-averaged turbulence indicators.
In addition, the equilibrium longitudinal bed profiles were discussed in order to better comprehend
the effect induced by the flow-structure interactions.
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2. Experimental Set-Up and Procedure

The experimental campaign was performed at the Laboratorio “Grandi Modelli Idraulici” (GMI,
Università della Calabria, Italy). A recirculating flow channel (9.6 m long, 0.485 m wide, 0.5 m deep)
was used in this study. The flume side walls were made of glass in order to visualize the flow. The inlet
of the flume comprised of a stilling tank, an uphill slipway, and honeycombs (having a diameter of
10 mm) to dampen the flow disturbances at the entry. The test section was located at 7.33 m downstream
of the flume entrance and it was 0.165 m long. The flow depth was regulated by a downstream tailgate.
To collect the outflow, a tank equipped with a calibrated Thomson weir to measure the flow discharge
was attached downstream of the tailgate.

The bed was constituted by very coarse sand having a median sediment size d50 of 1.53 mm
(0.06 mm < d < 2 mm, where d is the size of sediments) and geometric standard deviation σg

[=(d84/d16)0.5] of 1.24, where d16 and d84 are the 16% and 84% (by weight) finer sizes of sediments,
respectively. The sediment density was ρs = 2680 kg/m3. To prepare the bed, sediments were initially
spread within the flume and screeded to create a bed with a longitudinal slope S0 of 0.1%.

A horizontal cylinder of 30 mm in diameter made of Plexiglas was set up at the center of the
test section. The cylinder was fixed to the flume walls and kept normal to the flow direction. Three
different gaps, respectively e1, e2 and e3, between the cylinder and the bed surface were considered,
as represented in Figure 1 and reported in Table 1: (i) suspended cylinder; (ii) cylinder laid on the bed;
(iii) partially buried cylinder. To ensure direct comparisons of the results, the bed surface was leveled
at the start of each experiment.

Figure 1. Schematic representation of the geometrical conditions of the experimental runs, where ei

(i = 1, 2, 3) is the gap between the lower edge of the cylinder and the bed surface.

Table 1. Geometric and hydraulic parameters of the experimental runs.

Parameter (Units) Run 1 Run 2 Run 3

ei (m) 0.015 0 −0.015
h (m) 0.073 0.073 0.076

Q (m3/s) 0.010 0.010 0.010
U (m/s) 0.28 0.28 0.27
Uc (m/s) 0.37 0.37 0.37
u* (m/s) 0.026 0.026 0.025

Re 7.9 × 104 7.9 × 104 7.9 × 104

Rec 8.1 × 103 8.1 × 103 7.8 × 103

Re* 85 85 82
Fr 0.33 0.33 0.31
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The runs were carried out under the same hydraulic conditions. Specifically, the initial flow
depth h was about 0.074 m, as measured immediately upstream to the cylinder from the sediment
crest. Therefore, the aspect ratio B/h was greater than 5 (B being the flume width) and the effect of the
sidewalls is negligible [31] in our experimental set-up. However, the ratio h/D was kept constant and
equal to 2.5. Thus, being h/D < 5 [4], the shallowness effect is present in all the runs and, therefore,
the resulting scouring process is due to the cylinder-bed surface interactions at different gaps in shallow
water condition. The threshold flow velocity, Uc, was determined using Neill’s empirical formula [32]
and was equal to 0.37 m/s, higher than the average flow velocity U = Q/(Bh) ≈ 0.28 m/s, Q being the
flow discharge. This indicates a clear-water condition. The flow Reynolds number Re (=4Uh/υ, where
υ = 1.04 × 10−6 m2/s at 18.4 ◦C is the kinematic water viscosity), the flow Froude number Fr [=U/(gh)0.5,
where g is the gravitational acceleration], the cylinder Reynolds number Rec (=UD/υ, where D is the
cylinder diameter) and the other hydraulic parameters are listed in Table 1 for each experimental
run. Specifically, upstream of the cylinder (where the flow was not affected), the shear velocity u*

was estimated by extending the Reynolds shear stress profile linearly to the maximum gravel crest as(
−u′w′

)0.5∣∣∣∣
z=zc

(where u′ and w′ are the temporal velocity fluctuations in the streamwise and vertical

directions, respectively, and zc is the maximum gravel crest elevation). Hence, the Reynolds number of
the sediments Re* was calculated as u*ε/υ, where ε is the equivalent sand roughness height ≈ 2d50 [33].

During all the experimental runs bed scouring occurred. It was found that the equilibrium scour
depth was reached within 24 h for all the three experimental runs. This is in line with the findings
of Chiew [3]. Dey and Singh [4] demonstrated that the time to reach the equilibrium scour below
a pipeline is shorter than that at an abutment, since it is due to strong pressurized flow and not to
primary or horseshoe vortex. Also, Mao [13] observed equilibrium scour below a cylinder in just over 3 h.

A 2D PIV system manufactured by TSI was used to measure the flow field. It consisted of a 12 bit
CCD camera (Nikon, city, country, 50 mm F1.8 lens, 2048 × 2048 pixel2 resolution, 15.2 × 15.2 mm2

sensor size) and a double pulse Nd:YAG laser with a frame rate of 15 Hz and a pulse energy of 200 mJ
at a wavelength of 532 mm. Titanium dioxide powder, having a diameter of 3 μm and a mass density
of 4.26 kg/m3, was used as a tracer during flow measurements. The test section was illuminated with
the laser to capture the movement of the tracer particles through the camera placed parallel to the laser
sheet. The flow measurements were taken in correspondence of the horizontal cylinder. In order to
measure the flow field, 3000 pairs of images were captured over a period of about 200 s. The inter-frame
time between two laser pulses was set equal to 1400 μs, which means that, considering U ≈ 0.28 m/s,
we were able to measure only eddies greater than 0.39 mm. The actual size of the eddy is imposed by
the spatial resolution of the PIV measurements [34]. The field of view was 165 × 165 mm2 with an
interrogation area of 32 × 32 pixel2. A 50% overlap of the interrogation areas was employed to increase
the spatial resolution of the measurement [35] to about 1.3 mm (which corresponds to 12.4 pixel/mm).
The Insight 4G-2DTR software was used during the acquisition phase and to process the resulting data.

The precision in the flow velocity measurements with a PIV system depends to a great extent on the
errors introduced by the sub-pixel estimator in the cross-correlation. This is known as “peak-locking”
and is a bias error in the PIV that occurs when the particle images are too small, causing the particle
image displacement to be biased toward integer value. The error is estimated to be 10% of the
particle image diameter, which is the diameter in pixels of the particle as seen through the camera [36].
The mean particle image diameter in the present case is about 1 pixel, and a typical displacement
between the cross-correlation image pairs is 5 pixels in the main flow direction. Therefore, the estimated
random error of the measured velocity vector in each interrogation area is about 2% for the streamwise
velocity component.

However, as a priori method, in order to reduce peak-locking, through a trial and error procedure
we set an aperture number f # equal to 11, in order to ensure that all the tracer particles in the light
sheet (having a thickness of 2 mm) were in focus. Nevertheless, following the procedure described in
Padhi et al. [34], we used also and a posteriori method pre-processing all the images by using a filter
(already available in the Insight 4G-2DTR software), which optimized the particle image diameter with
respect to the peak estimator, in order to improve the signal-to-noise ratio.
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The flow was stopped at the end of the measurement phase and, subsequently, the flume was slowly
emptied without any disturbance for the bed scour by using a bottom outlet located 1 m downstream
of the test section. For each run, the bed surface was acquired with the photogrammetry technique.
Photogrammetry is used in different fields such as topographic mapping, architecture, engineering,
cultural heritage and geology e.g., [37–39]. Following the procedure described in Penna et al. [40],
a Nikon D5200 camera was used, equipped with a Nikkor 18–55 mm f/3.5–5.6 G VR lens. The resulting
3D point cloud was at first transformed into an unstructured triangular mesh by using the software
PhotoScan (Agisoft, St. Petersburg, Russia). Then a structured grid was extracted using the commercial
software Rhinoceros (McNeel & Associates, Seattle, WA, USA), with a spatial resolution δl = 5 mm in
both the streamwise and spanwise directions.

3. Results and Discussion

3.1. Longitudinal Bed Profiles

The centerline longitudinal bed profiles at equilibrium, for each experimental run, are shown in
Figure 2. Here, the origin of the x-axis (streamwise direction) is set in correspondence of the cylinder
center, whereas the z-axis indicates the vertical direction. Specifically, the horizontal and vertical axes
were made dimensionless by dividing them by the cylinder diameter. Furthermore, z/D = 0 is the bed
surface at the start of each experiment. These longitudinal profiles were extracted from the bed surface
models derived from the photogrammetry technique.

Figure 2. Centerline longitudinal bed profiles at equilibrium.

The data clearly highlight how the gap between the cylinder and the bed surface influences the
scour formation and, thus, the bed profile. A steady flow that impacts on a cylinder laid on the bed
causes a deeper scour hole than in the case in which the cylinder is suspended. Specifically, it was 1.5D
= 4.6 cm and 1.9D = 5.7 cm for Run 1 and Run 2, respectively. This means that the gap in Run 1 allows
the flow to pass with less disturbance to the sand bed. It is also evident that the maximum equilibrium
scour depth ds occurs closer to the cylinder in the second case than in Run 1. The distance between the
center of the cylinder and the maximum equilibrium scour depth, xs, is 5D = 15 cm for Run 1 and 3.5D
= 10.5 cm for Run 2. The behavior can be explained by analyzing the vortex system induced by the
fluid-structure interaction, which is described in the following sections. Furthermore, it is possible
to note that the resulting scour hole involves the area upstream to and beneath the cylinder, owing
to a particular process also known as tunnel erosion [41], that is ascribed to seepage processes [2,42]
and occurs when the ratio between the flow depth and the cylinder diameter is less than 3.5 [16].
The vortices due to the obstacle led to instabilities to the particles, moving them away. The consequent
erosion process is due to the increased velocity underneath the cylinder.
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A different behavior can be noted considering Run 3 in which the cylinder is half-buried: tunnel
erosion does not occur and the scour hole develops downstream of the cylinder itself. Hence, in this
case, the shape of the bed profile is comparable to that formed in the presence of a bed sill subjected
to a steady flow. This will be further explained analyzing the flow field around the cylinder in the
following sections. Interestingly, even if ds is the smallest value (ds = 1.5D = 4.4 cm) if compared to the
other two cases, the scour length ls is about 0.3D = 0.9 m and, therefore, the scouring process affects a
larger amount of sediments than in Run 1 and Run 2, for which it is almost 0.22D = 0.65 m. Note that
the small hump visible in Figure 2 at x/D = 0 is the profile of the cylinder itself.

The obtained bed profile at equilibrium for e = 0 (Run 2) was compared with the experimental
data of Chiew [3], Gao et al. [20] and Dey and Singh [4]. To better understand the different behavior
that can be observed in Figure 3, Table 2 shows the experimental conditions adopted for each run.
The bed profiles of Gao et al. [20] and Dey and Singh [4] were determined in deep-water condition
(h/D > 5), whereas those related to the studies conducted by Chiew [3] and of the present work were
in shallow-water condition (h/D < 5). Therefore, it is easy to note that for shallow-water condition a
deeper and longer scour hole is formed, leaving aside for the moment considerations about the other
parameters involved. Furthermore, in the case of deep-water condition the scour hole develops to great
extent below the cylinder, whereas for shallow-water the maximum scour depth is reached downstream
of it. By comparing the bed profile of Run 2 and that of Gao et al. [20], which are characterized by
similar cylinder diameter and flow velocity, the higher water depth of Gao et al. [20] produced a
maximum scour depth of about 1.8 cm, whereas that obtained in the present study was about 5.7 cm,
although d50 was 4 times less than 1.53 mm of Run 2. However, it must be pointed out that also the
considered equilibrium time (te) can influence the observed discrepancies between the bed profiles.
Based on results obtained from Chiew [3], only 50–70% of the equilibrium scour depth is reached in
three to four hours of testing. Finally, by comparing the bed profile of Run 2 and that of Dey and
Singh [4], which are characterized by a similar sediment size, it is possible to note that the maximum
scour depth is of the same order, despite the fact that D and U are higher than those of the present
study. This can again be ascribed to both the water depth and also to the equilibrium time.

Figure 3. Comparison between centerline longitudinal scour profiles around a horizontal cylinder with
e = 0.

Table 2. Geometric and hydraulic parameters of the literature experimental runs for e = 0.

D (cm) d50 (mm) h (cm) U (m/s) te (h)

Present study 3 1.53 7.3 0.280 24
Chiew (1991) [3] 3.2 ÷ 6.3 0.33 ÷ 1.70 5 ÷ 18 - >24

Gao et al. (2006) [20] 3.2 0.38 40 0.255 4
Dey and Singh (2008) [4] 4 1.86 20 0.497 12
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3.2. Instantaneous and Ensemble-Averaged Velocity Fields

A sequence of four consecutive instantaneous flow fields at different times t for all the experimental

runs are shown in Figure 4. The velocity has a magnitude |u| =
(
u2 + w2

)0.5
, where u and w are the

instantaneous streamwise and vertical velocity components, respectively. The velocity was made
dimensionless by dividing it by U. The origin of the x-axis refers to the start of the test section acquired
with the PIV system. Both the axes were made dimensionless by dividing by D. Furthermore, Figure 4
shows the streamlines for each velocity field. Note that invalid vectors were removed from the
instantaneous velocity fields (blank areas in the colormaps), as well as those below and along the edge
of the cylinder since they corresponded to an area poorly illuminated by the laser. Vectors identified as
spurious were replaced by the ensemble-averaged values when computing the average over time.

Figure 4. Dimensionless instantaneous velocity fields at different times t on a vertical plane in (a) Run 1,
(b) Run 2 and (c) Run 3.
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From the analysis of Figure 4, it is evident that upstream to the cylinder, at the beginning of the
study area, the flow velocities, in all the three runs, increase with the vertical distance z, as usually
observed in an open-channel flow, and the streamlines are nearly horizontal. Thus, in both Run 1 and
Run 2, the incoming flow approaches the upstream face of the cylinder and causes flow separation.
The main flow is divided into two flows: one part is oriented towards the bed surface (this is the main
cause of scouring) and the other part is oriented towards the free surface [26], giving birth to two
separation zones. Since 300 < Rec < 3 × 105 (Table 1), the boundary layer over the cylinder surface
is laminar. For Run 2 the separation zone at the free-stream side of the cylinder moves upstream
with respect to that of Run 1. This is in agreement with previous findings [26,29,43]. A different
behavior occurs for Run 3: the obstruction represented by the cylinder creates an adverse pressure
gradient resulting in the separation of flow lines forming a vortex on the upstream front of the cylinder.
Separation of flow also takes place at the free-stream side of the cylinder. Reverting to Run 1 and Run
2, a pair of vortices in the wake of the cylinder is noticeable, causing vortex shedding. The vortices
are shed alternately at both sides of the cylinder at a certain frequency. Specifically, following the
classification of Sumer and Fredsøe [43], the generated wake is completely turbulent, whereas the
vortex-shedding frequency, f, can be derived from the Strouhal number:

St =
f ×D

U
(1)

The Strouhal number in proximity of a wall may change with respect to the case in which no
wall is present. Shedding frequency tends to increase (yet slightly) as the gap ratio decreases [44].
However, the flow field in this study was analyzed at the equilibrium phase, that is when the scouring
phenomena was already exhausted. This means that the gap between the cylinder and the bed is
4.27 cm and 3.43 cm for Run 1 and Run 2, respectively (Figure 2). Therefore, since the gap ratio ei/D
is higher than 1 for Run 1 and Run 2 (1.42 and 1.14, respectively), it is possible to assume that in
these cases the Strouhal number in proximity of the wall is equal to the Strouhal number for wall-free
cylinder [44,45]. Note that the vortex shedding occurs in a region where the scour hole is deeper than
that at the cylinder itself (e1/D > 1.42 and e2/D > 1.14 for Run 1 and Run 2, respectively). Therefore,
the wall represented by the mobile bed has no effects on the Strouhal number, even if concave and
not flat. Considering that for a smooth circular cylinder St remains practically constant at the value
of 0.2 for 300 < Rec < 3 × 105 [46], the vortex-shedding frequency can be determined as St × U/D,
thus 1.87 s−1 for Run 1 and Run 2. This means that vortex shedding occurs about twice per second.
Figure 4 helps in visualizing the formation and destruction of the vortex system, from t = 0.13 s to
0.53 s, with t = 0 at the beginning of the experimental measurements. The vortex originated from the
free-stream side of the cylinder (e.g., Figure 4b at t = 0.13 s) is strong enough to draw the opposing
vortex (at the cylinder wall-side) downstream across the wake region (e.g., Figure 4b at t = 0.27 s). Note
that the streamlines coming from above are oriented in the clockwise direction, while the others in the
anti-clockwise direction. The opposite sign will then cut off further supply of vorticity to the upper
vortex from its boundary layer [43], and therefore this vortex is shed and the transported downstream
by the flow (e.g., Figure 4b at t = 0.40 s). Thus, a new vortex forms at the free-stream side of the cylinder.
However, the lower vortex is now stronger than this new upper vortex and, therefore, this will lead to
its shedding (e.g., Figure 4b at t = 0.53 s). Instead, for Run 3 a reverse roller is formed in the wake
region. Vortex shedding is suppressed by the presence of the bed surface that causes an asymmetry in
the development of the vortices [43].

To analyze the ensemble-averaged flow field in a spatial flow domain, Figure 5 shows the

streamlines and the contours of the velocity having a magnitude
∣∣∣u∣∣∣ = (

u2 + w2
)0.5

, where u and w are the
ensemble-averaged streamwise and vertical velocity components, respectively. The ensemble-averaged
velocity was made dimensionless by dividing it by U.
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Figure 5. Dimensionless ensemble-averaged velocity fields on a vertical plane in (a) Run 1, (b) Run 2
and (c) Run 3.

The analysis of Figure 5 recalls the separation of the main flow upstream to the cylinder in both
Run 1 and Run 2, described on the basis of the instantaneous velocity fields of Figure 4. It is apparent
that the increase of the gap between the cylinder and the bed surface (Run 1) causes the formation
of two opposite vortices in the wake of the cylinder shorter and more compressed than those of Run
2. This behavior may be attributed to the fact that in Run 1 the cylinder is close to the water surface,
pushing down the upper vortex. In the meantime, a greater amount of flow passes below the cylinder
and, therefore, tends to expand immediately downstream of it, compressing the vortex system in the
wake region. The velocity at the underside of the cylinder is slightly lower than the one at the top side.
This is in agreement with the observations of Jensen et al. [29]. The ensemble-averaged velocity field of
Run 3, instead, shows the roller vortices upstream to and downstream of the cylinder in the scour hole,
as discussed before. This led to a flow acceleration along the water depth above the recirculation zone.

Figure 6 shows the vertical profiles of the ensemble-averaged streamwise flow velocity at different
distances upstream to and downstream of the cylinder. Again, it is illustrated how the velocity
profiles are not influenced by the horizontal cylinder at the beginning of the area of interest, in all the
three experimental runs. For Run 3 only, negative values of u are shown upstream to the cylinder,
owing to the presence of the vortex originated from the interaction between the current and the
obstacle. Immediately downstream of the cylinder in Run 1 and Run 2, the streamwise flow velocity is
negative, indicating a reverse flow. Increasing the distance from the cylinder, it loses intensity and the
vertical profiles start recovering the undisturbed upstream condition. However, the velocity profiles
are different if we refer to Run 3, in which the shear layer separates from the cylinder, creating a
recirculation zone.

Figure 6. Vertical profiles of the ensemble-averaged streamwise flow velocity at different streamwise
distances in (a) Run 1, (b) Run 2 and (c) Run 3.
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3.3. Instantaneous and Ensemble-Averaged Vorticity Fields

The contours of dimensionless instantaneous vorticity ωyD/U are shown in Figure 7 at different
times t. Here, ωy is the instantaneous vorticity given by ∂u/∂z − ∂w/∂x, whose positive and
negative values specify clockwise and counterclockwise fluid motions, respectively. Specifically,
the counterclockwise fluid motion causes the flow to accelerate, resulting in a downward transport of
momentum in the downstream direction, and the clockwise fluid motion causes the flow to decelerate,
resulting in an upward transport of momentum in the upstream direction [47].

Figure 7. Dimensionless instantaneous vorticity fields at different times t on a vertical plane in (a)
Run 1, (b) Run 2 and (c) Run 3.
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From the analysis of Figure 7, the patterns of vorticity show that in the wake region of Run 1 and
Run 2 a cluster of vorticity takes place along the shear layers. This is due to the separation induced by
a pressure increase along the cylinder surface. The vortex that originates from the separation zone at
the free-stream side of the cylinder has a positive sign indicating a clockwise rotation, whereas the
vortex from the wall-side has a negative sign with a counterclockwise rotation. These motions are
responsible for the production of the Reynolds shear stresses [48]. It is also evident that for Run 2 the
steep slope of the scour hole behind the cylinder forces the shear layer originating from the lower edge
of the cylinder to bend upwards, thus causing the associated lower vortex to interact with the upper
one prematurely, as it was observed by Jensen et al. [29]. As regards to Run 3, the vortex downstream
of the cylinder rotates with clockwise direction in the scour hole, creating a recirculation zone with
decelerated fluid motion. However, in all the three cases it is found that the vortices do not change
their rotational sense with time; therefore, they are recursive with time.

Figure 8 shows the streamlines and the contours of the dimensionless ensemble-averaged vorticity
ωyD/U, to substantiate the effects illustrated by the instantaneous vorticity patterns. Here, ωy is the
ensemble-averaged vorticity given by ∂u/∂z− ∂w/∂x. At the upstream end of the investigated area,
the vorticity is null along the water depth in all the three experimental runs. However, in the near-bed
flow clockwise vortices occur owing to the bed roughness. For Run 1 and Run 2, downstream of the
cylinder, in the wake region, vorticity assumes positive values in the upper zone and negative values
in the lower part, that is with clockwise and counterclockwise rotations, respectively. Instead, Run 3
shows the clockwise vortex in the scour hole, as previously discussed.

Figure 8. Dimensionless ensemble-averaged vorticity fields on a vertical plane in (a) Run 1, (b) Run 2
and (c) Run 3.

3.4. Viscous and Reynolds Stresses

The variations of the dimensionless viscous stresses τv in the flow domain, calculated
as (νdu/dz)/u2∗ are depicted in Figure 9. Instead, the dimensionless Reynolds shear stresses
τuw = −u′w′/u2∗ are shown in Figure 10.

By comparing Figures 9 and 10, it is evident that upstream to the cylinder the viscous stresses are
negligible along the water depth and increase in the near-bed flow zone in all the experimental runs.
At the same time, τuw tends to assume a peak value at a certain distance from the bed surface and then
starts decreasing. A different behavior is shown in Run 3, since a small region of negative values of
τuw is evident close to the bed surface, owing to the small vortex on the upstream front of the cylinder.
Considering Run 1 and Run 2, downstream of the cylinder two regions characterized by the maximum
positive and negative values of the Reynolds shear stress occur. This suggests strong turbulent mixing
process in these areas, indicating a downward transport of momentum in the downstream direction
and an upward transport of momentum in the upstream direction, respectively. Close to the cylinder
surface, τv assumes the highest positive and negative values where the shear stress is almost null.
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As regards Run 3, both τv and τuw assume their maximum values in the scour hole, which suggests a
strong turbulent mixing process that entrains high-momentum fluid into the recirculation region.

Figure 9. Dimensionless viscous stresses on a vertical plane in (a) Run 1, (b) Run 2 and (c) Run 3.

Figure 10. Dimensionless Reynolds shear stresses on a vertical plane in (a) Run 1, (b) Run 2 and (c)
Run 3.

Finally, the dimensionless streamwise and vertical Reynolds normal stresses, expressed as
σuu = −u′u′/u2∗ and σww = −w′w′/u2∗ , respectively, are shown in Figures 11 and 12.

Figure 11. Dimensionless streamwise Reynolds normal stresses on a vertical plane in (a) Run 1, (b) Run
2, (c) Run 3.
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Figure 12. Dimensionless vertical Reynolds normal stresses on a vertical plane in (a) Run 1, (b) Run 2,
(c) Run 3.

In all the experimental runs, upstream to the cylinder, it can be seen that σuu and σww assume their
maximum negative values in the near-bed flow region, and then they increase with z. This may be
attributed to the fluid mixing that occurs in the presence of bed roughness. At the same time, it can be
noted that downstream of the cylinder the intense fluid mixing induced by the presence of the obstacle
enhances both the fluctuations u′ and w′. The comparison between Run 1 and Run 2 shows that a
smaller gap between the cylinder and the bed surface induces the flow area to enlarge with increased
magnitude of both u′ and w′.

On the other hand, Run 3 shows downstream of the cylinder a decrease of σuu and σww in the
recirculation zone, indicating, also in this case, fluid mixing with a maximum magnitude of 0.08 m/s
and 0.05 m/s for u′ and w′, respectively, that are less than those in Run 1 and Run 2, for which u′ and
w′ are about 0.14 m/s and 0.09 m/s. This leads to a decrease of about 65% for both σuu and σww.

3.5. Ensemble-Averaged Turbulence Indicators

In order to measure the local turbulence level in a flow, the use of the ensemble-averaged
turbulence indicator I may represent a useful tool [47]. This parameter can be estimated as follows:

I =

⎛⎜⎜⎜⎜⎝ 2
3 k

U2

⎞⎟⎟⎟⎟⎠0.5

, (2)

where k is the turbulent kinetic energy (TKE), expressed as:

k =
1
2

(
u′u′ + v′v′ + w′w′

)
, (3)

v′ being the fluctuations of the spanwise velocity component with respect to its ensemble-averaged
value. Since the PIV system allows the measurement of only two velocity components, the term v′v′
can be approximated as 0.5

(
u′u′ + w′w′

)
[49,50]. Therefore, the TKE is expressed as:

k = 0.75
(
u′u′ + w′w′

)
. (4)

The turbulence level is high if I > 0.5, moderate if 0.1 < I < 0.5 and low if I < 0.1 [51]. Thus,
the contours of the ensemble-averaged turbulence indicator for the three experimental runs are shown
in Figure 13. It is clear that for Runs 1 and 2 the magnitudes of I are moderate immediately downstream
of the cylinder (I ≈ 0.3), where the mean velocity is very low and a reverse flow takes place. In the
wake region, the fluctuations in the streamwise and vertical directions cause the enhancement of the
turbulence level, but it can be still classified as moderate (I ≈ 0.5 for Run 1 and I ≈ 0.4 for Run 2).
However, the area characterized by the enhancement of the turbulence level is greater in Run 2 than
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in Run 1, since in this case it interests the entire flow depth. This can be ascribed to the fact that the
increase of the gap between the cylinder and the bed surface (Run 1) causes the formation of two
opposite vortices shorter and more compressed than those of Run 2. This also leads to higher I value
in Run 1 than in Run 2. As regards Run 3, the turbulence level reaches a maximum value of about 0.4
in the scour hole downstream of the cylinder and, therefore, it can be classified as a moderate one.
Nevertheless, in the rest of the flow domain, the turbulence level is basically low and it decreases as z
increases, implying that the roughness effects and the influence of the cylinder diminishes owing to
the damping in u′ and w′, which is visible also in Figures 11 and 12.

Figure 13. Ensemble-averaged turbulence level on a vertical plane in (a) Run 1, (b) Run 2 and (c) Run 3.

4. Conclusions

This study examines the turbulence characteristics at scoured horizontal cylinders in different
condition of submergence, in order to deepen the knowledge investigating the flow-structure
interactions in the presence of a mobile bed in shallow-water condition. Three experimental runs were
performed considering a suspended cylinder, a laid on cylinder and a half-buried cylinder. Specifically,
bed scouring occurred in all the runs and the resulting bed configurations were analyzed in order to
better comprehend the flow dynamics.

For the first two conditions, at the end of the scouring phase, it was demonstrated that the
incoming flow approaches the upstream face of the cylinder and causes flow separation. Thus, the main
flow is divided into two flows: one part is oriented towards the bed surface, whereas the other part
is oriented towards the free surface. The velocity at the underside of the cylinder is slightly lower
than the one at the top side, as observed by Jensen et al. [29] in their experiments. This latter is also
responsible for the formation of the scour hole that involves the area upstream to and beneath the
cylinder owing to tunnel erosion. This phenomenon is more pronounced when the cylinder is laid
on the bed. In the wake zone, for the suspended cylinder a greater amount of flow passes below it.
Therefore, this flow tends to expand immediately downstream of the cylinder, limiting the extension
of the induced vortex system. The analysis of the vorticity field revealed that in the wake region
vorticity assumes positive values in the upper zone and negative values in the lower part, that is
with clockwise and counterclockwise rotations, respectively. This is in accordance with the results
obtained by Bearman and Zdravkovich [21], Price et al. [24] and others, since it was demonstrated
that vortex shedding occurs at gaps higher than 0.3D. The strong turbulent mixing process in these
areas is highlighted by the Reynolds shear stress distribution, indicating a downward transport of
momentum in the downstream direction and an upward transport of momentum in the upstream
direction, respectively. To support these observations, the turbulence level was calculated and it
was found that fluctuations in the streamwise and vertical directions cause the enhancement of the
turbulence level immediately downstream of the obstacle, reaching a value within the range 0.3–0.5,
indicating a moderate turbulence level.
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A different behavior was observed when the cylinder was initially half-buried. Tunnel erosion
did not occur and, as a consequence, the obstruction represented by the cylinder created an adverse
pressure gradient resulting in the separation of flow lines forming a vortex on the upstream front of
the cylinder. Separation of flow also took place at the free-stream side of the cylinder. A reverse roller
was formed in the wake region. This was responsible for the local scour downstream of the cylinder.
The vorticity pattern showed the presence of the clockwise vortex in the scour hole with a strong
mixing process that entrains high-momentum fluid into the recirculation region. It was demonstrated
that here the turbulence level can be classified as moderate (I ≈ 0.4).

Additional work in the future is required to take into account other variables that may affect the
investigated turbulence structures (e.g., cylinder diameter, shape of the pipe, flow discharge, water
depth), their development during the scouring process and also other in-depth statistical analyses
(such as the third-order statistics to provide a very accurate measure of the TKE dissipation rate [52] or
correlation functions to analyze the turbulent coherent structures [53]).

This study represents an advancement in the current understanding of the flow-structure
interaction at scoured horizontal cylinders subjected to currents. It was demonstrated that bed changes
should be considered in the analysis of the flow field and in the prediction of the forces acting on the
cylinder rather than considering a plane boundary, because the effects are very different and depend
also on the gap between the cylinder and the bed itself.
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Abstract: Most of the existing works on vegetated flows are based on experimental tests in smooth
channel beds with staggered-arranged rigid/flexible vegetation stems. Actually, a riverbed is
characterized by other roughness elements, i.e., sediments, which have important implications
on the development of the turbulence structures, especially in the near-bed flow zone. Thus, the aim
of this experimental study was to explore for the first time the turbulence anisotropy of flows
through emergent rigid vegetation on rough beds, using the so-called anisotropy invariant maps
(AIMs). Toward this end, an experimental investigation, based on Acoustic Doppler Velocimeter
(ADV) measures, was performed in a laboratory flume and consisted of three runs with different bed
sediment size. In order to comprehend the mean flow conditions, the present study firstly analyzed
and discussed the time-averaged velocity, the Reynolds shear stresses, the viscous stresses, and the
vorticity fields in the free stream region. The analysis of the AIMs showed that the combined effect of
vegetation and bed roughness causes the evolution of the turbulence from the quasi-three-dimensional
isotropy to axisymmetric anisotropy approaching the bed surface. This confirms that, as the effects
of the bed roughness diminish, the turbulence tends to an isotropic state. This behavior is more
evident for the run with the lowest bed sediment diameter. Furthermore, it was revealed that also the
topographical configuration of the bed surface has a strong impact on the turbulent characteristics of
the flow.

Keywords: anisotropy; rigid vegetation; sediments; turbulent flow

1. Introduction

The flow through emergent rigid vegetation has been widely investigated by researchers,
both experimentally and numerically, aiming at analyzing the effects of vegetation on the flow structure
and its implications on hydraulic resistance, turbulent structures, mixing processes, and sediment
transport [1–5]. This particular type of vegetation (rigid cylinders) can simulate rigid reeds or trees in
riparian environments [6,7], when the flow does not hit the foliage, since the dynamic plant motions
exhibited by real vegetation is neglected [8].

Most of the existing works were primarily conducted on smooth channel beds with
staggered-arranged vegetation stems (e.g., [1,2,6,9–16]). However, special interest must be devoted
to studies on vegetated flows with rough beds, since the interactions between flow, vegetation,
and sediments permit achieving a better understanding of the turbulence structures in natural
environments, which have a key role in the sediment transport mechanism. In fact, the flow and
turbulence characteristics through emergent rigid vegetation on rough beds are still poorly understood.
As reported by Maji et al. [17], flow conditions and the solid volume fraction of emergent vegetation
affect the individual contributions of sweep and ejection coherent structures, which play a dominant
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role in dislodging bed particles. Therefore, an in-depth description of turbulent structure is imperative
for the correct understanding of the sediment transport process and for the development of new
sediment transport theories in emergent vegetated flows.

Recently, Penna et al. [18] analyzed the flow field, the turbulent kinetic energy (TKE), and the
energy spectra of velocity fluctuations around a rigid stem on three different rough beds. They showed
that, in the region below the free surface region, the flow is strongly influenced by the vegetation.
Moving toward the bed, the flow is affected by a combined effect of both vegetation and bed roughness.
At the same time, Penna et al. [18] noted a strong lateral variation of TKE from the flume centerline to
the cylinder in the intermediate region. Finally, the analysis of the energy spectra revealed that, in the
near-bed flow region at low wave numbers, the macro-turbulence is governed by the bed roughness,
regardless of the measurement point location with respect to the vegetation stem. In the region of wake
vortexes (i.e., downstream of the vegetation stem), the macro-turbulence is extended at smaller scales,
implying a strong influence of the vegetation.

Nevertheless, a comprehensive characterization of the turbulence structures in the different
flow layers cannot disregard from the turbulence anisotropy investigation. In fact, one of the most
frequently analyzed quantities in turbulence studies is the anisotropic behavior of turbulence, in terms
of the degree of departure from the isotropic turbulence. This is a common feature of complex fluid
flows [19], such as those that characterize vegetated channels. The ‘isotropic turbulence’ refers to
an idealized condition, in which the velocity fluctuations do not vary regardless of the rotation of
axes [20]. This means that the Reynolds normal stresses along the streamwise, spanwise, and vertical
directions (σuu, σvv, and σww, respectively) are the same. Conversely, in the ‘anisotropic turbulence’ the
Reynolds normal stresses cannot be considered as invariant, because the temporal velocity fluctuations
along the three axes follow a preferential direction [20].

To characterize the type of turbulence, one of the most used methodologies is the definition of
the Reynolds stress anisotropy tensor. In particular, the diagonalization of the tensor provides three
eigenvalues (λ1, λ2, and λ3) and three eigenvectors (e1, e2, and e3) of the turbulence anisotropy [19].
The anisotropy invariant map (AIM) describes the domain of all potential turbulent flows considering
the second and third invariants. In fact, it is a 2D domain with a triangular shape, whose boundaries
are characteristic of turbulence state (1D, 2D, and 3D turbulence) and related processes (axisymmetric
expansion, axisymmetric contraction, and two-component turbulence) [3].

Hence, the driving idea of the present study was the description of the turbulence anisotropy
(with the AIMs) of flows through emergent rigid vegetation on rough beds. Indeed, exploring for
the first time this crucial aspect in vegetated flows may advance the current understanding of the
flow–vegetation–roughness interaction by describing the evolution of the stress ellipsoid formed
by the Reynolds stresses. To this end, an experimental campaign was performed in a uniformly
vegetated channel varying the bed sediment size (coarse sand, fine gravel, and coarse gravel), under the
same hydraulic conditions. Additionally, in order to better comprehend the overall flow conditions,
the time-averaged velocity, the Reynolds shear stresses, the viscous stresses, and the vorticity fields
were analyzed and briefly discussed.

2. Experimental Program

2.1. Flume Set-Up and Bed Sediments

The experimental study was performed in a 9.6 m long, 0.485 m wide, and 0.5 m deep flow
recirculating tilting flume at the Laboratorio “Grandi Modelli Idraulici” (GMI), Università della Calabria,
Rende, Italy. Three experimental runs were performed under the same approach flow conditions and
with the same vegetation arrangement, but with different bed sediments. In particular, the flume
bed was covered with a 20 cm thick layer of uniform, very coarse sand (d50 = 1.53 mm), fine gravel
(d50 = 6.49 mm), and coarse gravel (d50 = 17.98 mm) for Runs 1, 2, and 3, respectively. Figure 1 shows
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the grain-size distribution of the mixtures used to create the bed, which were obtained by analyzing
three samples for each Run.

Figure 1. Grain-size distribution curve of the bed sediments for each experimental run.

The flow rate Q was controlled by a submerged pump. It was measured using a calibrated
sharp-crested V notch weir installed in a downstream tank, where the outflow was collected. To reduce
the disturbance at the flume entrance and to dampen the related turbulence level, honeycombs with a
diameter of 10 mm were used. The flume slope was set equal to 1.5%� by maneuvering a hydraulic
jack. Furthermore, the flow depth h was regulated with a downstream tailgate and measured with a
point gauge.

The experimental runs were carried out by using a uniformly distributed vegetated channel bed,
where the emergent vegetation was simulated with vertical, rigid, and circular wooden cylinders.
A total number of 68 cylinders, each 2 cm in diameter, were inserted into a 1.96 m long, 0.485 m wide,
and 0.015 m thick Plexiglas panel, which in turn was fixed to the channel bottom. The test section
was located 6 m downstream of the flume inlet. The cylinders were arranged in an aligned pattern
where the axis-to-axis distance between the stems was equal to 12 cm in both the streamwise and
spanwise directions. Therefore, the total number of stems per unit area was 71.6 m−2. The frontal area
per canopy volume was a = d/ΔS2 = 1.4 m−1, where d is the stem diameter and ΔS the axis-to-axis
distance between the stems. The solid volume fraction occupied by the stems was φ = (π/4)ad = 0.02;
thus, the vegetation can be considered as dense [21]. Further details of the experimental setup were
recently reported by Penna et al. [18].

2.2. Experimental Procedure

Initially, the flume was filled in with sediments and was subsequently screeded flat to obtain a bed
with a mean surface elevation having the same longitudinal slope of the channel. All the experimental
runs initiated with a steady flow rate equal to 19.73 l s−1 and a water depth of 14 cm (measured 50 cm
upstream to the vegetation array), designed to prevent sediments motions and to satisfy the fixed bed
condition. Thus, the average flow velocity U was 0.30 m s−1 (=Q/(Bh), where B is the flume width) and
the flow Froude number Fr was 0.26 (=U/(gh)0.5, where g is the gravitational acceleration). For each run,
Table 1 shows the details of the experimental conditions for the approaching flow (measured 50 cm
upstream to the test section), where u* is the shear velocity determined extending the linear trend of

the Reynolds shear stress (RSS) distribution down to the maximum crest level (=
(
−u′w′

)0.5
, where u′

and w′ are the temporal velocity fluctuations in the streamwise and vertical directions, respectively,
and the symbol · indicates the time average), T is the water temperature (measured with an integrated
thermometer with an accuracy of 0.1 ◦C) and ν is the water kinematic viscosity, determined as a function
of the water temperature [22]. Furthermore, the Reynolds number of the sediments Re* (=u*ε/ν, where
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ε is the equivalent Nikuradse sand roughness height, equal to about 2d50) and the Reynolds number of
the vegetation stems Red (=Ud/ν, where d is the stem diameter) were calculated.

Table 1. Details of the experimental conditions.

Run d50 (mm) u* (m s−1) T (◦C) ν (m2 s) Re* Red

1 1.53 0.017 21.70 9.63 × 10−7 54 6231
2 6.49 0.022 21.44 9.69 × 10−7 295 6192
3 17.98 0.028 20.80 9.83 × 10−7 1024 6104

The instantaneous three-dimensional flow velocity components were measured with a
down-looking Vectrino probe (Acoustic Doppler Velocimeter, ADV) manufactured by Nortek,
Vangkroken, Norway. The measurements were performed along the flume centerline at various
relative streamwise distances x/Ls = 0, 0.17, 0.33, 0.50, 0.67, 0.83, 1.00, where x is the streamwise
direction and Ls is the length of the study area equal to 12 cm. Note that x/Ls = 0 is the origin of the
study area, located 6.78 m downstream of the channel entrance, and x/Ls = 0.50 corresponds to the
vegetation stem axis. The 3D velocity components (u, v, w) refer to (x, y, z), where y and z are the
spanwise and vertical direction, respectively.

The ADV probe was installed on a motorized 3-axis traverse system (HR Wallingford Ltd.,
Wallingford, Oxfordshire, UK) to easily move the probe within the study area during the experimental
run. The Vectrino was operated with a transmitting length of 0.3 mm and a sampling volume
constituted of a cylinder of 6 mm in diameter and 1 mm high. The sampling duration was equal to 180 s
(the sampling frequency was fixed to 100 Hz), assuring statistically time-independent time-averaged
velocities and turbulence quantities. It was not possible to perform velocity measurements within the
flow zone 5 cm below the free surface, because the ADV beams converge at 5 cm below the probe.
Thus, the vertical resolutions were 3 mm for z ≤ 15 mm and 5 mm above, where z is the vertical axis
starting from the maximum crest elevation in the study area.

The ADV data were pre-processed for detecting potential spikes with the phase-space thresholding
method. Spikes were replaced with a third-order polynomial through 12 points on both sides of the
spike itself, as suggested by Goring and Nikora [23].

3. Results and Discussion

3.1. Time-Averaged Flow

The dimensionless time-averaged velocity fields and 2D velocity vectors, having magnitude

û =
(
u2 + w2

)0.5
/u∗ (where u and w are the time-averaged velocity components) and direction

tan−1(w/u), on the vertical central plane are illustrated in Figure 2 for each Run. Here, the horizontal
axis is represented as x̂ = x/Ls, and the vertical axis ẑ was made dimensionless dividing z by the local
flow depth hl.

Figure 2. Contours of dimensionless time-averaged velocity and 2D velocity vectors measured on the
vertical central plane for (a) Run 1, (b) Run 2, and (c) Run 3. The black broken lines indicate the edge of
the vegetation stem.
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In Figure 2, a streamwise variation of the velocity field is detected in the three Runs. Specifically,
in correspondence of the vegetation stem, û increases with respect to the areas upstream to and
downstream of the cylinder. This denotes the presence of: (1) a convergent flow between two stems
and toward the flume centerline [24]; (2) a retarded flow owing to a divergent flow downstream of the
stems. The changes of magnitude and direction of velocity vectors suggest the presence of a near-bed
flow heterogeneity, which are more pronounced looking from Run 3 to Run 1. The streamwise and
vertical variations of the velocity field is in agreement with Maji et al. [17], since significant velocity
gradients were found in all the experimental runs. This is due to the different bed roughness that
characterizes the three experimental runs. In essence, the flow velocity increases with the vertical
distance, reaching the maximum values in correspondence of the vegetation stem and at the elevation
z ≈ 0.15hl, regardless of the bed roughness, implying that this region is mainly influenced by the
presence of vegetation. Here, the production of turbulence by the canopy exceeds the production by
the bed shear [21].

Figure 3 presents the contours of the dimensionless Reynolds shear stresses τ̂uw (= −u′w′/u2∗ ) on
the vertical central plane for the three experimental Runs. They exhibit small magnitudes in the flow
area dominated by the vegetation (for z > 0.15hl) [6]. Moving toward the bed surface, the Reynolds
shear stresses increase with a high gradient, owing to the bed roughness. As d50 increases, this zone
becomes more extended. However, close to the bed at the crest level, the Reynolds shear stresses become
negligible. The contours of τ̂uw reveal that they are not influenced by the position of vegetation stems,
since their spatial distribution is quite uniform. Indeed, this agrees with the findings of Ricardo et al. [6],
who demonstrated that the Reynolds stresses are not sensitive to local spatial gradients of the stem
distribution, because they depend on the local number of stems per unit area. Analogous patterns can
be noticed in Figure 4, where the dimensionless viscous stresses τ̂ν (= ν(du/dz)/u2∗ ) on the vertical
central plane for the three experimental Runs are presented. In fact, the streamwise distribution of τ̂ν
is almost uniform in each Run. As the roughness decreases, the viscous shear stress increases at the
crest level. Then, it diminishes as the vertical distance z increases. This agrees with the findings of
Nepf [21], who stated that the viscous stress is negligible with respect to the vegetative drag over most
of the depth, excluding a thin layer near the bed of a scale comparable to the stem diameter.

Figure 3. Contours of dimensionless Reynolds shear stresses measured on the vertical central plane for
(a) Run 1, (b) Run 2, and (c) Run 3. The black broken lines indicate the edge of the vegetation stem.

Figure 4. Contours of dimensionless viscous shear stresses measured on the vertical central plane for
(a) Run 1, (b) Run 2, and (c) Run 3. The black broken lines indicate the edge of the vegetation stem.
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The effects of the bed roughness structures were investigated through the analysis of the
dimensionless vorticity of the time-averaged flow ωyd/u∗ on the vertical central plane (Figure 5).
Here, ωy is the vorticity of the time-averaged flow, given by ∂u/∂z − ∂w/∂x. Positive values of the
vorticity indicate clockwise fluid motion; on the contrary, negative values refer to counterclockwise
direction. Specifically, the rotational direction provides information about flow acceleration and
deceleration in the near-bed flow: counterclockwise rotation induces flow acceleration, with a
downward transport of momentum in the downstream direction; clockwise rotation causes flow
deceleration, with upward transport of momentum in the upstream direction [25,26]. It is evident that
the vorticity changes its signs alternatively in the flow layer affected by the presence of both vegetation
and bed roughness. This implies the heterogeneity of the time-averaged near-bed flow: fluid streaks
move alternatively in both clockwise and counterclockwise directions [25]. Furthermore, it is possible
to note that the changes of the vorticity rotational direction are more frequent in Run 1 than in the
other two runs along the streamwise direction. As observed by Ricardo et al. [27], the cylinders induce
a regular structure of vortex patterns independently from the space between cylinders also in the
horizontal plane.

Figure 5. Contours of dimensionless vorticity of the time-averaged flow in the vertical central plane for
(a) Run 1, (b) Run 2, and (c) Run 3. The black broken lines indicate the edge of the vegetation stem.

3.2. Anisotropy Invariant Maps

To investigate the anisotropic behavior of the flow through emergent rigid vegetation on rough
beds, the AIM was examined along the flume centerline.

Originally introduced by Lumley and Newman [28], this map (also called the Lumley triangle) is
a two-dimensional domain based on the invariant properties of the Reynolds stress anisotropy tensor
bij, which can be defined as follows:

bij =
u′i u
′
j

u′i u
′
i

− 1
3
δi j (1)

where δi j is the Kronecker delta function (δi j(i = j) = 1 and δi j(i � j) = 0) and, adopting the Einstein
notation, u′i u

′
i is twice the TKE. The shape of the AIM is a triangle on a (III, −II) plane (Figure 6), where II

is the second invariant of bij and represents the degree of anisotropy and III is the third invariant of bij
and signifies the nature of anisotropy.
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Figure 6. Conceptual diagram of the anisotropy invariant map.

The two invariants can be expressed, respectively, as follows:

II = −bijbi j

2
= −

(
λ2

1 + λ1λ2 + λ
2
2

)
(2)

III =
bijbjkbki

3
= −λ1λ2(λ1 + λ2) (3)

where λ1 and λ2 are the anisotropy eigenvalues.
The AIM is delimited by two curves and an upper line. The left curve is characterized by negative

values of the third invariant and can be described as follows: III = −2(−II/3)3/2. This curve refers to the
pancake-shaped turbulence, since two diagonal components of the Reynolds stress tensor are greater
than the third one. The right curve is defined as III = 2(−II/3)3/2 and corresponds to the cigar-shaped
turbulence, that is, one diagonal component of the Reynolds stress tensor is greater than the other two.
Lastly, the function that expresses the upper line is III = −(9II + 1)/27; it describes a two-component
turbulence. The bottom cusp of the AIM indicates, instead, the 3D isotropic turbulence.

Recently, Dey et al. [29] proposed an additional classification of the turbulence anisotropy,
considering the shape of the ellipsoid formed by the Reynolds principal stresses σuu, σvv, and σww

along the x-, y-, and z-axis, respectively. The Reynolds principal stresses are expressed respectively as
ρu′u′, ρv′v′, and ρw′w′, where ρ is the mass density of water and v’ is the temporal fluctuation of the
velocity in the spanwise direction.

Specifically, in the case of σuu = σvv = σww, that is an isotropic turbulence, the stress ellipsoid
is a sphere. If σuu = σvv > σww (on the left curve of the AIM, which is termed as the axisymmetric
contraction limit), the stress ellipsoid takes the shape of an oblate spheroid. The two-component
axisymmetric limit lies on the left vertex of the AIM, where the conditions σuu = σvv and σww = 0 prevail.
In this case, the shape of the stress ellipsoid is a circular disk. On the right curve (the axisymmetric
expansion limit), one component of the Reynolds stresses is larger than the other two (σuu = σvv < σww),
thus the stress ellipsoid takes the form of a prolate spheroid. At the top boundary, which indicates
the two-component limit, the stress ellipsoid is an elliptical disk, since σuu > σvv and σww = 0. Finally,
the one-component limit lies on the right vertex, where only one component of Reynolds stress sustains
(that is, σuu > 0 and σvv = σww = 0 or σww > 0 and σuu = σvv = 0). This means that the stress ellipsoid
assumes the shape of a straight line.

Figure 7 shows the data plots of −II versus III and the AIMs for Run 1, at the following streamwise
relative distances: x/Ls = 0, 0.17, 0.33, 0.50, 0.67, 0.83, 1.00. Note that the plots were zoomed in the area
of the AIM in which the data were concentrated. In the same way, Figures 8 and 9 depict the AIMs for
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Runs 2 and 3, respectively. At a given streamwise distance, each subplot illustrates the evolution of the
turbulence anisotropy along the dimensionless vertical distance ẑ. In all the Runs, moving from the
crest level upwards, the data points of the Reynolds stress tensor describe a particular path, with some
differences as the bed roughness changes.

Figure 7. AIMs of Run 1 at (a) x/Ls = 0, (b) x/Ls = 0.17, (c) x/Ls = 0.33, (d) x/Ls = 0.50 (at the vegetation
stem axis), (e) x/Ls = 0.67, (f) x/Ls = 0.83, (g) x/Ls = 1.00.

Looking at Figure 7, near the bed, the turbulence anisotropy is prevalent as the data lie close to
the right side of the Lumley triangle. This means that the velocity fluctuation in the vertical direction
predominates owing to the bed roughness height, which enhances σww. Then, the data plots move
toward the line of plane-strain limit, which is characterized by the condition III = 0. As the vertical
distance increases, the turbulence anisotropy shows a feeble tendency again toward the axisymmetric
expansion limit. The described path occurs at each streamwise distance, implying a similar behavior
of the Reynolds stress tensor, regardless of the location with respect to the vegetation stem. Therefore,
considering the classification based on the ellipsoid shape [29], it is evident that, near the bed, a prolate
spheroid axisymmetric turbulence is predominant. Subsequently, as the vertical distance increases,
an axisymmetric contraction develops, tending to the 3D isotropic turbulence in the region mainly
affected by the vegetation.

As regards Run 2, although near the crest level, the position of the data points in the AIMs does
not vary from that of Run 1; moving toward the free surface, their path slightly changes. In fact, it is
evident that the data plots tend to move toward the line of plane-strain limit, but they rapidly turn
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back to the right side of the Lumley triangle. This implies that one component of the Reynold stresses
prevails on the others for almost the entire investigated flow depth. Thus, in Run 2, the ellipsoid is
basically a prolate spheroid along ẑ. The same trend is visible at the different streamwise distances.

Figure 8. AIMs of Run 2 at (a) x/Ls = 0, (b) x/Ls = 0.17, (c) x/Ls = 0.33, (d) x/Ls = 0.50 (at the vegetation
stem axis), (e) x/Ls = 0.67, (f) x/Ls = 0.83, (g) x/Ls = 1.00.

Akin to both Runs 1 and 2, the data plots of Run 3 start from the axisymmetric expansion limit
(that corresponds to the right-curved side of the triangle). Increasing the vertical distance, they rapidly
move toward the line of plane-strain limit. Then, the turbulence anisotropy tends to the isotropic state
(the data move toward the bottom cusp of the AIM). This is due to the bed roughness influence on
turbulence anisotropy, which vanishes moving toward the free surface. Thus, initially the ellipsoid
shape is a prolate spheroid. As the vertical distance increases, an axisymmetric contraction develops,
tending to the 3D isotropic state and, as a result, the stress ellipsoid becomes a sphere.

In order to highlight the effects induced by the presence of vegetation, Figure 10 shows the AIMs
for the undisturbed flow conditions detected 50 cm upstream to the vegetation array in all the three
Runs. It is revealed that, without the influence of vegetation, the turbulence anisotropy tends to the
plane-strain limit in all the Runs, independently from the bed roughness, which, however, is the
main cause of a prolate spheroid axisymmetric turbulence near the bed surface. This latter is more
pronounced in Run 3, owing to a higher roughness height than in the other two Runs.

159



Water 2020, 12, 2464

Figure 9. AIMs of Run 3 at (a) x/Ls = 0, (b) x/Ls = 0.17, (c) x/Ls = 0.33, (d) x/Ls = 0.50 (at the vegetation
stem axis), (e) x/Ls = 0.67, (f) x/Ls = 0.83, (g) x/Ls = 1.00.

Figure 10. AIMs of the undisturbed flow condition for (a) Run 1, (b) Run 2, and (c) Run 3.

3.3. Anisotropic Invariant Function

Choi and Lumley [30] introduced a function, called the anisotropic invariant function F, with the
aim of providing an insight into the turbulence anisotropy from the two-component limit to the
isotropic limit [31]. The function can be calculated as follows:

F = 1 + 9II + 27III (4)
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The main peculiarity of the anisotropic invariant function is that it vanishes when the turbulence
anisotropy prevails (F = 0), whereas it reaches unity (F = 1) when the turbulence reaches the
three-dimensional isotropic state.

The contours of the anisotropic invariant function on the vertical central plane in the test section
are shown in Figure 11 for all the Runs. The streamwise variation of the anisotropic invariant function is
quite uniform, regardless of the location of the vegetation stem. However, it is possible to note that the
topographical configuration of the bed surface has a strong impact on the turbulence characteristics of
the flow. In fact, on the uphill stretches F is almost null, indicating a strong two-dimensional turbulence,
since one velocity component is limited by the bed. Then, the anisotropic invariant function becomes
greater than 0 on the downhill stretches, where the turbulence can develop in the three directions.

Figure 11. Contours of the anisotropic invariant function F in the test section for (a) Run 1, (b) Run 2,
and (c) Run 3. The black broken lines indicate the edge of the vegetation stem.

Moving toward the free surface, the anisotropic invariant function gradually increases, reaching
approximately F = 0.9. This confirms that the bed roughness influence on turbulence anisotropy
vanishes moving toward the free surface.

3.4. New Research Prospects

The experimental results obtained in this study represent a new dataset that may be used for the
calibration of advanced numerical models, which are usually based on isotropic turbulence hypothesis.
In fact, as it was demonstrated, vegetation and bed roughness can hinder flow by acting as an
obstruction, generating turbulence, and affecting the entire flow velocity distribution [32], modifying
the turbulence behavior from isotropic to anisotropic moving toward the bed surface.

The modelling of such vegetated flows on rough beds clearly gets complicated if natural and
complex channel cross-sections with different shapes are considered. Recent researches showed that
different rectangular and trapezoidal shapes as well as the corner angles can exert a strong impact
on the flow velocity distribution and its induced secondary flow [33–35]; hence, they may affect
the sediment transport process [36]. Therefore, new analytical models of sidewall turbulence effect
on streamwise velocity profile have been recently proposed (e.g., [35,37]) for uneven narrow and
wide channels. These analytical models could be improved by considering extra turbulence zones
represented by both vegetation and rough beds.

However, flow structures become even more complex when vegetation appears in channels
with bedforms [38]. How the existence of vegetation changes flow pattern over gravel bedforms still
remains poorly understood and could be considered as another potential development of the present
research work.

4. Conclusions

The aim of the present work was the study of the turbulence anisotropy in the free stream region
of turbulent flows through rigid emergent vegetation on rough beds using AIMs. Three experimental
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runs were performed in a uniformly distributed vegetated channel with three different bed sediments.
The principal findings are summarized below.

1. Two different zones were characterized along the flume centerline: a convergent flow zone
between two stems and toward the flume centerline; a retarded flow zone owing to a divergent
flow downstream of the stems. Owing to the bed roughness, a near-bed flow heterogeneity
was found, activating the fluid streaks to have motions alternatively in both clockwise and
counterclockwise directions. Here, the Reynolds shear stresses increase with a high gradient,
but at the crest level they become negligible and the viscous stresses reach their maximum values.
However, the quite uniform streamwise distribution of both τ̂uw and τ̂ν reveal that they were not
influenced by the position of vegetation stems.

2. The analysis of the AIMs revealed that the combined effect of vegetation and bed roughness
causes the evolution of the turbulence from the quasi-three-dimensional isotropy (the stress
ellipsoid is like a sphere) to a prolate spheroid axisymmetric turbulence. This kind of turbulence
anisotropy is kept also near the bed surface. This particular pattern is also confirmed by the
contours of the anisotropic invariant function.

3. The topographical configuration of the bed surface has a strong impact on the turbulent
characteristics of the flow. In fact, on the uphill stretches, the anisotropic invariant function
indicates a strong two-dimensional turbulence, since one velocity component is limited by the
bed surface. Instead, on the downhill stretches, the anisotropic invariant function reveals that the
turbulence can develop in the three directions.
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Abstract: This study examines the turbulence in wall-wake flow downstream of an isolated dunal
bedform. The streamwise flow velocity and Reynolds shear stress profiles at the upstream and
various streamwise distances downstream of the dune were obtained. The results reveal that in the
wall-wake flow, the third-order moments change their signs below the dune crest, whereas their signs
remain unaltered above the crest. The near-wake flow is featured by sweep events, whereas the
far-wake flow is controlled by the ejection events. Downstream of the dune, the turbulent kinetic
energy production and dissipation rates, in the near-bed flow zone, are positive. However, they
reduce as the vertical distance increases up to the lower-half of the dune height and beyond that,
they increase with an increase in vertical distance, attaining their peaks at the crest. The turbulent
kinetic energy diffusion and pressure energy diffusion rates, in the near-bed flow zone, are negative,
whereas they attain their positive peaks at the crest. The anisotropy invariant maps indicate that
the data plots in the wall-wake flow form a looping trend. Below the crest, the turbulence has an
affinity to a two-dimensional isotropy, whereas above the crest, the anisotropy tends to reduce to a
quasi-three-dimensional isotropy.

Keywords: hydraulics; turbulent flow; wall-wake flow; dunal bedform

1. Introduction

Turbulent flow over dunal bedforms fascinates researchers. The topic is important not only
from the viewpoint of intrinsic scientific reasons, but also owing to its far-reaching applications in
engineering. In addition to its practical applications, it allows a significant theoretical understanding
of wake flows. Despite impressive advances over the past years, an inclusive picture of the flow and
turbulence characteristics over a dunal bedform remains far from complete [1]. The dunes are created
by an interaction between the flow and bed sediment particles. Dunes are kind of bedforms that are
found when the flow variables, such as flow velocity and bed shear stress over a sediment bed surpass
their threshold values.

Over the decades, a large corpus of experimental and numerical studies has been reported to
grasp the flow features over dunal bedforms. Researchers studied the velocity field over dunes
to acquire an insight into the physical features, including the reattachment point, wake region
and internal boundary layer [2,3]. The experimental observations of flow over a series of two-
and three-dimensional dunes revealed that the two-dimensional dunes induce stronger turbulence
compared to their three-dimensional counterparts [4,5]. However, the flow characteristics over a
natural dune were found to be quite different from those over an artificial dune [6]. Best [7] found that
over the dune crests, the ejections dominate the instantaneous flow field.

Water 2019, 11, 1975; doi:10.3390/w11101975 www.mdpi.com/journal/water165
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In a natural streamflow, an isolated dunal bedform acts as a bluff-body, producing wall-wake
flow at its downstream. The wake flow downstream of an isolated dunal bedform persists up to a
certain stretch until the local wake flow diffuses to and becomes the part of the undisturbed upstream
flow. Figure 1 presents a conceptual representation of flow past an isolated dunal bedform in xz
plane. Here, x is the streamwise distance measured from a convenient point O and z is the vertical
distance from the bed. The dune length Ld comprises the stoss-side length Ls and the leeside length Ll
(Ld = Ls + Ll). The dune height Hd is the vertical distance of the dune crest from the bed. Downstream
of the dune, a flow reversal takes place, called the near-wake flow. Afterward, the flow is called the
far-wake flow. In Figure 1, the lower dashed line denotes the locus of ū(z) = 0, whereas the upper
dashed line signifies the boundary layer (ū = ū0) in the wall-wake flow. Here, ū(z) is the time-averaged
streamwise flow velocity in the wake flow and ū0(z) is the time-averaged streamwise flow velocity in
the undisturbed upstream flow. In the far downstream of the dunal bedform, the flow achieves the
undisturbed upstream state, called the fully recovered open-channel flow.

z 

Hd 
x

Ls Ll 

z
z

Ld 

O 

Figure 1. Conceptual sketch of flow over an isolated dunal bedform.

In this context, it is pertinent to mention that for a shear-free flow, Schlichting [8] pioneered the
similarity theory of the velocity defect profile in the free-wake flow downstream of a circular cylinder.
The wall-wake flow downstream of an isolated dunal bedform in an approach wall-shear flow, being
different from a free-wake flow, is rather intricate. The turbulence characteristics and the vortex
shedding downstream of bed-mounted bluff-bodies in both near- and far-wake flows were studied by
various researchers. Some of these bluff-bodies include plate [9,10], hemisphere [11], sphere [12,13],
circular cylinder [14–21] and pebble cluster [22].

It is worth noting that most of the former studies were dedicated to understanding the flow
features over a continuous train of dunes. In fact, little is known about the flow and turbulence
characteristics over an isolated dunal bedform. This study specifically puts into focus the flow and
turbulence characteristics downstream of an isolated two-dimensional dunal bedform over a rough
bed in order to advance the present state-of-the-art. In addition to time-averaged streamwise flow
velocity, the salient features of turbulence, including the Reynolds shear stress, turbulent bursting,
turbulent kinetic energy budget and Reynolds stress anisotropy, are greatly discussed. It may be noted
that the preliminary studies of flow and turbulence characteristics downstream of an isolated dunal
bedform have been recently presented elsewhere [23,24].

2. Experimental Design

Experiments were performed in a re-circulatory flume, having a rectangular cross-section, at the
Fluvial Mechanics Laboratory in the Indian Statistical Institute, Kolkata, India. The length, width and
height of the flume were 20 m, 0.5 m and 0.5 m, respectively. The inflow discharge, supplied by a
centrifugal pump, was measured by an electromagnetic gadget. The transparent sidewalls of the flume
provided visual access to the flow. The flume bed, having a streamwise bed slope of 3 × 10–4, was
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prepared by gluing uniform gravels of median size d50 = 2.49 mm. In the experiments, two types of
isolated two-dimensional dunal bedforms, classified as Runs 1 and 2, respectively (Figure 2), were
mounted on the flume bed at a distance of 7 m from the inlet. In Runs 1 and 2, the dune heights Hd
were 0.09 m and 0.03 m, whereas the dune lengths Ld were 0.4 m (LS = 0.24 m and Ll = 0.16 m) and
0.3 m (LS = 0.24 m and Ll = 0.06 m), respectively. In both the runs, the same approach uniform flow
condition was maintained. The approach flow depth h and depth-averaged approach flow velocity Ū0

were maintained as h ≈ 0.3 m and Ū0 ≈ 0.44 m s−1. The flow depth and the free surface profile were
measured by a Vernier point gauge, having a precision of ±0.1 mm. The approach shear velocity u*

[= (τ0/ρ)0.5], obtained from the streamwise bed slope, was 0.03 m s−1. Here, τ0 is the bed shear stress
and ρ is the mass density of fluid. However, the values of u* in both Runs 1 and 2, determined from
the Reynolds shear stress profiles, were 0.027 m s–1 and 0.025 m s−1, respectively. It is worth noting
that to find the u* from the Reynolds shear stress profiles, the profiles were extrapolated up to the bed.
In both the runs, the flow Reynolds number was 528,000, whereas the flow Froude number was 0.256
(subcritical). The shear Reynolds number R* (= d50u*/ν, where ν is the coefficient of kinematic viscosity
of fluid) was preserved to be 74.7 (> 70), setting a hydraulically rough flow regime.

 
Figure 2. Photographs of isolated dunal bedforms in (a) Run 1 and (b) Run 2. Flow direction is from
left to right.

A 5 cm down-looking Vecrtino probe (acoustic Doppler velocimetry), also called Vectrino plus,
was used to capture the instantaneous three-dimensional flow velocity components along the flume
centreline at various relative streamwise distances x/Ld = −0.5, −0.25, 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8,
0.9, 1, 1.1, 1.3, 1.7, 2.1, 2.5 and 3.3. The Vecrtino system, having a flexible sampling volume of 6 mm
diameter and 1 to 4 mm height, was operated with 10 MHz acoustic frequency and 100 Hz sampling rate.
The velocity components (u, v, w) correspond to (x, y, z), where y is the spanwise direction. It may be
noted that up to the dune crest, the lowest sampling height was set as 1 mm, whereas beyond the crest,
it was 2.5 mm. The closest measuring location of the data points was 2 mm. A sampling duration of
300 s was found to be adequate to obtain the time-independent flow velocity and turbulence quantities.
The minimum signal-to-noise ratio was maintained as 18, whereas the minimum threshold of signal
correlation was maintained as 70%. The measured data were filtered whenever required applying the
acceleration thresholding method [25]. This method could separate and substitute the unwanted data
spikes in two phases. The threshold values of 1 to 1.5 for decontaminating the measured data were
ascertained by satisfying Kolmogorov ‘–5/3’ scaling law in the inertial subrange for the spectral density
function Sdf(kw) of streamwise velocity fluctuations u′. Here, kw is the wavenumber (= 2πf /ū) and f
is the frequency. Figure 3a,b illustrates the data plots of Sdf(kw) for velocity fluctuations (u′, v′, w′)
in (x, y, z) before and after decontaminating the data in Run 1, respectively, at a relative streamwise
distance x/Ld = 0.7 and a relative vertical distance z/Ld = 0.13. The Sdf(kw) curves of decontaminated
signals compare well with Kolmogorov ‘–5/3’ scaling law in the inertial subrange for kw ≥ 30 rad s−1.
In addition, it appears that the discrete spectral peaks are prominent for kw < 30 rad s−1. This indicates
that the signals corresponding to kw < 30 rad s−1 contained large-scale turbulent structures, while
those for kw ≥ 30 rad s−1 confirmed a pure turbulence. Therefore, a high-pass filter with a cut-off
wavenumber of 30 rad s−1 was used to filter the data.
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kw

u
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Figure 3. Spectral density function Sdf(kw) versus wavenumber kw (a) before and (b) after
decontaminating the data in Run 1 at a relative streamwise distance x/Ld = 0.7 and a relative vertical
distance z/Ld = 0.13.

In order to find the uncertainty of Vectrino data, 15 samples were collected at a sampling rate
of 100 Hz for a duration of 300 s at a vertical distance z = 5 mm. Table 1 summarizes the results
of uncertainty estimations of the time-averaged velocity components (ū, v, w) and the turbulence
intensities [(u′u′)0.5, (v′v′)0.5, (w′w′)0.5] in (x, y, z) and the Reynolds shear stress τ per unit mass density
of fluid (= −u′w′). It is pertinent to mention that to avoid bias and random errors, the samplings were
done every time after resuming the experiments. The errors for the time-averaged velocity components,
turbulence intensities and Reynolds shear stress were within ±4%, ±7% and ±8%, respectively. This
confirmed the appropriateness of the data sampling with 100 Hz sampling rate. Further, it was
necessary to ascertain the fully-developed undisturbed approach velocity profiles for both the Runs.
Figure 4 shows the vertical profiles of nondimensional streamwise flow velocity ū+ (= ū/u*) at the
upstream of isolated dunal bedforms for both Runs 1 and 2. The data plots compare well with the
classical logarithmic law ū/u* = κ

−1ln(z/d50) + 8.5 for a hydraulically rough flow regime. Here, κ is the
von Kármán constant (= 0.41). This confirmed the acceptability of the fully-developed undisturbed
approach flow velocity profiles for a hydraulically rough flow regime.

τ

 
Figure 4. Vertical profiles of nondimensional streamwise flow velocity ū+ at the upstream of isolated
dunal bedforms for Runs 1 and 2.
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Table 1. Uncertainty estimation for Vectrino.

Ū (m s−1) v (m s−1) w (m s−1)
(u′u′)0.5

(m s−1)
(v′v′)0.5

(m s−1)
(w′w′)0.5

(m s−1)
τ (m2 s−2)

2.94 × 10−3 *
(±2.93 × 10−2 †)

2.33 × 10−3

(±3.02 × 10−2)
1.75 × 10−3

(±3.95 × 10−2)
2.18 × 10−3

(±5.87 × 10−2)
1.34 × 10−3

(±6.72 × 10−2)
1.07 × 10−3

(±6.89 × 10−2)
4.37 × 10−5

(±7.48 × 10−4)

* Standard deviation. † Average of maximum (negative and positive) percentage error.

3. Time-Averaged Flow

3.1. Streamwise Flow Velocity

Figure 5 shows the vertical profiles of nondimensional streamwise flow velocity ū+ at upstream
and various downstream relative streamwise distances x/Ld in Runs 1 and 2. Immediate downstream
of the dune (x/Ld = 1), the wall-shear flow separates from the dune crest, giving rise to a flow reversal
owing to negative streamwise flow velocity. The near-wake flow zone extends up to x/Ld ≈ 1.7. As the
flow reaches further downstream, the flow reversal disappears. In addition, the streamwise flow
velocity, having a velocity defect, starts to recover the undisturbed upstream velocity profile in the
far-wake zone (x/Ld = 2.1 to 2.5). At x/Ld ≈ 3.3, the velocity profile appears to follow the undisturbed
upstream velocity profile. It is also evident that above the relative vertical distance z/Hd = 1.5, the values
of ū+ remain almost the same irrespective of x/Ld. However, the extents of the near- and far-wake flow
zones in Runs 1 and 2 are different because of the effects of dune dimensions. It is worth mentioning
that in wall-wake flows downstream of a sphere and a horizontal cylinder, the velocity profiles appear
to follow their corresponding undisturbed upstream velocity profile at streamwise distances equaling
roughly 8.5 and 7 times the diameter of sphere and cylinder, respectively [12,21].

 

z
H

d
z

H
d

Figure 5. Vertical profiles of nondimensional streamwise flow velocity ū+ at the upstream and various
downstream relative streamwise distances x/Ld of isolated dunal bedforms for (a) Run 1 and (b) Run 2.

3.2. Reynolds Shear Stress

Figure 6 presents the vertical profiles of nondimensional Reynolds shear stress τ+ (= τ/u2∗ ) at the
upstream and various downstream relative streamwise distances x/Ld in Runs 1 and 2. Upstream
of the dune (x/Ld = −0.5), theτ+ profile follows a linear law. The τ+ is approximately unity at the
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relative vertical distance z/Hd = 0 and then, it reduces with an increase in relative vertical distance to
become zero at the free surface (if the profiles would be extended up to the free surface). Immediate
downstream of the dune (x/Ld = 1), the τ+ is negative in the near-bed flow zone. Thereafter, it increases
with an increase in z/Hd, attaining a positive peak at the dune crest (z/Hd = 1). Above the crest, the
τ+ decreases with an increase in z/Hd and attains almost similar pattern to the upstream profile for
z/Hd > 1.5. It appears that for a given z/Hd, the τ+ decreases with an increase in x/Ld. In particular,
at x/Ld ≈ 3.3, the τ+ profile becomes almost similar to the upstream profile at x/Ld = −0.5. It may be
noted that for z/Hd > 1.75, the values of τ+ at various x/Ld are nearly similar. Therefore, it may be
concluded that the Reynolds shear stress in the wall-wake flow is influenced by the dune up to a vertical
distance of approximately 1.75 times the dune height and a streamwise distance of approximately
2.5 times the dune length.

 
Figure 6. Vertical profiles of nondimensional Reynolds shear stress τ+ at the upstream and various
downstream relative streamwise distances x/Ld of isolated dunal bedforms for (a) Run 1 and (b) Run 2.

4. Third-Order Moments

The third-order moments of velocity fluctuations offer relevant probabilistic information about
the flux and the advection of Reynolds normal stresses. In addition, they give an indication of the
predominance of turbulent bursting events [26]. The third-order moments, in the generalized form in

xz plane, is expressed as mjk = ũ jw̃k, where ũ = u′/(u′u′)0.5, w̃ = w′/(w′w′)0.5 and j + k = 3. Therefore,
depending on the values of j and k, the third-order moments are given as, m30 = u′u′u′/(u′u′)1.5,
m03 = w′w′w′/(w′w′)1.5, m21 = u′u′w′/[(u′u′)×(w′w′)0.5] and m12 = u′w′w′/[(u′u′)0.5×(w′w′)]. Here, the
m30 signifies the skewness of u′, indicating the streamwise flux of the streamwise Reynolds normal
stress u′u′. The m03 defines the skewness of w′, suggesting the vertical flux of the vertical Reynolds
normal stress w′w′. In addition, the m21 represents the advection of u′u′ in the vertical direction,
whereas the m12 demonstrates the advection of w′w′ in the streamwise direction.

Figure 7 shows the vertical profiles of m30 and m03 at the upstream and various downstream
relative streamwise distances x/Ld in Runs 1 and 2. Upstream of the dune (x/Ld = −0.5), the m30 and m03,

in the near-bed flow zone, are negative and positive, respectively. Then, they increase with an increase
in relative vertical distance z/Hd without changing their signs. Downstream of the dune (x/Ld = 1 to
2.1), for a given x/Ld, the m30 and m03, in the near-bed flow zone, start with positive and negative
values, respectively. Thereafter, they increase slowly with an increase in z/Hd until they attain their
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respective positive and negative peaks at z/Hd ≈ 0.75 and 0.5. As the z/Hd increases further, the m30

and m03 reduce quickly, changing their signs at z/Hd = 1, and for z/Hd > 1, they become independent of
z/Hd. However, these features disappear gradually with an increase in x/Ld. It may be noted that the
m30 and m03 profiles at x/Ld = 3.3 remain almost similar to those in the upstream.

 

z
H

d
z

H
d

Figure 7. Vertical profiles of third-order moments m30 and m03 at various relative streamwise distances
x/Ld in Runs 1 and 2.

Figure 8 depicts the vertical profiles of m21 and m12 at the upstream and various downstream
relative streamwise distances x/Ld in Runs 1 and 2. It appears that upstream of the dune (x/Ld = −0.5),
the m21 and m12, in the near-bed flow zone, attain positive and negative values, respectively. Then,
they increase with an increase in relative vertical distance z/Hd up to a certain height. Subsequently,
they reduce with an increase in z/Hd, becoming independent of z/Hd for z/Hd > 1.1. Downstream of the
dune (x/Ld = 1 to 2.1), for a given x/Ld, the m21 and m12, in the near-bed flow zone, are negative and
positive, respectively. Then, they increase with an increase in z/Hd attaining their respective peaks.
Afterward, they reduce quickly, changing their signs at the dune crest (z/Hd = 1). Thereafter, the m21

and m12 profiles recover their upstream profiles. Downstream of the dune, an advection of u′u′ in the
upward direction and that of w′w′ in the upstream direction prevail below the crest. In fact, below the
crest, there appears a streamwise acceleration, which is linked with the downward flux causing sweeps
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with an advection of u′u′ in the downward direction. By contrast, above the crest, the streamwise
deceleration is associated with an upward flux producing ejections with an advection of u′u′ in the
upward direction.

 

Figure 8. Vertical profiles of third-order moments m21 and m12 at various relative streamwise distances
x/Ld in Runs 1 and 2.

5. Quadrant Analysis

Lu and Willmarth [27] suggested that the bursting events can be quantified by performing the
quadrant analysis of velocity fluctuations u′ and w′ on a u′w′ plane. The turbulent bursting includes
four events in four distinct quadrants i = 1 to 4, such as (i) Q1 events or outward interactions (i = 1 and
u′, w′ > 0), (ii) Q2 events or ejections (i = 2 and u′ < 0, w′ > 0), (iii) Q3 events or inward interactions
(i = 3 and u′, w′ < 0) and (iv) Q4 events or sweeps (i = 4 and u′ > 0, w′ < 0). Outside the hole size
H, the contribution of u′w′

∣∣∣i,H from the quadrant i to u′w′ is ascertained by averaging the quantity
u′(t)w′(t)Fi,H over the sampling duration. Here, Fi,H is the detection function, defined as Fi,H = 1 if the
pair (u′, w′) in the quadrant i satisfies the condition |u′w′|≥ H(u′u′)0.5(w′w′)0.5 and Fi,H = 0 otherwise.
The relative fractional contributions Si,H toward the Reynolds shear stress production is expressed as
Si,H = u′w′

∣∣∣i,H /u′w′. It turns out that for H = 0, the sum of S1,0, S2,0, S3,0 and S4,0 becomes unity.
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Figures 9 and 10 show the vertical profiles of Si,0 at the upstream and various downstream relative
streamwise distances x/Ld in Runs 1 and 2, respectively. Upstream of the dune (x/Ld = –0.5), the Q2 and
Q4 events remain the most and the second-most contributing events, respectively, to the production of
Reynolds shear stress. However, the Q1 and Q3 events are trivial across the flow depth. Downstream
of the dune (x/Ld = 1 to 2.1), all the four events contribute largely below the dune crest with prevailing
Q4 events in the form of arrival of high-speed fluid streaks. At x/Ld = 2.5, contributions from the Q2
and Q4 events appear to be nearly equal below the crest. Further downstream (x/Ld = 3.3), the Q2
events dominate over Q4 events in the form of arrival of low-speed fluid streaks. It may be noted that
above the crest (z/Hd > 1), the Q2 events are the most contributing events regardless of x/Ld.
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Figure 9. Vertical profiles of relative fractional contributions Si,0 at various relative streamwise distances
x/Ld in Run 1.
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Figure 10. Vertical profiles of relative fractional contributions Si,0 at various relative streamwise
distances x/Ld in Run 2.

Figure 11a,b shows the variations of relative fractional contributions |Si,H | with hole size H in
Run 1 for different relative vertical distances z/Hd (=0.05, 0.25 and 0.5) at relative streamwise distances
x/Ld = –0.5 (uninterrupted upstream flow) and 1 (near-wake flow), whereas Figure 12a,b shows those at
x/Ld = 1.7 (far-wake flow) and 3.3 (near to fully recovered flow). It appears that upstream of the dune
(x/Ld = –0.5), the Q1 and Q3 events for z/Hd = 0.05 contribute minimally to the Reynolds shear stress
production as compared to the Q2 and Q4 events. However, for z/Hd = 0.05, the pairs (Q1, Q3) and (Q2,
Q4) are equal, indicating that they mutually cancel the dominance of each other. At x/Ld = –0.5, the Q2
events remain dominant for z/D = 0.25 and 0.5. Immediate downstream of the dune (x/Ld = 1), the Q1
and Q3 events, for a given z/Hd, are smaller than Q2 and Q4 events. However, at the downstream,
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the Q4 remain the most dominant events for z/Hd = 0.05, 0.25 and 0.5. At x/Ld = 1.7, these features
remain similar to those at x/Ld = 1, but with relatively smaller Q4 events. Far downstream of the dune
(x/Ld = 3.3), the events, for a given z/Hd, follow the upstream trend. The contributions from the events
are considerable for lower values of H. In essence, for H ≥ 12, all the events are trivial at different
streamwise and vertical distances.

 

Figure 11. Relative fractional contributions |Si,H | as a function of hole size H in Run 1 at relative
streamwise distances (a) x/Ld = –0.5 and (b) x/Ld = 1 for relative vertical distances z/Hd = 0.05, 0.25
and 0.5.
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Figure 12. Relative fractional contributions |Si,H | as a function of hole size H in Run 1 at relative
streamwise distances (a) x/Ld = 1.7 and (b) x/Ld = 3.3 for relative vertical distances z/Hd = 0.05, 0.25
and 0.5.

6. Turbulent Kinetic Energy Budget

The turbulent kinetic energy budget reads tP = ε + tD + pD − vD, where tP is the turbulent kinetic
energy production rate (= –u′w′∂ū/∂z), ε is the turbulent kinetic energy dissipation rate, tD is the
turbulent kinetic energy diffusion rate (= ∂fkw/∂z), fkw is the vertical flux of turbulent kinetic energy,
pD is the pressure energy diffusion rate [= ρ−1∂(p′w′)/∂z], p′ is the pressure fluctuations, vD is the
viscous diffusion rate (=ν∂2k/∂z2) and k is the turbulent kinetic energy. In an open channel flow, the vD
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is insignificant compared to other components of the turbulent kinetic energy budget. In this study,
Kolmogorov second hypothesis was applied to determine the ε from the velocity power spectra [28].
The tP and tD were determined from the experimental data, whereas the pD was obtained from the
relationship pD = tP − ε − tD. In nondimensional form, the set of variables (tP, ε, tD, pD) is expressed as
(TP, ED, TD, PD) = (tP, ε, tD, pD) × (Hd/u3∗ ).

Figure 13 illustrates the vertical profiles of nondimensional components of the turbulent kinetic
energy budget at various relative streamwise distances x/Ld in Run 1. Upstream of the dune (x/Ld = –0.5),
all the components of the turbulent kinetic energy budget, in the near-bed flow zone, are positive with
a sequence of magnitude TP > ED > PD > TD and then, they reduce with an increase in relative vertical
distance z/Hd. Above the dune crest (z/Hd > 1), they are quite small. Downstream of the dune (x/Ld = 1
to 2.1), the peaks of TP, ED, PD and TD are found to appear at the crest. In the near-bed flow zone,
the TP and ED are positive, whereas the PD and TD are negative for x/Ld = 1 to 2.1. Downstream of
the dune, the absolute values of TP, ED, PD and TD decrease with an increase in x/Ld. In particular,
at x/Ld = 3.3, the TP, ED, PD and TD profiles are almost similar to those of the undisturbed upstream
flow at x/Ld = −0.5.
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TD

PD

x Ld x Ld

x Ld x Ld
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Figure 13. Cont.
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Figure 13. Vertical profiles of the nondimensional components of turbulent kinetic energy budget TP,
ED, TD and PD at various relative streamwise distances x/Ld in Run 1.

7. Reynolds Stress Anisotropy

An isotropic turbulence refers to an idealized condition, where the velocity fluctuations at a specific
point remain invariant to the rotation of axes. In a lucid way, this condition indicates that the Reynolds
normal stresses are identical (σx = σy = σz), where (σx, σy, σz) = (u′u′, v′v′, w′w′). By contrast, in an
anisotropic turbulence, the Reynolds normal stresses are dissimilar, because the velocity fluctuations u′i
[= (u′, v′, w′) for i = (1, 2, 3)] are directionally preferred.

The Reynolds stress anisotropy tensor bij is expressed as bij = u′iu′ j/(2k) − δij/3, where δij is the
Kronecker delta function [δij(i = j) = 1 and δij(i � j) = 0]. To ascertain the degree and the nature of
anisotropy, the second and third principal invariants, I2 (= –bijbij/2) and I3 (= bijbjkbki/3), respectively,
are introduced. The Reynolds stress anisotropy is determined by plotting –I2 as a function of I3, called
the anisotropy invariant map (AIM). In an AIM, the possible turbulence states are confined to a triangle,
called the Lumley triangle (Figure 14). The left-curved and the right-curved boundaries of the Lumley
triangle, given by I3 = ±2(−I2/3)3/2, are symmetric about the plane-strain limit (I3 = 0). In addition, the
top-linear boundary of the Lumley triangle obeys I3 = −(9I2 + 1)/27. Dey et al. [29] envisioned the
Reynolds stress anisotropy from the perspective of the shape of ellipsoid formed by the Reynolds
normal stresses (σx, σy, σz) in (x, y, z). In an isotropic turbulence (σx = σy = σz), the stress ellipsoid
becomes a sphere (Figure 14). On the left-curved boundary, called the axisymmetric contraction limit, one
component of Reynolds normal stress is smaller than the other two equal components (σx = σy > σz),
forming the stress ellipsoid an oblate spheroid. On the left vertex, called the two-component axisymmetric
limit, one component of Reynolds normal stress disappears (σx = σy and σz = 0) to make the stress
ellipsoid a circular disc (Figure 14). On the right-curved boundary, called the axisymmetric expansion limit,
one component of Reynolds normal stress is larger than the other two equal components (σx = σy < σz),
making the stress ellipsoid a prolate spheroid (Figure 14). Further, on the top-linear boundary, called
the two-component limit, one component of Reynolds normal stress is larger than the other component
together with a third vanishing component (σx > σy and σz = 0), producing the stress ellipsoid an
elliptical disk. The point of intersecting of the plain-strain limit and the two-component limit is called
the two-component plain-strain limit. Moreover, on the right vertex of the Lumley triangle, called the
one-component limit [(σx > 0, σy = σz = 0) or (σx = σy = 0, σz > 0)], only one component of Reynolds
normal stress sustains to make the stress ellipsoid a straight line (Figure 14).
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Figure 14. Conceptual representation of Reynolds stress anisotropy.

Figure 15 shows the data plots of −I2 versus I3, confined to the AIM boundaries, at various relative
streamwise distances x/Ld in Runs 1 and 2. Upstream of the dune (x/Ld = −0.5), the data plots initiate
from the near left vertex, moving toward the bottom cusp, and then, with an increase in vertical
distance, they cross the plain-strain limit to shift toward the right-curved boundary. The trends of the
data plots for both Runs 1 and 2 are almost monotonic. The AIM of the upstream indicates that as the
vertical distance increases, the turbulence anisotropy tends to reduce to a quasi-three-dimensional
isotropy. Immediate downstream of the dune, the data plots tend to create a stretched loop inclined to
the left-curved boundary. However, below the dune crest (z/Hd < 1), the data plots in the near-bed
flow zone initiate from the plain-strain limit and with an increase in vertical distance up to the crest,
they shift toward the left vertex following the left-curved boundary. This suggests that the turbulence
anisotropy has an affinity to a two-dimensional isotropy. Above the crest, the data plots turn toward
the right and as the vertical distance increases further, they move toward the bottom cusp following
the left-curved boundary. This demonstrates that the turbulence anisotropy tends to reduce to a
quasi-three-dimensional isotropy. Further downstream (x/Ld = 1.7), the size of the loop created by
the data plots reduces forming a tail, and the loop disappears at x/Ld = 3.3, signifying a recovery
of the undisturbed upstream trend. It therefore appears that that below the crest, the turbulence
has an affinity to a two-dimensional isotropy, whereas above the crest, a quasi-three-dimensional
isotropy prevails.

From the perspective of the shape of stress ellipsoid, Figure 15 shows that below the dune crest, an
oblate spheroid axisymmetric turbulence is predominant in the wall-wake flow. The line of plain-strain
limit (I3 = 0) is touched by the curve through the data plots in the near-bed flow zone. This reveals that
the axisymmetric contraction to the oblate spheroid enhances as the vertical distance increases up to
the crest. However, the axisymmetric contraction to oblate spheroid lessens with a further increase in
vertical distance above the crest.
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Figure 15. AIMs at various relative streamwise distances x/Ld in Runs 1 and 2.

8. Conclusions

This study puts into focus the turbulence in wall-wake flow downstream of an isolated dunal
bedform. The vertical profiles of streamwise flow velocity reveal that the near-wake flow zone extends
up to 1.7 times the dune length, whereas the streamwise flow velocity profile follows the undisturbed
upstream velocity profile beyond 3.3 times the dune length. The Reynolds shear stress in the wall-wake
flow is affected by the dune up to a vertical distance of 1.75 times the dune height and a streamwise
distance of 2.5 times the dune length. The third-order moment of velocity fluctuations reveal that
downstream of the dune, a streamwise acceleration having a downward flux prevails below the dune
crest, whereas a streamwise deceleration having an upward flux persists above the crest. Below the
crest, the sweeps are found to be the predominant events, whereas above the crest, the ejections are the
major events. The components of the turbulent kinetic energy budget reveal an amplification of the
magnitudes of the turbulent parameters, which attain their maximum peaks at the crest. The anisotropy
invariant maps show that the data plots in the wall-wake flow start from the plain-strain limit in
the near-bed flow zone, shifting toward the left vertex of the Lumley triangle up to the crest to
show an affinity to a two-dimensional isotropy. Above the crest, the data plots show an affinity to a
quasi-three-dimensional isotropy.

In essence, this study advances the current understanding of flow and turbulence characteristics in
wall-wake flow downstream of an isolated dunal bedform. The experimental results provide guidance
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to numerical simulations of wall-wake flow. In addition, this study may be helpful, at least qualitatively,
to simulate the mobile-bed flow downstream of a dunal bedform.
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