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It has been clearly established that some proteins or protein regions are devoid of
any stable secondary and/or tertiary structure under physiological conditions, but still
possess fundamental biological functions [1]. These intrinsically disordered proteins (IDPs)
or regions (IDRs) have peculiar features due to their plasticity, such as the capacity for
binding their biological targets with high specificity and low affinity, and the possibility
of interaction with numerous partners [2,3]. IDPs and IDRs are especially prevalent in
eukaryotes, suggesting that disorder in nucleated cells is associated with many key func-
tions, such as signaling and regulation. However, a correlation between intrinsic disorder
and various human diseases such as cancer, diabetes, amyloidosis, and neurodegenerative
diseases is also evident, highlighting the importance of this topic [4,5]. For the present
Special Issue, we have invited researchers to contribute with original research articles, as
well as reviews, on the amazing world of the IDPs or IDRs involved with human diseases.
We have brought together an internationally recognized team of researchers who work
in this field. The contributing authors have presented important and novel aspects of
disorder, either correlated with specific medical diseases, or aimed to increase the basic
understanding of intrinsic disorder.

The work presented by Tsvetkov and colleagues investigated the degradation of IDPs
via a unique class of 26S proteasome that is free of ATP [6]. The authors found that NADH-
stabilized 26S proteasome complexes promote the efficient degradation of many IDPs that
might not require ATP-dependent unfolding, such as p27, Tau, c-Fos, and more. This
interesting finding exemplifies a new principle of how mitochondria, with a key role in
NADH production, might be involved in IDP/IDR homeostasis.

Ortega-Alarcon and co-workers presented an investigation on MeCP2 [7], which is
an intrinsically disordered multi-domain protein and a potential pharmacological target
associated with Rett syndrome (RTT). The authors report an in-depth biophysical study of
two mutant variants of MeCP2 associated with RTT using different protein constructions
in order to evaluate the effect of the protein-disordered regions on structural stability,
conformation, and DNA binding ability. The results obtained lead to a more general
reflection on the molecular context-dependent effects induced by mutations in proteins.

The interaction between the intrinsically disordered NUPR1 and the human importinα3
(Impα3) was investigated in depth by Neira et al. [8] using several spectroscopic and bio-
physical techniques, including NMR and molecular docking. The authors focused on the
affinity of the Nuclear Localization Sequence (NLS) of NUPR1 towards Impα3, taking into
account several mutants of the NLS region, and demonstrated that the phosphorylation
of Thr68 induces a conformational switch in the NLS region of NUPR1 which hampers
binding to Impα3. From a more general point of view, the study allows the detection of
key residues able to modulate NUPR1 interactions with its partners.

Pajkos and colleagues carried out an interesting in silico analysis concerning the
evolutionary origin of intrinsically disordered regions that are specifically targeted in
cancer [9]. The authors focused on a subset of cancer genes belonging to the class of IDPs
and used a novel conservation and phylogenetic-based strategy. By means of several case
studies, the authors conclude that the disordered cancer risk regions showed remarkable
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conservation with ancient evolutionary origin, highlighting their importance in biological
processes.

The paper by Wong et al. analyzes the enrichment patterns of missense mutation-
causing single nucleotide variants (SNVs) that are associated with disease and cancer, as
well as those present in the healthy population, in protein–protein complexes showing
IDR-mediated interactions [10]. Notably, data analysis indicates a strong enrichment at
the interface core of interacting IDRs in disease mutations and its depletion in neutral
ones, thus supporting the disruption of IDR interactions as a common mechanism for
many diseases. In conclusion, the authors highlight the importance of understanding and
predicting the effect of missense mutations on disease susceptibility.

The investigation of Helicobacter pylori UreG structural dynamics in solution was
carried out by Pierro and colleagues [11], who reported the effects of physiological cofac-
tors Ni(II) and GTP on protein mobility by using techniques such as isothermal titration
calorimetry and site-directed spin labeling coupled to electron paramagnetic spectroscopy.
The obtained results, which showed that the concomitant addition of both Nickel(II) and
GTP induces a modification of the structure and mobility in two regions of the protein,
may provide perspectives for future research on molecules with anti-bacterial activities to
overcome anti-microbial resistance (AMR).

An interesting study was conducted by Gadhave and colleagues on the disorder
content of the ubiquitin proteasome system (UPS) [12], which plays a key role in the
pathogenesis of various types of cancers and neurodegenerative diseases. By means of
five different IDP prediction tools, authors classified the disease-associated UPS proteins
in highly ordered, moderately disordered, and highly disordered proteins. Concurrently,
multiple post-translational modification sites were identified, mainly located in the disor-
dered regions of proteins. Since these proteins interact with their biological partners for
the normal functioning of protein homeostasis, a complete elucidation of the roles of the
identified IDPRs and disorder-based binding regions in the pathogenesis of diseases is of
great importance for biomedical research.

Finally, two reviews enriched our Special Issue with a wide and extensive discussion
on certain topics [13,14]. The review by Sokolik and co-workers gave a structural overview
on the fascinating WASp-interacting protein (WIP), which is a regulator of actin cytoskele-
ton assembly and remodeling, a cellular multi-tasker, and a key member of a network of
protein–protein interactions [13]. The authors provided a deeper understanding of the
mechanisms by which WIP mediates its biological functions, which have an impact on
health and disease, paving the way for a better understanding of key biological processes
with potential therapeutic implications. Last, but not least, Kim and coworkers overviewed
the features revealed by NMR spectroscopy of monomeric alpha-synuclein, for which the
aggregation is strongly correlated with Parkinson’s disease [14].

In conclusion, in this Special Issue, examples of recent progress in the IDPs/IDRs have
been reported with the aim to contribute to advancing the field of the intrinsic disorder
issue in human disease and encourage further research on the topic.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: The 26S proteasome is a large (~2.5 MDa) protein complex consisting of at least 33 different
subunits and many other components, which form the ubiquitin proteasomal system (UPS), an ATP-
dependent protein degradation system in the cell. UPS serves as an essential component of the
cellular protein surveillance machinery, and its dysfunction leads to cancer, neurodegenerative and
immunological disorders. Importantly, the functions and regulations of proteins are governed by
the combination of ordered regions, intrinsically disordered protein regions (IDPRs) and molecular
recognition features (MoRFs). The structure–function relationships of UPS components have not been
identified completely; therefore, in this study, we have carried out the functional intrinsic disorder
and MoRF analysis for potential neurodegenerative disease and anti-cancer targets of this pathway.
Our report represents the presence of significant intrinsic disorder and disorder-based binding
regions in several UPS proteins, such as extraproteasomal polyubiquitin receptors (UBQLN1 and
UBQLN2), proteasome-associated polyubiquitin receptors (ADRM1 and PSMD4), deubiquitinating
enzymes (DUBs) (ATXN3 and USP14), and ubiquitinating enzymes (E2 (UBE2R2) and E3 (STUB1)
enzyme). We believe this study will have implications for the conformation-specific roles of different
regions of these proteins. This will lead to a better understanding of the molecular basis of
UPS-associated diseases.

Keywords: ubiquitin-proteasome system; intrinsically disordered proteins; protein misfolding;
molecular recognition features; cancer; neurodegenerative diseases; protein degradation

1. Introduction

Before 1970, lysosomes were thought of as exclusive cellular machinery to execute misfolded
protein degradation. However, in 1977, work by Etlinger et al. reported the presence of a second
intracellular ATP-dependent mechanism for degradation of proteins [1]. Later, in 1979 and the
early 1980s, ATP and the ubiquitin-dependent protein degradation system was discovered by Avram
Hershko, Aaron Ciechanover, and Irwin Rose [2–4]. This system is currently known as ubiquitin
proteasomal system (UPS), and this work earned them the Nobel Prize in Chemistry (2004) [2–4].
A protein quality control (PQC) system present in eukaryotic cells is believed to be active in lysosome,
UPS, autophagy, and endoplasmic reticulum (ER). In the ER, heat shock proteins (HSPs) bind to

Biomolecules 2020, 10, 796; doi:10.3390/biom10050796 www.mdpi.com/journal/biomolecules5
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misfolded proteins and mediate their refolding. However, misfolded proteins that failed refolding are
transported into the cytosol, where they are targeted to UPS or lysosome for their degradation [5,6].
Importantly, UPS plays a vital role in DNA repair, cell growth, immune function, cell-cycle regulation,
and numerous non-proteolytic functions, including regulation of histone modification and involvement
in vesicular trafficking pathways, and the deregulation in any component of UPS has been associated
with several diseases [7–9].

In UPS, the misfolded proteins get ubiquitinated by a cascade of enzymes, including ubiquitin-
activating E1s as well as ubiquitin-conjugating E2s and E3 ubiquitin ligases (Figure 1). The ubiquitinated
substrates are then transferred to the 26S proteasome for degradation [10,11]. 26S proteasome (~2.5 MDa)
is the major protease inside the cell, and has two sub-complexes: the 20S core particle (CP), which
is responsible for the main proteolytic activity of the proteasome, and the 19S regulatory particle
(RP), which helps in the unfolding of ubiquitinated proteins, their subsequent de-ubiquitination,
and their translocation into the CP cavity [12]. The specific lysine (K) residues are required for
the conjugating of ubiquitin (Ub) to the substrate proteins, including K6, K11, K27, K29, K33, K48,
K63, or Met1 [10,13]. This process results in the generation of either monoubiquitinated, multi-
monoubiquitinated, or polyubiquitinated proteins, with these different modes of ubiquitylation
determining the fate of the target protein—i.e., degradation of a protein via the 26S proteasome,
targeting it to a lysosome or prompting it for participation in other cellular processes [13,14]. Ubiquitin
(Ub), a 76-amino-acid ubiquitously distributed polypeptide, is required to tag target proteins for
proteasome-mediated degradation [2,15]. Mutations in the UBB gene encoding ubiquitin-B and molecular
misreading of this gene that introduces dinucleotide deletions (e.g., ΔGA, ΔGU) can generate mutated Ub
forms, which are associated with human diseases. For example, the UBB+1 (Ubiquitin-B+1) form of Ub
generated as a result of molecular misreading is linked to Alzheimer’s disease (AD), other tauopathies,
and polyglutamine (PolyQ) diseases (e.g., Huntington’s disease (HD)) [16–18], with the resulting UBB+1
form being shown to inhibit proteasomal proteolysis [19]. These UBB+1 mutants were found with
Aβ accumulations in Alzheimer’s and Down syndrome patients [18]. Ub-activating (E1) enzyme
catalyzes the first step of ubiquitin activation in the ubiquitination process, where it binds to Ub
and transfers it to E2 enzyme [20]. Missense mutations in the UBA1 gene lead to X-linked spinal
muscular atrophy (SMAX2), and reduced UBA1 levels affect UPS-mediated degradation of misfolded
proteins leading to neurodegenerative diseases, such as AD [21]. Ubiquitin-conjugating (E2) enzyme
catalyzes the second step of ubiquitination, where it accepts Ub from E1 enzyme and transfer it to
substrate protein via E3 enzyme [22]. Studies have shown that the impairments of the E2 enzymes or
mutations in these proteins are associated with many diseases, such as cancer and neurodegenerative
diseases [23]. Ubiquitin-protein ligase (E3) enzyme catalyzes the last step of ubiquitination. E3 binds
to a target protein and transfers Ub from the E2 to the target protein. Deregulation of this enzyme is
linked to numerous neurodegenerative diseases (AD, Parkinson’s disease (PD), Huntingtons disease
(HD) and various cancers [24]. Ubiquilins are functionally linked to UPS, where they act as ubiquitin
receptors [25]. The human genome encodes four ubiquilin genes, UBQLN1, UBQLN2, UBQLN3, and
UBQLN4, which encode structurally related and conserved proteins. A fifth ubiquilin gene, UBQLNL,
was later identified in humans. Although all ubiquilin family members are present in cytosol, they exert
different tissue expression patterns [25]. Ubiquilin 1 is expressed ubiquitously and binds numerous
cytosolic or transmembrane proteins, and its dysfunction is linked to neurodegenerative diseases such
as AD, PolyQ diseases (e.g., HD), and cancer [6]. Ubiquilin 2 is associated with the regulation of
pathways involved in protein degradation, such as UPS, the endoplasmic-reticulum-associated protein
degradation (ERAD) pathway, and autophagy. Interestingly, the mutation in UBQLN2 was recently
described in familial amyotrophic lateral sclerosis (ALS) [26].
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Figure 1. Schematic representation of the ubiquitin proteasomal system. Ubiquitination is an ATP-
dependent process performed by three enzymes: E1 (Ub-activating) enzyme, E2 (Ub-conjugating)
enzyme, and E3 (Ub-ligase) enzyme. The DUBs, such as ataxin-3, modify the polyubiquitinated
chain, to confirm accurate recognition of the misfolded proteins by the 26S proteasome. This covalent
modification of misfolded protein targets them to multicatalytic protease complex, the 26S proteasome.
Ubiquitination is reversed by DUBs and disassembles polyubiquitin chains. DUBs such as USP7,
UCHL1, and ataxin-3 also control and maintain free Ub molecules in the cell. UCHL1 modifies newly
translated protein and maintains a pool of mono-Ub. The polyubiquitinated misfolded protein can bind
either to the Ub receptor of the 19S regulatory complex or to an adaptor protein that consists of both
poly-Ub binding and proteasome binding domain [27]. Once misfolded protein binds to proteasome,
the unfolding of the misfolded protein occurs by ATPases followed by removal of the poly-Ub chain
by proteasome-associated DUBs and further translocation and degradation of unfolded protein in
central proteolytic chamber occurs. Excessive degradation of cell-cycle-regulatory proteins such as p21
and p27 and reduced degradation of mutant p53 leads to a continuous cell cycle of cancer cells and
tumor progression leads to the development of cancer [28]. Additionally, impairment in function of
26S proteasome, ubiquitinating enzymes, and DUBs can lead to nerve cell death and the progression of
neurodegenerative diseases. Ub: Ubiquitin, E1: Ub-activating enzyme, E2: Ub-conjugating enzyme,
E3: Ub-ligase enzyme.

Ubiquitination and deubiquitination are dynamic processes that involve transient protein–protein
interactions. There are ~100 deubiquitinating enzymes (DUBs) in the human genome that control
several cellular processes in a very dynamic and specific manner. Among these DUB-controlled
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processes are the progression of the cell cycle, degradation of proteins, apoptosis, activation of kinases,
chromosome segregation, gene expression, protein localization, and DNA repair [29]. In the UPS,
DUBs are involved in several processes, including de-novo ubiquitin synthesis; ubiquitin precursor
processing; cleavage and trimming of polyubiquitin chains; and ubiquitin recycling [30]. Ubiquitin
carboxyl-terminal hydrolase isozyme L1 (UCHL1) is a small 223-amino-acid protein, which maintains
the pool of mono-Ub required for ubiquitination and is also involved both in the processing of ubiquitin
precursors and ubiquitinated protein [31]. The mutation I93M in UCHL1 was reported in PD patients.
Furthermore, studies in animal models showed that this mutation led to the inhibition of α-synuclein
degradation via the 26S proteasome [32]. Ubiquitin carboxyl-terminal hydrolase isozyme L5 (UCHL5)
is a crucial DUB enzyme associated with the 19S regulatory subunit of the 26S proteasome that cleaves
the Poly-Ub chain of the target protein [33].

The ubiquitin-specific protease (USP) family of DUBs, with more than 50 members, is the largest
family among all DUBs [29]. Ubiquitin carboxyl-terminal hydrolase 7 (USP7) is a 135-kDa DUB enzyme
that cleaves ubiquitin from the polyubiquitin chains of target proteins [10,34]. It is associated with
many cellular processes, and its dysfunction leads to various pathological conditions, such as cancer,
metabolic, and neurological pathologies [10]. Ubiquitin carboxyl-terminal hydrolase 14 (USP14) is a
proteasome-associated DUB enzyme, which is activated after the specific association with 26S proteasome
and catalyzes the cleavage of ubiquitin subunits from the target protein before its degradation by the
proteasome [35,36]. Interestingly, USP14 reduces the degradation of pathogenic/toxic proteins (tau protein,
TDP-43, α-synuclein) by the 26S proteasome and is therefore associated with many neurodegenerative
diseases, such as AD, ALS, PD, and HD, etc. [36]. 26S proteasome non-ATPase regulatory subunit 14
(PSMD14) is a 310-residue DUB enzyme important for Ub recycling from the proteasome substrate
proteins, and its upregulation has been reported in cancer, where it promotes proliferation and migration
of cancer cells [37,38]. PolyQ expansion in the C-terminus of ataxin-3 results in conformational changes
that further lead to altered subcellular localization, loss of function and binding properties, changed
proteolytic cleavage, and aggregation of ataxin-3 [39]. Three receptors of the 26S proteasome in the RP,
including Proteasomal ubiquitin receptor ADRM1 (ADRM1), 26S proteasome non-ATPase regulatory
subunit 2 (PSMD2), and 26S proteasome non-ATPase regulatory subunit 4 (PSMD4) capture the target
protein by binding to Ub and target protein shuttle factors [40,41]. The poly-Ub chains of the target
protein are cleaved by the 19S-associated DUBs enzymes (PSMD14, USP14 and UCHL5), and then
target protein is unfolded and translocated into the CP for its degradation [41,42]. The pathological
conditions associated with the UPS occur due to either gain of function leading to abnormal or enhanced
degradation of the target protein or due to loss of function mutations in the enzymes of UPS or in the
recognition motif in the target substrates that stabilizes certain proteins [43].

Intrinsically disordered proteins (IDPs) and IDP regions (IDPRs) are the proteins or regions of
proteins that lack well-defined, three-dimensional unique structures and show structural transition
upon binding with their biological partners [44–49]. IDPs/IDPRs are commonly found in all organisms,
being more abundant in eukaryote proteomes [50–52]. Studies have shown that IDPs play a crucial role
in protein–protein interaction [53–55]. Our previous study on intrinsic disorder analysis of amyloid
cascade signaling of AD reports the presence of abundant intrinsic disorder in most of the proteins [56].
Using bioinformatics analysis, previous studies have reported the presence of intrinsic disorder in
ubiquitinating enzymes [57–59]. This paper covers extensive intrinsic disorder and MoRF analysis of
15 proteins, which are decisive for the functioning of UPS, uniquely associated with the clearance of
target proteins, and which are important therapeutic targets for cancer as well as neurodegenerative
diseases. Numerous mutations in genes that encode proteins involved in the UPS are linked to such
diseases. Proteasome inhibitors, such as bortezomib, carfilzomib, and ixazomib, have been approved in
2003, 2012, and 2015, respectively, for the treatment of certain hematological cancers, and some inhibitors
are in clinical trials [60]. Several neurodegeneration-related proteins, such as Aβ, Tau, and α-synuclein,
are intrinsically disordered, and distorted protein–protein interactions of those proteins are the main
process in the disease pathology [61]. Deciphering the roles of intrinsic disorder in UPS proteins in
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cellular processes, such as protein–protein interaction, protein recognition, protein degradation, and
various signaling pathways could provide important knowledge needed for further advances in the
development of new drug targets for cancer and neurodegenerative diseases. Therefore, this work may
help for the future establishment of new therapeutic routes for cancer and protein misfolding diseases.

2. Materials and Methods

2.1. Retrieval of Sequences and Structures

The 15 proteins of UPS that play a crucial role in this pathway and have been identified in
the pathogenesis of human diseases were selected for disorder analysis, which is summarized in
Table 1. For sequence-based disorder analysis, the reviewed protein sequences of all proteins have
been retrieved in the FASTA format from the UniProt [62] database (Table 1), and their associated
crystal structures were fetched from the RCSB PDB database. The crystal structures of some proteins
are available in truncated form. The IDPs and MoRF regions in the available structures have been
represented in different colors.

Table 1. Proteins involved in the ubiquitin proteasomal system (UPS).

Sr.
No.

Protein/Gene
Name

Length
(Amino
Acids)

Function in
UPS

Altered Function
of Protein in UPS

Involvement in
Diseases

UniProt
ID

References

1

Ubiquitin-like
modifier-
activating
enzyme 1
(UBA1)

1058

Catalyzes first
step in

ubiquitination.
Binds with Ub,
activates it and

transfers it to E2
enzyme

Reduced level of
UBA1 affects

UPS-mediated
protein

degradation,
missense

mutations in UBA1
gene lead to

SMAX2

Neurological
disorders such as
AD, SMAX2, and

HD

P22314 [21,63,64]

2

Ubiquitin-
conjugating

enzyme E2 R2
(UBE2R2)

238

Catalyzes
second step in
ubiquitination.

Accepts Ub
from E1 enzyme
and binds with

E3 enzyme

Mutation and
dysregulation in

UBE2R2 affect UPS
function

Dysregulation
leads to cancer or
neurodegenerative

diseases

Q712K3 [23,65]

3

E3 ubiquitin-
protein ligase
enzyme CHIP

(STUB1)

303

Catalyzes final
step of

ubiquitination.
Binds with

target protein
and transfers Ub
from E2 enzyme
to target protein.

Deregulation of E3
enzyme affects
UPS-mediated

degradation
process.

Deregulation
leads to cancer and
neurodegenerative
diseases such as
AD, PD, and HD

Q9UNE7 [23,24,66]

4 Polyubiquitin
-B (UBB) 229

Tags target
proteins for
proteasomal
degradation

Frameshift
mutation in

ubiquitin-B forms
UBB+1, which

disturbs
UPS-mediated

protein
degradation

UBB+1
accumulation

with Aβ in AD
and Down’s
syndrome

P0CG47 [18,19]

5 Ubiquilin-1
(UBQLN1) 589

Regulates
protein

degradation
through UPS,

autophagy, and
ERAD

Defects in
UBQLN1 lead to

perturbed protein
degradation via
UPS, UBQLN1

downregulation
affects APP

processing in AD

Cancer, reduced
UBQLN1 level

found in AD and
other

neurodegenerative
diseases, PolyQ
diseases (HD)

Q9UMX0 [6,67]
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Table 1. Cont.

Sr.
No.

Protein/Gene
Name

Length
(Amino
Acids)

Function in
UPS

Altered Function
of Protein in UPS

Involvement in
Diseases

UniProt
ID

References

6 Ubiquilin-2
(UBQLN2) 624

Regulates
protein

degradation via
UPS, autophagy,

and ERAD

Defects in
UBQLN2 lead to

perturbed protein
degradation,

which leads to
neurodegenerative

diseases

Mutation in
UBQLN2 leads to

familial
amyotrophic

lateral sclerosis
(ALS)

Q9UHD9 [26,68,69]

7

Ubiquitin
carboxyl-
terminal

hydrolase
isozyme L1
(UCHL1)

223

Processing of
ubiquitin

precursors and
ubiquitinated

protein.
Maintains pool

of mono-Ub

Mutation,
dysfunction, and

downregulation of
UCHL1 affects

normal UPS
function

Cancer and
neurodegenerative
diseases such as

AD and PD

P09936 [11,31,70]

8

Ubiquitin
carboxyl-
terminal

hydrolase
isozyme L5
(UCHL5)

329

Proteasome-
associated DUB

that cleaves
‘Lys-48’-linked
polyubiquitin

chains

Upregulation or
downregulation of

UCHL5
Oncogenesis Q9Y5K5 [71]

9

Ubiquitin
carboxyl-
terminal

hydrolase 7
(USP7)

1102

Cleaves Ub from
polyubiquitin

chains of target
protein

substrate

Poly-Q repeats,
mutation, variation
in expression level,
and dysfunction in

USP7

Dysfunction leads
to cancer,

metabolic and
neurological
pathologies

Q93009 [10]

10

Ubiquitin
carboxyl-
terminal

hydrolase 14
(USP14)

494

Proteasome-
associated DUB
that cleaves Ub
from Poly-Ub
protein before
degradation by
the proteasome.

Negatively
regulates

proteasome
activity.

USP14 activation
inhibits

degradation of
pathogenic,

neurotoxic proteins

Neurodegenerative
diseases such as

AD, ALS, PD, and
HD.

P54578 [36,72]

11 Ataxin-3
(ATXN3) 361

DUB that is
involved in

polyubiquitin
chain trimming

PolyQ expansion
in ataxin-3 at its

C-terminus

Spinocerebellar
Ataxia Type 3

(SCA3)
P54252 [73,74]

12

Proteasomal
ubiquitin
receptor

(ADRM1)

407

Receptor for Ub
in RP of 26S

proteasome that
captures target

protein by
binding to Ub.

It also binds and
activates DUB

enzyme UCHL5

- - Q16186 [75]

13

26S
proteasome
non-ATPase
regulatory
subunit 2
(PSMD2)

908
Receptor for Ub

in RP of 26S
proteasome.

- - Q13200 [41]

14

26S
proteasome
non-ATPase
regulatory
subunit 4
(PSMD4)

377

Receptor for Ub
in RP of 26S
proteasome,

captures target
protein by

binding to Ub.

- - P55036 [41]

10
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Table 1. Cont.

Sr.
No.

Protein/Gene
Name

Length
(Amino
Acids)

Function in
UPS

Altered Function
of Protein in UPS

Involvement in
Diseases

UniProt
ID

References

15

26S
proteasome
non-ATPase
regulatory
subunit 14
(PSMD14)

310

PSMD14 is a
19S-proteasome-
associated DUB

enzyme that
deubiquitinates

substrate
protein during

proteasomal
degradation.

Upregulation of
PSMD14 leads to

dysfunction of UPS

Increase in level of
PSMD14 leads to

carcinogenesis
O00487 [38,76]

2.2. Identification of Intrinsically Disordered Protein Regions (IDPRs)

Several commonly used disorder predictors, such as PONDR® VSL2 [77], PONDR® VL3 [78],
PONDR® VLXT [79], PONDR® FIT [80], and IUPred [81] were utilized for the intrinsic disorder
analysis. The mean PPID was calculated for each protein by considering the outputs of five predictors.
These predictors use artificial neural networks (ANN) and machine-learning-based algorithms to
predict specific disorder regions. The detailed description of the functioning of these predictors has
been explained in our previous studies [82–86].

2.3. Molecular Recognition Features (MoRFs) Prediction

The MoRFs are disorder binding motifs that are found in specific disordered regions. These
regions were predicted using four different web servers, MoRFCHiBi_Web [87], ANCHOR [88],
MoRFpred [89], and DISOPRED3 [90]. Each predictor uses a different data sets and ANN-based models
for prediction, which are described in our MoRF-based studies on Zika virus, Chikungunya virus,
Rotavirus, SARS-CoV-2 proteomes, and Alzheimer’s-disease-associated amyloid cascade signaling
proteins [56,83,84,91,92]. Along with these, another web-based predictor, D2P2 [93] has also been used,
which predicts disordered regions as well as motifs in proteins.

2.4. Protein–Protein Interaction Using STRING

The functioning of disordered regions from important proteins of UPS are explained in the current
study. Furthermore, to explore the interaction among these proteins and with other proteins, they have
been analyzed using the STRING v11 database [94]. The database contains experimentally determined
information on protein–protein interaction as well as computationally predicted possible interactions,
and these are constructed as a map.

2.5. Representation of IDPs and MoRFs

The predicted IDP regions based on mean PPID value and MoRFCHiBi_Web-predicted MoRF
regions were shown on available crystal or NMR structures using the Maestro GUI (v11, Schrödinger
Inc., Menlo Park, NY, USA). All the color schemes for representing these regions are given in respective
figure legends.

3. Results and Discussion

3.1. Intrinsic Disorder in the Proteins of Ubiquitin Proteasomal System

UPS is employed by the eukaryotic cell to get rid of excess, unnecessary, or misfolded short-lived
regulatory proteins [95]. Figure 1 represents the complete process of ubiquitination and proteasome-
mediated degradation of the proteins. The 26S proteasome complex is assembled symmetrically with
the 20S CP at the center flanked by two 19S RPs on either side [12]. The 20S particle has a cylindrical
structure and is formed by four stacked heptameric rings comprised of the following subunits: α1–7,
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β1–7, β1–7 and α1–7. This is 28 subunits in total. β1 has caspase-like, β2 has trypsin-like, and β5 has
chymotrypsin-like peptidase activities [96]. These sites are hidden inside the CP to protect cellular
proteins from nonspecific degradation. N-termini of the α subunits form the gates to the cylinder.
Six ATPases are present in the RP (700 kDa). RP has 19 subunits that are divided into the base
and lid complexes. The RPN11/PSMD14 subunit of the lid has deubiquitinating activity, whereas
the AAA-ATPases form a hexameric (trimer of dimers) ring in the base. This ring is formed by
RPT1–6 proteins. Apart from these, RPN1/PSMD2, RPN2, RPN10/ PSMD4, and RPN13/ADRM1 also
form the base complex. RPN10/PSMD4 and RPN13/ADRM1 act as receptors for ubiquitin, whereas
RPN1/PSMD2 and RPN2 form a toroid structure and act as a scaffold by binding to different subunits
of the proteasome [97–99].

Here, we looked at the intrinsic disorder predisposition of 15 UPS proteins (Table 2), which play a
crucial role in this pathway and human diseases (see Table 1). These proteins include Ub, ubiquitinating
enzymes (E1, E2, and E3), DUBs (USP7, Ataxin-3, UCHL5, UCHL1, USP14, and PSMD14), a receptor
for Ub in 26S proteasome (ADRM1, PSMD2, and PSMD4), and ubiquilins (UBQLN1 and UBQLN2),
which are involved in the pathogenesis of diseases and are listed in Table 1 with their role in the normal
functioning of UPS as well as altered function of an individual protein in UPS and further effects.

Table 2. Predicted percentage of intrinsic disorder (PPID) in the proteins of UPS.

Protein PPID_VSL2 PPID_VL3 PPID_VLXT PPID_FIT PPID_IUPRED PPID_MEAN

UBA1 (E1) 17.86 9.45 22.59 6.14 8.13 9.74
UBE2R2 (E2) 48.74 42.44 42.44 28.15 24.79 37.39
STUB1 (E3) 41.91 37.62 46.86 34.32 19.80 37.95

UBB 30.57 17.03 36.24 7.86 11.35 10.04
UBQLN1 88.96 82.17 62.99 85.06 77.76 87.10
UBQLN2 86.86 73.40 70.99 81.41 70.83 80.93
UCHL1 30.94 11.66 34.98 10.31 3.14 7.62
UCHL5 28.27 22.49 25.53 17.02 10.33 16.11
USP7 23.96 10.89 19.06 11.62 11.25 11.62
USP14 37.25 31.17 26.32 20.85 8.91 23.48
ATXN3 58.17 63.16 55.12 47.65 42.38 53.74
ADRM1 70.52 60.93 62.16 52.83 51.35 61.92
PSMD2 20.37 15.53 27.97 15.86 12.22 13.77
PSMD4 63.93 59.15 64.46 47.75 47.21 55.17

PSMD14 29.68 20.97 22.26 16.45 13.23 18.71

Proteins and their mean PPIDs are colored to reflect their disorder status (ordered—green, moderately
disordered—blue, and highly disordered—red).

To obtain a global overview, we looked at the predicted percentage of intrinsic disorder (PPIDs)
in these proteins evaluated by PONDR® VLXT and PONDR® VSL2. The results of these analyses
are summarized in Figure 2 in the form of the 2D-disorder plot presenting the PPIDPONDR VLXT vs.
PPIDPONDR VSL2 plot. According to the overall levels of intrinsic disorder, proteins can be classified
as highly ordered (PPID < 10%), moderately disordered (10% ≤ PPID < 30%) and highly disordered
(PPID ≥ 30%) [100]. From this broadly accepted PPID-based classification of proteins and mean
PPID obtained from five different IDP prediction tools, UBA1 and UCHL1 are highly ordered; USP14,
PSMD14, UCHL5, PSMD2, USP7, and UBB are moderately disordered; and UBQLN1, UBQLN2,
ADRM1, PSMD4, ATXN3, STUB1, and UBE2R2 are highly disordered proteins. However, from
the 2D disorder plot shown in Figure 2, it is clear that only a few UPS proteins analyzed in this
study are moderately disordered proteins, with the remaining members of this set being highly
disordered. These results indicate the possible role of intrinsic disorder in the pathogenesis of various
proteasome-associated diseases.
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Figure 2. Evaluation of the overall disorder status of 15 UPS proteins associated with human diseases.
Here, a 2D disorder plot presents the PPIDPONDR VLXT vs. PPIDPONDR VSL2 dependence.

We also utilized D2P2 database (http://d2p2.pro/) [93] to retrieve additional information on the
intrinsic disorder predisposition together with important disorder-related functional information
for the members of the set of 15 UPS proteins associated with human diseases. D2P2 is a database
of predicted disorders for a large library of proteins from completely sequenced genomes. D2P2

uses outputs of IUPred [81], PONDR® VLXT [79], PrDOS [101], PONDR® VSL2 [77], PV2 [93],
and ESpritz [102]. The output of this database is further enhanced by data related to the location of
various posttranslational modifications (PTMs) and predicted disorder-based protein binding sites,
known as MoRFs. The D2P2-generated functional disorder profiles of 15 UPS proteins are discussed
below for individual proteins. Overall, this shows that all these proteins contain noticeable levels
of intrinsic disorder, are heavily decorated with various PTMs, and many of them contain multiple
MoRFs, suggesting that these proteins are expected to be characterized by high binding promiscuity.
Additionally, the disorder-based protein-binding regions/MoRFs for individual proteins, identified by
MoRFCHiBi_Web, MoRFpred, DISOPRED3, and ANCHOR, are listed in Table 3. The MoRFs identified
by MoRFCHiBi_Web are represented in the available crystal structure of all proteins (see figures of
individual proteins).

Next, we analyzed the inter-set intractability of 15 UPS proteins associated with human diseases
using a publicly available computational platform, STRING, which integrates extensive information
on protein–protein interactions (PPIs), complements it with computational predictions, and returns
a PPI network showing all possible PPIs of a query protein(s) [94]. The results of this analysis are
represented in Figure 3A, which shows that these proteins are engaged in the formation of a highly
interconnected PPI network with 36 edges. In this network, the average node degree is 4.8, and the
average local clustering coefficient (which defines how close its neighbors are to being a complete
clique; the local clustering coefficient is equal to 1 if every neighbor connected to a given node Ni is also
connected to every other node within the neighborhood, and is equal to 0 if no node that is connected
to a given node Ni connects to any other node that is connected to Ni) is 0.895. Furthermore, since the
expected number of interactions among proteins in a similar size set of proteins randomly selected
from human proteome is equal to 5, the inter-set PPI network has significantly more interactions than
expected, being characterized by a PPI enrichment p-value of <10−16.
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Table 3. Identification of MoRF regions for the proteins of UPS.

Protein MoRFCHiBi_Web MoRFpred DISOPRED3 ANCHOR

UBA1 (E1) 1–13, 1048–1057 5–12, 54–60, 423–427,
1051–1058 802–817 1–16, 23–39

UBE2R2 (E2)
166–170, 203–217,

219–226 11–19, 205–213 1–6, 212–238 199–238

STUB1 (E3) - - - 163–169, 198–204,
206–214, 230–239

UBB
40–50, 116–122,

192–202 221–228 - -

UBQLN1 18–39 34–45, 318–327 1–5, 14–21,
456–474

1–44, 49–54, 72–88,
91–113, 142–168,

192–307, 311–350,
355–496, 507–543

UBQLN2 10–38 30–41, 560–565,
588–592 1–19

1–38, 87–107,
136–161, 193–208,
218–329, 353–377,
398–456, 498–598

UCHL1 - 215–220 - -

UCHL5 324–328 168–173 1–6, 252–256,
320–329 -

USP7
2–26, 1077–1082,

1090–1102
262–267, 511–516,

1094–1099

1084–1093,
1056–1061,

495–505
1–64

USP14 - 477–482 66–75, 226–232,
489–494 -

ATXN3
56–65, 246–255,

285–290, 312–357
250–254, 282–292,

342–350 1–21, 353–361 215–291, 307–355

ADRM1 21–30 24–28, 399–407 1–19, 385–407 140–202, 208–318,
347–383, 399–407

PSMD2 1–13, 96–102 51–62, 614–618 - 1–30, 35–79

PSMD4 320–345, 365–377 201–205, 329–340,
372–377 196–203, 359–377 201–226, 237–365

PSMD14 1–7 1–9, 249–255 1–12, 16–24 -

We also used STRING to study the engagement of the subunits of 15 UPS proteins in interactions
with 500 proteins forming the first shell of the resulting interactome (note that the number of interactors
in STRING is limited to 500). In this analysis, the highest confidence level of 0.9 was used. Figure 3B
represents the resulting interactome, which includes 515 nodes connected by 21,801 edges. Therefore,
this interactome is characterized by an average node degree of 84.7 and shows an average local
clustering coefficient of 0.782. The expected number of interactions for the set of human proteins of
this size is 7780, indicating that this PPI network, centered at 15 UPS proteins associated with human
diseases, has significantly more interactions than expected (PPI enrichment p-value is <10−16).

Most of the proteins associated with diseases, such as cancer, AD, PD, diabetes, and cardiovascular
disease are either IDPs or contain long IDPRs, and misbehavior or mutations in the IDPs/IDPRs have
broad involvement in the pathogenesis of these diseases [44–49]. From overall analysis, we found that
most of the UPS proteins are intrinsically disordered and are closely linked with the pathophysiology
of many diseases, such as cancer, AD, PD, ALS, HD, etc. (see Tables 1–3). The proteasomal ubiquitin
receptors, such as ADRM1 and PSMD4, and extraproteasomal ubiquitin receptors, such as UBQLN1
and UBQLN12, have been found to be highly disordered as compared with the ubiquitinating and DUB
enzymes. These receptors contain several disorder-based protein binding regions, which are involved
in protein–protein interaction/molecular recognition. Additionally, several PTMs are located within
the disordered regions of these receptors. Furthermore, ubiquitinating enzymes, such as UBE2R2 (E2)
and STUB1 (E3), considered important drug targets for cancer and neurogenerative diseases, were also
found to be highly disordered, along with many MoRFs and PTMs in disordered regions. Therefore,
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this study identified highly disordered proteins or proteins with functional DPRs from UPS, which
may have a crucial role in the progression of diseases.

Figure 3. Evaluation of the intractability of 15 UPS proteins associated with human diseases by STRING
platform. (A) Network of the inter-set PPI interactions (15 subunits, highest confidence level of 0.9).
(B) PPI network centered at 15 UPS proteins associated with human diseases (515 proteins, highest
confidence level of 0.9).

3.1.1. Intrinsic Disorder in Ubiquitin-Activating Enzyme (E1 Enzyme)

Two E1 enzymes have been identified in mammals, UBA1 and UBA6 [103], with UBA1 (UniProt
ID: P22314) is a 1058-amino-acid-long protein most commonly participating in the Ub activation
(first step of ubiquitination) in an ATP-dependent manner [64]. The reduced level of E1 enzyme has
been reported in AD and HD [64,104]. Furthermore, another neurodegenerative disorder, SMAX2,
was found to occur due to the mutation in UBA1 gene [21,105]. Here, according to our disorder
analysis, the mean percent of predicted intrinsic disorder (PPID) calculated by averaging the outputs
of five commonly used disorder predictors, such as PONDR® VLXT, PONDR® VSL2, PONDR® VL3,
PONDR® FIT, and IUPred, was 9.74% (Table 2). Bhowmick et al. reported the presence of structural
disorder in the human ubiquitinating enzyme, where they found 5.97% of average percentage of
disordered residues in two E1 enzymes (UBA1 & UBA6) by IUPRED [58]. Our IUPRED analysis
represents PPID of 8.13% for UBA1, which indicates UBA1 is more disordered than UBA6 enzyme.
UBA1 is a multi-domain enzyme containing four domains important for interactions with its partners.
The N-terminal half of UBA1 consists of an inactive adenylation domain (IAD) (residues 1–439) that
surrounds the first catalytic cysteine half-domain (FCCD) (residues 204–309). We found one IDPR
(residues 346–358) in IAD domain (Figure 4(a1)). The C-terminal half of UBA1 consists of an active
adenylation domain (AAD) (residues 440–950) that surrounds the second catalytic cysteine half-domain
(SCCD) (residues 626–891). One IDPR (residues 813–834) was found through our analysis in AAD and
SCCD (Figure 4(a1)). The reactive cysteine residue (C632) is present in SCCD that binds ubiquitin,
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and our analysis shows that this residue (C632) is located within the ordered region of UBA1 protein.
The ubiquitin fold domain (UFD) (residues 951–1058) is present at the C-terminal region of UBA1,
which allows this protein to recognize and recruit E2 enzymes [64]. Only one short IDPR (residues
1018–1026) was found in this domain, as shown in Figure 4(a1). In addition, a MoRF region is predicted
at the C-terminus of UBA1 by two predictors, MoRFCHiBi_Web (residues 1048–1057) and MoRFpred
(residues1051–1058). These IDPRs (mean of five IDP predictors) and MoRFs (MoRFCHiBi_Web) are
mapped in Figure 4(a1). Only two crystal structures for UBA1 are available in PDB (PDB ID: 6DC6
(residues 49–1058) [106] and 4P22 (residues 1–439) [107]). However, the N-terminal region containing
residues 1–48 is missing in both the available crystal structures. Interestingly, according to our intrinsic
disorder analysis, this region was found to be disordered. Furthermore, one disorder-based interaction
site was also identified at the N-terminus by three predictors, MoRFCHiBi_Web (residues 1–13),
MoRFpred (residues 5–12), and ANCHOR (residues 1–16). Some other IDPRs (residues 346–358,
618–623, 813–834) are represented in available crystal structures (Figure 5(a1)) and identified MoRF
regions are listed in Table 3. According to evaluation of PTMs by D2P2, which is represented in
Figure 4(a2), UBA1 has 41 phosphorylation sites, of which 25 are located in IDPRs, 10 acetylation sites,
of which 5 lie in the IDPRs, and 29 ubiquitylation sites, of which 12 are located in the IDPRs. These
results signify the significant role of intrinsic disorder in PTMs of E1 enzyme.

3.1.2. Intrinsic Disorder in Ubiquitin-Conjugating Enzyme (E2 Enzyme)

All E2 enzymes interact with one E1 and one or more E3 enzymes. Humans have around 40
E2 enzymes, which are involved in transfer of Ub or ubiquitin-like proteins such as SUMO and
NEDD8 [108]. E2 enzyme has two main functions: transfer of Ub from thioester to a thiol group
(trans thiolation) and transfer of Ub from thioester to amino group (aminolysis) [108]. It has one
catalytic domain that is made up of ~150 amino acids. Here, the thioester bond is formed between
E2 cysteine and the C-terminus of Ub. This domain has four α-helices and four-stranded β-sheets
(see Figure 4(b1)). There is also an E3 binding domain that is made up of several loops. Commonly,
E2 transfers its thioester-linked Ub to cysteine in the active site of HECT-type E3 ligase in thiolation
reactions. Human E2 enzymes seem to show a propensity to transfer Ub to free lysine of RING-type
E3 ligases in aminolysis reactions. However, there are a few exceptions [109,110], and Stewart et al.,
in 2016, reviewed some fundamentally different intrinsic activities of several E2 enzymes. Maximal
E2 activity occurs only in the presence of E3 [111]. Most E2 enzymes have short N- and C-terminal
extensions that often contain intrinsically disordered regions [112]. Our intrinsic disorder analysis of
the UBE2R2 E2 enzyme (UniProt ID: Q712K3) has also predicted the residues at N-terminal (1–23) and
C-terminal (198–238) to be disordered (see Figure 4b). Along with these, two short stretches of residues
102–113 and 153–162 also fall in the disordered regions. In total, the disordered regions account for
37.39%, as calculated by mean PPID. Previous studies reported the presence of structural disorder, with
17.74% of the average percentage of disordered residues in 29 E2 enzymes by IUPred [58]. Our IUPRED
analysis of UBE2R2 represents PPID of 24.79%. Furthermore, the E2 enzyme also showed disorder
binding residues in the C-terminal region, which are predicted by all MoRF predictors (Table 3).
MoRFCHiBi_Web server predicted three short MoRF regions (residues 166–170, 203–217, 219–226)
at the C-terminal region. DISOPRED3 and MoRFpred also predicted few MoRF residues (1–6 and
11–19, respectively) at the N-terminal region. The recently crystallized structure of E2 enzyme of 1.5 Å
resolution has four long and four short helices, forming 33% helical and 6 β-strands constituting a
12% β-sheet structure [113,114]. The unstructured C-terminal also suggested to be disordered, which
is in correlation with our disorder analysis. For example, Cdc34 is an E2 protein whose catalytic
domain is similar to other E2 proteins, but the acidic C-terminal region (66 amino acids) is disordered,
which interacts with Ub in complex. Removal of this interaction leaves Ub free for transfer [113,114].
According to the prediction from D2P2 (Figure 4(b2)), E2 enzyme has five phosphorylations, with all of
them in IDPRs, and eight ubiquitylation sites, of which seven are located in the IDPR region. This
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disordered-region-based analysis of E2 enzyme would be helpful to deeply understand the functioning
of this enzyme in the cell.

Figure 4. Intrinsic disorder in ubiquitinating enzymes E1 (UBA1), E2 (UBE2R2) and E3 (STUB1).
(a) ubiquitin-activating enzyme E1 (UniProt ID: P22314), (a1) crystal structure of the E1 enzyme
(PDB ID: 6DC6). (b) ubiquitin-conjugating enzyme E2 (UniProt ID: Q712K3), (b1) crystal structure
of E2 enzyme having residues 1–202 (PDB ID: 6NYO). (c) E3 ubiquitin ligase (UniProt ID: Q9UNE7),
(c1) crystal structure of E3 ubiquitin ligase (PDB ID: 4KBQ). In Plots (a–c), the outputs of PONDR®

VSL2, PONDR® VL3, PONDR® VLXT, PONDR® FIT, and IUPred are represented by black, orange,
blue, yellow, and purple lines, respectively. Mean disorder profile, calculated by averaging the outputs
of five predictor-specific per-residue disorder profiles, is depicted by olive color. Light-olive shadow
around the mean curve represents the error distribution for the mean. The light-yellow shadow around
the PONDR® FIT curve shows error distribution for PONDR® FIT. In (a1), crystal structure of the E1
enzyme (PDB ID: 6DC6) is represented in faded blue color, disordered residues are shown in salmon
pink color, and MoRF residues identified by MoRFCHiBi_Web server (1048–1057) are shown in grey
color. In (b1), E2 enzyme (1–202 length with missing residues 1–5 and 193–202 at N- and C-terminal,
respectively) is shown with Ubiquitin-60S ribosomal protein L40 (RPL40A; orange color). In (c1), Hsc70
Lid-Tail domains (orange color) in complex with E3 ubiquitin ligase (which is represented in faded
blue color); disordered residues in E3 are shown in salmon pink color. In (a2,b2,c2), functional disorder
profiles, MoRFs, and PTMs in E1, E2, and E3 enzymes using D2P2 server have been shown.
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Figure 5. Analysis of intrinsic disorder predisposition in polyubiquitin-B (UBB) and structural
characterization of mature ubiquitins. (a) Disorder analysis of human polyubiquitin-B (UniProt ID:
P0CG47). (b) Crystal structure of chain B of Polyubiquitin-B (PDB ID: 6FDK). (c) Crystal structure of
Chain D of Polyubiquitin-B (PDB ID: 6BYH). (d) Crystal structure of Chain A of Polyubiquitin-B (PDB
ID: 4XOF). In Plot (a), the disorder profile obtained forms a set of disorder predictors such as PONDR®

VSL2, PONDR® VL3, PONDR® VLXT, PONDR® FIT and IUPred, represented by black, orange, blue,
yellow, and purple curves respectively. Mean disorder profile, which was calculated from average of
five predictor-specific per-residue disorder profiles, is shown in olive color. Predicted disorder scores
above 0.5 are considered as disordered residues/regions. The light-olive shadow around the mean
curve represents the error distribution for the mean. The light-yellow shadow around the PONDR® FIT
curve shows the error distribution for PONDR® FIT. In Plot (b), a structure of Ub protein (faded blue)
in complex with Chlamydia trachomatis effector protein Cdu1 (orange color) is represented. In Plots (b),
(c), and (d), Ub is shown in faded blue color, and disordered residues are shown in salmon pink color.
The position of MoRFCHiBi_Web-server-identified MoRFs (residues 40–50, shown in PDB ID:6FDK,
and residues 192–202, shown in PDB ID: 4XOF) are represented by grey color. (e) Functional disorder
profile of the UBB protein, using the D2P2 server, is shown.
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3.1.3. Intrinsic Disorder in Ubiquitin Ligase (E3 Enzyme)

E3 ligases have been grouped into the RING (really interesting new gene), the HECT (homologous
to the E6AP carboxyl terminus), and the RBR (RING between RING) types [115]. RING E3s have a
RING or U-box catalytic domain that directly transfers Ub to the target protein. This class of E3s has
around six hundred predicted members. They possess a catalytic domain and a substrate-recruiting
module, which can be present in a single polypeptide or in different subunits of the multicomponent
E3 complex. To understand how E2 stimulates transfer of Ub from E2, crystal structures of two E3
ligases (RNF4 and BIRC7), when they were bound to E2–Ub complex, were studied [116,117]. RING E3
transfers Ub through aminolysis. It alters thioester linkage between the cysteine in the C-terminus of Ub
and the cysteine in the active site of E2, thus hydrolyzing the bond. The RING domain is responsible for
both binding E2 and stimulating transfer of Ub. It can exist either in the form of a monomer or a dimer.
It adopts a cross-brace structure with two Zn2+ ions [118]. A subset of E3 ligases called the cullin RING
ligases have three subunits: the cullin protein, which acts as the scaffold protein, the RING box protein,
which contains the RING domain, and the F-box protein, which binds the substrate. The RING domain
helps in positioning Ub on E2 in the correct orientation. A conserved asparagine residue (Asn77) has
been proposed to stabilize the oxyanion intermediate [119]. Some RING E3s have additional structural
domains, which have been reviewed by Berndson and Wolberger in 2014 [120]. HECT E3 ligases
participate in two different reactions: transfer of Ub from Cys in the active site of E2 to Cys in the
HECT domain, and HECT-Ub thioester is attacked by substrate lysine. The HECT domain has an
N-lobe to bind E2 and a C-lobe that contains active site cysteine. Multiple configurations are made
possible via a flexible tether between these two lobes. A conformational change, which is required to
bring both the lobes together for successful transfer of Ub to substrate, was also revealed [121]. Similar
to E2 enzyme, STUB1 E3 enzyme (Uniprot ID: Q9UNE7) is characterized by a mean PPID of 37.95%.
Bhowmick et al. reported the presence of structural disorder in different human E3 ubiquitin ligase
families, where they found 20.03% of the average percentage of disordered residues by IUPRED [58].
Furthermore, four disorder-based binding regions (residues 163–169, 198–204, 206–214, 230–239) were
detected in this protein as per ANCHOR server (see Table 3). However, not a single MoRF was detected
by MoRFCHiBi_Web, MoRFpred, or DISOPRED3. The MoRFs identified by ANCHOR do not contains
any region at the N- or C-terminal and are mainly located at the middle region, signifying the role of
middle-disordered regions of the E3 enzyme in molecular recognition. A long stretch of 35 residues
(1–35) at N-terminal and residues 143–203 are predicted to be disordered, and another long IDPR
is predicted by several algorithms in the middle of the protein (residues 147–227) (see Figure 4c).
The D2P2 analysis (Figure 4(c2)) recognized several PTMs in disordered regions of E3 enzyme, such as
10 phosphorylation sites, out of which eight lie in IDPRs, one ubiquitylation site lies in IDPRs, and
one nitrosylation site lies in IDPRs. For the E3 enzyme, a truncated structure for residues 21–154 is
available in PDB (PDB ID: 4KBQ), where initial three residues are missing and other residues lying in
disorder regions are mapped (see Figure 4(c1)).

3.1.4. Intrinsic Disorder in Polyubiquitin-B (UBB)

Ubiquitin (Ub) is a 76-amino-acid-long, highly conserved protein expressed in all eukaryotic
cells. Ub is encoded by four different genes, where UBA52 and RPS27A code for a single copy of Ub
fused to the ribosomal proteins L40 and S27a, respectively, and where a polyubiquitin precursor with
exact head-to-tail Ub repeats is encoded by the UBB and UBC genes, with the corresponding products,
polyubiquitin-B and polyubiquitin-C, containing three and six Ub chains, respectively. Mature Ub exists
either as a free protein or as a conjugated form that is covalently bound to various intracellular proteins,
typically for their degradation through 26S proteasome [15,71]. However, the Ub conjugation to other
cellular proteins controls numerous eukaryotic cell functions [122]. Importantly, alterations in UPS have
been observed in various types of human cancers and neurodegenerative diseases. Ubiquitin must be
supplied in an adequate amount and in a timely manner for conjugation to a variety of proteins. It has
been reported that the growth of cancer cells requires ubiquitin, and its downregulation inhibits the
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ubiquitination of multiple proteins associated with oncogenic pathways [123]. As a result, uncontrolled
UPS plays a crucial role in several cellular processes related to tumorigenesis [123]. Increased levels of
ubiquitin with enhanced cellular proliferation and stress have been observed in many types of cancer
cells [123,124]. Interestingly, protein aggregates associated with familial and sporadic AD often contain
proteins other than those, which are generally linked with diseases. One of these proteins is a frameshift
form of ubiquitin, UBB+1. UBB+1 is produced by molecular misreading of a wild-type ubiquitin
gene, and the presence of this Ub form has been allied with several disorders. UBB+1 accumulation
leads to aberrant UPS system activity, which increases the aggregation of toxic proteins leading to
cell death [125]. Accumulation of UBB+1 has been reported in several neuronal diseases, such as AD,
Pick’s disease, and PolyQ diseases (including HD), as well as non-neuronal tissue diseases [125]. More
specifically, UBB+1 accumulation has been reported in the neuritic plaques and neurofibrillary tangles
of AD patients [126]. In this study, based on its overall disorder content, UBB (UniProt ID: P0CG47) is
classified as a least-disordered or highly ordered protein. The mean PPID for UBB was found to be
10.04% (Table 2). Total 21 residues (28–34, 104–110, and 180–186) in the full-length UBB (229 residues)
are predicted to be disordered (see Figure 5a). Furthermore, two predictors, MoRFCHiBi_Web (residues
40–50, 116–122, 192–202) and MoRFpred (residues 221–228), have predicted MoRF residues (Table 3).
Similarly, D2P2 has also predicted least disorder and MoRF residues (Figure 5e). PTM analysis by D2P2
in Figure 5e displays 21 phosphorylation sites, of which 1 lies in IDPRs, 9 acetylation sites, of which
5 are in IDPRs, and 21 ubiquitylation sites, of which 14 lie in IDPRs. Multiple crystal structures are
available for human Ub in PDB. Figure 5b–d represents three illustrative examples of these structures,
where the position of predicted IDPR and MoRF regions are also shown.

3.1.5. Intrinsic Disorder in Ubiquilin 1 (UBQLN1)

Ubiquilin 1 (UBQLN1) (UniProt ID: Q9UMX0) is a 589-residue-long extraproteasomal ubiquitin
receptor [127] that plays a crucial role in the regulation of the protein quality control system [6].
Its structure consists of an N-terminal UBL domain (residues 37–111) and a C-terminal Ub-associated
(UBA) domain (residues 546–586). Importantly, from our analysis, both UBL and UBA domains were
found to be highly disordered and contain many disorder-based binding sites (see Figure 6a,(a1–3)).
The UBA domain is identified in ubiquitination-linked proteins, such as E2 and E3 enzymes.
Interestingly, ubiquilin interacts, via its UBA domain, more efficiently with poly-Ub chain than
with mono-Ub. Ko et al. have shown that ubiquilin interacts especially with the poly-Ub chains of
ubiquitylated proteins via the UBA domain and with the subunit of 19S proteasome via the UBL
domain [128]. It was also reported that the absence of UBQLN1 is associated with the destruction
of protein synthesis and cell cycle arrest [129]. A study has shown that UBQLN1 is essential for
the transport of mislocalized mitochondrial proteins to proteasome for their degradation [130].
For proteasomal degradation, the central portion of UBQLN1 is crucial to bind at the hydrophobic
domains of mitochondrial proteins [129]. Additionally, in response to myocardial ischemia/reperfusion
injury, UBQLN1 plays a significant role in cardiac ubiquitination-proteasome coupling [127].
In approximately 50% of human lung adenocarcinoma cases, UBQLN1 has been reported to be lost or
under-expressed [131]. UBQLN1 is also known to regulate the activity and expression of Insulin-like
growth factor-1 receptor (IGF1R), a receptor that regulates growth, proliferation, and survival [131].
As a result, UBQLN1 is associated with the pathophysiology of cancer and neurodegenerative
diseases [6]. UBQLN1 polymorphism substantially increases the risk of AD, possibly due to its
induction of alternative splicing in the brain. UBQLN1 induces Aβ production by affecting APP
processing and trafficking. It also regulates the activity of γ-secretase complex by regulating presenilin
1 endoproteolysis within the γ-secretase complex, a protease that cleaves APP and generates Aβ

peptide, which is responsible for AD pathogenesis [6]. Furthermore, UBQLN1 also controls the level of
β-secretase, a rate-limiting enzyme in the production of Aβ peptides. Therefore, the reduced UBQLN1
level in AD brain may result in perturbed processing of APP and Aβ generation [6]. UBQLN1 acts
as a molecular chaperone for APP by binding and preventing its aggregation, and a reduced level
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of UBQLN1 was found in the brains of AD patients [67]. Several studies have also reported that
UBQLN-family proteins are linked to the pathogenesis of PolyQ diseases. Studies in cellular and
animal HD models have reported that UBQLN1 suppresses PolyQ-induced protein aggregation and
toxicity. Involvement of UBQLN1 in multiple diseases may be due to its highly disordered nature,
since this protein is one of the most disordered proteins in a set of UPS-related proteins analyzed in this
study. In fact, in our analysis, UBQLN1 was found to be highly disordered, with a mean PPID of 87.10%
(Table 2). Figure 6a shows that all five predictors have predicted the presence of long IDPRs in this
protein. There are also multiple short as well as long disorder-based binding regions in human UBQLN1
(Table 3). Despite high levels of predicted disorder, NMR solution structures were determined for the
comparatively ordered N- and C-terminal regions of human UBQLN1 (Figure 6(a1,a2)). According to
D2P2 (Figure 6(a3)), UBQLN1 has eight phosphorylation sites and four ubiquitylation sites, and all of
them are located in the IDPR region of this protein. However, many PTMs sites are located at the UBL
domain of the UBQLN1 protein. Since UBQLN1 has multiple interactions and functions, results from
our analysis (presence of multiple IDPRs and disorder-based binding sites) signify the central role of
intrinsic disorder in protein–protein interaction and protein degradation via UPS.

3.1.6. Intrinsic Disorder in Ubiquilin 2 (UBQLN2)

Ubiquilin-2 (UBQLN2) (UniProt ID: Q9UHD9) is a 624-residue-long protein present in cytosol,
which is mostly expressed in the brain, liver, spleen, pancreas, heart, and other tissues [6,26]. Like
UBQLN1, UBQLN2 is also actively involved in misfolded protein degradation via the ubiquitin-
proteasome system [26]. In addition, it also plays an important role in the regulation of the
progression of the cell cycle and cellular signaling [69]. Polyubiquitinated proteins that underwent
a three-step enzymatic cascade are recognized by the UBL domain of UBQLN2 and transported for
degradation to the S5a/PSMD4 receptor of the 26S proteasome [132]. UBQLN2 consists of an N-terminal
ubiquitin-like domain (UBL) domain (residues 33–103), which interacts with the proteasome, and a
C-terminal ubiquitin-associated (UBA) domain (residues 582–624), which is crucial for the UPS activity.
Figure 6b,(b1,b2) shows the presence of significant intrinsic disorder and MoRFs in both domains
(UBL and UBA) of UBQLN2. Additionally, UBQLN2 contains one proline-rich repeat domain containing
12 PXX repeats (490–535 AA) involved in protein–protein interactions and four stress-induced protein
1 (STI-1)-like motifs present in regions 178–247 and 379–462, which are responsible for the UBQLN2
interaction with autophagy mediators and HSPs [26]. Interestingly, our ANCHOR-based MoRF analysis
found the presence of proline-rich repeat domain and STI-1 motifs in disorder-based binding regions
(Table 3). UBQLN2 gene mutations were reported in frontotemporal dementia (FTD) and amyotrophic
lateral sclerosis (ALS). Abnormal UBQLN2 inclusions have been observed in the cytosol of degenerating
motor neurons of ALS patients [26]. Furthermore, the disturbance of autophagic and proteasomal
protein degradation was reported in ALS-linked mutations in UBQLN2 [133]. Furthermore, ALS-linked
mutations in this protein are also linked to neuroinflammation, the formation of stress granules (SGs),
and dysfunction of autophagy [26]. Hjerpe et al. reported that mutations in UBQLN2 are associated
with defective chaperone binding, impaired aggregate clearance and cognitive deficits in mice and
neurodegeneration in humans [134]. Interestingly, numerous mutations were found in the PXX domain
of UBQLN2, and these mutations have been reported to provoke impairments in autophagy and 26S
proteasome [26]. Studies in neuronal cells have reported that dysregulation of UBQLN2 in neurons
may activate NF-κB and cytosolic TDP-43 aggregation [135]. Similar to UBQLN1, UBQLN2 is also
predicted to be highly disordered (Figure 6b), with a mean PPID of 80.93%. D2P2 server-based analysis
(Figure 6(b2)) provides a further illustration of the highly disordered nature of this protein and shows
that UBQLN2 is heavily decorated by multiple PTMs and includes a very large number of MoRFs.
According to D2P2 (Figure 6(b2)), UBQLN2 has nine phosphorylation sites located in the IDPRs, and
six ubiquitylation sites out of which four lie in IDPR regions. Solution NMR structure was determined
for the N-terminal region of human UBQLN2 (residues 1–103) containing UBL domain. Figure 6(b1)
shows that this region is characterized by high structural dynamics and conformational flexibility.
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Figure 6. Intrinsic disorder predisposition and structural characterization of human UBQLN1 and
UBQLN2. (a) Disorder profile of human UBQLN1 (UniProt ID: Q9UMX0). (b) Disorder profile of
UBQLN2 (UniProt ID: Q9UHD9) (a1) NMR solution structure of the N-terminal UBL domain (residues
34–112) of UBQLN1 (PDB ID: 2KLC). (a2) NMR solution structure of the C-terminal UBA domain
(residues 541–586) of UBQLN1 (PDB ID: 2JY5). (b1) NMR solution structure of the N-terminal UBL
domain (residues 1–103) of human UBQLN2 (PDB ID: 1J8C). In Plots (a) and (b), intrinsic disorder
profiles generated by disorder predictors, such as PONDR® VSL2, PONDR® VL3, PONDR® VLXT,
PONDR® FIT and IUPred, are shown by black, orange, blue, yellow, and purple curves respectively.
Mean disorder profile is calculated from the average of five predictor-specific per-residue disorder
profiles, represented by the olive color curve. Predicted disorder scores above 0.5 are considered
disordered residues/regions. The light-olive shadow around the mean curve represents error distribution
for mean. The light-yellow shadow around PONDR® FIT curve shows error distribution for that
predictor. In (a1,a2,b1), UBQLN 1 and 2 are represented by faded blue color, and disordered residues
are shown in salmon pink color. The position of the MoRF region (residues 34–39) recognized by the
MoRFCHiBi_web server in UBQLN1 is represented in (PDB ID: 2KLC), and MoRF region (residues
10–38) in UBQLN2 are represented in (PDB ID: 1J8C) as MoRFs lying in the IDP region by faded green
color. (a3,b2) Functional disorder profile of UBQLN1 and UBQLN2 proteins, respectively, using the
D2P2 server, is shown, depicting PTM sites.
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3.1.7. Intrinsic Disorder in Ubiquitin C-Terminal Hydrolase Isozyme L1 (UCHL1)

UCHL1 (UniProt ID: P09936) is a small, 223-residue-long protein, which is highly abundant in
the brain (it is estimated that UCHL1 accounts for 1%–5% of total neuronal protein) and is normally
expressed exclusively in neurons and testis [31,70]. UCHL1 catalyzes hydrolysis of C-terminal ubiquityl
esters and amides. It is a thiol protease that recognizes peptide bonds at the C-terminal glycine of
Ub [136]. The overall structure of this protein (see Figure 7(a1)) resembles a structure typical for the
papain family of cysteine proteases, with two lobes: one having five helices and the other having
two helices. The identified disordered residues from our analysis are shown in salmon pink color.
An active site consisting of a Cys, His, and Asp triad is situated between the two lobes. UCHL1
negatively regulates cytokines and induces NF-κB and STAT1 signaling [137]. Oxidation of a few
residues in UCHL1 has been associated with AD. Mutations leading to increased activity of this enzyme
have been associated with preserving cognitive functions in AD patients [138]. UCHL1 is essential
for the maintenance of axonal integrity, and its dysfunction is associated with neurodegenerative
disease [31]. Furthermore, UCHL1 downregulation has been observed in idiopathic AD, as well
as in PD brains [139]. I93M mutation in UCHL1 occurs in four out of seven family members who
developed PD. According to our analysis, this mutation is located in ordered regions of this protein
(Figure 7a). Previous reports suggest that this mutation inhibits α-synuclein degradation via 26S
proteasome [31,32]. In-vitro studies have described destabilization of the 3D structure of UCHL1 after
deletion of a few amino acids from either the N- or C-terminus, which leads to the partial unfolding
of this protein and toxic gain-of-function [31]. The regions consisting of residues 5–10 and 211–216
are involved in interaction with Ub [140]. Although UCHL1 is predicted to have rather low levels
of intrinsic disorder, the aforementioned regions related to interaction of this protein with Ub are
located within the disordered tails of UCHL1. Furthermore, region 215–220 was predicted to be a
disorder-based binding region by the MoRFpred server (see Table 3). According to D2P2 (Figure 7(a2)),
UCHL1 has 14 ubiquitylation sites, of which 13 are located in IDPRs. Moreover, it also comprises three
phosphorylation sites, two acetylation sites, one nitrosylation site, and one prenylation site, and all of
them are located in IDPRs of UCHL1.

3.1.8. Intrinsic Disorder in Ubiquitin C-terminal Hydrolase Isozyme L5 (UCHL5)

UCHL5 (UniProt ID: Q9Y5K5) ia also known as ubiquitin C-terminal hydrolase 37 (UCH37). It is a
329-residue-long DUB that binds to the 19S regulatory subunit of 26S proteasome and deubiquitinates
polyubiquitinated proteins. It has a thiol-dependent Ub-specific cysteine protease activity. It is
physically associated with a base component of 19S proteasome. It removes poly-Ub chain from the
distal end. UCHL5 gets activated by binding of ADRM1, which interacts with the C-terminal tail of
UCHL5, a region that is different from the UCH catalytic domain [33,141]. Ub-mediated degradation
occurs in the absence of Hedgehog signaling. UCHL5 is a critical regulator of hedgehog signaling [141].
Ge et al. reported lower expression of this enzyme in the brain tissues of glioma patients [142]. In vitro
analysis revealed that UCHL5 can inhibit migration and invasion of glioma cells mediated via a
downregulation of SNRPF [142]. It was reported that UCHL5 deubiquitinates Tcf3, which helps it to
fully activate the Wnt/β–catenin pathway [143]. Furthermore, the region of UCHL5 amino acid residues
from 313–329 interacts with proteasomal receptor ADRM1 [144], and, according to our analysis, this
ADRM1 binding region of UCHL5 is the part of disorder-based protein binding region (see Table 3).
Human UCHL5 is predicted to have more intrinsic disorder than UCHL1 (PPID of 16.11% vs. 7.62%)
(compare Figure 7a,b). D2P2 server (Figure 7(b2)) identified several PTMs in UCHL5. These include
two phosphorylation sites, of which one is located in the IDPRs, two acetylation sites, of which one is
located in the IDPRs, 14 ubiquitylation sites, of which 10 are located in IDPRs, one nitrosylation site
in IDPR, and one mono-methylation site. Interestingly, some PTM sites are located in the ADRM1
binding region of this protein. These results signify the important role of intrinsic disorder in UCHL5
for interaction with proteasome receptor ADRM1 and further 26S proteasome-mediated degradation
of target proteins.
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Figure 7. Intrinsic disorder predisposition and structural characterization of UCHL1 and UCHL5.

(a) Disorder profile of human UCHL1 (UniProt ID: P09936) (b) Disorder profile of human UCHL5
(UniProt ID: Q9Y5K5) (a1) Crystal structure of UCHL1 (PDB ID: 4JKJ). (b1) Crystal structure of UCHL5
(PDB ID: 4UEL). In (a,b), intrinsic disorder profiles obtained from disorder predictors, such as PONDR®

VSL2, PONDR® VL3, PONDR® VLXT, PONDR® FIT and IUPred, are depicted by black, orange,
blue, yellow, and purple lines respectively. Mean disorder profile, calculated from the average of five
predictor-specific per-residue disorder profiles, is represented by the olive color. Predicted disorder
scores above 0.5 are considered disordered residues/regions. The light-olive shadow around the mean
curve represents the error distribution for the mean. The light-yellow shadow around the PONDR® FIT
curve shows the error distribution for PONDR® FIT. In (a1,b1), UCHL1 and UCHL5 are represented
by faded blue color; in Plot (b1), the DEUBAD domain of the RPN13 protein and Ub in complex with
UCHL5 are shown in orange color. Disordered residues are shown in salmon pink color. In (a2,b2),
the functional disorder profile of UCHL1 and UCHL5 proteins using the D2P2 server have been shown.

3.1.9. Intrinsic Disorder in Ubiquitin-Specific-Processing Protease 7 (USP7)

USP7 (UniProt ID: Q93009) is also known as ubiquitin carboxyl-terminal hydrolase 7 or herpesvirus-
associated ubiquitin-specific protease (HAUSP), and is a member of the USP family of deubiquitylating
enzymes; it cleaves ubiquitin from polyubiquitin chains of substrate protein [10,145,146]. Figure 8(a1)
represents the crystal structure of USP7 (PDB ID: 4YOC), and IDPRs and MoRFs identified in this
study are denoted by salmon pink and grey color, respectively. This 135-kDa cellular protein is
associated with numerous cellular processes, such as oncogenesis and tumor suppression, immune
functions, DNA dynamics, epigenetic modulations, DNA damage and repair processes, regulation of
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gene expression and protein function, and host–virus interactions. Dysfunctions in USP7 at different
physiological conditions lead to the development of various pathological conditions, such as cancer,
immune dysfunction, metabolic diseases, and neurological pathologies. USP7 is mainly recognized in
cancers and virus-associated host–pathogen interactions [10]. The full-length USP7 consists of 1102
amino acids [147] and has several functional domains, including poly Q stretch (amino acid 4–10), tumor
necrosis factor receptor-associated factor (TRAF)-like domain, C-terminal domain (CTD), and middle
catalytic (CAT) domain [10,147]. The presence of poly-Q repeat in HSP7 specifies that it may have a link
to the neurodegenerative disorders associated with the poly-Q expansion [10]. TRAF domain (amino
acids 62–208) is required for protein–protein interactions and also plays an important role in nuclear
localization of USP7 [147,148]. The TCAT domain (amino acids 208–560) is crucial for the catalytic
activity. Some residues from this domain are located in the disorder-based binding regions (Table 3). This
catalytic domain mediates ubiquitination and deubiquitination of substrate proteins. CTD (amino acids
560–1102) consists of five ubiquitin-like (UBL) folds that enable protein–protein interactions with other
proteins, such as ICP0, ataxin-1, DNA (cytosine-5-)-methyltransferase 1 (DNMT1), and ubiquitin-like
PHD and RING finger domain-containing protein 1 (UHRF1). MDM2 and p53 also interact with USP7
via CTD, which serves as a second site of interaction [10,147,149,150]. Interestingly, our analysis found
MoRF regions (Table 3) at CTD of USP7 using three different servers: MoRFCHiBi_Web (residues
1077–1082 and 1090–1102), MoRFpred (residues 1094–1099), and DISOPRED3 (residues 1056–1061
and 1084–1093). In various pathological conditions, variation in the USP7 expression level has been
observed in different organs. However, not a single mutation has been reported to date in the USP7
gene [10]. Being one of the longest proteins in the set analyzed in this study, USP7 is characterized
by relatively low disorder content (see Figure 8a). In fact, the mean PPID of this protein is 11.62%.
However, Table 3 and Figure 8(a2) show that human USP7 has several MoRFs and multiple PTM sites
including 16 phosphorylation sites, of which nine are located in the IDPRs, six acetylation sites, of
which four are located in the IDPRs, and 17 ubiquitylation sites, of which nine are located in the IDPRs.
These results suggest the functional importance of intrinsic disorder in this protein.

3.1.10. Intrinsic Disorder in Ubiquitin Carboxyl-Terminal Hydrolase 14 (USP14)

USP14 (UniProt ID: P54578), is a proteasome-associated deubiquitinating enzyme, which is unique
among known UBP enzymes [35,151]. Figure 8(b1) is the crystal structure of USP14 (PDB ID: 4GJQ),
where IDPRs found in our analysis are represented in salmon pink color. It plays an important role
in the development of synapses [152]. Furthermore, it is crucial for the degradation of ubiquitinated
proteins, since proteasome activation occurs when the polyubiquitin chain binds to USP14, which
further degrades substrate protein [153]. This reduces the degradation of toxic/pathogenic misfolded
proteins by the proteasome, and studies show that USP14 inhibition enhances the degradation of toxic
proteins associated with neurodegenerative diseases, such as AD, ALS, PD, HD, etc. [36]. Therefore,
inhibitors of USP14 may provide good therapeutics for protein aggregation diseases. Full-length
human USP14 consists of 494 amino acids, with ubiquitin-like (UBL) domain (9 kDa) (residues 1–90) at
the N-terminus followed by the catalytic domain (45 kDa) (residues 91–494) [35], which is vital for the
catalytic activity of USP14, whereas the C-terminal domain facilitates protein–protein interaction [35].
One disorder-based binding region (residues 66–75) was identified by DISOPRED3 in the UBL domain
(Table 3). In addition, many PTM sites are also located in the C-terminal catalytic domain (Figure 8(b2)).
The interaction of USP14 with the 19S regulatory particle of 26S proteasome through its UBL domain
stimulates DUB’s catalytic activity one-hundred-fold [154]. It directly interacts with the ATPase ring of
the proteasome, which leads to the conformation changes in the 19S proteasome that allow proper
substrate interaction. It negatively regulates proteasome activity. Furthermore, it negatively regulates
autophagy since its genetic inhibition results in downregulation of autophagic flux. Most USP proteins
consist of two ubiquitin binding domains; one for proximal Ub, which cleaves isopeptide linkage
between two ubiquitin moieties, and the other for distal Ub. The catalytic core consists of Cys, His,
and Asp/Asn residues. There are two Cys-X-X-Cys motifs in human USP14 that bind zinc, which
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may help in proper folding of the core [155]. Figure 8b shows that USP14 is predicted to have several
IDPRs, possessing the relatively high levels of intrinsic disorder with a mean PPID of 23.48%, whereas
Figure 8(b2) indicates that some of the IDPRs in this protein are used for protein–protein interactions
(see also Table 3) and serve as a site of various PTMs, including 23 phosphorylation sites, of which 19 are
located in the IDPRs, eight acetylation sites, of which 3 are located in the IDPRs, and 17 ubiquitylation
sites, of which 10 are located in IDPRs.

Figure 8. Intrinsic disorder predisposition and structural characterization of human USP7 and USP14.
(a) Disorder profile of human USP7 (UniProt ID: Q93009). (b) Disorder profile of human USP14 (UniProt
ID: P54578) (a1) crystal structure of USP7 (PDB ID: 4YOC). (b1) Crystal structure of USP14 (PDB ID:
4GJQ). In Plots (a) and (b), disorder profiles generated by sets of disorder predictors such as PONDR®

VSL2, PONDR® VL3, PONDR® VLXT, PONDR® FIT, and IUPred are depicted by black, orange, blue,
yellow, and purple curves respectively. The mean disorder profile calculated from the average of five
predictor-specific per-residue disorder profiles is shown by the olive color curve. Predicted disorder
scores above 0.5 are considered disordered residues/regions. The light-olive shadow around mean
curve represents the error distribution for the mean. The light-yellow shadow around the PONDR®

FIT curve shows the error distribution for PONDR® FIT. In Plots a1 and b1, USP7 and USP14 are
represented by faded blue color; in Plot (a1), human DNA (cytosine-5)-methyltransferase 1 (DNMT1)
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complexed with USP7 is shown in orange color. Disordered residues are shown by the salmon pink
color. In Plot (a1), the positions of MoRFs (residues 1077–1082) predicted by the MoRFCHiBi_web
server are shown by grey color in USP7 (PDB ID: 4YOC). (a2,b2) depict the PTM sites and MoRF regions
obtained from the D2P2 server.

3.1.11. Intrinsic Disorder in Ataxin-3 (ATXN3)

ATXN3 (UniProt ID: P54252) is a 42-kDa ubiquitously expressed deubiquitinating enzyme involved
in the degradation of misfolded chaperone substrates, transcription, cytoskeleton regulation, and
maintenance of protein homeostasis [39,74,156]. Polyglutamine repeat expansion in the unstructured
C-terminus of the human ataxin-3 protein leads to Spinocerebellar Ataxia Type 3 (SCA3), an age-related
neurodegenerative disease [74]. CAG repeat expansion in the ATXN3 coding region is a crucial
molecular defect reported in SCA3. Blount et al reported that ubiquitin-binding site 2 (UbS2) of ATXN3
interacts with Rad23 and prevents its degradation by proteasome [73]. Ataxin-3 is a ubiquitin-specific
protease that mainly binds with the long polyubiquitin chains of unwanted proteins through its
C-terminal UIMs and cleaves the ubiquitin from polyubiquitin-tagged proteins through its N-terminal
ubiquitin protease domain just before they are degraded by 26 S proteasome so that the ubiquitin can
be used again. However, reports have shown that ATXN3 shows weak or no activity for the chains
with four or fewer ubiquitins [74,157]. Besides the important role of ATXN3 in the degradation of
proteins, it has been associated with the regulation of transcriptional process. Interestingly, ATXN3
directly binds to DNA through a leucine zipper motif present in between 223 to 270 amino acids [39].
The structure of Ataxin-3 contains two ubiquitin-binding sites UbS1 (residues 77–78) and UbS2 (residue
87) on the catalytic domain. UbS2 mainly controls normal ATXN3 protein levels and turnover in cells.
Next to UbS2, three ubiquitin-interacting motifs (UIM) are present, such as UIM1 (residues 224–243),
UIM2 (residues 244–263) and UIM3 (residues 331–349), which bind to ubiquitin chains at least four
moieties long [73]. Interestingly, from our analysis, all three UIM are present in disordered regions
of ATXN3 (Figure 9a,c,d). Moreover, several disorder-based binding regions are present in three
UIMs (Table 3). UIMs function in mediating high-affinity binding of ATXN3 to Ub chains. The IDPRs
and MoRFs identified in our analysis are represented in Figure 9b,c on the crystal structure of the
Josephin domain of ataxin-3 (PDB ID: 2AGA) and the NMR solution structure of the tandem UIM
domain of ataxin-3 (PDB ID: 2KLZ). In addition, UIMs restrict the chain types that can be trimmed by
the ATXN3 protein [158]. These UIMs are separated by the polyglutamine (polyQ) domain, which
interacts with BECN1 via the deubiquitination of the Lys-402 of BECN1 that stabilizes BECN1 leads
to starvation-induced autophagy [159]. The VCP binding site (residues 282–285) is present prior to
the polyQ region, which was found to be located in disordered and MoRF regions of this protein [73].
Notably, the Arginine-rich region at the C-terminal of ATXN3 binds the AAA ATPase protein VCP [73].
A nuclear localization signal (NLS) is present in the region from 273 to 286 amino acids, which is
also located in disordered and MoRF regions. Residues 1–27 and 237–286 are important for cellular
localization, and both the regions are found to be MoRFs (see Table 3). Additionally, ATXN3 also
contains six nuclear export signals (NES); among them, residues 77–99 and 141–158 are important NES
since they show significant nuclear export activity. The large Josephin domain at the N-terminus of
ATXN3 has low isopeptidase activity. UIMs along with the Josephin domain either rescue proteins
from degradation or stimulate protein degradation by deubiquitinating protein and maintaining
free reusable ubiquitin [39]. Finally, mutation in ATXN3 leads to consequences such as impaired
autophagy, compromised axonal transport, mitochondrial dysfunction, transcriptional deregulation,
and proteasomal dysfunction [39]. Figure 9a,d shows that the C-terminal half of human ATXN3 is
predicted to be highly disordered, possessing several MoRF sites; however, no single PTM site was
identified. Importantly, the vast majority of the aforementioned functional regions of this protein are
concentrated within this IDPR, clearly indicating the importance of intrinsic disorder for the overall
functionality of human ATXN3.
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Figure 9. Intrinsic disorder predisposition of ataxin-3. (a) Intrinsic disorder profile generated for
ataxin-3 (UniProt ID: P54252) by a set of per-residue disorder predictors, such as PONDR® VSL2,
PONDR® VL3, PONDR® VLXT, PONDR® FIT, and IUPred. (b) Crystal structure of the Josephin
domain of ataxin-3 (PDB ID: 2AGA). (c) NMR solution structure of the tandem UIM domain of ataxin-3
(PDB ID: 2KLZ). In Plot (a), disorder profiles generated by set of disorder predictors, such as PONDR®

VSL2, PONDR® VL3, PONDR® VLXT, PONDR® FIT, and IUPred, are depicted by black, orange,
blue, yellow, and purple curves respectively. A mean disorder profile calculated from average of five
predictor-specific per-residue disorder profile is shown by the olive color curve. Predicted disorder
scores above 0.5 are considered as disordered residues/regions. The light-olive shadow around the mean
curve represents the error distribution for the mean. The light-yellow shadow around the PONDR®

FIT curve shows the error distribution for PONDR® FIT. In Plots (b) and (c), ataxin-3 is represented
by a faded blue color; disordered residues are shown by a salmon pink color. In (b), the position of
MoRFs (residues 56–65) predicted by the MoRFCHiBi_web server is shown by a gray color (PDB ID:
2AGA). In (c), the position of MoRFs (residues 246–255) predicted by the MoRFCHiBi_Web server is
represented as MoRFs lying in IDPRs by faded green color (PDB ID:2KLZ). (d) The D2P2 server-based
functional disorder profile is shown.
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3.1.12. Intrinsic Disorder in Adhesion-Regulating Molecule 1 (ADRM1)

ADRM1 (also known as proteasome regulatory particle non-ATPase 13, RPN13; UniProt ID:
Q16186) is a 407-residue-long protein, which, in addition to being a component of the 26S proteasome,
also has a role in cell adhesion. It is a proteasomal receptor that recognizes K-48-linked poly-Ub
chains on the target proteins. It also acts as a receptor for a deubiquitinase, UCHL37. ADRM1 has a
Pleckstrin-like a receptor for the ubiquitin domain located at its N-terminal region (residues 22–130),
which binds to Ub. From our analysis, this domain is the part of the ordered region in ADRM1
(Figure 10a). Husnjak et al., in 2008, showed that blocking ADRM1 via SiRNA or RA190 triggers
plasmacytoid dendritic cell, cytotoxic T lymphocyte, and natural killer cell-mediated lysis of multiple
myeloma cells [160]. Jiang et al. demonstrated, in 2017, that levels of ADRM1 are elevated in high-grade
ovarian serous carcinoma and serous tubal intraepithelial carcinoma [161]. Importantly, the inhibition
of ADRM1 leads to the accumulation of poly-Ub-proteins, triggering apoptosis in cancer cells [161].
The NMR solution structure determined for full-length human ADRM1 (PDB ID: 2KR0) revealed that
this protein contains high levels of intrinsic disorder, with the N- and C-terminally located ubiquitin-
and UCH37-binding domains (residues 22–130 and 253–407, respectively) being packed against each
other when ADRM1 is not incorporated into the proteasome [144]. Figure 10c represents this rather
unusual structure, where a large central part of the protein is completely unstructured. In line with
these observations, Figure 10a,b shows that the central 150-residue-long region is predicted to be
highly disordered but contains multiple PTMs and MoRFs. According to D2P2 (Figure 10b), ADRM1
has 16 phosphorylation sites, of which 15 are located in the IDPRs, 2 acetylation sites in the IDPRs,
12 ubiquitylation sites, of which 9 are in IDPRs, and 2 mono-methylation sites, of which 1 is located
in IDPRs. Fascinatingly, ADRM1 is the proteasomal ubiquitin receptor, which plays a vital role in
recognition, recruitment, and eventually degradation of protein substrates through 26S proteasome in a
well-controlled manner. These processes require interaction with biological partners and the identified
dynamic and flexible regions may have crucial roles for protein degradation. Therefore, ADRM1 could
be targeted for drug development against cancer as well as neurodegenerative diseases.

3.1.13. Intrinsic Disorder in 26S Proteasome Non-ATPase Regulatory Subunit 2 (PSMD2)

PSMD2 (also known as 26S proteasome regulatory subunit RPN1; UniProt ID: Q13200) is a
100-kDa protein composed of 909 amino acids. PSMD2 may have a role in presenting ubiquitinated
substrates to the proteasome. Shi et al., demonstrated, in 2016, that PSMD2 has two binding sites,
T1 and T2, in its toroid domain, which interact with Ub, UBL of shuttles, and the UBL domains
of DUB and Ubp6, respectively [162]. It has a leucine-rich repeat like domain at its N-terminus, a
horseshoe-shaped structure which has a β-sheet at its inner side that interacts with the UBL domains
of Rad23 and Dsk2 shuttles and helps in unloading the substrate onto the proteasomal ATPases [163].
Furthermore, the knockdown of PSMD2-suppressed cell proliferation in breast cancer cell lines and
also an upregulation of p21 and p27 was seen [164]. Figure 11a shows that, although human PSMD2 is
mostly ordered, it contains several long IDPRs, including a 100-residue-long N-terminal region, which
is heavily decorated by different PTMs (see Figure 11(a1)), including 17 phosphorylation sites of which
12 are located in the IDPRs, 27 ubiquitylation sites, of which 16 are located in IDPRs, and 1 acetylation
site. In addition to PTM sites, the N-terminal region also comprises several disorder-based binding
regions (Table 3) which were identified by three different predictors: MoRFCHiBi_Web (residues 1–13,
96–102), MoRFpred (residues 51–62), and ANCHOR (residues 1–30, 35–79). These regions may have a
vital role in polyubiquitinated protein recognition on 19S RP of the 26S proteasome.
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Figure 10. Intrinsic disorder predisposition of ADRM1. (a) Intrinsic disorder profile generated for
ADRM1 (UniProt ID: Q16186) by a set of per-residue disorder predictors, such as PONDR® VSL2,
PONDR® VL3, PONDR® VLXT, PONDR® FIT, and IUPred. (b) D2P2 server-based functional disorder
profile for ADRM1. (c) Solution NMR structure of the ADRM1 with 20 different conformations (PDB
ID: 2KR0). In Plot (a), disorder profiles generated by sets of disorder predictors, such as PONDR®

VSL2, PONDR® VL3, PONDR® VLXT, PONDR® FIT, and IUPred, are depicted by black, orange, blue,
yellow, and purple curves, respectively. The mean disorder profile, calculated from the average of
five predictor-specific per-residue disorder profiles, is shown by the olive color curve. The predicted
disorder score above 0.5 are considered as disordered residues/regions. The light-olive shadow around
mean curve represents the error distribution for the mean. The light-yellow shadow around PONDR®

FIT curve shows error distribution for PONDR® FIT. In (c), ADRM1 is represented by the faded blue
color, and disordered residues are shown by the salmon pink color.

30



Biomolecules 2020, 10, 796

Figure 11. Intrinsic disorder predisposition of human PSMD2 (a), PSMD4 (b), and PSMD14 (c). Plots
show the intrinsic disorder profile generated by a set of per-residue disorder predictors, such as
PONDR® VSL2, PONDR® VL3, PONDR® VLXT, PONDR® FIT, and IUPred. The corresponding
outputs are depicted by black, orange, blue, yellow, and purple curves respectively. Mean disorder
profile is calculated from the average of five predictor-specific per-residue disorder profiles and
shown by the olive color curve. Predicted disorder scores above 0.5 are considered disordered
residues/regions. Light-olive shadow around the mean curve represents the error distribution for the
mean. The light-yellow shadow around the PONDR® FIT curve shows the error distribution for that
predictor. (d) portrays the cryo-EM structures of substrate-engaged human 26S proteasome in seven
different conformational states (PDB ID: 6MSB); all three reported proteins PSMD2 (blue), PSMD4
(wine) and PSMD14 (olive) are shown in this complex. D2P2 server-based functional disorder profiles
are shown in (a1,b1,c1).

3.1.14. Intrinsic Disorder in 26S Proteasome Non-ATPase Regulatory Subunit 4 (PSMD4)

PSMD4 is a non-ATPase 19S base component of the 26S proteasome complex (UniProt ID: P55036).
Apart from this, it is also present in substantial amounts in free form. This is a 41-kDa protein
composed of 377 amino acids. It is also called RPN10 and is responsible for recognizing Ub moieties
on proteins. It has an N-terminal von Willebrand factor A domain (VWA) (residues 5–188) and
two C-terminal helical UIM (residues 211–230 and 282–301). From our analysis, we observed that
the N-terminal VWA domain is located in an ordered region, and the C-terminal UIM is located in
disordered regions of PSMD4 (Figure 11b,(b1)). Moreover, several MoRF regions and PTMs are found
in the UIM domain (Table 3 and Figure 11(b1)). Mice expressing PSMD4 lacking the UIM domains but
having an intact VWA domain died in utero, whereas liver-specific deletion of UIMs resulted in the
accumulation of ubiquitinated proteins; yet, these mice lived longer than PSMD4-null mice, suggesting
that the VWA domain may act as a facilitator [165]. Jiang et al. demonstrated that knockdown of
PSMD4 in hepatocellular carcinoma cell lines suppressed cell proliferation, which could be reversed
by overexpressing AKT as PSMD4 promoted PTEN degradation [166]. Recently, Chen et al. found
that UIM-2 of PSMD4 is capable of interacting with the UBL domain of UBQLN2 and prefers K11
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and K48 Ub linkages in substrates [167]. They also resolved the structure of these interactions [167].
Figure 11b shows that, when not in a complex with the proteasome, a fragment of the PSMD4 protein
(residues 196–306) containing two UIMs is characterized by high conformational flexibility (PDB ID:
1YX4) [168]. This is in line with the results of the prediction of intrinsic disorder predisposition of this
protein (Figure 11b,(b1)), showing high levels of disorder in the C-terminal part of this protein. Similar
to IDPRs in other proteins, this disordered C-terminal region of PSMD4 contains multiple PTMs and
disordered binding regions. D2P2 analysis (Figure 11(b1)) predicted the presence of 8 phosphorylation
sites in IDPRs, 14 ubiquitylation site, of which 11 are located in IDPRs, 2 acetylation sites in IDPRs, and
2 nitrosylation sites, of which 1 is located in a disordered region. Importantly, regions important for
interaction with UBQLN1 (residues 197–262) or binding to Ub (residues 216–220 and 287–291) are all
localized within this disordered half, as well as MoRF regions of this protein, indicating the crucial role
of intrinsic disorder in PSMD4 function.

3.1.15. Intrinsic Disorder in 26S Proteasome Non-ATPase Regulatory Subunit 14 (PSMD14)

PSMD14 (also called Rpn11; UniProt ID: O00487) is made up of 310 amino acids present in the 19S
cap and helps in substrate deubiquitination [169]. It is a zinc-dependent metallopeptidase that belongs
to the JAMM family of proteases [170]. It is present in a heterodimeric complex with Rpn8. The cryo-EM
structures of substrate-engaged human 26S proteasome in seven different conformational states (PDB
ID: 6MSB) are shown in Figure 11d, where PSMD14 is represented in olive color. Downregulation
of the PSMD14 gene has been associated with AD [171]. The knockdown of PSMD14 via RNAi has
been reported to induce cell cycle arrest, ultimately leading to senescence in carcinoma cell lines [76].
So far, this enzyme has been implicated in cancer by many researchers. In cancer cells, RNAi of
PSMD14 decreased proteasome activity and inhibited cell growth. Zhang et al. reported that the
human ortholog of PSMD14, POH1, deubiquitinates pro-interleukin-1β, which helps in suppressing
inflammasome activity in macrophages of mice [172]. Furthermore, the knockdown of POH1 inhibited
tumor progression and induced apoptosis in mitochondria in vitro and RNAi of POH1 achieved
similar results in vivo [173]. PSMD14 stabilizes the SNAIL protein by deubiquitination, which is
associated with human esophageal squamous cell carcinoma [174]. Similarly, this enzyme has also been
associated with breast cancer [38]. In an interesting study by Song et al., it was shown that PSMD14
is overexpressed in multiple myeloma cells, and its pharmacological inhibition helps these cells to
overcome their resistance to the proteasome inhibitor bortezomib [175]. PSMD14 is involved in various
biological processes, such as programmed cell death, DNA repair, and embryonic cell development
and differentiation [38]. Mpr1p, Pad1p N-terminal (MPN) domain (residues 31–166) present at the
N-terminal region of the protein is crucial for the functioning of PSMD14, which releases ubiquitin
from ubiquitinated proteins [176], and our analysis identified that the MPN domain is located in the
ordered region of PSMD14 protein (see Figure 11c,(c1)).

According to the multifactorial disorder analysis, human PSMD14 contains several IDPRs (see
Figure 11c). Some of these IDPRs serve as disorder-based binding sites (see Table 3), whereas others
are PTM sites (see Figure 11(c1)), which include six phosphorylation sites, of which four are located in
IDPRs, 14 ubiquitylation sites, of which 8 are located in IDPRs, and one acetylation site in a disordered
region. At the N-terminal region of PSMD14, a short MoRF region identified by three different
servers—MoRFCHiBi_Web (residues 1–7), MoRFpred (residues 1–9), and DISOPRED3 (residues
1–12)—indicates participation of its N-terminal region in 26S proteasome-mediated degradation of
polyubiquitinated target protein.

4. Conclusions

The ubiquitin proteasome system plays a key role in the pathogenesis of various types of cancers
and neurodegenerative diseases. The components of UPS actively participate in the process of
protein degradation, and any disturbance in this system leads to the occurrence of aforementioned
diseases. Our intrinsic disorder and MoRF analysis of disease-associated UPS proteins recognized
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numerous functional IDPRs and disorder-based binding regions. Using five different IDP prediction
tools, we found that UBA1 and UCHL1 are highly ordered; USP14, PSMD14, UCHL5, PSMD2,
USP7, and UBB are moderately disordered; and UBQLN1, UBQLN2, ADRM1, PSMD4, ATXN3,
STUB1, and UBE2R2 are highly disordered proteins. We also documented multiple post-translational
modifications (PTMs) sites in all the proteins except ataxin-3, and most of the identified PTMs are
located in the disordered regions of proteins. Since these proteins have to interact with their biological
partners for the normal functioning of protein homeostasis, disorder-based binding regions may have
an important role due to their flexibility and dynamic nature. For example, the 19S regulatory particle
(RP) of the 26S proteasome contains receptors (such as ADRM1 and PSMD4) for interaction with the
polyubiquitin chain of the target protein. Interestingly, in this study, these receptors are found to be
highly disordered. Moreover, the domains of extraproteasomal polyubiquitin receptors (UBQLN1 and
UBQLN2), which are responsible for interaction with proteasome as well as polyubiquitinated proteins
for their degradation, are found to be highly disordered. These IDPRs in the components of UPS may
have functional roles in maintaining cellular protein homeostasis, normal functioning of UPS, and
aberrant UPS functionality in the pathogenesis of the diseases mentioned above. Further studies are
required for complete elucidation of the roles of these identified IDPRs and disorder-based binding
regions in the pathogenesis of diseases.
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Abstract: UreG is a P-loop GTP hydrolase involved in the maturation of nickel-containing urease,
an essential enzyme found in plants, fungi, bacteria, and archaea. This protein couples the hydrolysis
of GTP to the delivery of Ni(II) into the active site of apo-urease, interacting with other urease
chaperones in a multi-protein complex necessary for enzyme activation. Whereas the conformation
of Helicobacter pylori (Hp) UreG was solved by crystallography when it is in complex with two other
chaperones, in solution the protein was found in a disordered and flexible form, defining it as an
intrinsically disordered enzyme and indicating that the well-folded structure found in the crystal state
does not fully reflect the behavior of the protein in solution. Here, isothermal titration calorimetry
and site-directed spin labeling coupled to electron paramagnetic spectroscopy were successfully
combined to investigate HpUreG structural dynamics in solution and the effect of Ni(II) and GTP on
protein mobility. The results demonstrate that, although the protein maintains a flexible behavior in
the metal and nucleotide bound forms, concomitant addition of Ni(II) and GTP exerts a structural
change through the crosstalk of different protein regions.

Keywords: intrinsically disordered proteins; EPR spectroscopy; isothermal titration calorimetry;
protein-ligand interaction; site-directed spin labeling; protein structural dynamics

1. Introduction

The discovery of antimicrobials to defeat bacterial pathogens is among the most important medical
advances of the last century. However, antimicrobial resistance (AMR) has impaired the efficacy of
antibiotics against infections in the last decades, and is considered by the World Health Organization
(WHO) as one of the most important threats to public health for the next future [1,2]. In 2017,
WHO listed the twelve most important resistant bacteria at a global level for which there is urgent need
for new therapies [3]. Ten of them produce the virulence factor urease, a nickel-enzyme that hydrolyzes
urea to produce ammonia and carbamate, thus leading to pH increase [4]. This event provides a
suitable environment for host colonization, both by producing a micro-environment compatible with
bacterial growth and by supplying nitrogen sources. For example, Staphylococcus aureus urease activity
determines biofilm formation and is required for bacterial persistence [5,6], while for Proteus mirabilis [7],
Staphylococcus saprophyticus [8] and Ureaplasma ureolyticum [9] urease activity plays a central role for
infection and urea stones formation in the urinary tract. Several of these pathogens are involved
in bacterial infections of the respiratory apparatus. It is remarkable that half of patients who died
of the recent CoViD19 epidemics in Wuhan (China) became co-infected with bacteria in the lungs
and also required antibiotics [10]. Therefore, urease is an attractive target for the development of
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innovative antibacterial molecules, acting both as antibiotics, as well as preventive anti-virulence drugs
or adjuvants for bacterial eradication.

One of the best-known pathogens that exploits the enzymatic activity of urease is the Gram-negative
bacterium Helicobacter pylori, a widespread microbe, infecting the stomach of up to 50% and 80% of
adults in industrialized and developing countries, respectively [11]. The infection causes chronic
inflammation of the gastric mucosa, which can slowly progress to gastric ulcer and, through the
premalignant stages of atrophic gastritis, to gastric adenocarcinoma or gastric mucosa-associated
lymphoid tissue (MALT) lymphoma. In 1994, the WHO classified H. pylori as a class I carcinogen.
The neutralization of pH driven by urease is required by H. pylori for the colonization of the gastric
niche [12], while the generated ammonia and induced platelet activation also plays a critical role in the
inflammatory response of the host and in the progress of the disease [13].

Bacterial ureases are generally heteropolymeric proteins with a quaternary structure
(αβγ)3 [4,14,15]. In the genus Helicobacter, the trimer is of the type (αβ)3, with the β subunits
corresponding to the fused β and γ subunits normally found in other bacteria. The protein also
presents a higher level of oligomerization with a [(αβ)3]4 quaternary structure [16]. Despite the different
oligomeric organization, the structure of the known urease enzymes is fully conserved, and they
present a substantially identical active site found in the α subunit. This site contains two Ni(II) ions
bridged by the carboxylate group of a carbamylated lysine, essential to maintain the ions at the correct
distance for catalysis, and by a hydroxide ion, the nucleophile in the hydrolysis reaction [4,14,15].

Although previous studies identified several molecules that bind urease and inhibit it competitively
or uncompetitively, none of them is generally used in therapy, due to their severe side effects or
limited ability to pass the bacterial membrane [14,15]. Recently, an alternative strategy to design
urease inhibitors has been proposed by targeting, instead of the enzyme, the process that delivers
nickel ions into the enzyme active site, precluding enzyme maturation to the active Ni(II)-loaded
urease [17]. This activation process is governed by the interplay of at least four accessory proteins,
named UreD, UreE, UreF, and UreG, coded by genes belonging to a single operon together with
the structural genes [4]. UreE acts as the metallo-chaperone of the system that delivers Ni(II) into
urease [18], through tunnels that pass across a complex formed by UreD, UreF, and UreG, the last acting
as a molecular chaperone that prepares urease to incorporate the metal ion [19]. Precluding urease
maturation by blocking delivery of Ni(II) into its active site could thus represent a novel approach to
enzyme inhibition.

The central player of the urease chaperone activation network is UreG, a GTPase that couples the
energy obtained from GTP hydrolysis to urease maturation [20]. HpUreG interacts either with HpUreE,
forming a heterodimeric HpUreG2E2 complex [18], or with HpUreF and HpUreD, forming a ternary
HpUreG2F2D2 complex [21]. The multiplicity of partners of UreG is reflected in its folding flexibility:
while the structure of the protein has been reported for the GDP-bound HpUreG in the HpUreG2F2D2

complex [21], and for the GMPPNP (guanylyl imidodiphosphate)-bound Klebsiella pneumonia (Kp)
UreG [22], in solution, both HpUreG and KpUreG feature high flexibility in solution, as shown by
NMR spectroscopy, suggesting that the single conformation determined by X-ray crystallography does
not reflect the flexible behavior of the protein in solution. This behavior is more generally observed
in 1H,15N-HSQC NMR spectra of a plethora of UreG homologues from bacteria, archaea, and plants,
which show broad signals with limited spread in the 1H dimension, indicating a backbone mobility in
the intermediate exchange regime [23–26]. Native mass spectrometry and site-directed spin labeling
coupled to electron paramagnetic resonance (SDSL-EPR) confirmed the presence of a heterogeneous
conformational landscape for Sporosarcina pasteurii (Sp) UreG in the gas phase and in solution respectively,
with at least two conformers with different degree of folding that coexist in equilibrium [27,28].

The selection of the binding partner is defined by the nucleotide bound state of the protein:
GTP binding facilitates the formation of the HpUreG2E2 [29], while the GDP-bound form preferentially
interacts in the HpUreG2F2D2 complex [21]. In addition, the concomitant presence of Ni(II) and GTP
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drives UreG dimerization in solution [21]. Ni(II) binds to a conserved Cys-Pro-His (CPH) motif, located
on the protein interaction surface [30], while GTP binds on the opposite side of the protein [29].

A comparison of the crystal structure of the GMPPNP-bound KpUreG and the GDP-bound UreG in
the HpUreG2F2D2 complex suggested that the presence of GTP drives an allosteric modulation of the Ni(II)
binding site, which assumes a square planar geometry able to accommodate Ni(II) [22], suggesting that
the two protein regions that bind Ni(II) and GTP/GDP communicate by allostery to drive the necessary
conformational changes for UreG to function. However, such allosteric effect has not been proven in
solution. The present study addresses this point, combining multiple biophysical approaches: SDSL-EPR,
isothermal titration calorimetry (ITC), and static and dynamic light scattering (MALS-QELS).

In particular, we targeted three different regions of the protein with nitroxide-based spin labels
and we performed both continuous wave and pulsed EPR spectroscopy in the presence of Ni(II) and
GTP in order to determine their effect on the structural dynamics of HpUreG in solution, as well as
to investigate the structural crosstalk of different protein regions occurring by flexibility modulation.
The results obtained were complemented by ITC and MALS-QELS. Altogether, the results show that
the concomitant addition of both Ni(II) and GTP induces a modification of the structure and mobility
in two regions of the protein.

2. Materials and Methods

2.1. Protein Expression and Purification

The purification of HpUreG and its mutants was performed using a protocol previously
reported [20]. We improved the yield of the protein expression growing the cells into auto-induction
medium containing glycerol (5 g/L), glucose (25 g/L), and lactose (100 g/L), instead of LB combined
with IPTG induction used in the previous work. The cells were grown 3 h at 37 ◦C and 18 h at 28 ◦C.
At the last step of purification, the proteins were in 20 mM TrisHCl pH 8 buffer, containing NaCl
150 mM and TCEP 1 mM. Protein concentration was estimated using absorbance at 280 nm and an
extinction coefficient ε280 = 10,032 M−1cm−1.

2.2. Isothermal Titration Calorimetry

Ni(II) binding titrations of wild-type and C66A mutant HpUreG were performed at 25 ◦C using a
high-sensitivity VP-ITC microcalorimeter (MicroCal, Norcross, GA, USA). The protein and the metal
ion salt (NiSO4) were diluted to 40–80 μM and 1.0 mM respectively into a solution of 20 mM TrisHCl
pH 8, containing 150 mM NaCl and 1 mM TCEP, in the absence or in the presence of 150 μM of the
non-hydrolyzable GTP analogue, GTPγS. A reference cell was filled with deionized water. Before
each experiment, the baseline stability was verified. An interval of 5 min was applied between the
injections to allow the system to reach thermal equilibrium. Control experiments were conducted
by titration of the metal ion solution into the buffer alone under identical conditions, and the heat of
dilution was negligible. The solution containing the protein was loaded into a sample cell (1.4093 mL)
and was titrated with 55 × 5 μL injections with the Ni(II) solution. The raw data were processed and
fitted using Affinimeter software, with a nonlinear least-squares minimization algorithm to theoretical
titration curves with stoichiometric binding schemes. For Ni(II) titration over apo-HpUreG and C66A
mutant, restriction of the binding parameters had to be made by fixing the stoichiometry of 2 and 1
respectively, as the low affinity binding did not provide an optimal sigmoidicity of the curve with a
clear inflection point. Attempts to fit with stoichiometry of 1, 2, 3, and 4 were made, and the chosen
stoichiometry was the one that provided the best fit of the experimental data.

2.3. HpUreG Mutants Design

The cysteine mutations were introduced into HpUreG gene from Hp26695 strain urease operon
(NCBI code NC000915) cloned into the pET15b expression vector (Novagen, Madison, WI, USA) in a
previous work [20].
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In order to relate and compare this work with previous studies, Cys66, wen mutated, was replaced
by Alanine [18,21,29]. We decided to perform a Cysteine–Serine mutation for position 48 to preserve
the surface charge of the protein, and a Cysteine–Alanine mutation in position 7 which is more buried
in the crystal structure [22].

Mutants containing a single cysteine available for labeling were obtained by double mutation
(“Site-directed mutagenesis” in Supplementary Materials Section S3). They were named as following:
HpUreG-C7A-C48S: C66proxyl; HpUreG-C7A-C66A: C48proxyl; HpUreG-C66A-C48S: C7proxyl.

Variants containing two labeling sites and thus needing only one cysteine mutated were designed
to perform distances measurements by DEER-EPR (“Site-directed mutagenesis” in Supplementary
Materials Section S3) were named as following: HpUreG-C7A: C48proxyl /C66proxyl; HpUreG-C66A:
C7proxyl/C48proxyl; HpUreG-C48S: C7proxyl/C66proxyl.

2.4. GTP Hydrolase Activity Assays

HpUreG GTP hydrolyzing activity was measured by the SensoLyte® MG Phosphate Assay Kit
(AnaSpec, Fremont, CA, USA), based on the colorimetric reaction involving malachite green reagent,
molybdate, and orthophosphate.

Each sample was prepared mixing the reagents in order to obtain 20 μM of protein, 400 μM of GTP,
and 2 mM of MgSO4 in a final volume of 250 μL of buffer. The reaction mixture (RM) was incubated for
2 h at 37 ◦C. Every 30 min, 40 μL from the RM were incubated with 40 μL of Malachite Green Mix for
10 min in a final volume of 300 μL of buffer. After incubation, the absorbance at 600 nm was recorded.
All the experiments were reproduced two times before estimating the Kcat values.

2.5. Protein Labeling with Nitroxide Spin Label

As HpUreG variants are purified in presence of TCEP 1 mM, before labeling reaction, in order to
avoid the reduction of the nitroxide spin label, the reductant removal is necessary. In general, a gel
filtration using a PD-10 desalting column (GE Healthcare, Chicago, IL, USA) is sufficient. The labeling
procedure is normally performed on 100 nmol of protein in a reductant-free buffer (Tris 20 mM,
pH = 8, NaCl 150 mM) in the presence of a 10-fold excess of nitroxide spin label, the maleimido-Proxyl
(Sigma-Aldrich, St. Luis, MO, USA). A 20-fold excess was used for double Cys variants. The mixture
is then incubated at 4 ◦C, in the dark for 4 h under gentle stirring and continuous flow of argon.
The excess of unbound label is removed by a second gel filtration with a PD-10 desalting column.
The labeled protein is concentrated by using ultrafiltration (Vivaspin 5 kDa, Sartorius, Göttingen,
Germany). The concentration of the labeled protein is evaluated by measuring the OD at 280 nm.
The labeling yield of mono-labeled variants analyzed was between 80% and 100%, 150–170% for
double-labeled ones.

2.6. EPR Spectroscopy

X-band room temperature (298 K) continuous wave EPR measurements were recorded on an
Elexsys500 Bruker spectrometer equipped with a Super High Q sensitivity resonator operating at X
band (9.9 GHz). The microwaves power was 10 mW, the magnetic field modulation amplitude was
0.1 mT, the field sweep was 15 mT, the receiver gain was 60 dB. All the samples were analyzed in
quartz capillaries whose sensible volume was 40 μL.

The spin concentration was obtained by double integration of the EPR signal obtained under
non-saturating conditions and the labeling yield was evaluated comparing the spin concentration with
that one of a standard solution. For all variants, high labeling yields were obtained ranging from 80%
to 100% for mono labeled samples and 150–170% for double-labeled samples.

X-band cw EPR spectra at room temperature were recorded at 50 μM of protein concentration
in Tris 20 mM, pH = 8, NaCl = 150 mM. When present, Ni(II) was 2.5 mM (NiSO4), GTP/GDP 3 mM
(Sigma-Aldrich).
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The EPR spectra were simulated using SimLabel program [31], a Matlab graphical user interface
using the Easyspin toolbox [32].

2.7. DEER Measurements

Inter-label distance distributions were obtained using the four-pulse DEER sequence [33].
Experiments were performed on a Bruker ELEXSYS E580 spectrometer at Q-band using the standard
EN 5107D2 resonator. The system was equipped with an Oxford helium temperature regulation unit
and the data were acquired at 60 K. This temperature was optimized according to the relaxation times
measured at variable temperatures in the range of 20–100 K with 10 K steps. All the measurements were
performed on 20 μL of sample loaded into quartz capillaries. DEER samples were flash frozen in liquid
nitrogen. Distance distribution were extracted from DEER data through a Tikhonov regularization
after baseline correction, using DeerAnalysis2019 software (http://www.epr.ethz.ch/software/index
Jeschke G. 2011. DeerAnalysis. ETH, Zürich, Switzerland). Distance distributions measured were
compared with the distance distributions predicted, analyzing the crystal of HpUreG (PDB 4HI0) [22]
using the MMM software [34].

3. Results and Discussion

3.1. Cys Variants Were Generated to Selectively Label Distinct Regions of HpUreG

SDSL-EPR spectroscopy is a non-destructive technique that provides details on protein structure
and flexibility over a wide-range of temperatures and timescales [35–38]. Proteins can be studied in
their native environment, that is in membranes, in cellular extract and also inside cells [39]. SDSL-EPR
involves the grafting of a paramagnetic label, generally a thiol-specific nitroxide, on the protein of
interest and the determination of the dynamic properties of the attached nitroxide by continuous
wave (CW)-EPR spectroscopy [40,41]. Changes in the nitroxide spectrum are thoroughly related to
the mobility of the nitroxide side-chain and to the local backbone motion, which can thus be used
to follow protein structural changes and to reveal interaction sites in complexes in solution and
at room temperature [40,42–45]. Distance distributions between two spin labels can be measured
by pulsed double electron–electron resonance (DEER) techniques relying on their dipole–dipole
coupling [46,47]. Inter-label distance distributions can be investigated between 15 and 80 Å, but in
specific experimental conditions, 160 Å can be reached [48]. DEER experiments are usually carried out
at cryogenic temperature (60 K), the low temperature being required to slow down the otherwise fast
relaxation of nitroxide labels at higher temperature. As for all the other techniques requiring a freezing
step, it is assumed that the conformational ensemble of the sample is captured.

Since most of the available nitroxide-based spin labels can specifically react with the thiol group
of Cysteine, site-directed mutagenesis is often used to introduce Cys residues at specific locations in
the primary structure of the protein of interest.

HpUreG has three naturally occurring Cys, located in different regions of the protein (Figure 1A):
(i) the conserved P-loop-motif, involved in GTP binding [20], accommodates Cys7; (ii) Helix 2,
involved in GTP-dependent conformational changes, contains Cys48 [21]; (iii) the fully conserved
CPH motif, involved in Ni(II) binding, includes Cys66 [20]. These positions allow, in principle,
to monitor the mobility of three functionally important regions of the protein in solution. Consequently,
six mutants containing one or two Cys residues were designed and labeled with the MA-Proxyl
nitroxide to dissect the protein conformational landscape (Figure 1B): three double variants feature
a unique position available for labeling (C7prox, corresponding to the Cys48Ser/Cys66Ala labeled
mutant; C48prox corresponding to the Cys7Ala/Cys66Ala labeled mutant; C66prox, corresponding to
the Cys7Ala/Cys48Ser labeled mutant), while three single variants possess two positions available for
labeling for distance measurements (C7prox/C48prox, corresponding to the Cys66Ala labeled mutant;
C7prox/C66prox, corresponding to the Cys48Ser labeled mutant; C48prox/C66prox, corresponding to the
Cys7Ala labeled mutant). Note that “WTprox” corresponds to the wild-type protein (WT) labeled in
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the three naturally occurring Cys residues. The labeling reactions were checked by mass spectroscopy
(see Supplementary Materials Figure S1). Any possible perturbation of the global structure and of the
folding of HpUreG mutations was excluded by controlling the global folding by circular dichroism
(CD, see Figure S2). Similarly, the catalytic activity of HpUreG was monitored for the wild-type protein
labeled in the three Cys positions (WTprox) (see Figure S1A), indicating no significant differences
between the unlabeled and labeled proteins (kcat = 0.027 min−1 and kcat = 0.023 min−1, respectively).

Figure 1. (A) HpUreG structure in the presence of GDP (pink) from the HpUreG2F2D2 crystal (PDB
4HI0). The position of the three natural cysteine residues is highlighted in orange: Cys7 in the P-loop
(yellow), Cys48 in the Helix 2 (purple), and Cys66 in the CPH Nickel binding site (green). (B) Labeling
reaction scheme with MA-PROXYL nitroxide label. (C) Room temperature X-band EPR spectra of
50 μM of wild-type HpUreG and its variants labeled with MA-PROXYL nitroxide in Tris buffer (black
trace) and superimposed simulated spectra (red traces).

3.2. The Thermodynamics of Ni(II) and GTP-Driven Dimerization of HpUreG Was Characterized

Previous studies of Ni(II) binding to HpUreG entailed the use of ITC, which showed that the
isolated protein interacts with two Ni(II) ions per monomer with an exothermic reaction and a
dissociation constant Kd = 10 μM [20]. Ni(II) binding was also monitored using the gradual increase
of absorption peak at 337 nm, assigned to ligand-to-metal-charge transfer [29]. Differently from the
ITC experiments, the latter approach did not detect any Ni(II) binding activity for the isolated protein,
whereas metal binding occurred when GTP was added to the protein solution, under which condition
HpUreG was found to bind 0.5 equivalents of Ni(II) per protein monomer, with Kd = 0.33 μM, and to
undergo dimerization upon metal binding [29].

Calorimetric titration of Ni(II) over a freshly purified HpUreG sample, performed here for
comparison with all other ITC data on HpUreG mutants and labeled forms described in the present
study, confirmed the results previously obtained by ITC, showing negative peaks following each metal
additions, indicative of an exothermic binding event (Figure 2A, left panel). The integrated heat data
generated a binding isotherm with a single inflection point, and a mild slope (Figure 2A, right panel
and Table 1). The fit of the obtained data, performed using the AFFINImeter software [49] and a
model involving a single set of sites, showed that two Ni(II) ions bind per HpUreG monomer with
similar affinity (Kd = 72 μM), a favorable enthalpic contribution and a minor entropic impact (Table 1).
Previously reported studies on HpUreG mutants indicated that at least one Ni(II) binding site is located
on the CPH motif [20,29]. These observations outline two possible scenarios: (i) both Ni(II) ions bind
to identical sites located in the region of CPH, or (ii) one Ni(II) ion binds to the CPH motif while the
second binds to the different site; in the latter case, a possibility is represented by the Mg(II) binding
sites close to the GTP binding pocket, as previously suggested [29]. The difference in Ni(II) affinity
thus measured for HpUreG (72 μM) with the previously reported value obtained by ITC (10 μM) [20] is
likely due to the experimental conditions: for the ITC titrations, the relatively weak metal–protein
affinity caused the value of the c-parameter, namely the product of the concentration of the protein in
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the cell by the binding constant, to be close to its lowest acceptable limit [20], rendering the calculated
affinity constants less accurate.

Figure 2. Isothermal Titration Calorimetry (ITC) of Ni(II) over HpUreG and its variants in the presence
and in the absence of GTPγS in the sample cell. The panels on the left report the heat flow response for
the injections of the metal ion over the protein solutions. The panels on the right show the respective
integrated heat data (blue circles) and their best fit obtained using a single set of binding sites (A–C)
or a model involving protein dimerization upon metal binding (D–F); the insets show the binding
signatures (ΔG, ΔH, −ΔT, ΔS) associated to each curve; the bottom plots show the residuals of the
fitting procedure.
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Table 1. Thermodynamic parameters of Ni(II) titrations over HpUreG and its variants, in the absence
and in the presence of GTPγS.

Sample in the ITC Cell N Ka (M−1) Kd (μM)
ΔH

(kcal mol−1)
ΔS

(cal mol−1K-1)

HpUreG 2 1.38 ± 0.02 × 104 72 ± 1 −5.90 ± 0.06 −0.86

C66A-HpUreG 1 4.23 ± 0.02 × 103 236 ± 1 −5.52 ± 0.01 −1.93

WTprox-HpUreG 1 4.33 ± 0.04 × 104 23.0 ± 0.3 −4.99 ± 0.02 4.47

HpUreG-GTPγS HpUreG-Ni 3.45 ± 0.02 × 104 30.0 ± 0.2 −7.14 ± 0.06 −4.99
HpUreG2-Ni 1.40 ± 0.04 × 104 71 ± 2 +11.2 ± 0.3 +56.77

C66AHpUreG-GTPγS C66AHpUreG-Ni 6.1 ± 0.8 × 103 160 ± 20 −61 ± 7 −187
C66AHpUreG2-Ni 4.5 ± 0.7 × 104 22 ± 3 +99 ± 9 +353

WTprox-HpUreG-GTPγS WTProx-HpUreG-Ni 4.20 ± 0.04 × 104 23.8 ± 0.2 −2.63 ± 0.03 +12.3
WTProx-HpUreG2-Ni 3.8 ± 0.3 × 103 260 ± 20 +9.1 ± 0.5 +46.8

Mutation of the Ni(II) binding residue Cys66 to Ala was previously reported to fully abolish Ni(II)
binding capability of the protein [29]. Here, the ITC titration instead revealed that the Cys66Ala-HpUreG
mutant is still able to bind one Ni(II) ion per protein monomer, with an exothermic reaction (Figure 2B,
left panel) and one order of magnitude lower affinity (Kd = 236 μM), with substantially invariant
enthalpic and entropic contributions (Figure 2B, right panel and Table 1). This observation suggests
that the two Ni(II) binding sites per monomer, observed in wild-type HpUreG, are distinct, with one
site, involving Cys66 in the CPH motif, that is abrogated by the Cys66-to-Ala mutation, while the
second is maintained. The decreased affinity for the latter site (Kd = 236 μM vs. 72 μM for the mutated
and WT protein, respectively) suggests the presence of cooperativity between the two metal binding
sites. The triply labeled WTprox, while showing the same exothermic effect (Figure 2C, left panel) and
the same stoichiometry as the Cys66Ala mutant, features an higher affinity for Ni(II) (Kd = 23 μM),
a similar enthalpic value and positive entropic contribution (right panel of Figure 2C and Table 1),
as compared to the Cys66Ala mutant (Kd = 236 μM), indicating that the Cys labeling with the nitroxide
moiety still abolishes one of the two Ni(II) binding sites observed for the unlabeled WT protein, but,
differently from the Cys66Ala mutation, maintains a similar affinity for the second Ni(II) binding event,
supporting the idea of cooperativity between the two Ni-binding sites in the WT protein.

Ni(II)- and GTPγS -driven dimerization [29] was verified under the ITC experimental conditions
using size-exclusion chromatography coupled to multi-angle light scattering (SEC-MALS, Figure S3).
The obtained results confirmed that HpUreG undergoes dimerization when both Ni(II) and GTPγS,
a non-hydrolyzable GTP analogue, are added to the protein solution, while it remains monomeric in
the presence of either Ni(II) or GTPγS alone.

The thermodynamics of Ni(II) and GTPγS-driven protein dimerization was therefore addressed
using ITC. Ni(II) ions were titrated over HpUreG in the presence of GTPγS in the sample cell. Negative
peaks followed each injection of Ni(II) into the protein solution, indicating the occurrence of an
exothermic reaction (Figure 2D, left panel). The observation of a slower endothermic effect following
each injection, which terminates when one equivalent of metal is added to the protein solution,
suggested the existence of another process, in addition to metal binding, similarly to what had been
previously observed for the Ni(II)-sensor HpNikR [50]. This type of ITC trace can be interpreted
either as a conformational modification or as a change in the oligomerization state of the protein.
As dimerization was demonstrated by light scattering experiments (Figure S3) [29], and the shape of
the binding isotherm clearly indicated two inflection points suggestive of two reactions occurring upon
metal titration, the data were analyzed using a model involving two successive equilibria, with protein
dimerization following the binding of one Ni(II) per protein dimer (Scheme 1).
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Scheme 1. Equation defining the model used to fit the ITC data for Ni(II) titration over GTPγS-HpUreG,
involving metal binding and protein dimerization.

Fitting of the binding isotherm (Figure 2D, right panel and Table 1) indicated that one Ni(II) ion
binds per protein monomer in the presence of GTPγS, with a dissociation constant two times smaller
than that reported for the apo-protein (Kd = 30 μM), while protein dimerization occurs with Kdim =

71 μM. In this case, Ni(II) binding occurs with thermodynamic parameters similar to the ones observed
for the apo-protein, with favorable enthalpy and a negative entropic contribution (Table 1). On the
other hand, dimerization is an entropy-driven endothermic process as expected (Table 1). The entire
two-step process is characterized by a global dissociation constant of Kd = 2 nM. This value should be
compared with that obtained by absorbance spectroscopy for Ni(II) binding to HpUreG in the presence
of GTPγS (Kd = 0.33 μM) [29]. The difference between these two values could be attributed to the
different pH at which the measurements were carried out in the present (8.0) and in the previous
(7.2) work. The apparent decrease in affinity at lower pH is consistent with a proton dissociation
event occurring upon metal binding, which possibly involves a cysteine residue (Cys66 in this case),
as previously observed in the case of the nickel-dependent transcription factor HpNikR [50].

Ni(II) titration over the Cys66Ala mutant in the presence of GTPγS produced negative peaks
indicative of an exothermic binding of Ni(II), but no endothermic effect was visible (Figure 2E, left panel),
suggesting that a dimerization is either not occurring in this case or is occurring with much lower
affinity, resulting in the absence of detectable endothermic heat. The binding isotherm (Figure 2E,
right panel) showed two inflection points, and the same model reported in Scheme 1 was used to treat
the data. According to the fit, the first event of Ni(II) binding occurs with one order of magnitude
lower affinity (Kd = 160 μM) as observed for the Cys66Ala mutant in the absence of GTPγS (Figure 2A),
while the second equilibrium shows a similar constant (Kd = 22 μM). In this case, the thermodynamic
parameters associated to the metal binding step and to the second process (Table 1) are unusually
high compared to all other similar data in this study, suggesting that additional phenomena other
than metal binding and dimerization are occurring in the case of this mutant. It is worth noticing
that, during sample manipulation, the Cys66Ala mutant was prone to precipitation, especially in the
presence of Ni(II), suggesting that at least part of the protein sample undergoes aggregation upon
Ni(II) titration, which might be the second process evidenced in the binding isotherm.

Ni(II) titration over the triply labeled WTprox protein in the presence of GTPγS (Figure 2F, left panel)
produced a bipartite binding isotherm (Figure 2F, right panel), whose analysis, performed according
to Scheme 1, indicated that Ni(II) ion binding to the protein dimer occurs with an affinity similar to
the wild type protein (Kd = 23.8 μM), and favorable enthalpic and entropic contributions (Table 1).
On the other hand, the second process is less favorable for WTprox, occurring with a lower equilibrium
constant (Kd = 260 μM) as compared to the dimerization of the WT protein. If the second process also
involves dimerization for WTprox (as suggested by the values of ΔH and ΔS, see Table 1), this decreased
value could be due to a steric effect of the nitroxide label.

3.3. HpUreG Shows Distinct Flexibility in Different Protein Regions

The EPR spectrum of WT HpUreG labeled with MA-Proxyl nitroxide (WTProx, Figure 1C)
arises from the contribution of spin labels simultaneously grafted onto the three Cys residues.
To separately dissect the conformational flexibility of different regions of HpUreG, the EPR spectrum
of the nitroxide-labeled HpUreG variants that contain a single labeled cysteine (C7prox, C48prox,
and C66prox) were performed in solution and at room temperature (Figure 1C). Qualitatively, when the
nitroxide mobility decreases, a broadening of the EPR spectral line shape is expected. For the single

51



Biomolecules 2020, 10, 1062

labelled HpUreG variants, the spectra show different mobility: the line shape becomes sharper going
from C7prox to C48prox and then to C66prox, reflecting an increased mobility of the nitroxide moiety and,
consequently, of the protein structural motif to which the label is attached (Figure 1C). A quantitative
view of the nitroxide dynamics in terms of the rotational correlation time (τc) and of the magnetic
parameters (g-factor and hyperfine A-tensors) was obtained by simulating the EPR spectra with
SimLabel [31] (a MatLab graphical user interface using the Easyspin toolbox [32]) (see Table 2 and
Supplementary Materials Section S2). As very often found in SDSL-EPR studies [27], the spectra
of HpUreG could be simulated by two components, which represent populations of spin labels
characterized by different dynamics. These populations can be related either to rotameric states of
the spin label or to structural sub-states of the protein in conformational equilibrium. In the case of
HpUreG, the large difference in the dynamics of the two components (see τc in Table 2), generally not
observed for rotamers [51], suggests that they reflect distinct protein conformational states [51,52].
This conclusion is consistent with similar phenomena reported for SpUreG [27], and is further supported
by the observation that the HpUreG EPR spectrum of C66prox is modified by the addition of glycerol,
a protective osmolyte: in this case, the spectrum can be simulated by increasing the contribution of the
slower component, which changes from 44 to 70% (Table 2 and Figure S4). Protective osmolytes are
indeed known to modify the conformational equilibria among different conformational states of the
protein [53], stabilizing the protein structure toward a more folded conformation [52].

Table 2. Electron Paramagnetic Resonance (EPR) spectra simulation parameters: rotational correlation
times (τc in ns) and proportion (%) of the simulated multi-components of the spectra of HpUreG
variants under various conditions.

Apo-Form +Ni(II) +Ni(II) and GTP

Labeled Site Component Weight % τc (ns) Weight % τc (ns) Weight % τc (ns)

C66prox Fast 56 0.6 34 0.6 28 0.7
Slow 44 2.4 66 2.4 72 3.4

C66prox Fast 30 0.6 22 0.6 19 0.8
+gly 30% Slow/Rigid * 70 2.4 78 2.4 81 * 4.4 *

C48prox Fast 37 0.6 39 0.6 21 0.6
Rigid 63 4.9 61 4.9 79 4.9

C7prox Fast 20 0.3 15 0.3 14 0.3
Rigid 80 6.1 85 6.1 86 6.1

The symbol (*) indicates the “rigid” component.

Note that, in the following paragraphs, we named “fast” all spectral components characterized
by τc values included between 0.3–0.7 ns, “slow” those characterized by τc values included between
0.7–4.0 ns, and “rigid” components characterized by τc values included between 4.0–6.2 ns. The sharpest
EPR line shape is observed for the nitroxide grafted to Cys66. This spectrum is constituted by two
components having almost the same proportion, one with τc = 0.6 ns (“fast”) and the other with
τc = 2.4 ns (“slow”) (Table 2 and Figure 3). The fact that the “fast” component shows a mobility
close to that normally observed for a spin label attached to loops or intrinsically disordered protein
fragments [27,44,54] demonstrates that this region is highly flexible. This dynamic behaviour is
similar to that observed for the SpUreG orthologue containing the nitroxide label grafted onto the
corresponding cysteine residue, which features two conformers with similar correlation times (τc “fast”
= 0.3 ns and τc “slow” = 3.6 ns) (see Figure S5) [27].

Similarly, two components with different degrees of flexibility and comparable relative abundance
are observed for C48prox: one features a “fast” behavior (τc = 0.6 ns), while the other (“rigid”) is
consistent with a less flexible dynamic (τc = 4.9 ns) (Table 2 and Figure 3). On the other hand, a “rigid”
component (τc = 6.1 ns) is dominant (80%) in the case of C7prox, for which a less abundant component
(20%) shows a “fast” behavior (τc = 0.3 ns) (Table 2 and Figure 3). The latter case can be explained by
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considering that the nitroxide moiety resides in a well-structured region or in a buried site. The high
yield of labeling reached for this site (80–100%, Figure S1) suggests that Cys7 is accessible, so the
observed rigid behavior is indicative of the presence of a highly rigid protein segment.

Figure 3. Conformational distribution of HpUreG variants plotted in terms of the relative amount of
the conformations obtained from simulation of EPR spectra. The different conformational ensembles
are indicated using different colors and the relative correlation times are reported.

All these data experimentally confirm previously reported molecular dynamic simulations on
HpUreG, which suggested substantial rigidity in the protein regions involved in catalysis, justifying
the residual catalytic activity of the isolated proteins, while evidencing the large dynamic flexibility
for the protein portions involved in protein−protein interactions, which contain the residues in the
conserved CPH motif [55].

To further investigate the structural dynamics of HpUreG in the apo-state, double electron-electron
resonance (DEER) experiments were applied. DEER experiments allow to measure the dipolar coupling
between spin pairs, yielding distance distribution between the coupled spins. Three double-Cys
variants were constructed and labeled (C7prox/C48prox, C7prox/C66prox, C48prox/C66prox) and their CW
EPR spectra are reported in Supplementary Materials Figure S7. For all the DEER data shown in this
section, the error on distance distribution results was calculated with the validation tool of DeerAnalysis
(see Figure S8) [56]. DEER data of the C7prox/C48prox variant (Figure 4A) showed well-resolved distance
distribution with 2 peaks centered at 2.4 and 3.5 nm, while the one obtained for C7proxyl/C66proxyl

(Figure 4B) and for C48proxyl/C66proxyl (Figure 4C) displayed broad distance distribution. These results
confirm the presence of considerable conformational heterogeneity in the protein sample, supporting
the highly flexible behavior of HpUreG, as already observed by previous NMR studies [20] and by the
CW EPR data described above.
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Figure 4. Inter-label distance distributions. (Left panel): experimental Q-band DEER traces recorded at
60 K for (A) C7prox/C48prox, (B) C7prox/C66prox, and (C) C48prox/C66prox. Red lines indicate the baseline
used for background correction. (Central panel): corrected Double Electron-Electron Resonance
(DEER) traces (black) with superimposed fits derived from Tikhonov regularization (red). (Right

panel): Tikhonov derived distance distributions obtained using DeerAnalysis (black) [56] superimposed
with distance distributions calculated by MMM software (gray curves) [34].

In all cases, the average distance distributions measured by DEER span a broader range than
those predicted by an MMM [34] analysis based on the HpUreG crystal structure (PDB: 4HI10) [21]
and a library of rotamers for the MA-Proxyl spin label (Figure 4). This observation confirms that the
experimental conditions used in the crystallization experiments (solutes and salts acting as precipitants)
likely favored a more compact and rigid fold, as already shown for other biological systems [57],
and that the protein structure observed in the crystal is different from the conformation that the protein
assumes in solution.

3.4. Ni(II) Ions and GTP Binding Produce Changes in the Structural Dynamics of Different Protein Regions

Figure 5 shows the EPR spectra of the WTprox in the presence of either GTP or Ni(II), and in
the presence of both cofactors. No significant spectral changes were detected after the addition of
either GTP or Ni(II), while addition of both cofactors resulted in a clear change of the EPR line shape,
corresponding to an increase of the broader components of the spectrum. This indicates that both
ligands are necessary to induce structural changes in HpUreG.

To investigate the source of this spectral modifications, and in particular to sort out which of the
three nitroxide labels bound to the protein contributes to the Ni(II) and GTP-driven line broadening,
the experiment was repeated using the single-Cys variants of HpUreG.

Addition of Ni(II) did not produce significant changes of the EPR line shapes for C7prox (Figure 6A)
and C48prox (Figure 6B), while for the C66prox spectrum induced a line broadening (Figure 6C),
suggesting a reduction of the spin label mobility (Table 2 and Figure 3). Indeed, we observe a change
in the weight of the two components (Table 2 and Figure 3), with the less flexible species becoming
most abundant (from 44 to 66%).

54



Biomolecules 2020, 10, 1062

Figure 5. X-band CW EPR spectra of 50 μM HpUreG labeled at the three naturally occurring Cys
residues, recorded in solution and at room temperature. The apo-form spectra (black line) are compared
to spectra recorded in presence of either 3 mM GTP and/or 2.5 mM Ni(II) (red line).

Figure 6. X-band CW EPR spectra of HpUreG variants at room temperature, in the absence and in the
presence of glycerol. In the upper panels (A–D), the apo-form spectra are in black, those obtained in
presence of 2.5 mM of NiSO4 are in red. In the lower panels (E–H), the apo-form spectra (black line)
are compared to spectra recorded in presence of either 3 mM GTP and/or 2.5 mM Ni(II) (red line).

Differently, no significant spectral changes were detected on all protein variants after the addition
of GTP or GDP alone (Figures S9 and S10). We also tested the effect of Mg(II) to protein samples
containing GTP or GDP. The addition of Mg(II) in equimolar concentration with respect to GTP, did not
affect the spectral shape of the protein (Supplementary Materials Figure S11).

Concomitant addition of both Ni(II) and GTP did not significantly affect the spectrum of C7prox

(Figure 6E), while it changed the line shape of C48prox (Figure 6F), with a conformational shift toward
the “rigid” component, which increased from 63% to 79% (Table 2 and Figure 3). In the case of
C66prox, additional spectral changes were observed when GTP and Ni(II) bind to the protein; the τc of
both components increases, suggesting an induced structuration of this protein region (Table 2 and
Supplementary Materials Section S2) or the dimerization of the protein upon both GTP and metal
binding. These changes became more pronounced if the experiments were performed in the presence of
glycerol, with a drastic change in the dynamics of the less flexible specie (Figure 6H, red trace), whose
τc varies from 2.4 ns to 4.4 ns (Table 2). These results were confirmed for the HpUreG C48prox/C66prox

variant, which showed a similar behavior as found for C66prox in glycerol (Figure S12).
The observed spectral changes indicate that Ni(II) and GTP induce structural and dynamics

modifications in the Ni(II)-binding region of the protein where C66 is located, and in the region around
Helix 2, containing C48. This suggests the occurrence of an allosteric communication between the

55



Biomolecules 2020, 10, 1062

protein regions proximal to the Ni(II) and the GTP binding sites, whereas the region around the Cys7
residue is not affected by the presence of either Ni or GTP, or both.

To further investigate the structural effect of ligand binding on HpUreG fold, DEER experiments
would have been of great interest. However, the decrease in the Tm (phase memory time) value
(Figure S13A) associated with the field sweep (FS) intensity loss (Figure S13B) in the presence of
Ni(II) prevented from obtaining properly exploitable DEER traces. Works are currently in progress to
improve the quality of DEER experiments.

4. Conclusions

In this work, the structural dynamics of HpUreG was explored in the absence and in the presence of
its physiological cofactors, Ni(II) and GTP. In solution, HpUreG fluctuates between different sub-states,
this plasticity likely being a key factor to allow the protein to perform protein–protein and protein–metal
ion interactions needed for Ni(II) ions delivery into the urease active site. ITC determined the conditions
and the thermodynamic parameters of Ni(II) and GTP-driven protein dimerization, supported by light
scattering data. SDSL-EPR demonstrated that the degree of structural flexibility changes along the
protein backbone, with the region involved in GTP binding and the one involved in metal and protein
interactions being more rigid and more flexible, respectively. EPR also revealed that concomitant
addition of both Ni(II) and GTP is necessary for a structural transition in these two parts of the protein,
located on opposite sides of the tertiary structure, with a shift of the conformational equilibrium
towards a more structured state. Differently, addition of either the metal ions or the nucleotide produces
only minor perturbations of the conformational equilibrium, indicating that both ligands are necessary
to exert a significant conformational response. These observations suggest that binding of GTP in its
pocket is propagated, along the protein backbone, to the metal binding site where Ni(II) is bound,
and vice versa. The induced shift of the conformational ensemble of UreG likely regulates the protein
function, possibly allowing the protein to shuttle Ni(II) ions from UreE to the UreD2-UreF2 complex
and, eventually, to urease.

Overall, the present work represents an important contribution for the characterization of the
dynamics of UreG and its role in the network of the urease chaperone proteins. In the perspective
to extend this original approach, involving SDSL-EPR spectroscopy, to the study of urease network
directly inside bacterial cells, the results presented here provide important insights useful in the
research on molecules with anti-bacterial activities to overcome anti-microbial resistance (AMR).

Supplementary Materials: The following can be found at http://www.mdpi.com/2218-273X/10/7/1062/s1:
Supporting figures and tables as well as detailed descriptions of all experimental procedures, comprising
EPR spectra simulations, site-directed mutagenesis, measurement of UreG GTPase activity, Size exclusion
chromatography and light scattering data, are provided with the manuscript. Section S1: Supplementary figures
(S1–S13), Section S2: CW spectra simulation with SimLabel program, Section S3: Methods summary.
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Abstract: Because proteins are fundamental to most biological processes, many genetic diseases
can be traced back to single nucleotide variants (SNVs) that cause changes in protein sequences.
However, not all SNVs that result in amino acid substitutions cause disease as each residue is under
different structural and functional constraints. Influential studies have shown that protein–protein
interaction interfaces are enriched in disease-associated SNVs and depleted in SNVs that are common
in the general population. These studies focus primarily on folded (globular) protein domains and
overlook the prevalent class of protein interactions mediated by intrinsically disordered regions
(IDRs). Therefore, we investigated the enrichment patterns of missense mutation-causing SNVs that
are associated with disease and cancer, as well as those present in the healthy population, in structures
of IDR-mediated interactions with comparisons to classical globular interactions. When comparing
the different categories of interaction interfaces, division of the interface regions into solvent-exposed
rim residues and buried core residues reveal distinctive enrichment patterns for the various types
of missense mutations. Most notably, we demonstrate a strong enrichment at the interface core of
interacting IDRs in disease mutations and its depletion in neutral ones, which supports the view that
the disruption of IDR interactions is a mechanism underlying many diseases. Intriguingly, we also
found an asymmetry across the IDR interaction interface in the enrichment of certain missense
mutation types, which may hint at an increased variant tolerance and urges further investigations of
IDR interactions.

Keywords: intrinsically disordered proteins; single nucleotide variants; protein–protein interactions;
interface core and rim; human disease

1. Introduction

Driven by the goal of understanding genetic diversity in the human population and how
this diversity affects disease likelihood, efforts in sequencing human genomes have provided vast
amounts of sequence variants, also known as single nucleotide variants (SNVs). If SNVs are located
in protein-coding regions of the genome and are non-synonymous, they can result in premature stop
codons (i.e., nonsense mutations) or substitutions of amino acids (i.e., missense mutations), both of
which could impact the biological function of the encoded proteins. As a result, SNVs can be categorized
as deleterious, benign, or even beneficial for human health. Studies have shown correlations between
the phenotypic effects of SNVs and their localization to different functional regions of proteins [1–4].

Protein structural data is critical for mapping SNVs to functional regions and for understanding
the molecular mechanism through which they lead to functional alterations. Each residue contributes
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differently to protein folding and function, and the different constraints on the residues are mirrored
in the localization patterns of the SNVs observed in the protein structure. This relationship first became
evident when disease-associated SNVs, specifically those that cause missense mutations, were mapped
onto protein structures [5,6]. Mutations associated with diseases were shown to be enriched at active
sites and buried regions that provide structural stability [2,7]. Disease-associated missense mutations
were also found enriched at protein–protein interaction (PPI) interface regions, which does not come
as a surprise given that the majority of proteins require interactions with other proteins to perform
their functions properly. Importantly, the enrichment of disease-associated mutations at the protein
interface, relative to the non-interface surface, shows much greater contrast when focusing on the
residues at the core of the interface [2]. PPI interfaces can be divided into core and rim regions using
the protein complex structures, where the core residues become buried upon binding while the rim
residues remain relatively solvent-exposed and typically form the perimeter of the interface [8,9].
Disease-associated missense mutations are more common in the interface core, especially at the hotspot
residues that contribute most to protein interaction affinity [2].

The enrichment of disease-associated missense mutations at interface regions clearly suggests that
the disruption of PPIs is likely a common mechanism for altered biological function and disease [10].
An extensive mutagenesis study provides strong support for this hypothesis [1]. This study revealed that
the majority of the tested disease-associated mutations disrupted PPIs, and the interaction-disrupting
mutations can be divided into quasi-null and edgetic mutations. A quasi-null mutation abolishes all
of a protein’s interactions, likely through destabilization of the protein, while an edgetic mutation
removes a specific subset of interactions. These edgetic mutations are more often found in interface
regions, altering their binding properties. Furthermore, disease-associated mutations in different
interface regions of the same protein can lead to different diseases, providing an explanation for the
pleiotropic effects of disease-associated genes [10].

Structural mapping has also been exploited to investigate the functional impact of SNVs associated
with specific classes of diseases, most prominently cancer. Somatic SNVs associated with cancer are of
particular interest because some of them drive the propagation of the tumor cells, which contrasts the
broader disruptiveness of germline disease-associated SNVs [6,11]. Somatic cancer-associated SNVs
from tumor tissues were also found enriched at functional regions, but studies have reported higher
enrichment at the protein surface compared to the buried regions [6,11]. Importantly, the properties of
the SNVs depend on the native and cancer-associated functions of the proteins. Cancer-associated
SNVs in oncoproteins cause gain-of-function and are more commonly found on the surfaces of proteins
as well as clustered and recurrent in specific sequence positions [4,12,13]. While SNVs that can
activate oncoproteins are limited to a select few residues, these oncoprotein SNVs appear to be under
stronger positive selection in tumor cells, highlighting their key roles in driving oncogenesis [14].
Cancer-associated SNVs in tumor suppressor proteins are found enriched at the buried regions and
are more often scattered across the sequence, resulting in destabilizing effects similar to the typical
germline disease-associated SNV [4].

Recent sequencing efforts have also enabled the identification of SNVs present in the healthy human
population. These SNVs and their observed frequency, as annotated in databases such as gnomAD [15],
provide a first glimpse of the natural sequence variations in human populations. They are not directly
associated with diseases and are depleted from functionally critical protein regions such as protein
interfaces while their enrichment is inversely correlated with evolutionary sequence conservation [2,16],
sharply contrasting the trends seen in disease-associated SNVs. This finding is unsurprising as the
tolerance for sequence variation is likely to be higher at non-functional, less-conserved protein regions.

Studies of SNVs from the healthy population often make a distinction between common and
rare variants. Common SNVs, which are often defined as those with greater than 1% frequency
in the population, are typically functionally neutral [17,18]. Some common SNVs may even provide
a selective advantage and may be beneficial for the adaptation of the population to environmental
changes or stressors [19,20]. The localization patterns of these common SNVs most strongly contrast
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with disease-associated SNVs. On the other hand, rare SNVs account for the majority of variants in the
population [21]. Rare SNVs consist of mutations under negative selection as well as novel mutations
and thus are enriched in deleterious mutations [22–24]. These mutations also tend to have greater
effects on function, which was demonstrated by a study on human height distribution that found
an inverse correlation between frequency and phenotypic effect [25]. Therefore, common and rare SNV
datasets contain SNVs with low and medium levels of deleteriousness on average, which provides
contrast with the highly deleterious disease-associated SNVs.

Structural analyses of SNVs, most frequently on the SNVs causing missense mutations,
have previously focused on independently-folding (i.e., globular) domains. However, many PPIs are
mediated by protein regions that are not confined in a single folded conformation prior to binding,
namely intrinsically disordered regions (IDRs) that participate in PPIs (interacting IDRs) [26–28].
IDRs are underrepresented in interaction and structural datasets [28–30], but IDRs are increasingly
recognized for their prevalence and their critical roles in regulatory intermolecular interactions [31].
It has been hypothesized that some traits make IDRs particularly suitable for interactions involved
in signaling and regulation [31], complementing globular domains that more often perform catalytic
functions. IDRs contribute large interaction surfaces in the form of compact interaction modules such
as shorter peptide motifs and longer molecular recognition features (MoRFs) [26,28,32]. It has been
estimated that IDRs in the human proteome contain ~132,000 binding motifs [28]. Peptide motifs and
MoRFs can be used in combinatorial ways due to alternative splicing and the modulation of their
interaction propensities via post-translational modifications [33,34]. Moreover, the flexibility of IDRs
allows multivalent and fuzzy, often promiscuous interactions with multiple partners as well as fast
binding kinetics and low-affinity high-specificity partnerships [35–37]. Given these traits, it is not
surprising that IDRs are a common feature of hubs in PPIs, which are proteins that make the largest
number of interactions and thus greatly influence the connectivity of PPI networks [38–40].

Given the significance of IDR-mediated protein interactions, it is pertinent to know whether
disease, common, and rare SNVs are similarly enriched/depleted at the interfaces of IDR-mediated
interactions (IDR interactions) as at interfaces between folded domains (globular interactions). It has
been established that IDRs are generally less enriched in disease SNVs compared to other protein
regions and that they exhibit higher evolutionary rates that could be attributed to weaker structural
constraints [41,42]. Nonetheless, with an estimated 22% of disease SNVs located in IDRs and a higher
concentration of these mutations in IDRs that are involved in PPIs, the importance of understanding
the mutations in IDRs should not be understated [43]. A study of sequence motifs revealed enrichment
of disease-associated SNVs compared to benign SNVs [44], suggesting that the function-disrupting
substitutions are concentrated in the interaction-mediating elements residing in IDRs. In the light of
this finding and the fact that IDRs interact mostly with folded domains, although IDR–IDR interactions
have been reported, one could expect the interfaces of the globular partners of IDRs (IDR-partners) to
exhibit the familiar trends in SNV enrichment/depletion that have been observed in globular interaction
interfaces. However, IDR interactions and globular interactions exhibit differences in both structure
and function [27,45–48], and we have previously found IDR-partner interfaces to have distinctive
physicochemical and geometric properties [49]. Moreover, IDR-partner interfaces bind to inherently
dynamic IDRs that are potentially more accommodating to changes in the interface. Therefore,
the IDR-partner interfaces may exhibit distinctive mutation enrichment patterns, which demand
a closer inspection.

In this work, we built on previous studies analyzing the localization of several categories
of missense mutations in protein complex structures, but we focused on IDR interactions.
Specifically, we analyzed the bias of missense mutations among interface residues as well as buried and
surface non-interface residues (Figure 1). Importantly, we separated protein interfaces into core and rim
regions because we and others have demonstrated characteristic differences in the two interface regions,
including residue composition and SNV enrichment [2,9,46,49]. To calculate mutation enrichments,
we mapped disease-associated SNVs from SwissVar, somatic cancer-associated SNVs from COSMIC,
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and SNVs from gnomAD that cause missense mutations onto available structures of IDR interactions,
as well as globular interactions which serve as a control [15,50,51]. Our analyses reveal that interface
regions of interacting IDRs are at least as enriched in disease-associated SNVs as globular interactions
and exhibit depletion of gnomAD SNVs, especially at the interface core regions. Notably, IDR-partner
interfaces exhibit a strong presence of disease-associated SNVs. However, our analyses may also
provide preliminary evidence of a greater tolerance for common gnomAD SNVs at IDR-partner
interfaces, which deserves further investigation. Overall, our findings are concordant with studies that
have associated IDRs with numerous diseases, especially cancer [52–55].

 

Figure 1. Structural regions analyzed in this study. The structural regions were defined based on
solvent-accessible surface areas measured from protein complex structures. Residues with changes
in relative solvent accessible surface area (rASA; see Methods) between the bound and unbound
conformations were defined as core residues (red) if rASAs are smaller than 0.25 and rim residues
(blue) if rASAs are greater than 0.25 in the bound structures. Buried residues are non-interface
residues with rASAs smaller than 0.25 in the unbound structures, and the remainder are surface
residues (gray). Because the full-length protein often contains regions without structural data coverage,
these structurally undefined sequences were classified as external regions in our analyses.

2. Materials and Methods

2.1. Structural Data

The structural data of protein interactions consists of human proteins downloaded from the RCSB
Protein Data Bank (PDB) in September 2018 (http://www.rcsb.org/). For each structure, the model
of the biological unit was selected whenever available, and the first model was used when the PDB
file contains multiple models. Complex structures that only consist of carbon-alpha coordinates or
are too large for the computational software we utilized were removed. Protein interactions were
analyzed pairwise by iterating through all pairs of protein chains in each PDB file, focusing only
on human heteromeric interactions and removing pairs with no physical interaction, which was
determined through calculating changes in solvent accessibility. FreeSASA was used for calculation
of solvent accessible surface area (SASA) of the residues of each protein chain in their bound and
unbound states [56], where the unbound state was the structure of each protein chain in isolation.
Physically interacting protein chain pairs are those with a change in total SASA between their bound
and unbound states.
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For each interaction pair, relative solvent accessible surface area (rASA) of protein residues were
calculated to categorize the residues into protein regions. The SASA of each residue of the protein
structures was normalized by the SASA of the residue type “X” calculated in a Gly-X-Gly peptide
in extended conformation [9]. The residues were placed into structural categories based on their rASA
in their bound and unbound states [9]. Surface and buried regions consist of residues above and below
0.25 rASA in the isolated protein chain, respectively. All residues with a change in rASA between
the bound and unbound states were defined as interface residues. The interaction interface consists
of the rim residues, which have rASA > 0.25 in the bound state, and the core residues, which have
rASA < 0.25 in the bound state. Subsequently, the categorized residues were mapped to UniProt
sequences [57]. Supplementary Figure S1 provides an overview of the construction process of the
interaction structure datasets, as well as the number of structures and proteins involved. The dataset
of globular interactions encompasses all interaction pairs, which is justifiable since the dataset of IDR
interactions is small in comparison.

2.2. Defining Intrinsically Disordered Regions (IDR) Interaction Datasets

IDR interactions were identified by mapping IDRs onto UniProt sequences and subsequently
screening PDB complex structures for the IDRs. A curated dataset of IDRs was extracted from the
MobiDB database in September 2018 [58]. The MobiDB database contains protein regions annotated as
curated linear interacting peptides (LIPs), which consist of IDRs aggregated from multiple databases.
For this study, entries from the ELM were excluded since they contain short linear motifs (SLiMs) that
are found not only in disordered regions but also in globular regions [59].

For each UniProt sequence with IDRs defined by MobiDB, we iterated through all interaction pair
structures to identify all instances of the IDRs. For an interaction pair structure to be labeled as an IDR
interaction, one of the protein chains must overlap with an IDR sequence. A protein chain was labeled
as an interacting IDR if more than 50% of the interface residues were within an IDR defined in MobiDB.
Furthermore, protein chains with more than nine buried residues in their unbound states were excluded
from interacting IDRs, thereby removing chains that potentially contain independently-folding regions.
Once all the interacting IDR and IDR-partner interaction pair structures were defined, the remaining
structures were excluded from the IDR interaction dataset.

2.3. Mapping Mutations to Globular and IDR Interaction Structural Data

SNVs in protein-coding regions that cause missense mutations and are associated with diseases
were sourced from the SwissVar and COSMIC databases. The SwissVar SNV dataset consists of
disease-related germline mutations [50]. The COSMIC SNV dataset consists of curated cancer mutations,
excluding mutations annotated with genome-wide screens and single nucleotide polymorphisms [51].
The COSMIC database contains both cancer driver and passenger mutations, and the mutations may
come from proteins that are labeled as oncoproteins or tumor suppressor as well as belonging to neither
or both of those categories. Because of the functional differences between oncoproteins and tumor
suppressors, we further divided the COSMIC-SNV-mapped proteins into those labeled exclusively as
oncoproteins or tumor suppressors by using the datasets constructed by Brown et al. [14].

SNVs that cause missense mutations and are not associated with diseases, and thus are generally
considered benign, were sourced from the gnomAD database [15]. The gnomAD SNV dataset consists
of SNVs from the healthy human population as well as their frequencies, allowing their categorization
into common and rare SNVs. We analyzed SNVs with a frequency between 0.1 and 10−6. As the
amount of common SNV data is very small, we used a comparatively relaxed threshold frequency
of 0.001 to define our high-frequency SNV dataset, which provides a subset of SNVs with a greater
fraction of benign mutations for analysis. For comparison, we also analyzed a set of rare SNVs that
have frequencies between 5 * 10−6 and 10−6.

We merged mutation data with structural data by mapping all missense mutations to the interaction
pair structures through their shared UniProt sequences [57]. We subsequently iterated through all
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the interaction pair structures and merged all the structural and mutation data for each UniProt
sequence. Merging the SwissVar SNV, COSMIC SNV, oncoprotein SNV, tumor suppressor SNV [14,51],
and gnomAD SNV datasets with the globular, MobiDB interacting IDR [58], and IDR-partner datasets
resulted in 15 combined datasets. For each of the 15 combined datasets, UniProt sequences lacking
either structural data or mutations were removed. In case of overlap between multiple PDB structures,
the residue structural label was decided by their priority from highest to lowest: core, rim, buried,
surface, and unstructured (external region; see Figure 1). In other words, if a protein residue position
was an interface core residue in one structure and a non-interface surface residue in another, the residue
will be labeled as an interface core residue in the merged data. In the case of the IDR interaction dataset,
the UniProt residues were also labeled as interacting IDR or IDR-partner. The tabulated residues and
mutations for all datasets are presented in Supplementary Table S1.

2.4. Odds Ratio Calculations

We used odds ratios (ORs) to compare mutation enrichment between protein regions, as described
previously by David and Sternberg [2]. OR values higher than one denote enrichment of missense
mutations at the specified regions, while depletion results in values smaller than one. The probability
of mutation (p) in region i was given by the number of mutated positions (m) in region i divided by the
number of residues (r) in region i, i.e.,:

pi = mi/ri (1)

The odds ratio of mutations in region i over j is:

ORij =
(pi/(1− pi))(
pj/
(
1− pj

)) (2)

The standard error for the natural log of the odds ratio is [3]:

SE_LORij =

√
1

mi
+

1
ri −mi

+
1

mj
+

1
rj −mj

(3)

The standard error for the natural log of the odds ratio was used to estimate the standard error of
the odds ratio [10]:

SE_ORij � ORij ∗ SE_LORij (4)

The standard error of the odds ratio was used to define the error bars in the bar plots of ORs,
which were generated using the ggplot2 module in R [60]. The p-values of ORs were calculated using
the chi-square test in R and are reported in Supplementary Table S2. The enrichment of mutations
at each protein region was determined using the full-length protein as the reference, i.e., region rj
is the total number of residues in a dataset. Therefore, an OR of the interacting IDR dataset would
be calculated with pj equal to the number of mutations in all proteins containing interacting IDRs
divided by the total length of those proteins. Correspondingly, a pj of the IDR-partner dataset would
be calculated based on the subset of proteins containing IDR-partner structures.

3. Results

3.1. Disease-Associated Single Nucleotide Variants (SNVs) Are Enriched at IDR Interaction Interfaces

To pursue our goal of revealing whether IDR interfaces exhibit familiar trends in SNV
enrichment/depletion that have been observed in globular interaction interfaces, we first repeated
the enrichment analysis for globular interactions and set baselines for the comparisons with IDR
interactions. We collected structures of heteromeric protein complexes from the Protein Data Bank
(PDB) to assemble the globular dataset (see Methods for details). We divided residues in these
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complexes into structural regions based on their solvent accessibility in bound and unbound states
(see Methods for details). Briefly, the surface and buried regions were defined as residues that are
exposed and unexposed to solvent in the unbound state, respectively. The interface region was defined
as residues that become more buried upon complex formation, i.e., residues that change in solvent
exposure when comparing the complex to the separate protein chains (Figure 1). We further divided
the interface region into core and rim, which are the central and peripheral sections of the interface,
respectively, because of the differences in sequence and structural characteristics between the two
regions [2,9].

We began our comparison of enrichments by analyzing the distribution of disease-associated
missense mutations from the SwissVar database (SwissVar SNVs) in the globular dataset. After mapping
the mutations to the structural regions, we calculated the enrichment/depletion of mutations at each
structural region using odds ratios (ORs) [2], with OR > 1 indicating enrichment of mutations relative
to the full sequence distribution (see Methods for details). Our globular interaction dataset shows
the highest enrichment of SwissVar SNVs at the buried and interface core regions of proteins (buried
OR = 1.9, p-value ≤ 10−99; core OR = 2.3, p-value ≤ 10−99; Figure 2). Buried residues of globular
domains are typically more critical to the structure and stability of the protein, while core residues tend
to contribute strongly to protein binding, so the substitution of these residues will more likely disrupt
function. Thus, these enrichment patterns are consistent with the disease association of the mutations.
These observations are also in agreement with previous studies of disease-associated missense
mutations that reported the strongest mutation enrichment at the buried and core regions [1,2,61].
Although David et al. reported more significant enrichment at the buried region, this discrepancy
could be explained by differences in rASA thresholds used in defining structural regions [2]. The rim
region has an OR of 1.4 (p-value = 2.5 * 10−12), which is much lower than the interface core region but
still suggests stronger functional constraints than the non-interface surface region, which has an OR of
1.0 (Figure 2).

Figure 2. Odds ratios of SwissVar single nucleotide variants (SNVs). An odds ratio (OR) is calculated
for each protein region using all residues in the dataset as the reference distribution. The bar graph plots
the ORs (Y-axis) of each protein category and protein region (X-axis). Each OR is the odds of mutation
in the specific region divided by the odds of the full-length parent proteins. The Y-axis is centered at
one, and ORs > 1 show enrichment while ORs < 1 show depletion. Structural regions are color-coded
(see Figure 1). Statistical significance is denoted by asterisks: * p-value < 0.05, ** p-value < 0.01,
*** p-value < 0.001. ORs and p-values can be found in Supplementary Table S2.

Next, we repeated this analysis for IDR interactions. We identified these interactions,
i.e., interactions between IDRs and folded IDR-partners, by mapping curated IDRs from the MobiDB
database to PDB complex structures (see Methods for details). Notably, because PDB structures are
often limited to crystallizable protein complexes, the IDRs in our datasets are generally regions that
fold upon binding, such as MoRFs and peptide binding motifs (see Results Section 3.3 and Discussion).
We then calculated ORs for the different protein regions, as it was done for the globular interactions,
calculating the denominator odds using the number of mutations and sequence length of proteins that
contain either IDR or IDR-partner structures (see Methods for details). IDR-partners in this dataset are
independently folded domains while IDRs, by definition, are not, so we calculated the enrichments for
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IDR-partners and interacting IDRs separately (Figure 2 middle and right). For the IDR-partner, the OR
calculations reveal a similar picture of enrichment as for the globular interactions. Specifically, SwissVar
diseases-associated mutations are found enriched at the buried parts as well as the interaction interface
consisting of core and rim residues. The enrichment of SwissVar mutations at the IDR-partner interface
core region as well as its buried parts are even more pronounced than at the globular interaction regions
(buried OR = 2.6, p-value = 3.3 * 10−45; core OR = 3.0 p-value = 7.3 * 10−19). The IDRs themselves
also show enrichment of SwissVar disease-associated mutations at interface locations (Figure 2 right).
These mutations are found significantly enriched at both the core and the rim regions of the interface,
but the enrichment is particularly pronounced at the interface core (core OR = 2.7, p-value = 4.3 * 10−6;
rim OR = 1.7, p-value = 2.4 * 10−3). It needs to be noted that the IDRs lack buried residues because they
predominantly interact by adopting secondary but not tertiary structures. This analysis of mutations
from SwissVar clearly demonstrates that disease missense mutations are not only found enriched at
the core of classical interfaces between folded domains but also at the core of interfaces between IDRs
and their partners. This result may suggest that the interface core of interacting IDRs and IDR-partners
have functional roles that are very susceptible to disruption by amino acid substitutions, maybe as
susceptible as the core of globular interfaces.

Compared to germline SwissVar mutations, somatic cancer-associated mutations from the COSMIC
database are known to have different enrichment patterns and mechanistic properties, which prompted
us to analyze them independently. Past studies have shown a distinctively greater tendency for
cancer-associated mutations to occur in protein surface and interface regions [6,11], in contrast to the
disease-associated germline mutations that favor the buried region [2]. Using the same procedures for
mapping mutations to structural data and evaluating mutation enrichment, we found that the COSMIC
cancer-associated missense mutations also exhibit enrichment at functional regions of the globular
and IDR interaction sets (Figure 3A), although to a lesser degree than SwissVar SNVs. Indeed, ORs
closer to one, specifically in the globular interaction proteins and in the IDR-partners, indicate weaker
enrichment patterns compared to SwissVar SNVs. This difference could be attributed, at least in part,
to the presence of passenger mutations in the COSMIC SNV dataset, which are missense mutations
identified in cancer tissue that do not contribute to tumor growth and are under weak negative or
no selective pressure [62]; therefore, they are expected to have a more uniform distribution across
protein regions. Notably, the enrichment at the globular buried region is significant but relatively
weak (Table S2), which is consistent with previous observations [6,11]. Interestingly, the rim regions
of both the globular interactions and the IDR-partners show significant enrichment levels equal to
those of the core regions. This finding contrasts the observations for SwissVar SNVs (Figure 2) and is
intriguing since rim residues tend to contribute less to binding affinity when compared to the core.
Most importantly, the highest ORs are observed in the interacting IDR core and rim (core OR = 1.6,
p-value = 9.6 * 10−5; rim 1.5, p-value = 8.9 * 10−7). This enrichment at interacting residues of the IDRs
contrasts the known depletion of COSMIC SNVs within IDRs in general [41,63], emphasizing a strong
association between cancer and interacting IDRs and, more specifically, their interface core residues.

Cancer development and progression are generally driven by the inactivation of tumor suppressors
and the activation of oncoproteins. Therefore, selective pressures that act on tumor suppressors and
oncoproteins in cancer cells may generate a distribution of missense mutations that reflects more
closely the functional importance of the affected residues. While we mapped COSMIC missense
mutations across many proteins for our analysis, only small subsets of these proteins are verified as
tumor suppressors and oncoproteins that drive oncogenesis [13]. As we were interested in the mutation
distribution difference between tumor suppressors and oncoproteins, we repeated the analysis while
selecting only proteins that were labeled as tumor suppressors and oncoproteins, and we excluded
proteins that were annotated in both categories to segregate them and study their differences, as it was
done by Brown et al. [14]. As we expected, missense mutations in tumor suppressors show enrichment
patterns reminiscent of the SwissVar SNVs, in both the globular interactions as well as IDR-partners
(Figure 3B). Most prominent is the statistically significant enrichment of mutations at buried and
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interface core regions. This result is consistent with previous reports of cancer-associated missense
mutation enrichment at the buried region of tumor suppressors [12] and an expected loss of function
when mutations hit buried residues important for protein stability. In contrast, the enrichment patterns
for globular and IDR-partner oncoproteins (Figure 3C) more resemble patterns observed in the full
COSMIC SNV dataset (Figure 3A). Interestingly though, the core regions of IDR-partners that are
oncoproteins are not statistically enriched in COSMIC missense mutations (core OR = 1.1, p-value = 0.4).
Unfortunately, the numbers of cancer-associated missense mutations that map to interacting IDRs from
tumor suppressors or oncoproteins are very small, too small for confident interpretation (i.e., all ORs
are not statistically significant; see Table S2). Due to the limited data, which results in a lack of
statistical significance, we can only speculate on the observed trends. Interacting IDR interface regions
from tumor suppressors do not appear enriched in COSMIC missense mutations, which is consistent
with the idea that mutations in an interacting IDR are less likely to lead to a loss of function of the
protein compared to mutations in the buried regions of globular domains. By contrast, interacting IDR
interface cores from oncoproteins appear enriched in cancer missense mutations, which mirrors the
enrichment of cancer missense mutations observed in the IDR core of all analyzed proteins (Figure 3A)
and implies that these IDR interactions hold functions in cancer-associated pathways.

Figure 3. Odds ratios of COSMIC SNVs. (A) A bar graph of odds ratios of all COSMIC SNVs. The odds
ratios of the subsets of proteins that were categorized as (B) tumor suppressors and (C) oncoproteins,
respectively. See Figure 2 for details. p-values for all odds ratios can be found in Supplementary
Table S2.

3.2. gnomAD SNVs Are Depleted at IDR Interaction Interfaces

Finally, we analyzed missense mutations from gnomAD to investigate how mutations present
in the general population are distributed across structural regions in globular, interacting IDR and
IDR-partner proteins. The mutations from gnomAD (gnomAD SNV) are observed in a population of
healthy individuals, so these missense mutations are typically not directly associated with diseases.
David and Sternberg previously studied non-disease-associated missense mutations annotated in the
UniProt database and showed that these variants are depleted from functionally critical protein
regions [2]. Specifically, they revealed enrichment at the rim and surface regions and depletion at the
buried and interface core regions. The gnomAD SNV data is from large-scale genome sequencing
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projects, which also allows the study of rare missense mutations that were previously not detectable.
Thus, in addition to analyzing all gnomAD SNVs, we also analyzed subsets of gnomAD SNVs with
frequencies from 5 * 10−6 to 10−6 (rare SNVs) and from 0.1 to 0.001 (high-frequency SNVs). Studies have
suggested that some mutations with very low frequencies can have deleterious effects [23,64], so the
high-frequency SNVs should more accurately reflect the localization of benign mutations.

We first present results from the full gnomAD SNV dataset (frequency 0.1 to 10−6) since it contains
the largest number of mutations by far, thereby providing more reliable results. Results for the entire
gnomAD SNV datasets were generated through the same procedures of mutation mapping and OR
calculation. The ORs calculated for the globular dataset indicate that gnomAD SNVs causing missense
mutations are significantly depleted at structured parts of proteins, especially at the functionally critical
buried and interface core regions (Figure 4A). Compared to the ORs of the globular interaction set,
the IDR-partner’s ORs indicate more substantial depletions of gnomAD missense mutations from
functional regions. Particularly depleted of gnomAD mutations is the core region of IDR-partners
(OR = 0.5, p-value = 3.0 * 10−67). This finding is contrasted by the relatively high and significant ORs
of the surface and rim regions of interacting IDRs. However, the interface core of interacting IDRs is
also depleted of gnomAD missense mutations (OR = 0.8, p-value = 2.1 * 10−3), and interacting IDRs
as a whole are not enriched in these SNVs (i.e., surface, buried, core, and rim combined; OR = 1.0;
Figure 4A). Together, these findings highlight, again, the functional importance of the core residues
in both IDR-partners and interacting IDRs.

 

Figure 4. Odds ratios of gnomAD SNVs. (A) Odds ratios are calculated using gnomAD SNVs of
frequencies between 0.1 to 10−6. (B) Odds ratios are calculated using gnomAD SNVs of frequencies
between 5 * 10−6 to 10−6, i.e., rare SNVs. (C) Odds ratios are calculated using gnomAD SNVs of
frequencies between 0.1 to 0.001, i.e., high-frequency SNVs. See Figure 2 for details.

When we isolated the rare SNVs (frequency 5 * 10−6 to 10−6; Figure 4B), which contain variants
that are generally seen only once in the available population sample, we still observed a significant
depletion of the functional regions from missense mutations. This depletion is particularly pronounced
for the IDR-partner core region (OR = 0.61, p-value = 2.8 * 10−27). However, the magnitude of the
depletion is overall smaller than for all gnomAD SNVs. ORs closers to unity may be rationalized
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by the higher percentage of novel and deleterious SNVs among rare variants (see discussion).
Interestingly, an exception to the weakening depletion pattern is the significant enrichment of rare
SNVs at the interface rim of IDRs (OR = 1.2, p-value = 2.5 * 10−4). Similar to the result for all gnomAD
SNVs (Figure 4A), the missense mutation enrichment outside the core of the interacting IDR is consistent
with the previous observations of higher mutation rates for IDRs in general [65,66].

The relatively subdued enrichment patterns of the rare SNV missense mutations are juxtaposed
by the high-frequency SNV dataset. We investigated the high-frequency SNVs (frequency 0.1 to 0.001;
Figure 4C) because these mutations are the most likely to be benign based on their recurrence in healthy
individuals. In the globular interaction dataset, the high-frequency SNVs that cause missense mutations
are generally more strongly depleted from the functional regions compared to the complete gnomAD
SNVs dataset (Figure 4C), which is consistent with the expected greater proportion of benign mutations
in the high-frequency SNVs. For both globular interactions and IDR-partners, the buried region is
the most devoid of high-frequency SNVs (globular OR = 0.53, p-value = 4.9 * 10−46; IDR-partner
OR = 0.47, p-value = 7.7 * 10−8). Interestingly, compared with all gnomAD SNVs, the ORs of the
high-frequency SNVs for interface core regions do not decrease proportionately with the buried regions.
The divergence of trends in the buried and core regions is most striking for the IDR-partners, which
have a relatively large proportion of high-frequency SNVs in the core region (OR = 1.1, p-value = 0.7).
In contrast, the high-frequency SNVs appear relatively depleted from the interacting IDR core and rim
regions, but results are inconclusive due to the scarcity of high-frequency SNVs with structural data
for interacting IDRs (core OR = 0.56, p-value = 0.2; rim OR = 0.75, p-value = 0.3).

3.3. Robustness of Datasets and Findings

As some of the datasets in our analysis are small, it is possible that our study was influenced
by an overrepresentation of a few specific domains. Therefore, we searched our interaction sets to
test for overrepresented Pfam domains [67]. Supplementary Figure S2 shows the number of proteins
containing the 20 most frequent Pfam domains in each interaction set and mutation data analyzed.
This analysis clearly shows that the majority of the highest-ranked domains have similar numbers of
occurrences, with a few exceptions. In the globular dataset (Figure S2A–C), the protein kinase domain
(Pfam: PF00069) stands out with an overall higher count. Among the globular proteins for which
gnomAD missense mutations were mapped and analyzed (Figure S2A), 44 are observed to have this
protein kinase domain. However, this number accounts for only 1.75% of the dataset (Figure S2A)
due to its large size. In the much smaller IDR-partner and interacting IDR datasets (Figure S2D–I),
ligand-binding domains of nuclear hormone receptors (Pfam: PF00104), PHD-finger domains (Pfam:
PF00628) and core histone domains (Pfam: PF00125) stand out with high count numbers. The risk
of bias is typically higher in these smaller datasets. For instance, the 11 ligand-binding domains of
nuclear hormone receptors found among IDR-partners onto which SwissVar mutations were mapped
(Figure S2F) make up nearly 12% of the dataset, potentially skewing the results of our enrichment
analysis. Therefore, to test the robustness of our findings, we removed proteins containing the domains
with overall high numbers of occurrences mentioned above and repeated our enrichment analysis.
Essentially negligible changes are observed for the statistically significant ORs after the removal of
these proteins (Figures S3–S5). Hence, the enrichment trends reported do not appear significantly
biased by any Pfam domain overrepresentation.

The set of IDRs that we analyzed is likely enriched in those that fold upon binding, which includes
peptide motifs and MoRFs [26,32,47], potentially leading to a bias against more dynamic forms of IDR
interactions, namely fuzzy interactions [35,68]. To assess this concern, we compared the predicted
level of intrinsic disorder and residue composition between our datasets and disordered regions from
FuzDB, which is a database of fuzzy protein complexes [69]. We also compared both properties with
Pfam domains to get the contrast with structured domains. First, we compared the datasets using
scores from Disopred, a sequence-based predictor of disordered regions (Figure S6) [70]. The Disopred
scores of the globular and IDR-partner sets are both very similar to the scores of the Pfam domains,
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all of which exhibit low levels of predicted disorder, which is expected from independently folding
domains. On the other hand, the interacting IDRs show a distribution closer to that of FuzDB protein
regions, although the overall level of predicted disorder is not as high. This difference is likely due
to the presence of highly dynamic regions in FuzDB. This database includes not only polymorphic
binding regions that sample multiple bound conformations but also flanking and clamping regions
that are functionally important but are not the primary binding regions [69,71]. Next, we evaluated the
residue composition of each dataset, which shows again that the globular and IDR-partner sets are
closest to the Pfam set (Figure S7). Compared to the globular set, both FuzDB and interacting IDR
sets are enriched in polar and charged residues, which are common in disordered regions. However,
sequences in FuzDB have more polar residues, while those in the interacting IDR set have more charged
residues. In summary, the interacting IDRs we analyzed are clearly distinguished from folded globular
domains, but their sequence composition also differs slightly from disordered regions involved in fuzzy
interactions. Overall, this analysis suggests that our mutation enrichment findings mainly pertain to
IDR interactions that involve folding upon binding.

4. Discussion

IDR interactions are recognized not only for their critical role in cellular communication and
regulation but also for their differences in molecular properties compared to the classical globular
interactions [45,47,49,72]. It is reasonable to assume that the structural properties of protein interfaces
will affect the susceptibility and tolerance of interface residues to missense mutations. In this study,
we report evidence that IDR interactions are just as enriched in disease-associated mutations as globular
interactions, suggesting that the interface residues from both categories of interactions are equally
crucial for function. Most remarkable is the strong enrichment at the interface core of IDRs for disease
mutations and its depletion in neutral ones. These trends are likely the consequence of the functional
roles of the IDR interactions, which are often transient and specific interactions involved in signaling
and regulation [31]. The abundance of some proteins with long IDRs is under tight cellular control [73],
which would imply a high sensitivity to changes in binding affinity as well. Furthermore, some IDRs
are involved in promiscuous interactions, both by flexibly binding multiple partners and by binding
to globular proteins that have multiple partners (i.e., one-to-many and many-to-one interactions,
respectively) [74,75]. Fewer neutral mutations and stronger evolutionary conservation were observed
in residues that interact with multiple protein partners, which was postulated to be the result of
additive constraints from multiple interactions [76].

The SwissVar SNV dataset enables the most direct interpretation due to the connection between
these mutations and diseases. The enrichment patterns of SwissVar missense mutations indicate
that both interacting IDRs and IDR-partner interfaces have residues that are critical for mediating
interactions and, if mutated, lead to diseases. For IDR-partners, this interpretation is consistent
with certain features we have previously found enriched at their interfaces, such as high rigidity,
hydrophobicity, and conservation, which are all features associated with residues important for
binding [49]. Concerning the interacting IDRs, which are inherently more dynamic, the enriched
mutations are likely affecting highly conserved and often hydrophobic hotspot residues, which are
key determinants of interaction affinity and are often part of conserved motifs, e.g., an SH3-binding
motif [44,45,77]. Alternatively, disease-causing mutations in interacting IDRs may modulate the
sampling of nascent, transient secondary structures in the unbound state. If these secondary structures
are involved in binding and are present in the bound complex, changes in their sampling may alter
the binding affinity [28,43]. This idea is exemplified by mutations in p53 that alter its residual helical
structure and, consequently, change its affinity to MDM2 [31,78].

Similar to SwissVar SNVs, somatic cancer-associated mutations have also been found enriched at
structural regions [63], but they are known to have a greater tendency to localize to the protein surface
and interface regions [11]. These trends are reaffirmed in our COSMIC SNV globular interaction dataset,
despite overall weaker enrichments. It is interesting to note that the rim of globular interactions is
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particularly enriched in somatic cancer-associated mutations. Preferential localization to the rim regions,
which consists of polar and charged solvent-exposed residues, is only observed in the COSMIC dataset
for the globular interactions. However, this observation is consistent with the previously reported
tendency for cancer mutations to disrupt PPIs through substituting charged residues and perturbing the
electrostatic component of binding affinities [11,79]. The most exciting finding of the analysis with the
entire COSMIC SNV data is that the cores of interacting IDRs have the highest, statistically significant
ORs. Many studies have demonstrated positive correlations between cancer and proteins harboring
IDRs [41,44,53,80]. Furthermore, IDRs are enriched in sites of post-translational modifications such as
phosphorylation, which are proposed to be prominent targets of cancer mutations [11,33,81]. However,
a previous study had found globular domains more enriched in cancer-associated mutations than
predicted interacting IDRs [41], and others have noted that cancer mutations are overrepresented
within highly modular protein hubs, which incidentally tend to contain IDRs [41]. A good example
of a protein with large segments of IDRs but has many more cancer-associated mutations within its
globular domains is p53, which is the most frequently mutated protein in human cancers [41,82].
Therefore, the broadly-defined IDRs are likely depleted of cancer mutations compared to globular
regions [41], but our results reveal the hidden enrichment within the more precise structurally-defined
IDR interface regions, particularly their cores, which emphasizes the importance of detailed structural
information in enrichment analyses.

Notably, only small subsets of the numerous proteins that are mutated in tumor cells are
verified as oncoproteins and tumor suppressors that drive oncogenesis, which is why we further
analyzed oncoproteins and tumor suppressors. Oncoproteins and tumor suppressors contribute to
oncogenesis through diverging mechanisms, so, unsurprisingly, their mutation localization patterns
are correspondingly different. Tumor suppressors are often deactivated through destabilizing and
truncating mutations [12,13,83]. The localization patterns of COSMIC mutations in globular and
IDR-partner tumor suppressors suggests that disruption of PPIs is also a deactivating mechanism.
In contrast, the generally activating cancer-associated mutations in oncoproteins tend to be less
destabilizing and more site-specific [79], which is reflected in the higher ORs in the protein surface and
interface rim regions of the globular interaction set. Interestingly, the interface regions of IDR-partner
oncoproteins have no statistically significant enrichment in cancer-associated mutations, which contrast
the finding for globular oncoproteins. This finding suggests that some IDR-partner interfaces may be
more robust to mutations, but this may also be the result of sparse data coverage. The lack of data also
does not allow for an unambiguous interpretation of the mutation enrichments for interacting IDRs
in tumor suppressors and oncoproteins. Overall, the analyses of the full COSMIC data reveal that IDR
interaction interfaces are highly enriched in somatic cancer missense mutations, while those in tumor
suppressors and oncoproteins exhibit intriguing differences compared to globular interfaces.

In contrast to the pathogenic disease-associated mutations, missense mutations that result from
SNVs present in the general population (gnomAD) are assumed to be mostly benign, and as such,
should be scarce in functionally critical regions. Buried and core regions in IDR-partners exhibit
depletion levels of the entirety of gnomAD SNVs that surpasses the globular set, highlighting their
functional importance. Interestingly, although the core region of interacting IDRs is also significantly
depleted of gnomAD SNVs that cause missense mutations, the rim of interacting IDRs has a statistically
significant enrichment of these variants, which suggests an overrepresentation of neutral and novel
variants at this region. While interface rim residues also contribute to binding, there is a broader
trend of enrichment of gnomAD SNVs within IDRs in general, which can be attributed to the weaker
structural constraint compared to globular protein folds but is also proposed to be influenced by the
higher mutation rate in the encoding genes [41,65]. In essence, the statistically robust results for all
gnomAD SNVs that cause missense mutations reveal that the core regions of both IDR-partners and
interacting IDRs are depleted of these variants but that the other areas of interacting IDRs are certainly
more tolerant to these SNVs present in the general population.
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Although individual gnomAD SNVs generally do not cause disease, one study suggested that
70% of rare mutations are mildly deleterious [23], and proteins enriched in rare mutations have been
suggested to have stronger associations with diseases [84]. Consistent with this idea is our observation
that rare SNVs have a much-subdued depletion pattern compared to the entire gnomAD dataset.
In other words, we found a higher proportion of rare SNVs localizing to the functional regions of
globular, IDR-partner, and IDR interaction structures (Figure 4B). In addition, novel mutations from
rapid population growth likely contribute to the more uniform distribution of rare SNVs. By contrast,
high-frequency SNVs are considered to be benign due to their common presence in the population
and thus are more indicative of the tolerance to amino acid variation. Concordantly, we observed
particularly strong depletion of high-frequency SNVs at the buried regions of globular proteins and
IDR-partners, where substitutions would likely have the most damaging effects. Notably, the interface
core of the globular interaction dataset is less depleted in high-frequency SNVs relative to the buried
region. More strikingly, the IDR-partner core has a much higher OR for high-frequency SNVs.
While the cores of the globular and IDR-partner sets contain many SwissVar disease-associated
mutations, which are probably localizing to hotspot residues, we propose that some cores could at
the same time accommodate mutations that result in disruptions mild enough to escape purifying
selection and that this phenomenon is particularly relevant to the IDR-partner interfaces (see below).
While most high-frequency SNVs likely arise from weak purifying selection, some may be driven by
positive and balancing selection [20,23]. Indeed, sustaining a high frequency in the population is likely
conditional on a positive molecular phenotype for some of these SNVs. Thus, the high proportion of
such missense mutations within the IDR-partner core raises the possibility that some of these mutations
could provide selective advantages or contribute to the genetic diversity in the population, which is
important for evolutionary adaptation [19,85,86].

The combined observations from the different mutation categories reinforce the view that
IDR-interactions are critical to human cellular functions and thus are susceptible to disease-causing
missense mutations, but it also reveals a contrast between the interacting IDR and IDR-partners that
needed to be addressed. While the cores of interacting IDRs demonstrate intolerance to mutations
across the datasets, IDR-partners showed relatively weak depletion of high-frequency SNVs and weak
enrichment of COSMIC SNVs within oncoproteins. The difference between IDR and IDR-partner
interface residues is intriguing because their partnerships suggest shared functional constraints.
One possible explanation for the observed difference is based on the participation of IDRs in promiscuous
(i.e., one-to-many) interactions [74], which could mean more significant constraints for residues with
multiple functions. However, the IDR-partners can also play the role of the promiscuous binder
(i.e., many-to-one interactions) [74,87]. An alternative explanation is based on the molecular structure
of the IDR interaction interfaces. We and others have previously noted that interface residues in the
interacting IDR, especially the core residues, make greater individual contributions to binding than the
interface residues in the IDR-partner [45,46,88]. Many IDRs interact using short motifs composed of
relatively few residues. These few residues in the interacting IDR core, which are often hydrophobic
and transition from being highly solvent-exposed in the unbound state to being buried upon binding,
contribute more to interaction surfaces than residues on the IDR-partner side [46,47]. This difference
between interacting IDR and IDR-partner interfaces may explain why both contain residues (probably
hotspots) that, if mutated, lead to diseases, but that the relatively large IDR-partner interfaces also
appear to accommodate other residues that may be more tolerant to variance. Proteins can evolve
new functions through accumulating mutations, a process that is especially prominent in dynamic
protein regions [65,85], so the IDR-partners’ apparent higher tolerance for certain mutations may have
a significant role in evolutionary adaption.

Nonetheless, we must mention some limitations of our study. While the use of experimentally
determined structures provides crucial data for the determination of core, rim, surface, and buried
regions, this approach may bias our findings to less dynamic complexes. While NMR experiments
contributed a significant number of IDR complex structures, many structures were determined
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through X-ray crystallography experiments, which limits our dataset to IDRs that fold upon binding.
Consequently, an increasingly recognized class of complexes that exhibit conformational heterogeneity
in their bound state, known as fuzzy complexes, may be underrepresented [71]. Because a focal
finding of this study is the importance of the core residues in interacting IDRs for function and
disease, the method of identifying the core residues from IDR interaction structures is central to our
investigation. Thus, fuzzy complexes in which key binding residues remain dynamic in their bound
states may require a different approach to investigate mutation enrichment patterns in the future.
It also needs to be stressed that some of the differences that we see between IDRs and IDR-partners
are observed in sets with small numbers of data points. Therefore, additional analyses with larger
datasets are required in the future to confirm the observed differences in SNV enrichments between
IDRs and IDR-partners.

5. Conclusions

Investigating the enrichment of different categories of missense mutations within IDR interaction
structures revealed several notable characteristics. Although limited in availability, IDR complex
structures are crucial for precisely identifying the core residues of the interacting IDRs. While the
categorization of PPI interface residues into core and rim is a well-established practice for globular
proteins, the same is often not done for studying interacting IDRs. Once we identified the core
residues, we more clearly observed that interacting IDR core residues are significantly enriched
in SwissVar and COSMIC missense mutations as well as being depleted in gnomAD SNVs that cause
missense mutations. These results suggest that interacting IDR core residues are highly intolerant to
missense mutations, which support the view that the disruption of IDR interactions, and thus the
cellular functions that they perform, is a common mechanism underlying many diseases. Interestingly,
the trends that we observed suggest an asymmetry across the IDR interaction interface in the enrichment
of certain missense mutation types. However, future analyses with more variant data will be required
to confirm differences in variant enrichment between interacting IDRs and IDR-partners. In any case,
the growing availability of protein structure and sequence data has enabled us to recognize important
distinctions between globular and IDR-mediated interactions, and this trend continues to accelerate.
Accounting for such differences will contribute to the understanding and prediction of the effects of
missense mutations on disease susceptibility, which is a critical aspect of personalized medicine.
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Abstract: Cancer is a heterogeneous genetic disease that alters the proper functioning of proteins
involved in key regulatory processes such as cell cycle, DNA repair, survival, or apoptosis. Mutations
often accumulate in hot-spots regions, highlighting critical functional modules within these proteins
that need to be altered, amplified, or abolished for tumor formation. Recent evidence suggests that
these mutational hotspots can correspond not only to globular domains, but also to intrinsically
disordered regions (IDRs), which play a significant role in a subset of cancer types. IDRs have distinct
functional properties that originate from their inherent flexibility. Generally, they correspond to more
recent evolutionary inventions and show larger sequence variations across species. In this work,
we analyzed the evolutionary origin of disordered regions that are specifically targeted in cancer.
Surprisingly, the majority of these disordered cancer risk regions showed remarkable conservation
with ancient evolutionary origin, stemming from the earliest multicellular animals or even beyond.
Nevertheless, we encountered several examples where the mutated region emerged at a later stage
compared with the origin of the gene family. We also showed the cancer risk regions become quickly
fixated after their emergence, but evolution continues to tinker with their genes with novel regulatory
elements introduced even at the level of humans. Our concise analysis provides a much clearer
picture of the emergence of key regulatory elements in proteins and highlights the importance of
taking into account the modular organisation of proteins for the analyses of evolutionary origin.

Keywords: intrinsically disordered regions; linear motifs; gene duplications; de novo; evolutionary
origin

1. Introduction

Most human genes are thought to have an extensive and very deep evolutionary history. In line
with the thought “Nature is a tinkerer, not an inventor” [1], major human gene families date back to
the earliest Eukaryotic evolutionary events, or even beyond. The very oldest layers of human genes
encode metabolically, structurally, or otherwise essential proteins that typically go back to unicellular
evolutionary stages. Mutations to this core biochemical apparatus can prove disruptive to all aspects
of cellular life, and indeed, there are known mutational targets associated with genome stability and
cancer. In contrast to these “caretaker” genes, a more novel set of genes have emerged at the transition
to a multicellular stage. These “gatekeeper” proteins are involved in cell-to-cell communication,
especially in early embryonic development and tissue regeneration. Gatekeeper genes that control cell
division are among the best known cancer-associated oncogenes and tumor suppressors [2].

In order to establish the evolutionary origins of cancer genes, Domazet-Loso and Tautz carried
out a systematic analysis based on phylostratigraphic tracking [3]. By correlating the evolutionary
origin of genes with particular macroevolutionary transitions, they found that a major peak connected
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to the emergence of cancer genes corresponds to the level where multicellular animals have emerged.
However, many cancer genes have a more ancient origin and can be traced back to unicellular organisms.
These trends seem to apply to the appearance of disease genes [4] and novel genes in general as
well [5]. These studies were based on the evolutionary history of the founder domains. However,
new genes can also be generated by duplication either in whole or from part of existing genes, when
the duplicate copy of a gene becomes associated with a different phenotype to its paralogous partner.
This mechanism can also influence the emergence of disease genes [5].

By taking advantage of the flux of cancer genome data, several new proteins have been identified
to play a direct role in driving tumorigenesis during recent years [6]. One of the key signatures of
cancer drivers is the presence of mutation hotspot regions, where many different patients might show
a similarly recurrent pattern of mutations [7]. These hotspots are typically located within well-folded,
structured domains. However, many cancer associated proteins have a complex modular architecture,
incorporating not only globular domains, but also intrinsically disordered segments, which can also
be sites of cancer mutations. In our recent work, we systematically collected disordered regions
that are directly targeted by cancer mutations and analyzed their basic functional and system level
properties. [8]. While only a relatively small subset of such disordered cancer drivers was identified,
their mutations can be the main driver event in certain cancer types. These disordered regions can
function in a variety of ways including post-transcriptional modification sites (PTMs), linear motifs,
linkers, and larger sized functional modules typically involved in binding to macromolecular complexes.
These disordered cancer drivers have a characteristic functional repertoire and increased interaction
potential, and their perturbation can give rise to all ten hallmarks of cancer independently of ordered
drivers [8].

In general, owing to the lack of structural constraints, disordered segments show more evolutionary
variability [9]. In particular, linear motifs can easily emerge to a previously non-functional region of
protein sequence by only a few mutations, or disappear as easily, leaving little trace after millions or
billions of years [10]. However, elements fulfilling a critical regulatory function might linger on for
a longer time. So far, the evolutionary origin of intrinsically disordered regions that have a critical
function proven by a human disease association has not been analyzed.

In the current study, we studied the evolutionary origin of disordered cancer risk regions.
For this, we used a dataset of cancer driving proteins in which cancer mutations specifically targeted
intrinsically disordered regions [8]. We retrieved phylogeny data from the ENSEMBL Compara database.
Using a novel conservation and phylogenetic-based strategy, we determined the evolutionary origin
not only at the gene level, but also at the region level. In addition, we also investigated the emergence
mechanism of disordered cancer risk regions and how evolutionary constraints, selection, and gene
duplications events influenced the fate of these examples. Finally, we presented interesting case studies
that demonstrate the ancient evolutionary origin of these examples and the continuing evolution of
their genes built around the critical conserved functional module.

2. Materials and Methods

2.1. Dataset

We used a subset of the previously identified disordered cancer risk regions [8]. These regions
were identified based on genetic variations collected from the COSMIC database [11] using the method
that located specific regions that are enriched in cancer mutations [7]. Disorder status of these regions
was verified based on experimental data collected from dedicated databases and from the literature
when available, or based on consensus disorder prediction methods [8]. Mapping was not feasible for
CDKN2A isoform (Tumor suppressor ARF), because it was not present in the ENSEMBL database
we used in our study), hence this protein was excluded from the further analyses. Proteins in which
both disordered and ordered cancer regions were identified were filtered out in order to be able to
focus clearly on the disordered regions. Regions that were primarily mutated by in-frame insertion
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and deletion and contained less than 15 missense mutations were also excluded because of our
conservation calculation method (see below). Finally, histone proteins were merged, keeping the single
entry of HIST1H3B. Ultimately, we obtained a list of 36 disordered cancer risk regions of 32 proteins
APC (Adenomatous polyposis coli protein): 1284–1537, ASXL1 (Polycomb group protein ASXL1):
1102–1107, BCL2 (Apoptosis regulator Bcl-2): 2–80, CALR(Calreticulin): 358–384, CARD11 (Caspase
recruitment domain-containing protein 11): 111–134; 207–266; 337–436, CBL (E3 ubiquitin-protein
ligase CBL): 365–374, CCND3 (G1/S-specific cyclin-D3): 278–290, CD79B (B-cell antigen receptor
complex-associated protein beta chain): 191–199, CEBPA (CCAAT/enhancer-binding protein alpha):
293–327, CSF1R (Macrophage colony-stimulating factor 1 receptor): 969–969, CTNNB1 (Catenin
beta-1): 32–45, EIF1AX (Eukaryotic translation initiation factor 1A, X-chromosomal): 4–15, EPAS1
(Endothelial PAS domain-containing protein 1): 529–539, ESR1 (Estrogen receptor): 303–303, FOXA1
(Hepatocyte nuclear factor 3-alpha): 248–268, FOXL2 (Forkhead box protein L2): 134–134, FOXO1
(Forkhead box protein O1): 19–26, HIST1H3B (Histone H3.1): 28–28, ID3 (DNA-binding protein
inhibitor ID-3): 48–70, MED12 (Mediator of RNA polymerase II transcription subunit 12): 44–44,
MLH1 (DNA mismatch repair protein Mlh1): 379–385, MYC (Myc proto-oncogene protein): 57–60,
MYCN(N-myc proto-oncogene protein): 44–44, MYOD1(Myoblast determination protein 1): 122–122,
NFE2L2 (Nuclear factor erythroid 2-related factor 2): 20–38; 75–82, PAX5 (Paired box protein Pax-5):
75–80, RPS15 (40S ribosomal protein S15): 129–145, SETBP 1 (SET-binding protein): 858–880, SMARCB1
(SWI/SNF-related matrix-associated actin-dependent regulator of chromatin subfamily B member 1):
368–381, SRSF2 (Serine/arginine-rich splicing factor 2): 95–95, USP8 (Ubiquitin carboxyl-terminal
hydrolase 8): 713–736, VHL (von Hippel-Lindau disease tumor suppressor): 54–136; 144–193.

2.2. Evolutionary Framework

In this work, we calculated the evolutionary origin of cancer risk regions within our dataset of
disordered proteins. Our approach focused on the age of orthologous gene families, instead of focusing
on the evolutionary origin of founder domains. Assignment of age of human gene families (origin)
was carried out using the ENSEMBL genome browser database. To identify the origin of individual
human gene families, we fetched the phylogenies and analysed the evolutionary supertrees built by the
pipeline of the ENSEMBL Compara multi-species comparisons project [12,13]. The used release (99) of
the project contained 282 reference species including 277 vertebrata, 4 eumetazoa, and 1 opisthokonta
(S. cerevisiae) species. Note that, in these phylogenies, the most ancient node can be the ancestor of
yeast. The origin of the gene family was identified by taking the taxonomy level of the most ancient
node of the phylogenetic supertrees. Taxonomy levels were broken into major nested age categories
(mammals, vertebrates, eumetazoa, opisthokonta), similarly to previous studies [14].

To define the evolutionary origin of regions, we built a customized pipeline that included collecting
and mapping mutations from COSMIC database to ENSEMBL entries, constructing multiple sequence
alignments of protein families, and mapping the cancer regions among orthologs and paralogs.
According to the ENSEMBL supertrees, protein sequences of human paralogs (including the cancer
gene) and their orthologs were queried from the database using the Rest API function. Then, multiple
sequence alignments of the corresponding sequences were created with MAFFT (default settings) [15].
On the basis of the sequence alignments, cancer regions were mapped onto the sequences. In the
mapping step, cancer regions were considered as functional units (linear motifs, linkers, disordered
domains) and borders of the regions were defined according to this. When the highly mutated regions
covered only a single residue, it was extended to cover the known functional linear motif or using its
sequence neighbourhood. On this basis, the subset of paralogs, in which the mapped cancer region
was found to be conserved, was identified.

Next, the set of sequences containing regions that showed evolutionary similarity to the mutated
regions were identified among the collected orthologs and paralogs. Conservation of the regions among
paralogs was evaluated relying on two strategies, by calculating the similarity of mutated positions in
the cancer risk regions (see below) and based on HMM profiles. This consideration was taken into
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account in order to reduce the chance of false conservation interpretation arising from the difficulty of
aligning disordered proteins. The HMM profiles were built from conserved cancer regions of vertebrate
model organisms using the HMMER (version 3.3) method [16]. The identified region hits were manually
checked to minimize the chance of false positives or negatives. Next, we identified the evolutionarily
most distant relative in which the cancer region was declared to be conserved. As a result, the origin
of the region could differ from the origin of the orthologous gene family, when paralogue sequences
that contained the conserved motif had a more ancient origin. Basically, we treated the cancer risk
regions as the founder of the family. The taxonomy level of this ortholog was defined as the level in
which the cancer region emerged in the common ancestor of this ortholog and H. sapiens.

2.3. Region Conservation

Within the identified cancer risk region, some of the positions could be more heavily mutated
and are likely to be more critical for the function of this region. We took this into account when
calculating the region conservation. Mutations for each position collected from the COSMIC database
were mapped to the corresponding ENSEMBL human entry. On the basis of the sequence alignment
corresponding to the cancer risk regions, we identified the positions that were similar to the reference
sequence. Two positions were considered similar when the substitution score was non-negative
according to the BLOSUM62 substitution matrix. A given cancer region was considered to be conserved
between homologs, when the conserved residues carried more than 50% of missense mutations.

2.4. Positive Selection: Selectome and McDonald and Kreitman (MK) Test Results

For each entry in our dataset, we collected information about positive selection using the Selectome
database (current version 6) [17]. This database contains collected sites of positive selection detected
on a single branch of the phylogeny using the systematic branch-site test of the CODEML algorithm
from the PAML [18] phylogenetic package version 4b. The ratio of non-synonymous and synonymous
substitutions (ω) can be interpreted as a measurement of selective pressure indicating purifying
(ω values < 1), neutral (ω values = 1), or positive (ω values > 1) selection. In our work, positions
under positive selection that have a posterior probability higher than 0.9 were extracted from the
database and mapped onto our gene set.

However, the branch-site model generally cannot detect species-specific positive selection.
Potential cases of human-specific positive selection may be detected effectively by comparing divergence
to polymorphism data, as in the McDonald and Kreitman (MK) test. Human-specific positive selection
detected by MK test previously calculated [19] was mapped onto our dataset of disordered cancer genes.

3. Results

3.1. Evolutionary Origin of Genes and Regions

Altogether, we collected 36 cancer risk regions of 32 disordered proteins and investigated the
evolutionary origin at the level of genes and regions. The age estimation of disordered cancer genes
was obtained using the last common ancestor of descendants using the ENSEMBL supertrees, which
includes phylogeny of gene families returning not only individual gene history, but also relationships of
ancient paralogs and their history (see Material and Methods). Using this strategy instead of analysing
the evolution of individual genes or simply the emergence of the founder domain, we could define the
origin of regions more precisely, even the ancient ones, without introducing any bias of overprediction
of origins. However, some ambiguity still remained and was manually checked (Supplementary
Materials 1). The genes were traced back to opisthokonta (in accordance with the ENSEMBL database)
and divided into four major phylostratigraphic groups, which are associated with the emergence of
unicellular, multicellular organisms, vertebrates, and mammals.

Previous results identified the level of eumetazoa as the main age for the emergence of cancer
associated proteins [3]. We observed a similar trend in the case of disordered cancer proteins.
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Specifically, we found that 21 disordered cancer proteins, the majority of cases, have emerged at the
level of eumetazoa (Figure 1). Fourteen cases were found to be even more ancient and could be traced
back to single cell organisms, at least to opisthokonta. The only protein that emerged more recently,
at the level of vertebrates, was CD79B, the B-cell antigen receptor complex-associated protein β chain.
Its appearance is in agreement with the birth of many immune receptors [20] and is assumed to be
driven by the insertion of transposable elements.

Figure 1. Conservation-based evolutionary origin of disordered cancer regions and genes. (A) The
orange and sky blue squares represent the origin of genes and regions, respectively. Gunmetal squares
indicate the same evolutionary origin at both region and gene levels. (B) Summary barchart of origins
in the three gene-age categories.
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In around half of the cases (21), the emergence of the mutated region was the same as the
emergence of the protein (Figure 1). Strikingly, these included five cases (EIF1AX, HIST1H3B, MLH1,
RPS15, SMARCB1) where not only the gene/protein, but also the region primarily mutated in human
cancers were very ancient and could be traced back to unicellular organisms. Fifteen regions with
Eumetazoa and one with Vertebrata origin could be traced back to the same level as their corresponding
gene. However, in several cases, the emergence of the region was a more recent event compared
with the emergence of the gene. Of these, eight regions emerged at the Eumetazoa and seven at the
Vertebrate level. In general, there was only one level difference between the emergence of the gene and
the region at this resolution. The only exception was SETBP1. In this case, the region itself emerged
at the vertebrate level. However, the gene could be traced back to opisthokonta level, although the
eumetazoa origin cannot be completely ruled out (see Supplementary Materials 1). Overall, many
of the disordered regions were more recent evolutionary inventions compared with the origin of
their genes, and date back to the common ancestors of eumetazoans or vertebrates. Nevertheless,
the ancestors of all of the regions were already present from the vertebrate level.

3.2. Position Conservation

Overall, these results point to the ancient evolutionary origin of disordered regions involved in
cancer, not only at the gene level, but also at the region level. To take a closer look, we also calculated the
conservation of individual positions within the regions based both in terms of homologous substitutions
and identity. The results show that these residues are highly conserved even compared with the
conservation of the whole sequence (Figure 2). Here, 86% of the regions have more than 0.8 average
conservation value even based on identities (Figure 2A). Among the cases with the four lowest values,
the conservation of VHL, CALR, and APC, which all correspond to relatively longer segments, was still
relatively high. The only outlier was BCL2. In this case, the mutations are distributed along the
N-terminal, encompassing the highly conserved BH4 motif, as well as the linker region between the
BH4 and C-terminal part, which is conserved only in mammals (Figure S1).

Figure 2. Representation of average conservation values. (A) Sorted conservation values for each region
having positions with at least one mutation and for the whole protein. Squares (dark blue—region,
green—whole sequence) and triangles (light blue—regions, green—full sequence) represent BLOSUM62
and identity based conservation values, respectively. The outlier at the very end of the sequence
corresponds to the region of BCL2. (B–D) The number of regions and average conservation value of
regions having positions with at least 1, 15, and 25 mutations, respectively. The conservation values are
based on BLOSUM62 and identity, and the number of regions are colored by dark, medium, and sky
blue, respectively.
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Next, we investigated how this average value is altered when only the highly mutated positions
are considered. We repeated that analysis for positions that had at least 15 and 25 missense mutations,
which slightly decreased the number of regions considered. The remaining 28 and 17 regions with
positions having at least 15 and 25 mutations had 0.93, 0.89, 0.96, and 0.92 average conservation values
based on substitutions and identity, respectively (Figure 2C,D). This reflects a very clear trend with
positions with a higher number of cancer mutations showing higher evolutionary conservation.

We also collected sites of potential positive selection mapped onto our genes based on the
Selectome database [17], which provides information on likely molecular selection both at the level
of the evolutionary branch and the sequence position based on the ratio of non-synonymous and
synonymous substitutions (ω). According to these results, positive selection affected only three genes
on the human lineage in our dataset, CALR, CTNNB1, and VHL. All of these selections could be
mapped onto the vertebrates division with multiple positions (see Material and Methods) (Table 1).

Table 1. Positive selection within disordered cancer genes. Positions within cancer risk regions are
colored blue. The numbers in brackets are the posterior probability of positive selection for each position.

Gene Positions under Positive Selection Referring to the Human Protein Sequence

CALR 83(0.971), 155(0.971), 177(0.990), 267(0.995), 307(0.994), 336(0.991), 360(0.999)

CTNNB1 121(0.999), 206(0.993), 250(0.998), 287(0.991), 411(0.998), 433(0.993), 525(0.997), 552(0.998), 556(0.916)

VHL 127(0.957), 132(0.942), 141(0.923), 171(0.947), 183(0.963), 185(0.920)

However, these positions showed limited overlap with the mutated regions. In the case of
CTNNB1, none of the positions under selection overlapped with the cancer mutated region. In the
case of CALR, there was only a single position under selection within the cancer risk region, but it
was not directly targeted by cancer mutations. In the case of VHL, six positions were detected with
selective pressure and five of them were situated within the significantly mutated region. However,
none of them corresponded to a highly mutated residue.

Taking advantage of an earlier analysis [19], we also analyzed if there was any human specific
positive selection. As the ω based approach can not be used without uncertainty to identify
human-specific positive selection, this work relied on the McDonald and Kreitman (MK) test,
which compares the divergence to polymorphism data using closely related species, such as human and
chimp. There was only a single entry in our database, ESR1, that showed human specific evolutionary
changes (see case studies).

3.3. Contribution of Duplications to the Emergence of Disease Risk Regions

Gene duplications often drive the appearance of a novel function through the process called
neofunctionalization. In these cases, after a duplication event, one copy may acquire a novel, beneficial
function that becomes preserved by natural selection. Here, we have evaluated whether the emergence
of disordered cancer regions corresponds to such neofunctionalization events. For this analysis,
we collected paralog sequences and evaluated if there were regions present in these sequences that
showed clear evolutionary similarity to the cancer mutated region.

The evolutionary history of many genes is quite complex and can involve multiple duplication
events. We focused on the level where the cancer regions emerged and distinguished the following
scenarios based on the relationship between the duplication and the presence of the region among
the paralogs. The first scenario corresponds to duplication induced neofunctionalization. In this case,
an ancient cancer region emerged directly after a given gene duplication and became preserved in
only one of the branches that appeared after the duplication (Figure 3A). There are two basic scenarios
in which the duplication cannot be directly linked with the emergence of the regions. One possible
scenario is when both branches contain the region, which indicates that the region must have emerged
before the duplication (Figure 3B). The other possible scenario is when the region emerged at a later
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evolutionary stage after a duplication, and duplication cannot be directly linked to neofunctionalization
(Figure 3B).

Figure 3. The mechanisms of emergence of regions by neofunctionalization and de novo.
(A) Demonstration of the model of duplication induced (neofunctionalization) cancer region emergence.
(B) Depiction of the two sub-scenarios of the de novo region emergence. Mallow boxes and arrows
explain the evolution of the region. Red and green triangles symbolize the further evolution of paralogs
after gene duplications.

Surprisingly, the duplication induced neofunctionalization was much less common than we
expected, with only seven cases showing this behaviour. One example for this scenario is presented by
theβ-catenin family, where the degron motif [21] based cancer risk region that emerged after duplication
is present only on the branch of β-catenin and junctional plakoglobin (JUP). In contrast, we found
that 23 regions have evolved by de novo emergence, which seemed to be the dominant mechanisms
for the emergence of the analyzed cancer mutated disordered regions (Figure 4A). For example, ID3
underwent multiple duplications, but all paralogs contain the cancer risk region, which indicates that
the region emerged prior to the duplication. Another example is ESR1, in which case the paralogs
were born at the level of eumetazoa; however, this event is not directly linked to the emergence of the
cancer region, which appeared only at the level of the ancient vertebrates. In addition, there were two
singletons in our dataset, RPS15 and SMARCB1, which did not have any detectable paralogs. In the
cases of ASXL1, CCND3, SETBP1, and the first region of CARD11, the evolutionary scenarios could
not be unambiguously established. These six examples formed the “Other” group.
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Figure 4. Categorization of emergence scenarios and evolutionary fates of cancer regions. (A) The
number of regions that have emerged by duplication or de novo. Six regions were not categorized
(Other). (B) Classification of cancer regions in terms of their evolutionary fate after emergence.

We also analyzed if additional duplication events occurred after the emergence of regions and
whether the novel paralogues retained the regions. There are basically three scenarios that can occur:
(i) the region is preserved without any further duplications; (ii) the region spreads and becomes
preserved in all of the novel duplicates; (iii) partial loss scenario, that is, the region is preserved in some
duplicates, but is lost in others. Our results show that the most common evolutionary fate is the second
one (Figure 4B). In 29 cases, at least one duplication that inherited the region can be observed after
the emergence of the cancer region. In contrast, only five regions were not duplicated. Some ancient
cases, such as MLH1 and USP8, are also included among the non-duplicated ones, which means that
the reason for the lack of duplications is not the short evolutionary time. The partial loss scenario
was observed in only two cases, in the case of VHL and NFE2L2. For instance, in the case of VHL,
there was a relatively recent gene duplication at the level of mammals. While the N-terminal segment
is present on both paralogs (VHL and VHLL), the C-terminal segment is only present in VHL, but was
lost from VHLL. In a similar fashion, NFE2L2 underwent a more recent gene duplication at the level
of vertebrates, but the newly emerged paralog did not retain the two linear motifs that are primarily
targeted by cancer mutations.

3.4. Case Studies

3.4.1. MLH1

One of the most ancient examples in our dataset corresponds to MLH1 (MutL Homolog 1),
an essential protein in DNA mismatch repair (MMR). As one of the classic examples of a caretaker
function, mutations of MLH1 can lead to cancer by increasing the rate of single-base substitutions and
frameshift mutations [22]. Several positions of MLH1 are mutated in people with Lynch syndrome, also
known as hereditary nonpolyposis colorectal cancer (HNPCC). However, according to the COSMIC
database of somatic cancer mutations, the most common mutation of MLH1 is V384D. Mutational
studies of V384D using yeast assays and in vitro MMR assay did not indicate a strong phenotype,
but still showed a limited decrease of MMR activity [23]. However, it was shown that the (mostly
germline) V384D variant is clearly associated with increased colorectal cancer susceptibility [24], and it
is highly prevalent in HER2-positive luminal B breast cancer [25].

MLH1 is an ancient protein that is present from bacteria to humans. It has a highly conserved
domain organization that involves ordered N- and C-terminal domains connected by a disordered
linker [26] (Figure 5). This underlines the functional importance not only of the structured domains,
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but also of the connecting disordered region. In our previous work, we identified the region from 379
to 385 to be significantly mutated [7], which is located within the disordered segment. Recently, it was
shown that the linker can regulate both DNA interactions and enzymatic activities of neighboring
structured domains [27]. In agreement with the linker function, both the composition and length of this
intrinsically disordered region (IDR) are critical for efficient MMR. Overall, most of the linker shows
relatively low sequence conservation, however, the identified cancer risk region is highly conserved
from across all eukaryotic sequences (Figure 5), in an island-like manner. Although the exact function
of this region is not known, the strong evolutionary conservation indicates a highly important function,
not yet explored in detail.

Figure 5. Alignment of MLH1 orthologs generated with MAFFT [15] and domain structure of human
MLH1. The segment of the alignment represents the cancer region (highlighted by a rectangle) with the
missense mutation distribution depicted by gray bars. Domains are depicted by yellow, disordered
regions by red boxes, while the green box indicates the cancer risk region.

3.4.2. VHL

VHL, the Von Hippel-Lindau disease tumor suppressor protein possesses an E3 ligase activity.
It plays a key role in cellular oxygen sensing by targeting hypoxia-inducible factors for ubiquitylation
and proteasomal degradation. To carry out its function, VHL forms a complex with elongin B, elongin
C, and cullin-2 and the RING finger protein RBX1 [28,29]. VHL has an α-domain (also known as the
VHL-box, residues 155 to 192) that forms the principal contacts with elongin C, and a larger β-domain
(residues 63 to 154) that directly binds the proline hydroxylated substrate, HIF1α. The positions
mutated across various types of cancers cover a large part of the protein, including both the α and β

domains. While these regions form a well-defined structure in complex with elongin B, elongin C,
and cullin-2, they are disordered in isolation and rapidly degraded [30].

The VHL gene emerged de novo at the level of Eumetazoa together with HIFα and PHD,
the other key components of the hypoxia regulatory pathway. However, more recently, the gene
underwent various evolutionary events. The VHL gene showed slightly higher evolutionary variations
compared with other cancer risk regions (Figure 2). Some positions, including K171, showed signs of
positive selection at the level of Sarcopterygii, which might implicate the occurrence of an important
evolutionary event. It was shown that the SUMO E3 ligase PIASy interacts with VHL and induces
VHL SUMOylation on lysine residue 171 [31]. VHL also undergoes ubiquitination on K171 (and K196),
which is blocked by PIASy. In the proposed model of the dynamic regulation of VHL, the interaction
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of VHL with PIASy results in VHL nuclear localization, SUMOylation, and stability for blocking
ubiquitylation of VHL. Meanwhile, PIASy dissociation with VHL or attenuation of VHL SUMOylation
facilitates VHL nuclear export, ubiquitylation, and instability. This dynamic process of VHL with
reversible modification acts in concert to inhibit HIF1α [32].

A novel acidic repeat region appeared at the N-terminal region of the protein at the level of
Sarcopterygii, and this region underwent further repeat expansion in the lineage leading up to humans
(Figure 6). These GxEEx repeats are generally thought to confer additional regulation to the long isoform
of VHL (translated from the first methionine), with a number of putative (USP7) or experimentally
detected (p14ARF) interactors [33]. Although poorly studied, this repetitive region also seems to
harbour casein kinase 2 (CK2) phosphorylation as well as proteolytic cleavage sites, regulating VHL
half-life (consistent with a deubiquitinase, such as USP7 binding role) [34]. As a result of a recent
gene duplication, the human genome even encodes a VHL-like protein (VHLL), which has lost the
C-terminal segment including the α domain. Consequently, VHLL cannot nucleate the multiprotein
E3 ubiquitin ligase complex. Instead, it was suggested that VHLL functions as a dominant-negative
VHL to serve as a protector of HIF1α [35]. This example demonstrates that, while the basic cancer risk
region remains largely unchanged during evolution, additional regulatory mechanisms can emerge to
further fine-tune the function of the protein.

 

Figure 6. Schematic representation of the evolutionary scenario of the VHL family and the functional
units of the members. Repeat units in varying numbers and the α and β core domains are depicted
by green and yellow boxes, respectively. Red stripe in the α domain of human VHL indicates
K171 identified to emerge by positive selection on the Sarcopterygii branch (mapped K171 to other
Sarcopterygii are also indicated by red stripes).

3.4.3. ESR1

Estrogen receptor 1 (ESR1) is a member of the nuclear hormone receptor family with eumetazoan
origin. The most common mutation in both primary and tamoxifen therapy associated samples
corresponds to a single mutation (K303R). This single site emerged more recently (Figure 7) and is
located in a rather complex switch region adjacent to the ligand-binding domain (Figure S2). The highly
mutated K303 of ESR1 (more than 200 K303R missense mutations are seen in COSMIC) is a part of a
motif-based molecular switch region involving several mutually exclusive PTMs. At positions 302,
303, and 305, methylation by SET7/9, acetylation by p300, and phosphorylation by PKA or PAK1 were
observed in previous studies, respectively [36–40]. Our results show that this region is conserved only
in Sarcopterygii, which indicates a relatively young evolutionary origin of the switching mechanism.
However, while the methylation and acetylation sites are well conserved, the phosphorylation motif
appears to be specific only to H. sapiens. We came to this conclusion because R300 and K302 as well
as L306 are required for the protein kinase A (PKA) phosphorylation consensus and the oncogenic
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mutation K303R is expected to turn this region into an even better PKA substrate [41,42]. Curiously,
these residues are not found in any other mammal, supposing species specific adaptive changes.

Comparison of substitutions and polymorphic sites is a powerful approach to identify specific
changes in a pair of closely related species, like H. sapiens and chimpanzee. Relying on this approach,
198 of 9785 analyzed genes were identified to show human-specific changes including ESR1 [19].
In ESR1, there are three more changes besides R300 and K306 (L44, Q502, S559) between H. sapiens and
chimp that are also thought to be adaptive substitutions according to the MK test. Phosphorylation of
S559 was experimentally identified, suggesting this residue is also a H. sapiens specific PTM [43,44],
but there is no specific data in the literature about the biological function of L44 and Q502. Yet, we know
that phosphorylation of S305 allows the increase of estrogen sensitivity by external stimuli other than
steroids, and permits ESR1 activity even when the canonical estrogen effect is completely blocked
by tamoxifen [40,42]. In mice, ESR1 activity is essential for the estrogen effect and normal estrous
episodes [45,46]. Although we lack information, we theorize that this human-specific signaling
crosstalk might somehow be connected to the continuous menstrual cycle of H. sapiens (quite unusual
among mammals), or some other human-specific reproductive adaptation.

Figure 7. Insertion-free sequence alignment of estrogen receptor 1 (ESR1) orthologs and domain
structure of human ESR1. The alignment generated with MAFFT [15] represents the cancer region with
sites of post-translational modifications. Borders of non-depicted insertion of zebrafish are indicated by
lower case letters. The highly mutated position (K303R) is highlighted by a rectangle. PTM sites are
indicated by circles above the alignment. H. sapiens specific changes are colored in red. Domains are
depicted in yellow, disordered regions are depicted by red boxes, while the green boxes indicate the
cancer risk regions.

4. Discussion

In our study, we aimed to estimate the evolutionary origin of disordered regions that are specifically
targeted in cancer. Intrinsically disordered protein regions play essential roles in a wide-range of
biological processes and can function as linear motifs, linkers, or other intrinsically disordered
domain-sized segments [47]. They are integral parts of many cancer associated proteins and, in a
smaller number of cases, they can also be the direct targets of cancer driving mutations. In general,
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IDRs are believed to be of more recent evolutionary origin, and exhibit higher rates of evolutionary
variations compared with that of folded globular domains [9]. However, this is not what we see in
the case of disordered cancer genes. Instead, we observed that cancer-targeted disordered regions are
extremely conserved with deep evolutionary origins, which underlines their critical function. The two
main ages for emergence of disordered cancer genes can be linked to unicellular organisms and the
emergence of multicellularity, in agreement with the result of phylostratigraphic tracking of cancer
genes in general [3].

One of the most unexpected findings of our study is the examples of disordered cancer genes that
can be traced back to unicellular organisms. Mechanistically, the group of cancer genes that emerged
in unicellular organisms were suggested to play a caretaker role and contribute to tumorigenesis
by increasing mutation rates and genome instability. In contrast, cancer genes that emerged at the
level of multicellularity were suggested to typically have a gatekeeper function and promote tumour
progression directly by changing cell differentiation, growth, and death rates [48]. MLH1 is one of
the best characterized examples of a gene with a caretaker function [49]. It is involved in mismatch
repair (MMR) of DNA bases that have been misincorporated during DNA replication. Thus, disruptive
mutations of MLH1 greatly increase the rate of point mutations in genes and underline various
inherited forms of cancer. However, the most commonly seen alterations in patients are located in the
flexible internal linker. Mutational studies indicate that this highly conserved segment might not be
directly involved in MMR, but likely has an important, currently uncharacterized function. The other
ancient examples are also involved in basic cellular processes, however, they are associated with a
broader set of functions. HIST1H3B, SMARCB1, and SETBP1 are involved in epigenetic regulation and
their mutations can alter gene expression patterns [50,51]. Mutations of EIF1AX and RPS15 are likely
to perturb translation events [52,53]. However, SRSF2, which is responsible for orchestrating splicing
events, can also have a global influence on cellular states [54]. Therefore, the caretaker function is also a
subject of evolution and some of its components emerged as a result of more recent evolutionary events.

A clear novelty of our approach is to focus at the origin of sub-gene elements; that is, regulatory
regions, modules, and domains, instead of full genes. The genes can be built around founder genes that
have an extremely ancient origin, but their biological function and regulation can change fundamentally
during subsequent evolution. In several cases, the origin of the cancer mutated region was substantially
more recent than the origin of the gene. Nevertheless, after their emergence, disordered cancer regions
were fixated rapidly and showed little variations afterwards. However, their evolution at the gene
level was not set in stone and there are several indications that this process continues indefinitely.
In several cases, the cancer genes underwent gene duplications, further regulatory regions were added,
or fine-tuned by changing some of the less critical positions. We highlighted a fascinating case when
such an event occurred when our species, H. sapiens, separated from its primate relatives.

In general, the rate of gene duplications is very high (0.01 per gene per million years) over
evolution, which provides the source of emergence of evolutionary novelties [55]. According to the
general view, paralogs go through a brief period of relaxed selection directly after duplications—this
time ensures the acquisition of novelties—and subsequently experience strong purifying selection,
preserving the newly developed function. However, our results showed that only a few disordered
cancer regions have emerged in a duplication induced manner and the vast majority of disordered
cancer regions emerged de novo, independent of duplications. The evolution of disordered regions
is better described by the ex-nihilo motif theory, which is based on the rapid disappearance and
emergence of linear motifs by the change of only a few residues within a given disordered protein
segment [10]. This evolutionary phenomenon is commonly observed in the case of linear motifs,
for example, in the case of NFE2L2. This protein carries a pair of crucial linear motifs that have emerged
in the ancient eumetazoa, but are not preserved in the most recent duplicates. In an evolutionary
biology aspect, our results suggest that the evolution of functional novelties in the case of disordered
region mediated functions requires a more complex model.
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Exploring the evolutionary origin of cancer genes is an important step to understand how this
disease can emerge. This knowledge can also have important implications of how their regulatory
networks are disrupted during tumorigenesis and can be incorporated into developing improved
treatment options [56]. In this work, we focused on a subset of cancer genes that belong to the class
of intrinsic disordered proteins, which rely on their inherent flexibility to carry out their important
functions. While the selected examples represent only a small subset of cancer genes, they are
highly relevant for several specific cancer types [8]. In general, disordered proteins are evolutionarily
more variable compared with globular proteins, however, the disordered cancer risk regions showed
remarkable conservation with ancient evolutionary origin, highlighting their importance in core
biological processes. Nevertheless, we found several examples where the region specifically targeted
by cancer mutations emerged at a later stage compared with the origin of the gene family. Our results
highlight the importance of taking into account the complex modular architecture of cancer genes in
order to get a more complete understanding of their evolutionary origin.
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Figure S1: Sequence alignment of BCL2 cancer region. Figure S2: Schematic representation of the evolutionary
scenario and functional units of the ESR1 and ESR2 proteins. Supplementary Materials 1: Evolutionary origins of
selected cases.
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Abstract: Several carrier proteins are involved in protein transport from the cytoplasm to the nucleus
in eukaryotic cells. One of those is importin α, of which there are several human isoforms; among
them, importin α3 (Impα3) has a high flexibility. The protein NUPR1, a nuclear protein involved
in the cell-stress response and cell cycle regulation, is an intrinsically disordered protein (IDP)
that has a nuclear localization sequence (NLS) to allow for nuclear translocation. NUPR1 does
localize through the whole cell. In this work, we studied the affinity of the isolated wild-type NLS
region (residues 54–74) of NUPR1 towards Impα3 and several mutants of the NLS region by using
several biophysical techniques and molecular docking approaches. The NLS region of NUPR1
interacted with Impα3, opening the way to model the nuclear translocation of disordered proteins.
All the isolated NLS peptides were disordered. They bound to Impα3 with low micromolar affinity
(1.7–27 μM). Binding was hampered by removal of either Lys65 or Lys69 residues, indicating that
positive charges were important; furthermore, binding decreased when Thr68 was phosphorylated.
The peptide phosphorylated at Thr68, as well as four phospho-mimetic peptides (all containing the
Thr68Glu mutation), showed the presence of a sequential NN(i,i + 1) nuclear Overhauser effect (NOE)
in the 2D-1H-NMR (two-dimensional–proton NMR) spectra, indicating the presence of turn-like
conformations. Thus, the phosphorylation of Thr68 modulates the binding of NUPR1 to Impα3 by a
conformational, entropy-driven switch from a random-coil conformation to a turn-like structure.

Biomolecules 2020, 10, 1313; doi:10.3390/biom10091313 www.mdpi.com/journal/biomolecules99



Biomolecules 2020, 10, 1313

Keywords: circular dichroism; flexibility; fluorescence; importin; intrinsically disordered protein;
isothermal titration calorimetry (ITC); molecular docking; nuclear magnetic resonance (NMR); nuclear
protein 1 (NPR1); peptide

1. Introduction

Active nuclear translocation happens through importins (also known as karyopherins), together
with other proteins such as the GTPase Ran and nucleoporins [1–3]. The classical nuclear import
pathway is started by recognition of a nuclear localization sequence (NLS) in the cargo by importin
α [4]. The complex cargo importin α binds to importin β; then, this complex goes through the nuclear
pore complex (NPC). The GTPase Ran dissociates the ternary complex within the nucleus by interacting
with importin β, and both importins α and β are recycled back to the cytoplasm [4]. The human
genome encodes seven isoforms of importin α, with three subtypes [4–6]. These isoforms have a role
in cell differentiation, gene regulation [5,7], and even in viral infections, because some viral proteins
are recognized by specific importins [8].

Importin α is a modular protein built of α-helix repeat armadillo (ARM) units [1,4]. It has
two domains: (i) a N-terminal importin β-binding (IBB) domain, approximately 60-residues-long,
which is used for binding to importin β before transport through the NPC, and (ii) a C-terminal
NLS-binding motif formed by ten ARM units [9]. Structures of several truncated importin α, without
the IBB domain [8,9], have shown that the cargo NLS region binds in a disordered conformation.
This interaction occurs at a concave site of the elongated structure, involving ARM motifs 2 to 4
(major site) or 6 to 8 (minor site) for the shortest classical monopartite NLSs or both sets of ARM motifs
for the largest bipartite NLS regions. When importin β is not present, the IBB domain, which mimics an
NLS region, occupies the ARM motifs involved in NLS recognition [9]. This intramolecular interaction
has an autoinhibitory role, and it is thought to be relevant in cargo dissociation in the nucleoplasmic
side [9].

Intrinsically disordered proteins (IDPs) do not have a unique stable conformation, resulting in a
dynamic conformational ensemble that is reflected in a high structural flexibility. They are involved in
cell cycle control, signaling, molecular recognition, replication, and transcription processes [10–13].
The discovery of IDPs has shown that protein biological activity is possible even without a well-defined
structure [12–14] but, rather, with an extreme structural flexibility. However, IDPs may have a
propensity to adopt structures at the local level; this acquisition of local order can be achieved by,
among other factors, post-translational modifications [14]. Such modifications, in turn, can widen their
biological functions [11,15]. NUPR1 (UniProtKB O60356) is an 82-residue-long (8 kDa), highly basic,
monomeric IDP that is overexpressed during the acute phase of pancreatitis [16,17] and in almost
any, if not all, cancer tissues [18]. Its exact functions are unknown, but NUPR1 is a key element in
the cell-stress response and cell-cycle regulation [18,19]. Moreover, NUPR1 intervenes in apoptosis
through the formation of a complex with the oncoprotein ProTα [20] and in DNA repair [21,22].
In the interactions with all these partners and other synthetic molecules, NUPR1 uses two hotspots
around residues Ala33 and Thr68 [22–24]. In addition, NUPR1 has a bipartite NLS region around
Thr68, which is fully functional [25]. Thus, even though NUPR1 is a relatively small protein, it might
require the assistance of the importin system for nuclear translocation due to its unfolded nature and
its large radius of gyration, which would be closer to the limit of free diffusion through the NPC.
In addition, NUPR1 might require the presence of importins to avoid undesired interactions with other
macromolecules in the cytoplasm, due to its basic nature [26].

In this work, we have studied the interaction of human importin α3 (Impα3), also called KPNA4,
and that of its truncated species, without the IBB domain (ΔImpα3), to either NUPR1 or peptides
encompassing its NLS (NLS-NUPR1). We have chosen Impα3 as a target for NUPR1 because of
its larger flexibility when compared with other importins, as concluded by the structural factors
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from the X-ray data, which confers in it a greater ability to interact with cargos, having a higher
variety of conformations [8]. From an experimental pint of view, Impα3 can be also easily expressed
and purified for in vitro structural studies [8]. Interestingly, it has also been shown to be crucial
in pain pathways [27]. In addition, by studying both importin species (with and without the IBB),
we were interested in finding out whether the absence of the IBB domain affected the binding of
NLS-NUPR1. The NLS-NUPR1 peptides had mutations at: (i) the two lysines in the sequence
(Lys65 and Lys69), which are important for nuclear translocation, according to in vivo studies [25],
and (ii) Thr68, where we have either introduced phospho-threonine or, alternatively, we have designed
phospho-mimetic mutations (with a glutamic residue). We have used several spectroscopic and
biophysical techniques—namely, steady-state fluorescence, circular dichroism (CD), nuclear magnetic
resonance (NMR), isothermal titration calorimetry (ITC), and molecular docking—to address the
binding of the peptides to both importins. Our results indicate that the isolated wild-type (wt)
NLS-NUPR1, as well as the mutants, were monomeric and disordered in the solution. The wt
NLS-NUPR1 peptide bound to both importins, and the affinity was larger for ΔImpα3 (0.95 μM
versus 1.7 μM for Impα3), indicating that the IBB region must have an inhibitory effect; this result
is in agreement with other binding studies involving intact, well-folded protein cargos [9], but to
the best of our knowledge, this is the first time tested with an IDP. The binding of NLS-NUPR1
peptides to both importins was hampered by removal of either Lys65 or Lys69, and it was almost
abolished when Thr68 was phosphorylated or when the phospho-mimetics were assayed. Interestingly
enough, the phosphorylated peptide at Thr68 and the four phospho-mimetics showed the presence of
turn-like conformations, which were not observed in the wt NLS-NUPR1 peptide or in the Lys65Ala or
Lys69Ala mutants. We concluded that the phosphorylation of Thr68 modulates the binding of NUPR1
to importin by a conformational switch from a random-coil to a turn-like conformation.

2. Materials and Methods

2.1. Materials

Isopropyl-β-d-1-tiogalactopyranoside and ampicillin were obtained from Apollo Scientific
(Stockport, UK). Imidazole, kanamycin, Trizma base, and His-Select HF nickel resin were from
Sigma-Aldrich (Madrid, Spain). Protein marker (PAGEmark Tricolor) and Triton X-100 were from
VWR (Barcelona, Spain). Amicon centrifugal devices were from Millipore (Barcelona, Spain), and they
had a cut-off molecular weight of 30 or 50 kDa. The rest of the materials were of analytical grade.
Water was deionized and purified on a Millipore system.

2.2. Protein Expression and Purification

The His-tagged ΔImpα3 (residues 64-521) was obtained from BL21 (DE3) cells as described [8].
The DNA of the codon-optimized, intact Impα3 with a His-tag at the N terminus was synthesized
by NZYtech (Lisbon, Portugal) and cloned into the pHTP1 vector (with kanamycin resistance).
Expression and purification of Impα3 were carried out as those for ΔImpα3 in the same Escherichia coli
strain. Concentration of both species was determined from their six tyrosines and six tryptophans [28].

2.3. Design and Synthesis of the Peptides

The peptides were synthesized by NZYtech with a purity of 95%. The peptides comprised the
NLS region of NUPR1 (Table 1); peptides were named with the accompanying name within parenthesis
for each sequence, as reported in Table 1. All peptides were acetylated and amidated at the N and C
termini, respectively, to avoid fraying effects. As the wt NLS had no tyrosine, we introduced one at the
N terminus to allow for absorbance measurements [28]. We synthesized eight peptides with different
mutations, with the following rationale: (i) we studied the importance of positions Lys65 and Lys69 in
the binding to both importins by mutating the two positions to alanine, (ii) we mutated Thr68 to the
glutamic T68E peptide to have a phosphomimic at this position, (iii) we combined this mutation at
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Thr68 with either of the other two as double mutants, as well as to both in a triple mutant, and (iv)
we designed the phosphorylated peptide at position Thr68 (pT68 peptide) to study the effects of this
single post-translational modification.

Table 1. Hydrodynamic properties of the nuclear localization sequence (NLS) NUPR1 peptides.

Peptide a D (cm2 s−1) × 106 (Rh, Å) b Rh, Å c

YT54NRPSPGGHERKLVTKLQNSE (wt) 1.85 ± 0.04 (11 ± 1) 13 ± 3
YTNRPSPGGHERALVTKLQNSE (K65A) 1.94 ± 0.08 (11 ± 1) 13 ± 3
YTNRPSPGGHERKLVTALQNSE (K69A) 1.79 ± 0.06 (12 ± 2) 13 ± 3
YTNRPSPGGHERKLVEKLQNSE (T68E) 2.17 ± 0.06 (10 ± 1) 13 ± 3

YTNRPSPGGHERALVEKLQNSE (K65AT68E) 1.76 ± 0.06 (12 ± 1) 13 ± 3
YTNRPSPGGHERKLVEALQNSE (T68EK69A) 1.87 ± 0.08 (11 ± 1) 13 ± 3

YTNRPSPGGHERALVEALQNSE (K65AT68EK69A) 2.4 ± 0.2 (9 ± 2) 13 ± 3
YTNRPSPGGHERKLVpTKLQNSE (pT68) 1.89 ± 0.08 (11 ± 1) 13 ± 3

a Mutations with respect to the wild-type sequence are indicated in bold. The last peptide has a phospho-threonine
at position 68 (indicated with a “pT”). b The Rh was determined from the translational diffusion coefficient of
dioxane (Rh = 2.12 Å) added to each sample. c Calculated from the scale law: Rh = (0.027 ± 0.01) MW(0.50 ± 0.01) [29],
where MW is the molecular weight of the peptide. D: translational diffusion coefficient.

2.4. Fluorescence

2.4.1. Steady-State Fluorescence

Fluorescence spectra were collected on a Cary Varian spectrofluorometer (Agilent, Santa Clara,
CA, USA) with a Peltier unit. The samples were prepared the day before and left overnight at 278 K;
before experiments, samples were left for 1 h at 298 K. A 1-cm-pathlength quartz cell (Hellma, Kruibeke,
Belgium) was used. Concentrations of the peptides were 10 μM and that of importins was 4 μM.
Samples containing the isolated peptide, the isolated importin, and the mixture of both, at those
concentrations, were prepared for each peptide and each importin. Experiments were acquired at
pH 7.0 in 50-mM phosphate buffer.

Protein samples were excited at 280 and 295 nm (although the samples of the isolated peptides
did not show any fluorescence at the latter value). The other experimental parameters and the buffers
used have been described elsewhere [30]. Appropriate blank corrections were made in all spectra.

2.4.2. Thermal Denaturations

Thermal denaturations were performed at 60 K/h with an average time of 1 s for all samples.
Thermal scans were collected at 315, 330, and 350 nm after excitation at 280 or 295 nm from 298 to
358 K. The rest of the experimental set-up was the same as described above. Thermal denaturations
for both importins were irreversible, as well as that of the complexes with any peptide. The apparent
thermal denaturation midpoint was estimated from a two-state equilibrium equation as described [30].

2.5. CD

Far-ultraviolet (UV) CD spectra were collected on a Jasco J810 spectropolarimeter (Jasco, Tokyo,
Japan) with a thermostated cell holder and interfaced with a Peltier unit at 298 K. The instrument was
periodically calibrated with (+)-10-camphorsulphonic acid. A path length cell of 0.1 cm was used
(Hellma, Kruibeke, Belgium). All spectra were corrected by subtracting the corresponding baseline.
The concentration of each polypeptide was the same used in the fluorescence experiments. The buffer
was the same used in the fluorescence experiments.

2.5.1. Far-Ultraviolet (UV) Spectra

Isothermal wavelength spectra of each sample were acquired with six scans at a scan speed of
50 nm/min, with a response time of 2 s and a bandwidth of 1 nm. The samples were prepared the
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day before and left overnight at 278 K to allow for equilibration. Before starting the experiments,
the samples were further left for 1 h at 298 K.

2.5.2. Thermal Denaturations

The experiments were performed at 60 K/h and a response time of 8 s. Thermal scans were
collected by following the changes in ellipticity at 222 nm from 298 to 343 K. The rest of the experimental
set-up was the same as reported in the steady-state experiments. Thermal denaturations were not
reversible for any of the samples, as shown by: (i) comparison of the spectra before and after the heating
and (ii) changes in the voltage of the instrument detector [31]. The apparent thermal denaturation
midpoint of the samples was estimated as described [30].

2.6. ITC

The experimental set-up and data processing of ITC experiments has been described previously [32].
Calorimetric titrations, performed in an Auto-iTC200 calorimeter (MicroCal, Malvern-Panalytical,
Malvern, UK) consisted of series of 19 2-μL injections, with 150 s time spacing and a 750-rpm stirring
speed. Impα3 or ΔImpα3 (at 10–20 μM) was loaded into the calorimetric cell and NLS-NUPR1 peptides
in the syringe (150–300 μM); all solutions were prepared in buffer Tris 50 mM, pH 8. The temperature
for all the experiments was 298 K. The experiments were analyzed by applying a model considering a
single ligand binding site (1:1 stoichiometry) implemented in Origin 7.0 (OriginLab, Northampton, MA,
USA). The binding affinity (association constant) and the binding enthalpy were estimated through
a least-squares nonlinear regression data analysis, from which the Gibbs energy and the entropic
contribution to the binding were calculated using well-known thermodynamic relationships. Since the
binding stoichiometry is constrained by the model, the parameter n provides a fraction of the active
or binding competent protein. Experiments for each peptide and importin species were performed,
at least, in duplicates.

2.7. NMR

The NMR experiments were acquired at 283 K on a Bruker 500 MHz Advance III spectrometer
(Bruker GmbH, Karlsruhe, Germany) equipped with a triple-resonance probe and z-pulse field
gradients. Temperature of the probe was calibrated with methanol [33]. All experiments were carried
out at pH 7.2, 50-mM deuterated Tris buffer (not corrected for isotope effects). The spectra were
calibrated with TSP ((trimethylsilyl)-2,2,3,3-tetradeuteropropionic acid) by considering pH-dependent
changes of its chemical shifts [33].

2.7.1. 1D-1H-NMR (One-Dimensional Proton NMR) Spectra

In all cases, 128 scans were acquired with 16 K acquisition points and using concentrations of
1.0–1.2 mM. Homonuclear 1D-1H-NMR spectra were processed with Bruker TopSpin 3.1 (Bruker
GmbH, Karlsruhe, Germany) after zero-filling and apodization with an exponential window.

2.7.2. Translational NMR Diffusion Ordered Spectroscopy (DOSY)

Concentrations of peptides in all DOSY experiments were 120 μM, and 128 scans, where the
gradient strength was varied, were acquired for each curve. Translational self-diffusion measurements
were performed with the pulsed gradient spin-echo sequence in the presence of 100% D2O.
Experimental details have been described elsewhere [30]. Briefly, the gradient strength was varied in
sixteen linear steps between 2% and 95% of the total power of the gradient coil. The gradient strength
was previously calibrated by using the value of the translational diffusion coefficient, D, for the residual
proton water line in a sample containing 100% D2O in a 5-mm tube [34]. In our experiments for each
peptide, the duration of the gradient was 2.25 ms, the time between the two pulse gradients in the
pulse sequence was set to 200 ms, and the recovery delay between the bipolar gradients was set to
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100 μs. The methyl groups with signals between 1.0 and 0.80 ppm were used for integration. Fitting of
the exponential curves obtained from experimental data was carried out with KaleidaGraph (Synergy
Software, Version 3.5), as described [30]. A final concentration of 1% of dioxane, which was assumed
to have a hydrodynamic radius Rh = 2.12 Å [34], was added to the solutions of each of the peptides to
have a comparison for estimating their sizes.

2.7.3. 2D-1H-NMR Spectra

Two-dimensional spectra in each dimension were acquired in phase-sensitive mode by using
the time-proportional phase incrementation technique (TPPI) and a spectral width of 7801.69 Hz [35];
the final concentration was the same used in the 1D-1H-NMR experiments. Standard total correlation
spectroscopy (TOCSY) (with a mixing time of 80 ms) [36] and nuclear Overhauser effect spectroscopy
(NOESY) experiments (with a mixing time of 250 ms) [37] were performed with a data matrix size of
4K × 512. The DIPSI (decoupling in the presence of scalar interactions) spin-lock sequence [38] was
used in the TOCSY experiments with 1 s of relaxation time. Typically, 64 scans were acquired per
increment in the first dimension, and the residual water signal was removed by using the WATERGATE
sequence [39]. NOESY spectra were collected with 96 scans per increment in the first dimension, with
the residual water signal removed again by the WATERGATE sequence and 1 s of relaxation time.
Data were zero-filled and resolution-enhanced in each dimension, with a square sine-bell window
function optimized in each spectrum, baseline-corrected, and processed with Bruker TopSpin 3.1.
The 1H resonances were assigned by standard sequential assignment processes [40]. The chemical
shift values of Hα protons in random-coil regions were obtained from tabulated data, corrected by
neighboring residue effects [41,42] and taking into account the phosphorylation of Thr68 [43,44] for the
corresponding peptide.

2.8. Molecular Docking

Molecular docking was performed using AutoDock Vina (Version 1.1.2) [45], largely following a
protocol we have previously described for screening NUPR1 sequence fragments [24]. The structure of
ΔImpα3 was modeled on the basis of the Protein Data Bank (PDB) entry 5 × 8N [46], which reports the
X-ray structure of monomeric Impα1 bound to the NLS of the Epstein-Barr virus EBNA-LP protein.
The search volume was centered on the macromolecule and had the size 50 Å × 90 Å × 90 Å, which was
sufficient to carry out a blind search on the whole protein surface.

The peptides used in our experiments encompassed residues 53–74 of NUPR1, with a number
of rotatable dihedral angles ranging from 85 to 91. Their conformational space was too large to be
reasonably treated by molecular docking; therefore, we followed a two-fold approach [47] that consisted
in reducing the number of degrees of freedom and using a longer search protocol. The number of
rotatable dihedrals was halved by considering the reduced sequence that encompasses residues 63–71
of NUPR1, and therefore, it includes only the core region of the NLS. These shorter peptide sequences
were capped with an acetyl and N-methyl group at the two main chain endings, to mimic the fact
that they are internal portions of the sequence of the protein, as well as of their full-length parent
peptides. An extensive search was performed with very high exhaustiveness, 16 times larger than the
recommended default value [48].

3. Results

3.1. The Isolated wt NLS-NUPR1 and Its Mutants Were Monomeric and Disordered in Aqueous Solution

We first determined the conformational propensities of isolated peptides by using CD and NMR.
We did not use fluorescence to characterize their conformational features, because the peptides only
have a single tyrosine at their N terminus, whose maximum wavelength (~308 nm) does not change
under different environments in solutions [49]. The CD spectra of isolated peptides did show an intense
minimum at ~200 nm (Figure S1), indicating that they were mainly in a random-coil conformation.
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This was further confirmed by 1D-1H-NMR spectra, which showed, for all the peptides, a clustering of
the signals of all the amide protons between 8.0 and 8.5 ppm (Figure S2) and grouping of the methyl
protons between 0.8 and 1.0 ppm, which is a feature of disordered polypeptide chains [40].

The peptides were monomeric, as concluded from the values of D measured by the DOSYs and the
calculation of the estimated Rh from a random-coil polypeptide according to an exponential law [29]
(Table 1).

To further confirm the disordered nature of the peptides, we also carried out homonuclear
2D-1H-NMR experiments (Tables S1–S8). For all peptides, NOEs between the Hα protons of Arg56 or
Ser58 and the Hδ of the two following residues (Pro57 and Pro59, respectively) were always observed
(Figure 1); these findings suggest that the Arg56-Pro57 and Ser58-Pro59 peptide bonds predominantly
adopted a trans-conformation in all the peptides (other minor signals were not observed). Two lines of
evidence confirmed the disordered nature of the peptides (further pinpointing the findings from far-UV
CD (Figure S1) and the 1D-1H-NMR spectra (Figure S2)). First, the sequence-corrected conformational
shifts (Δδ) of Hα protons [40–44] were within the commonly accepted range for random-coil peptides
(Δδ ≤ 0.1 ppm) (Tables S1–S8). It is interesting to note at this stage that, in the phosphorylated Thr68 of
the pT68 peptide, the signals from the Hβ protons were downfield shifted when compared to those of
the wt peptide (4.58 versus 4.15 ppm, respectively), as well as the chemical shift of the amide proton:
8.62 versus 8.33, respectively (Tables S1 and S3), as it has been reported to occur for phosphorylated
threonines [43,44], thus confirming the phosphorylation of this particular threonine and not of the
other one in the sequence, Thr54. Second, in any of the peptides, no long- or medium-range NOEs
were generally detected but, rather, only strong sequential ones (αN(i,i + 1)) (Figure 1). Only in the
pThr68 peptide and in the four phospho-mimics (T68E, K65AT68E, T68EK69A, and K65AT68EK69A
peptides), we observed a weak NOE (NN(i,i + 1)) between the amide protons of Val67 and Thr68
(Figure S3). This NOE, although weak when compared with the intensity of sequential αN(i,i + 1)
NOEs, is a fingerprint signature of turn-like conformations [40].

Although there are some isolated short peptides that are partially structured (such as the isolated
Ribonuclease S peptide [33,40]), our findings by CD and NMR indicate that the isolated NLS-NUPR1
peptides were mainly disordered in aqueous solution when isolated.

3.2. The NLS-NUPR1 Peptides Bound to Both Impα3 and ΔImpα3

In the present work, we measured the affinity of intact NUPR1 for ΔImpα3, obtaining a value
for the dissociation constant of 0.4 μM (Figure S4), and we have previously measured the affinity
of intact NUPR1 for Impα3, and a value of 1.4 μM has been obtained (shown in Figure S4; for a
comparison, [50]). Furthermore, we tried to dissect the affinity of the NLS region of NUPR1 for Impα3
by using a “divide and conquer” approach with the peptides comprising the region. The interaction
between full-length NUPR1 and its mutants with Impα3 and ΔImpα3 was the focus of this study, but
instead, we employed NLS peptides to elucidate the binding mechanism to Impα3. The reason behind
such an approach relies in the fact that we have observed that, very often, mutations at any place of the
polypeptide length of NUPR1 result in a poor expression of the corresponding mutant, and mutations
in some positions lead to no expression at all [24].

First, we decided to investigate a possible interaction between the NLS NUPR1 peptides and
Impα3 in vitro by using fluorescence and CD. As a representative example, we describe our findings
for the wt peptide. We observed changes in the fluorescence spectrum of this peptide after excitation at
280 nm (whereas there were no changes at 295 nm); that is, the additional spectrum obtained from the
spectra of isolated wt peptide and either Impα3 or ΔImpα3 was different to those of their respective
complexes (Figure 2A). These results indicate that tyrosine residues of at least one of the biomolecules
(peptides with either Impα3 or ΔImpα3) were mainly involved in the binding. The changes were small
for Impα3, and there were no changes for ΔImpα3; furthermore, thermal denaturations followed by
fluorescence did not show a variation in the apparent thermal denaturation midpoint for both Impα3
and ΔImpα3 (Figure S5). On the other hand, the comparison of the additional spectrum and that of
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the complex obtained by far-UV CD did show differences (both for Impα3 and ΔImpα3), indicating
that there were changes in the secondary structure of at least one of the macromolecules upon binding
(Figure 2B); however, there were no differences in the determined thermal denaturation midpoint
for isolated Impα3 (or ΔImpα3) and that of the complex (Figure S5). It is important to note that the
far-UV CD region is sensitive to elements of secondary structures (α-helix and β-sheet); however,
local structural elements and nonregular structures might also be present, which could be masked by
the presence of long disordered regions. The above results indicate that there was binding between
the wt peptide and both importins, but the binding did not induce large changes in the structures of
both macromolecules.

The situation was slightly different in the case of the Impα3 and ΔImpα3 complexes with the
other mutant peptides. As an example, we described our results with the K65A peptide, and the
findings for the other peptides were basically similar to those described here. Where the far-UV CD
spectra of the addition and that of the complex with both importins also showed small differences
(Figure S6A,B), the fluorescence spectra did not have modifications (either by excitation at 280 or
295 nm) (Figure S6C,D). In general, for the mutant peptides, the changes were smaller than for the
wt peptides.

The above experiments were sufficient to conclude that the NLS-NUPR1 peptides interacted with
Impα3 or ΔImpα3, but we also carried out ITC experiments to measure the binding affinity. The results
(Table 2 and Figure 3) indicate that: (i) the highest affinity towards either Impα3 or ΔImpα3 was that
observed for the wt peptide, (ii) the affinity for most of the peptides was higher for binding to ΔImpα3
(the only exceptions were the T68EK69A and pT68 peptides), (iii) removal of Lys65 or Lys69 residues
decreased the affinity (and the variations in affinity were higher for ΔImpα3 than for Impα3), and (iv)
the phosphorylation or mutation to Glu (phospho-mimics) of Thr68 decreased the affinity by almost
one order of magnitude when compared to the other mutations for both importin species. Therefore,
the ITC findings mirrored the results obtained by fluorescence: there were lesser structural changes
(as reported by fluorescence) in the binding of the peptide mutants than for the wt one, and the affinity
of the former peptides for importins was lower (Table 2).

Taking together all these findings, we conclude that the isolated region of NUPR1 comprising
its NLS was capable of binding to Impα3 and that this binding was strongly modulated by the
phosphorylation state of Thr68 and the charges at positions Lys65 and Lys69.
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Figure 2. Binding of the wild-type (wt) peptide to importin α3 (Impα3) monitored by spectroscopic
techniques: (A) Fluorescence spectrum obtained by excitation at 280 nm of the complex between Impα3
and the wt peptide and the addition spectrum obtained by the sum of the spectra of both isolated
macromolecules. (B) Far-UV CD (ultraviolet circular dichroism) spectrum of the complex between
the Impα3 and wt peptides and the additional spectrum obtained by the sum of the spectra of both
isolated macromolecules.

3.3. Binding Regions in the Docking of NUPR1 Peptides to Importins

Since we have shown that there was binding between the peptides and both importins, and we
have identified the most important residues for attaining such binding, we performed molecular
docking to determine details on the location and binding energy of the NUPR1 peptides on the surface
of Impα3. When applied to our case, the docking techniques possess three caveats that are worth
mentioning explicitly. First, even in the case of our relatively short peptides, the number of degrees
of freedom to be considered is too large to be computationally tractable. This number was halved
by considering reduced sequences (nine amino acids, corresponding to residues 63–71 of NUPR1),
which included all the mutation sites plus at least two more residues at each end. Second, it is
impossible with this technique to discriminate differences in the binding between Impα3 and ΔImpα3,
and therefore, only the latter protein structure was considered. Third, molecular docking does not take
into account the dynamics of a protein-ligand complex, which could also contribute to the binding.
Keeping in mind these limitations, the protein surface was blindly explored by considering a volume
that included the whole structure and using a high exhaustiveness of search that is equivalent to
running multiple (>10) distinct simulations.
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Figure 4 summarizes the predictions obtained in our docking calculations. In particular, Figure 4A
illustrates the energetically most favorable poses obtained for the wild-type (capped) sequence
ERKLVTKLQ mapped on the surface of importin. The best eight poses are reported for clarity and to
obtain a more direct comparison with the cluster of the single best pose for each of the eight different
peptides (see below, Figure 4D). The results clearly show that the most favorable binding modes
cluster into a single location that consists of the major NLS-binding site, located on ARM repeats 2–4.
As shown in Figure 4B, the best structure found for our peptide sequence overlaps quite remarkably
with that of the NLS of the Epstein-Barr virus EBNA-LP protein, whose structure has been previously
determined in crystallography [46]. A number of different amino acids participate in the binding,
including some key tryptophan residues (see the details in Figure 4C) that are known to play an
important role in the formation of the importin-cargo complex. The binding energy in the docking
for the most favorable conformation was −7.2 kcal/mol, indicating a moderate affinity in the low
micromolar range. Compared to the experimental values found for the whole wild-type sequence
YTNRPSPGGHERALVTKLQNSE (−7.87 and −8.22 kcal/mol for Impα3 and ΔImpα3, respectively;
see Table 2), this finding indicates that the reduced docked sequence provides the major contribution
to the binding-free energy of the full-length peptide.

Figure 4D shows the best docking poses obtained for the seven mutant sequences compared to the
wt one, which is also reported. Again, in this case, all the most favorable binding modes (and, more
generally, even the first ten docking poses for each peptide species) clustered in the same location
correspond to the major NLS-binding site. This observation suggests that the mutations do not modify
essentially the binding location of the peptides but only their affinity towards importin. The calculated
binding energies ranged from −5.6 to −6.6 kcal/mol, indicating that any of the explored mutations
reduced the binding affinity with respect to the wt sequence, in agreement with our experimental
results (Table 2). We observed a poor correlation between the computational and experimental rankings
of the mutated peptides in terms of affinity towards the protein, although this could reasonably be
explained, because the experimental binding energies are, in most cases, very close to each other
(Table 2). This finding did not let us push too far the interpretation of our results in terms of the
molecular details that assist the binding. Nevertheless, the contribution of the protein tryptophan
residues to the binding still seemed to be, in all cases, an important determinant (even though we did
not observe changes in the fluorescence spectra (either by excitation at 280 or 295 nm) when binding
for some of the mutant peptide sequences was explored, Figure S6).

To sum up, a number of important conclusions can be drawn from the docking results reported:
(i) all the sequences investigated interacted with the same region of importin; (ii) this region matched
unambiguously with the major NLS-binding site of the protein; (iii) the ligand with the highest binding
affinity corresponded to the wt sequence of NUPR1 (in agreement with the experimental results from
ITC; Table 2); (iv) the major contribution to the binding energy of the parent peptides (i.e., those used in
this work) was due to such a restricted sequence portion, which includes only nine residues (and this
region includes Lys65, Thr68, and Lys69); (v) this essential sequence fragment corresponded to the
core region of the predicted NLS of NUPR1; (vi) the binding region roughly mapped around Thr68
(where the residue name and number refers to wild-type, intact NUPR1 numbering), which therefore
appears to be a key amino acid; and (vii) the most favorable predicted structure for the NLS region
of wild-type NUPR1 essentially overlapped with the conformation of the NLS of a different protein
(the Epstein-Barr virus EBNA-LP protein) determined in crystallography.
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4. Discussion

4.1. Molecular Mechanisms for Impα3 Recognition of NUPR1: The Influence of Lys65 and Lys69

In this work, we tried first to find out whether the theoretically predicted NLS region of NUPR1 was
capable of binding in isolation to Impα3. Second, we tried to elucidate, for the first time, the molecular
bases behind the binding of an NLS region of an IDP to an importin. Our results indicate that the
isolated, wild-type NLS region of NUPR1 interacted with the intact Impα3 and ΔImpα3, with an
affinity similar to that for intact NUPR1 (1.4 μM, Figure S4), and within the same range measured for
the affinities to natural partners of NUPR1 [22,24,51] and synthetic molecules [23,52]. Furthermore,
our results also address the molecular importance of IBB in the binding of cargos to importins.

As it happens for the intact NUPR1 (whose dissociation constants are 1.4 μM for Impα3 and
0.44 μM for ΔImpα3 (Figure S4)), the wt peptide bound to ΔImpα3 with a two-fold larger affinity
(0.95 μM) than that for Impα3 (Table 2) (1.7 μM). These findings allow us to draw several conclusions.
First, the presence of the IBB region (which contains a large quantity of lysine amino acids) exerts
an autoinhibitory effect, and the domain hampers the entrance of the NLS peptide into the major
NLS-binding region of Impα3, as it has been suggested in other studies with well-folded proteins [9].
However, this is the first time such a hypothesis is tested in an IDP. Modulation of the assembly
complex formation between importins and their cargos has been attributed to the IBB domain [4];
this domain has been found to be involved even in the formation of a homodimeric species between
importins [53], with a reduced ability to bind cargos. Second, although the affinities of the wt peptide
for both importins were smaller than those for intact NUPR1, many of the interactions implicated in
the binding to importin could be ascribed to a region comprised within the wt peptide, as concluded
from the similarities among the dissociation constants (0.44 (intact NUPR1) and 0.95 μM (wt peptide)
for ΔImpα3 and 1.4 (intact NUPR1) and 1.7 μM (wt peptide) for Impα3). Third, given the similarities
among the affinity constants for Impα3 of the wt peptide and NUPR1, the peptide could be used as a
lead compound to design an inhibitor of its nuclear translocation.

We have previously shown in vivo that a mutant of NUPR1 at positions Lys65, Lys69, Lys76,
and Lys77 is present through the whole cell, whereas the wild-type NUPR1 species is localized
exclusively into the nucleus [25]. In this work, we have found that the mutation Lys65Ala decreased
two-fold the affinity for Impα3, and the mutation Lys69Ala decreased six-fold the affinity. Thus,
the decrease in the affinity was larger with the removal of Lys69, probably indicating that this residue
makes more contacts with importin, as pinpointed by our docking models. In fact, we observed in
the simulation that both lysine residues were involved in hydrophobic and polar contacts (the latter
with their NH3

+ moieties), with residues of importin α. The removal of the long side chains would
disfavor those contacts, thus decreasing the affinity (Table 2). The importance of lysines is key in
determining the binding to importins of other well-folded proteins through their disordered NLS
regions, as shown by several structural studies [3,8,54,55]. It could be thought that our study does not
provide new mechanistic insight into the function of importins, because the results obtained with an
IDP pinpoint, for the first time, the importance of positive charges (as it happens in folded proteins) in
the binding of their cargos; however, to the best of our knowledge, this is the first reported case where
the importance of such residues is addressed in vitro for the NLS of an IDP, and our results acquire
more relevance considering recent findings, where it has been suggested that IDPs do not require the
presence of importins to be translocated into the nucleus, although demonstrated mostly for acidic
proteins [56]. Then, our results indicated that IDPs require the help of importins to be translocated
into the nucleus, and it seems that the rules governing such processes are similar to those observed in
well-folded proteins.

The same decrease in affinity was observed for the K65A and K69A peptides towards ΔImpα3,
but, compared to the wt peptide, the variation was larger than that observed for both mutants with
Impα3 (Table 2). Furthermore, as it happens with the intact importin, the decrease in affinity was larger
for the K69A peptide. These findings indicate that, although the IBB region maintains its independence
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within the whole Impα3 in terms of conformation, its removal may either alter the structure of some
regions of the ARM repeats involved in the major NLS-binding site (which relies on hydrophobic
contacts to anchor the cargo, therefore altering its docking) or, alternatively, IBB removal may change
the whole protein dynamics and its stability.

4.2. Molecular Mechanisms for Impα3 Recognition of NUPR1: The Influence of Thr68 and Its
Phosphorylation-Triggered Conformational Switch

Apart from the importance of the two lysines of NUPR1 in the binding to importins, we also
wanted to address the importance of Thr68. It is well-established that Thr68 is a key residue in the
binding of NUPR1 to any partner, either natural or synthetic [22–24,57]; in fact, together with Ala33,
it constitutes one of the two hotspot regions of NUPR1. We decided to address such a question by
following two approaches: (i) we mutated Thr68 to Glu to have the phospho-mimics, and (ii) we
synthesized a peptide with the phosphorylated Thr (pT68 peptide).

Among all the mutants explored, the peptide with the smallest affinity for Impα3 or ΔImpα3
(~30 μM for both species) was the pThr68 peptide (Table 2). Phosphorylation affects the binding
probably by inhibiting long-range electrostatic contacts with both importins. Where the affinity of the
wt peptide for ΔImpα3 was larger, the changes due to the addition of the phosphate group in the pThr68
peptide were even larger, further pinpointing subtle structural changes in the major NLS-binding
region upon removal of the IBB. Around a third of the eukaryotic proteins can be phosphorylated,
and the majority of those phosphorylation sites belong to intrinsically disordered regions because
of their accessibility to kinases [14]. Phosphorylation is a key regulatory mechanism in translation,
transcription, and other processes.

The phospho-mimetic peptide of NLS-NUPR1, the T68E peptide, also showed a smaller affinity
for both importins than the wt one (22 μM for Impα3 and 12 μM for ΔImpα3, Table 2), but the decrease
was not as large as that in the pT68 peptide (27 μM for Impα3 and 29 μM for ΔImpα3, Table 2),
indicating that the phospho-mimics did not cause the same effect as phosphorylation. Phosphorylation
at Thr68 replaces the neutral OH (hydroxyl) group with a tetrahedral PO4

2− (phosphoryl group) with
two negative charges, which modifies the electrostatic, chemical, and steric properties of the threonine
environment. The double-negative charge of the PO4

2− and its large surrounding hydration shell make
the situation chemically different from the Glu phospho-mimic, which has a smaller hydration shell
and a single negative charge. Differences among the affinities of phospho-mimics and phosphorylated
threonines for a well-folded protein have been also observed in the affinities measured in other protein
systems [58], as well as in other IDPs [59].

The values of the affinity constants of the K65AT68E and T68EK69A peptides were similar to that
of the T68E peptide (Table 2). This finding indicates that: (i) the effect of Thr68Glu in the binding to
importins surpassed those caused by substitutions of the single lysines (and then, Thr68 must have
a greater importance in the interaction), and (ii) the effect of removing a lysine when the threonine
is phospho-mimicked is not additive for the double mutants, probably because the remnant lysine
establishes electrostatic interactions with the glutamic residue. However, the accumulation of the three
mutations (in the K65AT68EK69A peptide) led to a large decrease of the affinity constant (Table 2),
further highlighting the influence of electrostatic effects between the lysines and the phospho-mimics in
the bindings with the two importins. Other studies of phosphorylation of threonines in IDPs indicate
that the proximity of arginines can stabilize the charge of the phosphoryl moiety and the stabilization
of turn-like structures [60]. We suggest that, in the case of NUPR1, lysines, instead of arginines, would
play the role of stabilizing the conformation.

Interestingly enough, the peptides containing the phospho-mimic mutation (T68E) or the
phosphorylated Thr68 (pT68 peptide) did show an NN(i,i + 1) NOE (Figure 1) between Val67
and phosphorylated Thr68 (or Glu68). We did not observe such a NOE in the intact NUPR1 when
we assigned it [22]. It could be thought that the absence of such a NOE in the wt peptide may be
due to the fact that the chemical shifts of the amide protons of those residues (Val67 and Thr68) were
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similar (Table S1), and then, the NOE could not be observed because of its proximity to the spectrum
diagonal. However, the chemical shifts of amides of both residues in the K65A peptide were different
enough (8.25 and 8.35 ppm for Val67 and Thr68, respectively; Table S6) to allow for its detection,
and nevertheless, we did not observe any NOE (Figure S3). Thus, the presence of such a NOE, although
it is weak in intensity, indicates that, upon phosphorylation, the two residues populated a turn-like
conformation [40]; the presence of this turn is further supported by the observation of βN(i,i + 2) and
γN(i,i + 2) NOEs and an additional NN(i,i + 1) contact for the K65AT68EK69A peptide involving
residues Leu66–Thr68 (Figure 1), due to the large, intrinsic propensity of alanine to populate helix-like
conformations [61,62]. As the affinity of the peptides for both importins decreased when Thr68 was
phosphorylated or was phospho-mimicked (Table 2), we can conclude that the decrease in the affinity
of peptides upon phosphorylation was structurally related to a conformational switch around Thr68,
as a consequence of the introduced negative charge, shifting the population at equilibrium from a
random-coil conformation to a turn-like one. The decrease in affinity for both importins may be related
to the reduction in entropy of the polypeptide chain upon acquisition of the turn-like conformation and
a concomitant conformational energetic penalty for the binding. Interestingly enough, two decades
ago, we showed by using FTIR (Fourier transform infra-red spectroscopy) and CD that the unspecific
phosphorylation of the serines and threonines in NUPR1 led to a higher population of α-helix- and/or
turn-like conformations in the intact protein [21]; at the moment, however, we do not have any evidence
for the biological importance of the particular phosphorylation of Thr68 in vivo. Nonetheless, we
have recently shown that the mutation of Thr68 to Gln hampers the formation of several complexes
of NUPR1 with other proteins involved in SUMOylation processes [50]. Our previous result is
confirmed in this work by our new findings obtained with Thr68. Phosphorylation, as well as other
post-translational modifications, can affect protein conformations: (i) on a local scale—for instance
by affecting the population of cis proline isomers [63], (ii) determining a change of entropy of the
conformational ensemble [64], (iii) modulating the binding to other macromolecules and triggering
phase separation [65], (iv) in an allosteric manner, by affecting distant residues from the phosphorylation
site [66], and, (iv) causing a conformational change [67,68]. Conformational switching affecting a
threonine in several IDPs has been described [59,69,70]. For instance, the phosphorylation of Thr51 in
the IDP prostate-associated gene protein increases the population of transient turn-like populations [70];
the difference with our results is that the turn-like structures in NUPR1 were stabilized in a much
shorter polypeptide region, although we cannot rule out that phosphorylation at other sites of NUPR1
could help in stabilizing this conformation. On the other hand, the p27 protein, which modulates
the mammalian cell cycle by the inhibition of cyclin-dependent kinases, contains some disordered
regions, and the phosphorylation of residue Thr157 in breast cancer cells prevents its interaction with
the nuclear import machinery, leading to the accumulation of this protein in the cytoplasm, whereas it
is normally found in the nucleus [69]; however, no indication on the particular structure acquired upon
phosphorylation at Thr157 has been provided. Finally, it is important to note that recent theoretical
molecular dynamic simulations have shown that the binding of importin α to heterochromatin protein
1 α is modulated by phosphorylation at residues in its importin-binding region [71].

Thr68 is, together with the polypeptide patch around Ala33, the hotspot region of NUPR1,
involved in binding to its natural partners [21,22,24,51] and to other synthetic molecules and
macromolecules [23,52,57]. We have previously observed that the mutation of Thr68 to glutamine
hampers the binding to those other molecules [24,51]. Such a mutation will probably cause a shift of
the ensemble population from a random-coil towards turn-like conformations, and it is the adoption
of such a local fold that hampers bindings to those other natural partners or synthetic molecules.
Moreover, as the affinity of NUPR1 to its partners is basically the same in all cases described to
date [21,22,24,51,52,57], its binding features can also be modulated by phosphorylation at Thr68 at
least partially, since the region around Ala33 is also involved in the binding. In addition, since this
threonine is also associated with the binding of drugs strongly effective against pancreatic cancer in
mice [23,32], we hypothesize that the molecular effects of such drugs could be the induction of a stable
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fold (turn-like) by this polypeptide region, besides competitive steric hindrance, preventing binding to
other natural partners of NUPR1, and hampering the protein cascades where it is involved.

5. Conclusions

We have described the interaction between the NLS region of NUPR1, a nuclear intrinsically
disordered protein involved in cancer, and Impα3 by using a series of peptides comprising that
polypeptide patch. Binding to Impα3 is modulated by the charges of Lys64 and Lys69 but, most
importantly, by phosphorylation at Thr68, which constitutes an entropy-driven conformational switch,
shifting the population of the dynamic ensemble towards a turn-like conformation. As Thr68 is also a
hotspot for NUPR1 interactions, these results open the venue to modulating the binding to its partners
by targeting this residue. Furthermore, it also suggests a possible mechanism for the action of drugs
targeting NUPR1, which also bind through Thr68.
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Abstract: Methyl-CpG binding protein 2 (MeCP2) is a transcriptional regulator and
a chromatin-binding protein involved in neuronal development and maturation. Loss-of-function
mutations in MeCP2 result in Rett syndrome (RTT), a neurodevelopmental disorder that is the
main cause of mental retardation in females. MeCP2 is an intrinsically disordered protein (IDP)
constituted by six domains. Two domains are the main responsible elements for DNA binding
(methyl-CpG binding domain, MBD) and recruitment of gene transcription/silencing machinery
(transcription repressor domain, TRD). These two domains concentrate most of the RTT-associated
mutations. R106W and R133C are associated with severe and mild RTT phenotype, respectively.
We have performed a comprehensive characterization of the structural and functional impact of
these substitutions at molecular level. Because we have previously shown that the MBD-flanking
disordered domains (N-terminal domain, NTD, and intervening domain, ID) exert a considerable
influence on the structural and functional features of the MBD (Claveria-Gimeno, R. et al. Sci Rep.
2017, 7, 41635), here we report the biophysical study of the influence of the protein scaffold on
the structural and functional effect induced by these two RTT-associated mutations. These results
represent an example of how a given mutation may show different effects (sometimes opposing
effects) depending on the molecular context.

Keywords: Methyl-CpG-binding protein 2 (MeCP2); Rett syndrome; intrinsically disordered protein
(IDP); protein stability; protein-DNA interaction; isothermal titration calorimetry (ITC)
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1. Introduction

Methyl-CpG binding protein 2 (MeCP2) is an intrinsically disordered protein (IDP) involved in
early stages of neuronal development, differentiation, maturation, and synaptic plasticity control [1].
Although it was identified as a methyl-dependent chromatin binding protein and an epigenetic
methylation reader, and, therefore, associated to gene silencing, recent evidences suggest it could be
considered as a transcriptional regulator whose primary role is recruiting co-repressor complexes to
methylated sites and contributing to decreasing transcriptional noise [2].

MeCP2 exhibits a promoter-specific dsDNA interaction required for finely tuning gene
transcription, but it also binds massively to heterochromatin when acting as a chromatin architecture
remodeling factor. From the initial embryonic development stages, MeCP2 gradually replaces histone
1 as a sort of nucleosomal linker [3–5]. The possibility to establish different types of interaction
with DNA together with its ability to interact with other many biological partners (RNA, structural
and transcriptional proteins, nucleosomal elements) and its central role as an important network
interaction hub within gene transcription regulation networks, as well as the additional regulatory level
of MeCP2 activity through post-translational modifications are made possible thanks to its modular,
dynamic and adaptive structure [6,7].

Abnormal MeCP2 activity leads to disease [2,8,9]. MeCP2 point mutations or deletions causing
activity loss are associated with Rett syndrome (RTT). RTT is the main cause of mental retardation in
females (1:10,000 births), exhibiting a clinically broad expression phenotype gradation. RTT shares
features with other neurological diseases from the autistic spectrum. Importantly, duplication of
mecp2 gene results in overexpression of MeCP2 and leads to MeCP2 duplication syndrome (MDS),
another much rarer disorder affecting males and, strikingly, sharing phenotypic features with RTT,
such as severe intellectual disability and impaired motor function.

Each of the six domains MeCP2 is either completely or partially disordered: N-terminal domain
(NTD), methyl binding domain (MBD), intervening domain (ID), transcriptional repression domain
(TRD), C-terminal domain α (CTDα), and C-terminal domain β (CTDβ) (Supplemental Figure S1) [3,10].
Because of the importance of the interaction of MeCP2 with the nuclear co-receptor co-repressor
(NCoR), an additional NCoR/SMRT interaction domain (NID) is often considered between TRD
and CTDα [11]. Most of MeCP2 polypeptide chain (≥60%) lacks well-defined secondary/tertiary
structure. Flexible, disordered regions facilitate structural rearrangements necessary for exposing
different interaction motifs and adapting to the many interacting partners, as well as the giving rise
to the allosteric regulation through which the protein conformational landscape is modulated by
ligand binding.

The most important domains are MBD, initially associated with methylated CpG (mCpG) DNA
binding, and TRD, associated with transcription repression activities [12,13]. Most RTT-associated
mutations are concentrated within these two domains, including missense and nonsense mutations,
insertions, duplications, and deletions [14]. Nevertheless, only eight missense and nonsense mutations
(R106W, R133C, T158M, R168X, R255X, R270X, R294X and R306C) account for approximately 70% of
all mutations in RTT [15]. In particular, R133C, T158M, and R106W (in increasing order for phenotype
severity and disease burden) represent 5%, 12%, and 3% of RTT cases [16,17].

MBD is the best characterized domain in MeCP2. MBD structure basically consists of a
wedge-shaped structured core containing a 3-stranded anti-parallel β-sheet with an α-helix on
the C-terminal side, with two unstructured regions flanking this core [16,17]. MBD is considered to be
directly involved in maintaining the global organization of the protein through interactions with other
domains through inter-domain coupling [5,18,19]. Mutations in this domain would have an impact on
the local and the global stability in MeCP2 [3,18].

In a previous biophysical study of three MeCP2 variants (MBD, and NTD-MBD, and NTD-MBD-ID),
we established that the isolated MBD might not be the appropriate construct to study and assay its
dsDNA binding features, because the presence of NTD and ID increased considerably the dsDNA
binding affinity and the structural stability, besides adding a second, functionally independent
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dsDNA binding site [20]. Here we report a biophysical study of the structural stability and the
dsDNA interaction of mutant variants containing the substitutions R106W and R133C, two main
RTT-mutations. These mutations were selected because they consist in an arginine substitution by
a bulkier or a smaller residue, they are located in different positions regarding the dsDNA binding
interface, and they correspond to different disease severity and burden levels. According to the results
presented here, the inclusion of those substitutions into different protein constructions (MBD and
NTD-MBD-ID) results in different structural and functional effects, highlighting the importance of
selecting an appropriate molecular context (i.e., protein construction) when evaluation mutational
effects, and emphasizing, in particular for MeCP2, the potential interdomain interaction in intrinsically
disordered proteins [18,19].

2. Materials and Methods

2.1. Plasmid Construction

MeCP2 variants from isoform were expressed in E. coli using a pET30b plasmid. The different
protein variants were obtained by inserting appropriate substitutions: MBD, MBD R106W,
MBD R133C, NTD-MBD-ID, NTD-MBD-ID R106W, and NTD-MBD-ID R133C (Supplemental Figure
S1). An N-terminal polyhistidine-tag was inserted for quick purification, and it was removed
through an inserted PreScission Protease cleavage site. Appropriate expression was assessed by
sequencing analysis: Sanger sequencing using a BigDye Terminator v3.1 Cycle Sequencing Kit
(Life Technologies, Carlsbad, CA, USA) in an Applied Biosystems 3730/DNA Analyzer (Thermo Fisher
Scientific, Waltham, MA, USA).

2.2. Protein Expression and Purification

Protein variants (MBD, MBD R106W, MBD R133C, NTD-MBD-ID, NTD-MBD-ID R106W,
NTD-MBD-ID R133C) were expressed and purified following identical procedures. Plasmids were
transformed into BL21 (DE3) Star E. coli strain. Cultures were grown in 150 mL of LB/kanamycin
(50 μg/mL) media at 37 ◦C overnight. Then, 4 L of LB/kanamycin (25 μg/mL) were inoculated
(1:100 dilution) and incubated under the same conditions until reaching an OD (λ = 600 nm) of 0.6.
Protein expression was induced with 1 mM isopropyl 1-thio-β-D-galactopyranoside (IPTG) at 18 ◦C
overnight. Cells were sonicated in ice and benzonase (Merck-Millipore, Madrid, Spain) was added
(20 U/mL) to remove nucleic acids. Proteins were purified using metal affinity chromatography
employing a HiTrap TALON column (GE-Healthcare Life Sciences, Barcelona, Spain) with two washing
steps: buffer sodium phosphate 50 mM, pH 7, NaCl 300 mM, and buffer sodium phosphate 50 mM,
pH 7, NaCl 800 mM. Elution was performed applying an imidazole 10–150 mM elution gradient.
Protein purity was evaluated by SDS-PAGE.

The polyhistidine-tag was removed by processing with GST-tagged PreScission Protease in protease
buffer (50 mM Tris-HCl, 150 mM NaCl, pH 7.5) at 4 ◦C for 4 h. Progress of the proteolytic processing
was monitored by SDS-PAGE. In the final step the protein was further purified with a combination
of two affinity chromatographic steps to remove the polyhistidine-tag (HiTrap TALON column)
and the GST-tagged PreScission Protease (GST TALON column, from GE-Healthcare Life Sciences,
Barcelona, Spain). Purity and homogeneity were evaluated by SDS-PAGE and size-exclusion
chromatography. Storage buffer consisted of Tris 50 mM pH 7.0 and pooled samples were kept
at −80 ◦C. The identity of all proteins was checked by mass spectrometry (4800plus MALDI-TOF/MS,
from Applied Biosystems-Thermo Fisher Scientific, Waltham, MA, USA). Potential DNA contamination
was always estimated by UV absorption 260/280 ratio. Because a single tryptophan is located in MBD,
an extinction coefficient of 11,460 M−1 cm−1 at 280 nm was employed for all variants, except for the
R106W mutants for which a value of 16,960 M−1 cm−1 was applied.

Stability and binding assays were performed at different pH and buffer conditions (Tris 50 mM
pH 7–9, NaCl 0–150 mM; Pipes 50 mM, pH 7; Phosphate 50 mM, pH 7). When needed, buffer
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exchange was done employing a 3 or 10 kDa-pore size ultrafiltration device (Amicon centrifugal filter,
Merck-Millipore, Madrid, Spain) at 4000 rpm and 4 ◦C.

2.3. Double-Stranded DNA

HPLC-purified methylated and unmethylated 45-bp single-stranded DNA (ssDNA) oligomers
corresponding to the promoter IV of the mouse brain-derived neurotrophic factor (BDNF)
gene [18,19], were purchased from Integrated DNA Technologies. Two complementary
pairs of DNA were used for DNA binding assays: forward unmethylated:
5’- GCCATGCCCTGGAACGGAACTCTCCTAATAAAAG-ATGTATCATTT-3’; reverse unmethylated:
5’- AAATGATACATCTTTTATTAGGAGAGTTCCGTTCC-AGGGCATGGC-3’; forward mCpG:
5’- GCCATGCCCTGGAA(5-Me)CGGAACTCTCCTAATAAA-AGATGTATCATTT-3’; reverse mCpG:
5’- AAATGATACATCTTTTATTAGGAGAGTTC(5-Me)CGTT-CCAGGGCATGGC-3’.

The ssDNA oligonucleotides were dissolved at a concentration of 0.5 mM, mixed at equimolar
ratio, and annealed to obtain 45-bp double-stranded DNA (dsDNA) using a Stratagene Mx3005P qPCR
real-time thermal cycler (Agilent Technologies, Santa Clara, CA, USA). The thermal annealing profile
consisted of: (1) equilibration at 25 ◦C for 30 s; (2) heating ramp up to 99 ◦C; (3) equilibration at 99 ◦C
for 1 min; and (4) 3-h cooling process down to 25 ◦C at a rate of 1 ◦C/3 min.

2.4. Circular Dichroism

Circular dichroism spectra were recorded in a thermostated Chirascan spectrometer (Applied
Photophysics, Leatherhead, UK) using a 0.1 cm (far-UV) or 0.4 cm (near-UV) path-length quartz
cuvette (Hellma Analytics, Müllheim, Germany) with a bandwidth of 1 nm, a spectral resolution
of 0.5 nm, and a response time of 5 s. Temperature was controlled by a Peltier unit and monitored
using a temperature probe. The assays were performed in the far-UV (200–260 nm) and the near-UV
(250–310 nm) ranges. Protein concentration was set at 10–50 μM, depending on the signal-to-noise ratio.

2.5. Fluorescence Spectroscopy

Protein thermal unfolding studies were performed in a Cary Eclipse fluorescence
spectrophotometer (Varian—Agilent, Santa Clara, CA, USA) using a protein concentration of 5 μM
and a 1 cm path-length quartz cuvette (Hellma Analytics, Müllheim, Germany). The temperature was
controlled by a Peltier unit and monitored using a temperature probe, at a heating rate of 1 ◦C/min.
Fluorescence emission spectra were recorded from 300 to 400 nm using an excitation wavelength of
290 nm and a bandwidth of 5 nm. Assays were performed and at the emission wavelength of 330 nm
(maximal protein spectral change along the unfolding). A simple two-state unfolding model was
considered for analyzing the assays:

F(T) =
(AN+BNT)+(AU+BUT)exp

(
− ΔG(T)

RT

)
1+exp

(
− ΔG(T)

RT

)

ΔG(T) = ΔH(Tm)
(
1− T

Tm

)
+ ΔCP

(
T − Tm − T ln T

Tm

) (1)

where F(T) is the fluorescence signal at a given absolute temperature T, Tm is the unfolding temperature,
ΔH(Tm) is the unfolding enthalpy (at the Tm), ΔCP is the unfolding heat capacity, and ΔG(T) is the
stabilization Gibbs energy (which is a temperature function). The adjustable parameters AN, BN, AU,
and BU are instrumental parameters defining the pre- (native) and post-transition (unfolded) regions in
the unfolding trace. The stabilizing effect upon dsDNA interaction was assessed performing thermal
denaturations of the different proteins (at 5 μM) in the presence of methylated and unmethylated DNA
(at 10 μM) under the same conditions.
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2.6. Isothermal Titration Calorimetry (ITC)

The interaction between the different proteins and dsDNA was studied in an Auto-iTC200
(MicroCal, Malvern-Panalytical, Malvern, UK). dsDNA (50 μM) in the injecting syringe was titrated
into protein in the calorimetric cell (3–5 μM). Series of 2 μL-injections of titrant with a time-spacing
of 150 s were programmed, maintaining a stirring speed of 750 rpm, and a reference power of
10 μcal/s. The association constant, KB, and the observed enthalpy of binding, ΔHB,obs, were estimated
through non-linear regression of the experimental data employing a single ligand binding site
model (1:1 protein:dsDNA stoichiometry) or a two ligand binding sites model (1:2 protein:dsDNA
stoichiometry) implemented in Origin (OriginLab, Northampton, MA, USA) [21,22]. The dissociation
constant Kd was calculated as the inverse of KB,obs, and the binding Gibbs energy and entropy were
calculated applying standard well-known relationships: ΔG = −RT lnKB, ΔG = ΔH − TΔS.

The number of protons released from or uptaken by the protein-dsDNA complex upon dsDNA
binding, ΔnH, was determined, according to [23–25]:

ΔHB,obs = ΔH + ΔnHΔHbu f f er (2)

where ΔH is the buffer-independent binding enthalpy, and ΔHbuffer is the ionization enthalpy of the
buffer. Titrations were performed in buffers with different ionization enthalpies (Tris, 11.35 kcal/mol;
Pipes, 2.67 kcal/mol; and phosphate, 0.86 kcal/mol) [26] in order to estimate the buffer-independent
thermodynamic parameters (ΔH and ΔnH) from linear regression using Equation (2). From ΔG and ΔH,
the buffer-independent binding entropy can be readily calculated. The parameter ΔnH may be non-zero
if ligand binding results in changes in the proton dissociation constant of certain ionizable residues
(either in the protein or the ligand) as a consequence of changes in their microenvironment upon
complex formation. The association binding constant KB will be not affected by the buffer ionization as
long as the pKa of the buffer is close to the experimental pH. However, the observed binding enthalpy
(and, therefore, the observed entropic contribution) will contain an additional contribution from buffer
ionization as indicated above. The experimental strategy allows removing the extrinsic contribution
from buffer ionization. Noticeably, ΔnH has practical utility since it reports the change in binding
affinity as a result of a (moderate) change in pH, according to Wyman’s linkage relationships [27]:

ΔnH = −
(
∂ log KB

∂pH

)
P

(3)

3. Results

3.1. Mutation R106W Induces Larger Structural Rearrangements Compared to R133C

RTT-associated MeCP2 variants were expressed in E. coli and successfully purified by affinity
chromatography, allowing us to study the potential destabilizing impact of the selected mutations on
the MBD conformation and its interaction with dsDNA.

Far-UV and near-UV CD spectra were recorded to assess whether R106W and R133C mutations
might disrupt MBD secondary and tertiary structure. Being tryptophan bulkier than cysteine (which is
even smaller than arginine), and being R106 located buried inside the MBD while R133 is solvent
exposed, a larger rearrangement would be expected for R106W mutation. In addition, assays with
MBD and NTD-MBD-ID variants were carried out to determine the effect of flanking domains might
exert on the destabilizing impact of these RTT-associated mutations.

Far-UV CD spectra of MBD (Figure 1) exhibited two regions typical from β-sheet and random-coil
(around 208–210 nm) and α-helix (around 222 nm). MBD mutants showed conserved secondary
structure, exhibiting a similar proportion of α-helix and β-sheet to wild-type MBD, but a smaller
intensity of the signal could be appreciated, which might be caused by disrupting effects that affected
equally to α-helix and β-sheet elements (Figure 1). Furthermore, the MBD R106W mutant showed a
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positive band around 230 nm typically produced by the presence of an additional tryptophan residue [28].
The far-UV CD spectra of the NTD-MBD-ID mutants exhibited a lower intensity (50% reduction in
MRE, molar residue ellipticity) compared to the MBD spectra when normalized by the number of
residues, indicating that the flanking domains, NTD and ID, are disordered and hardly contribute to the
CD signal. Also, in the presence of NTD and ID the location of the minimum of the R106W CD signal
was significantly shifted to larger wavelengths (minimum at 218 nm), while the minimum of R133C
CD signal remained at lower wavelengths minimum at 213 nm), showing that these mutations had a
considerable impact on NTD-MBD-ID protein secondary structure. Even the wild-type NTD-MBD-ID
showed a shifted minimum at larger wavelength (around 215 nm). R106W also exhibited a CD band
around 230 nm, compared to the wild type, although it was sensibly smaller than that of MBD R106W.
Regarding the near-UV spectra, the R106W mutants exhibit larger alterations than those observed for
R133C mutants, whose spectra are quite similar to those of wild-type variants, indicating that in the
R106W the environment of the aromatic residues is altered. Similarly, normalization of the spectra
with the number of residues results in smaller signal, in agreement with a negligible contribution to
the spectra from NTD and ID.

Figure 1. Far-UV (a,b) and near-UV (c,d) circular dichroism spectra of wild-type and mutant
Methyl-CpG binding protein 2 (MeCP2) methyl-CpG binding domain (MBD) (a,c) and NTD-MBD-ID
(b,d): wild-type (continuous line), R106W (dashed line), and R133C (dotted line). Spectra were recorded
at pH 7.

3.2. RTT-Associated Mutations Alter Protein Stability and the dsDNA-Induced Stabilization Effect

3.2.1. Stability Changes on MBD Induced by RTT-Associated Mutations

Because of the low content in secondary structure and the small change in the CD signal
accompanying the thermal denaturation process, fluorescence spectroscopy was employed for
thermal unfolding assays. All protein variants exhibited a well-defined thermal unfolding transition
(Figures 2 and 3), which, together with the CD data, indicate that all protein constructs present a
well-folded conformation, likely corresponding to the structured region in MBD.

Except for NTD-MBD-ID R106W, the Tm decreased with pH and increased with ionic strength
(Figure 2 and Table 1), as observed with the wild-type variants [20]. This indicates that the unfolding
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process is coupled to the preferential interaction of protons and salt ions with the folded conformation
of the protein variants (i.e., unfolding is accompanied by the release of protons and salt ions).

Figure 2. Fluorescence thermal denaturations for the MBD R106W (a–c), and MBD R133C (d–f) under
different conditions. The influence of the pH was assessed (pH 7, black squares; pH 8, red squares; and
pH 9, green squares) (a,d). The influence of the presence of dsDNA at pH 7 was assessed (absence
of dsDNA, black squares; presence of unmethylated CpG-dsDNA, red squares; and presence of
methylated mCpG-dsDNA, green squares) at pH 7 and low ionic strength (b,e) and high ionic strength
(c,f). All unfolding traces could be fitted employing a two-state unfolding model (continuous lines)
according to Equation (1).

°
Δ

Figure 3. Fluorescence thermal denaturations for the NTD-MBD-ID R106W (a–c), and NTD-MBD-ID
R133C (d–f) under different conditions. The influence of the pH was assessed (pH 7, black squares;
pH 8, red squares; and pH 9, green squares) (a,d). The influence of the presence of dsDNA at pH 7
was assessed (absence of dsDNA, black squares; presence of unmethylated CpG-dsDNA, red squares;
and presence of methylated mCpG-dsDNA, green squares) at pH 7 and low ionic strength (b,e) and
high ionic strength (c,f). All unfolding traces could be fitted employing a two-state unfolding model
(continuous lines) according to Equation (1).
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Table 1. Thermal stability of the different MeCP2 variants under different conditions.

Tm
(◦C)

ΔH(Tm)
(kcal/mol)

a MBD

pH 7 38.4 ± 0.2 29 ± 1
pH 8 36.9 ± 0.3 33 ± 2
pH 9 30.8 ± 0.3 27 ± 1

pH 7, NaCl 150 mM 46.4 ± 0.4 32 ± 1

b MBD R106W

pH 7 47.3 ± 0.2 21 ± 1
pH 8 45.8 ± 0.2 20 ± 1
pH 9 46.7 ± 0.2 23 ± 1

pH 7, NaCl 150 mM 54.9 ± 0.2 28 ± 1

b MBD R133C

pH 7 39.2 ± 0.2 26 ± 1
pH 8 38.4 ± 0.3 33 ± 2
pH 9 38.2 ± 0.2 25 ± 1

pH 7, NaCl 150 mM 47.0 ± 0.1 29 ± 2

a NTD-MBD-ID

pH 7 46.2 ± 0.2 37 ± 1
pH 8 45.9 ± 0.3 48 ± 3
pH 9 45.4 ± 0.2 53 ± 2

pH 7, NaCl 150 mM 49.8 ± 0.1 38 ± 1

b NTD-MBD-ID R106W

pH 7 43.1 ± 0.3 23 ± 1
pH 8 52.8 ± 0.3 30 ± 2
pH 9 54.3 ± 0.3 34 ± 2

pH 7, NaCl 150 mM 45.2 ± 0.2 37 ± 1

b NTD-MBD-ID-TRD R133C

pH 7 45.8 ± 0.2 33 ± 1
pH 8 43.8 ± 0.2 31 ± 1
pH 9 34.5 ± 0.2 30 ± 1

pH 7, NaCl 150 mM 47.2 ± 0.1 37 ± 2
a Previous work [20]. b This work.

Each MBD mutation has a different impact on protein stability (Figure 2 and Table 1). Thus, R106W
mutation exhibited a stabilizing effect increasing the Tm value in all assayed experimental conditions
compared to wild-type MBD. In contrast, R133C mutation did exhibit little impact on protein stability
with regard to wild-type MBD, just a slight stabilization in agreement with previous results [18,19];
it seems that this mutation does not affect the protein stability, and, very likely, its deleterious effect
might be related to the protein functionality. The stabilizing effect caused by salt ions was similar in
both R106W and R133C mutants. MBD R106W and R133C MBD mutants interact preferentially with
salt ions in the native state, but very likely salt ions may have an additional charge-screening effect and
contribute to the increase stability at high ionic strength by diminishing repulsive interactions between
positively charged groups.

One of the most striking results for wild-type MBD was that, at any pH and ionic strength,
the structural stability gradually increased with the addition of the disordered domains NTD and
ID [20]. The stability of NTD-MBD-ID mutants was also assessed to determine the contribution of those
disordered regions, through specific or unspecific effects, to the structural stability (Figure 3 and Table 1).
Contrary to wild-type MBD, the addition of NTD and ID may increase or decrease the structural stability
of the mutant variant depending on the pH and the ionic strength. For example, at pH 7 and low ionic
strength, addition of MBD-flanking domains lowers the stability in the R106W mutant, but raises the
stability in the R133C mutant; however, at high ionic strength, addition of MBD-flanking domains
lowers the stability of the R106W, while the R133C undergoes no stability change. However, taking
NTD-MBD-ID as a reference, both R106W and R133C lowered the stability, in reasonable agreement
with previous reported results given the differences in the experimental conditions [18,19].
In general, R133C mutants unfolding parameters are closer to wild-type variants, compared to

128



Biomolecules 2020, 10, 1533

R106W mutants. Nevertheless, a stabilizing effect caused by R106W mutation can still be observed at
higher pH values, indicating a stronger pH dependency of this mutant in the unfolding process.

3.2.2. Stability Changes in RTT-Associated Mutant Proteins Induced by ds-DNA Binding

The interaction of MBD and NTD-MBD-ID mutant variants with dsDNA was indirectly
determined by assessing the stabilizing effect induced by unmethylated CpG-dsDNA and methylated
mCpG-dsDNA. Thermal denaturations were performed for all MeCP2 protein variants employing the
same protocol used for the dsDNA-free variants, in order to determine the apparent thermodynamic
parameters for the unfolding of the protein-dsDNA complex (Figures 2 and 3 and Tables 2 and 3).

Table 2. Thermal stability of the different MeCP2 variants in the presence of unmethylated (CpG-) and
methylated (mCpG-) dsDNA at pH 7.

Tm
(◦C)

ΔH(Tm)
(kcal/mol)

a MBD
38.4 ± 0.3 29 ± 1

CpG-dsDNA 48.9 ± 0.3 38 ± 2
mCpG-dsDNA 56.5 ± 0.3 44 ± 2

b MBD R106W
47.3 ± 0.2 21 ± 1

CpG-dsDNA 60.7 ± 0.2 17 ± 1
mCpG-dsDNA 64.3 ± 0.2 28 ± 2

b MBD R133C
39.2 ± 0.2 26 ± 1

CpG-dsDNA 39.4 ± 0.1 24 ± 1
mCpG-dsDNA 43.5 ± 0.2 29 ± 2

a NTD-MBD-ID
46.2 ± 0.2 37 ± 2

CpG-dsDNA 64.5 ± 0.1 60 ± 2
mCpG-dsDNA 71.2 ± 0.2 86 ± 4

b NTD-MBD-ID R106W
43.1 ± 0.2 23 ± 1

CpG-dsDNA 70.3± 0.2 47 ± 2
mCpG-dsDNA 72.8 ± 0.2 62 ± 3

b NTD-MBD-ID R133C
45.8 ± 0.2 34 ± 2

CpG-dsDNA 59.1 ± 0.1 45 ± 2
mCpG-dsDNA 67.8 ± 0.2 51 ± 3

a Previous work [20]. b This work.

Table 3. Thermal stability of the different MeCP2 variants in the presence of unmethylated (CpG-) and
methylated (mCpG-) dsDNA at pH 7 and high ionic strength (NaCl 150 mM).

Tm
(◦C)

ΔH(Tm)
(kcal/mol)

a MBD
46.4 ± 0.4 32 ± 1

CpG-dsDNA 48.3 ± 0.3 34 ± 2
mCpG-dsDNA 49.5 ± 0.3 35 ± 2

b MBD R106W
54.9 ± 0.2 27 ± 1

CpG-dsDNA 57.4 ± 0.2 34 ± 2
mCpG-dsDNA 58.6 ± 0.2 33 ± 2

b MBD R133C
47.0 ± 0.1 29 ± 1

CpG-dsDNA 46.6 ± 0.1 28 ± 1
mCpG-dsDNA 47.7 ± 0.2 29 ± 1

a NTD-MBD-ID
49.8 ± 0.1 38 ± 2

CpG-dsDNA 65.6 ± 0.2 55 ± 2
mCpG-dsDNA 66.4 ± 0.2 63 ± 3
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Table 3. Cont.

Tm
(◦C)

ΔH(Tm)
(kcal/mol)

b NTD-MBD-ID R106W
45.2 ± 0.1 23 ± 1

CpG-dsDNA 68.5 ± 0.2 33 ± 2
mCpG-dsDNA 70.2 ± 0.2 41 ± 2

b NTD-MBD-ID-TRD R133C
47.2 ± 0.1 37 ± 2

CpG-dsDNA 58.4 ± 0.2 46 ± 2
mCpG-dsDNA 60.5 ± 0.2 50 ± 2

a Previous work [20]. b This work.

In general, dsDNA increased the stability in all variants, as can be observed in the values
in Tm compared to those for the dsDNA-free variants, at each experimental condition (Table 2).
High ionic strength diminished the extent of the dsDNA stabilization effect (Table 3) through a double
mechanism: ionic strength increases protein variants stability and decreases dsDNA binding affinity [20].
MBD R106W is preferentially stabilized by dsDNA, while MBD R133C shows a limited ability to bind
dsDNA, because the stabilizing effect induced by dsDNA is very small (Figure 2 and Tables 2 and 3).
A small stabilization effect can be observed for MBD R133C in presence of methylated dsDNA;
therefore, MBD R133C might conserve its ability to bind dsDNA, but with a much lower affinity.
Wild-type MBD was stabilized by both types of dsDNA, but the stabilizing effect induced by methylated
dsDNA was significantly larger. However, MBD R106W showed more similar stabilizing effects for
methylated and unmethylated dsDNA.

In the constructs containing the two MBD-flanking domains, NTD-MBD-ID, methylated dsDNA
always induced a larger stabilization effect than unmethylated dsDNA (Figure 3 and Tables 2 and 3),
reflecting that the preferential interaction or specificity of MBD towards methylated dsDNA is
maintained. Similarly to previous data [21], the MBD-flanking domains, NTD and ID, not only increase
(in general) the thermal stability of dsDNA-free MBD mutants, but they also strengthen the stabilizing
effect induced by dsDNA binding, and enhance the discriminating power regarding dsDNA methylation
as observed by the extent of the stabilization effect. NTD-MBD-ID R106W showed a large stabilizing
effect induced by dsDNA, exhibiting a slight difference between both methylated and unmethylated
dsDNA effects. NTD-MBD-ID R133C showed an interesting behavior: whereas MBD R133C hardly
exhibited a dsDNA-induced stabilizing effect, the addition of the MBD-flanking disordered domains
rescued the ability to interact with dsDNA as indicated by the considerable dsDNA-induced stabilization
effect. For both MBD and NTD-MBD-ID variants, the substitution R106W induces larger dsDNA
stabilization effects compared to the wild-type variant, whereas the substitution R133C induces a
smaller stabilization effects. This will be discussed later on.

Although the stabilization effect induced by dsDNA illustrates the fact that MeCP2 mutant
constructs are able to interact with dsDNA, this observable cannot be easily employed to measure and
quantify binding affinities and other thermodynamic parameters for the interaction in a straightforward
manner. The extent of the stabilization effect caused by the presence of dsDNA (ΔTm) on a given
protein conformation depends on the binding affinity, the binding stoichiometry, and the concentration
of (free) dsDNA. Furthermore, the binding enthalpy and the binding heat capacity strongly influence
the extent of the dsDNA-induced stabilization effect. This makes not possible to estimate binding
affinities properly and to establish an affinity ranking based on ΔTm values. Therefore, further ITC
experiments were required to accomplish a biophysical characterization of the interaction between
MeCP2 mutants and methylated and unmethylated dsDNA, in order to determine binding affinities
and the enthalpic/entropic contributions to the binding.
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3.3. RTT-Associated Mutations Affect dsDNA Interaction Differently Depending on the MeCP2 Construction

3.3.1. Interaction of MBD Mutants with ds-DNA

Contrary to MBD R106W, which shows considerable binding affinity for dsDNA
(Figure 4 and Table 4), MBD R133C did not show any interaction with dsDNA under any tested
experimental condition (Supplemental Figure S2); this cannot be explained by a loss of structure due to
the mutation, because the previous results provided evidence for MBD R133C being properly (partially)
folded. The interaction of MBD R106W with dsDNA was characterized by moderate affinity (Kd in
the submicromolar range), slightly higher than that of wild-type MBD, and exhibiting a much more
favorable entropic contribution to the binding and a much more unfavorable binding enthalpy (Table 4).
Opposite to what occurs with wild-type MBD, the formation of the MBD R106W dsDNA complex is
accompanied by the uptake of about 2–3 protons from the bulk solution (i.e. at least three ionizable
groups are involved in the proton exchange process) (Table 4). Hence, regarding the pH dependency
of the binding affinity, increasing the pH in 1 unit would cause a 400-fold decrease in the binding
affinity, whereas in the case of wild-type MBD it would cause a 160-fold increase in binding affinity.
These results indicated that, although the affinity is comparable or slightly better for MBD R106W, the
mode of interaction with dsDNA might be quite different compared to wild-type MBD. In addition,
the ability to discriminate between unmethylated and methylated dsDNA was diminished.

Figure 4. Interaction of the MBD R106W with unmethylated CpG-dsDNA (a) and methylated
mCpG-dsDNA (b) by ITC in Pipes 50 mM, pH 7, 20 ◦C. Upper plots show the thermogram (raw thermal
power as a function of time) and the lower plots show the binding isotherm (ligand-normalized heat
effects as a function of the molar ratio). Non-linear least-squares analysis using a single binding site
model allowed estimating the observed binding affinity and enthalpy (continuous lines). (c) Equation (2)
was employed for estimating the buffer-independent binding enthalpy: CpG-dsNA (open squares)
and mCpG-dsDNA (closed squares). From linear regression, the intercept with the y-axis (observed
enthalpy extrapolated at zero buffer ionization enthalpy) provides the buffer-independent interaction
enthalpy ΔH, and the slope provides ΔnH.

Table 4. Buffer-independent binding parameters for the interaction of the different MeCP2 variants
with unmethylated (CpG-) and methylated (mCpG-) dsDNA at pH 7 and 20 ◦C.

Kd
(nM)

ΔG
(kcal/mol)

ΔH
(kcal/mol)

−TΔS
(kcal/mol)

ΔnH

a MBD
CpG-DNA 450 −8.5 0.8 −9.3 −2.4

mCpG-DNA 240 −8.9 1.5 −10.4 −2.1

131



Biomolecules 2020, 10, 1533

Table 4. Cont.

Kd
(nM)

ΔG
(kcal/mol)

ΔH
(kcal/mol)

−TΔS
(kcal/mol)

ΔnH

b MBD R106W
CpG-DNA 110 −9.3 16.7 −26.0 2.7

mCpG-DNA 95 −9.4 16.0 −25.4 2.6

b NTD-MBD R133C
CpG-DNA n.i.

mCpG-DNA n.i.

a NTD-MBD-ID

CpG-DNA 1.9 −11.7 −54.6 42.9 −0.1
250 −8.9 −7.6 −1.3 −2.9

mCpG-DNA 0.56 −12.4 −48.4 36.0 −0.1
62 −9.7 −2.1 −7.6 −1.3

b NTD-MBD-ID
R106W

CpG-DNA 27 −10.2 15.6 −25.8 1.4
320 −8.7 −25.6 16.9 −1.6

mCpG-DNA 23 −10.2 22.6 −32.8 1.4
430 −8.5 −16.7 8.2 −1.7

b NTD-MBD-ID
R133C

CpG-DNA 2.5 −11.5 −49.1 37.6 −2.9
83 −9.5 −11.8 2.3 −0.7

mCpG-DNA 2.1 −11.6 −45.0 33.4 −2.9
62 −9.7 −10.0 0.3 −0.5

Two dissociation constants Kd (for high-affinity site in MBD and low-affinity site in intervening domain (ID)) are
provided for NTD-MBD-ID variants. Relative error in Kd is 15%, absolute error in ΔG is 0.1 kcal/mol, absolute error
in ΔH and −TΔS is 0.3 kcal/mol, and absolute error in ΔnH is 0.2. a Previous work [20]. b This work. n.i.: no
interaction was observed (at any experimental condition).

3.3.2. Interaction of NTD-MBD-ID Mutants with ds-DNA

It was previously shown that the presence of ID, a small unstructured domain located flanking
MBD in its C-terminal position, modified completely the dsDNA interaction: a second interaction
site appeared together with a marked increase in the binding affinity of MBD for dsDNA [19,20].
The interaction of the two mutants, NTD-MBD-ID R106W and R133C, could be observed by ITC
(Figures 5 and 6, Table 4).

The presence of ID increased the binding affinity of the MBD site in NTD-MBD-ID R106W
(taking MBD R106W as a reference), but that increase (3-fold) is small compared to that observed for
wild-type (400-fold increase) (Table 4). However, taking NTD-MBD-ID as a reference, the R106W
mutation decreased the dsDNA affinity. In NTD-MBD-ID R106W, the binding affinity of the
MBD interaction site (high-affinity site) remained in the submicromolar range, comparable to that
exhibited by the ID interaction site (low-affinity site), whose binding affinity is only 10-fold lower.
Overall, the thermodynamic signature of the interaction was completely opposite to that of the wild
type. The R106W mutation strongly disturbs the interaction with dsDNA at the MBD binding site,
but also at the ID binding site. In NTD-MBD-ID R133C the addition of the ID domain not only
provided an additional dsDNA binding site in ID with a binding affinity in the submicromolar range,
but also recovered dsDNA-binding ability in the binding site in MBD with a dramatically increased
affinity in the low nanomolar range (Table 4). NTD-MBD-ID R133C did not exhibit large variations
in binding affinity regarding the wild type variant, showing similar binding affinities for both the
MBD and the ID interaction sites. Strikingly, except the net number of exchanged protons, this mutant
exhibited a thermodynamic binding profile similar to that of the wild-type variant. The presence of
an additional dsDNA binding site in NTD-MBD-ID variants is responsible, together with the higher
affinity, for the much larger dsDNA-induced stabilization effect observed on those variants, compared
to the smaller stabilization effects observed for the MBD constructs.
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Figure 5. Interaction of the NTD-MBD-ID R106W with unmethylated CpG-dsDNA (a) and methylated
mCpG-dsDNA (b) by ITC in Tris 50 mM, 20 ◦C, pH 7. Upper plots show the thermogram (raw thermal
power as a function of time) and the lower plots show the binding isotherm (ligand-normalized heat
effects as a function of the molar ratio). Non-linear least-squares analysis using a two binding sites model
allowed estimating the observed binding affinity and enthalpy (continuous lines). (c) Equation (2) was
employed for estimating the buffer-independent binding enthalpy for both sites (high affinity, squares;
low affinity, triangles) for CpG-dsNA (open symbols) and mCpG-dsDNA (closed symbols). From linear
regression, the intercept with the y-axis (observed enthalpy extrapolated at zero buffer ionization
enthalpy) provides the buffer-independent interaction enthalpy ΔH, and the slope provides ΔnH.

Figure 6. Interaction of the NTD-MBD-ID R133C with unmethylated CpG-dsDNA (a) and methylated
mCpG-dsDNA (b) by ITC in Tris 50 mM, 20 ◦C, pH 7. Upper plots show the thermogram (raw thermal
power as a function of time) and the lower plots show the binding isotherm (ligand-normalized heat
effects as a function of the molar ratio). Non-linear least-squares analysis using a two binding sites model
allowed estimating the observed binding affinity and enthalpy (continuous lines). (c) Equation (2) was
employed for estimating the buffer-independent binding enthalpy for both sites (high affinity, squares;
low affinity, triangles) for CpG-dsNA (open symbols) and mCpG-dsDNA (closed symbols). From linear
regression, the intercept with the y-axis (observed enthalpy extrapolated at zero buffer ionization
enthalpy) provides the buffer-independent interaction enthalpy ΔH, and the slope provides ΔnH.

4. Discussion

Disordered regions in proteins are characterized by a biased amino acid composition,
where residues exhibiting considerable propensity to be exposed to the solvent (polar and charged
amino acids) predominate [29]. They may influence protein conformation and function through
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steric effects, or exerting long-distance attractive or repulsive electrostatic interactions due to their
highly polar/charged character, or making contacts with other structured regions affecting the global
stability and the dynamics of the protein, as well as modulating the interaction with a binding partner.
Thus, even lacking a well-defined structure, disordered regions may contribute to the overall stability
of the protein, as it happens in MeCP2. Related to that, we have recently reported that: (1) NTD and ID,
the two completely disordered MBD-flanking domains significantly increase the thermal stability of
MBD [20]; and (2) the two differentially expressed MeCP2 isoforms (E1 and E2) as a result of differential
splicing and differing in just a few amino acids at the N-terminal part of the completely disordered
NTD, differ in their thermal stability and functional capabilities [30]. Thus, it may be possible that
the conformation and/or the dynamics of MBD is altered by presence of the two disordered flanking
domains, resulting in a different stability and different affinity toward binding partners.

While it is reasonable to expect that the structural and functional impact of point mutations located
on structured regions may be predicted with certain reliability, the impact of those located on or close to
disordered regions may be more difficult to assess. The two mutations studied in this work, R106W and
R133C, are some of the most relevant clinically associated with RTT. They are not located in disordered
regions, but in the structured region of the MeCP2 MBD. However, the MBD is very dynamic and
susceptible to many environmental factors (pH, temperature, solutes, ligands . . . ), being considered
as a key element able to interact with or allosterically regulate the other functional domains [5,18,19].
Both mutations show some similarities and many dissimilarities: (1) both involve the substitution of
an arginine residue, but R106W involves the substitution by a bulkier aromatic hydrophobic residue,
while R133C involves the substitution by a smaller polar aliphatic residue; (2) R106 is located far from
the DNA binding interface, while R133 is located in the DNA binding interface (Figure 7); (3) R106
establishes many interactions with many surrounding residues (in particular, four hydrogen bonding
residues: M94, D156, T158, and V159), while R133 interacts with fewer residues (only one hydrogen
bonding residue: E137) (Figure 7); and (4) R106 does not interact with DNA, while R133 interacts with
DNA through hydrogen bonds and van der Waals contacts (Figure 7). Therefore, the impact of both
substitutions is expected to be structurally and functionally different. In fact, if the main rotamers for
tryptophan and cysteine are introduced in positions 106 and 133, respectively, all W106 rotamers clash
with neighboring residues, while C133 shows no clashes at all, indicating that R106W substitution
would result in considerable structural distortion in the vicinity of that position to accommodate
such substitution.

As indicated above, the purpose of this work was to gain insight into the relationship between the
phenotypic effect and the molecular effect of RTT-associated mutations by assessing the impact of two
clinically relevant substitutions in MeCP2 MBD. MBD variants containing the two R106W and R133C
mutations were studied regarding their structural stability and dsDNA interaction. In addition, because
we have reported before an allosteric coupling between MBD and ID, in which the presence of ID
dramatically increased the MBD dsDNA binding affinity and contributed an additional dsDNA binding
site, we wanted to address whether the location of those mutations on different scaffolds (MBD or
NTD-MBD-ID) would result in different structural and/or functional properties. The experimental
strategy consisted of a combination of spectroscopic (CD and fluorescence) and calorimetric (ITC),
taking advantage of their strengths and overcoming their limitations. Thus, CD and fluorescence
are suitable for gathering coarse-grained structural information, and ITC is the gold-standard for
determining binding affinity and providing a complete thermodynamic description of biomolecular
interactions. In addition, contrary to other techniques, ITC is appropriate for studying biological
interactions with more than one binding site, where the interplay between binding affinity and enthalpy
makes easy to observe different binding processes occurring at different locations in a macromolecule.
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Figure 7. (a) Structure of MeCP2 MBD (yellow) in complex with methylated mCpG-dsDNA (CPK view)
(pdb id: 3C2I). Residues R106 (light green spheres) and R133 (dark green spheres) are shown. Methylated
cytosines are shown as pink sticks (b) Close view of R133 (dark green), showing the elements establishing
hydrogen bonds with that residue: Glu137 (light green), deoxyguanosine-34 (CPK view), and two
water molecules (red spheres). Methylated cytosines are shown in pink sticks. (c) Close view of R106
(dark green), showing the elements establishing hydrogen bonds with that residue: Met84, Asp156,
T158, V159, and two water molecules (red spheres).

From the results presented here, it is apparent that the impact of R106W and R133C substitutions
on the structural stability and the dsDNA binding capability depends on the molecular context,
i.e., the scaffold (MBD or NTD-MBD-ID) in which the substitutions are introduced. Thus, to highlight
some of the most important findings: (1) R106W and R133C substitutions increase the thermal stability
of MBD, but decrease the thermal stability of NTD-MBD-ID (Figure 8); (2) high ionic strength induces
a large stabilization in MBD wild-type and mutants R106W and R133C, maintaining the same stability
ranking, but a minor stabilization could be observed for NTD-MBD-ID variants (Figure 8); (3) R106W
induces an increase in dsDNA binding affinity in MBD, but a decrease in dsDNA binding affinity
in NTD-MBD-ID, compared to their respective wild-type variants; and 4) R133C abolishes dsDNA
binding in MBD, but behaves similar to the wild-type variant in NTD-MBD-ID in terms of dsDNA
affinity and methyl-dependent discrimination.

The large stabilization observed in NTD-MBD-ID R106W when bound to dsDNA compared
to the small stabilization observed for NTD-MBD-ID R133C, taking wild-type NTD-MBD-ID as
a reference, may be considered a largely unexpected result (Tables 2 and 3). The higher dsDNA
affinity for the R133C mutant should have induced a larger stabilization extent for that mutant
when bound to dsDNA, because the stabilization energy provided by dsDNA binding is equal to
+RTln(1+[dsDNA]/Kd). Thus, the extent of the stabilization effect caused by the presence of dsDNA
on protein conformation (quantified as increase in stability energy or increase in Tm) depends on
the dsDNA binding affinity, the binding stoichiometry, and the concentration of dsDNA. But the
binding affinity is dependent on temperature, and, as a consequence, it will change along the thermal
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denaturation process. The temperature dependency of the binding affinity will be determined by
the dsDNA binding enthalpy (and the binding heat capacity), which might not be the same for each
interaction (as it occurs for R106W and R133C variants) and will further modulate the overall extent of
the ligand-induced stabilization effect. The R106W variant exhibits a strongly endothermic dsDNA
binding to the high-affinity site, indicating that, as the temperature starts increasing during the thermal
denaturation process, initially the binding affinity and the strength of the complex would increase
(according to the van’t Hoff equation) until a temperature in which the binding enthalpy becomes
zero (the binding heat capacity is expected to be negative, as found for MBD and NTD-MBD-ID),
and then the binding affinity decreases from that temperature. On the contrary, the R133C variant
exhibits a strongly exothermic dsDNA binding, and the binding affinity and the strength of the
complex would continuously decrease from the beginning of the thermal denaturation process.
Therefore, the temperature evolution of Kd would be different for the two mutants and the stabilization
extent would also be different. This is a nice example of two molecules (R106W and R133C variants)
binding to a common molecule with different binding affinities, but exerting different stabilization
effects: the higher affinity interaction is associated with a smaller stabilization effect.

Figure 8. Unfolding temperature for MBD and NTD-MBD-ID variants (wild-type, black bars; R106W,
gray bars; R133C, white bars) at low and high ionic strength (NaCl 150 mM).

There are several intriguing facts derived from the experimental results previously shown here.
First, how R106W substitution, which is far from the dsDNA binding interface, could affect dsDNA
binding and increase its affinity? Of course, even located far from the dsDNA binding interface,
the large structural rearrangements resulting from R106W substitution could very likely propagated
to distal regions in MBD thanks to its intrinsic structural plasticity. Second, how R133C substitution
of a main player in the dsDNA interaction would result in abolishment of interaction for isolated
MBD, but almost no effect in NTD-MBD-ID. And third, how these molecular findings can be related to
the phenotypic outcomes associated with those mutations: What is the final consequence of R106W
substitution at molecular level? Is R106W substitution interfering with the interaction of MeCP2 with
other biological partners through the surface residues around R106? What is the final consequence of
R133C substitution at molecular level? Is R133C substitution causing an overlooked rearrangement
that interferes with other interactions? According to the current classification of RTT mutations,
R106W is associated to a severe phenotype, whereas R133C is associated to a mild phenotype [31].
Interestingly, from the evidence gathered in this work, we expect larger functional alterations due to
R106W substitution.

5. Conclusions

MeCP2 is a potential pharmacological protein target associated with RTT (caused by defective
MeCP2 activity) and MDS (caused by excess of MeCP2 activity), two neurological disorders with
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similar phenotypic features. MeCP2 is mainly involved in neuronal development and maturation,
and synaptic plasticity. While the in vivo effect of MeCP2 duplication is still difficult to explain and
correlate with cellular events, the in vivo effect of RTT-associated mutations and their connection
with molecular and cellular events may be even more challenging. A valuable strategy consists of
gathering experimental evidence on the structural and functional impact of those RTT-associated
mutations. Isolated MBD, full-length MeCP2, or other constructs have been previously employed
as the protein scaffolds for studying those mutations. Because different MeCP2 constructs may
behave differently [20,30], a different impact from RTT-associated substitutions might also be expected
depending on the molecular context or protein scaffold in which they are introduced. We have
provided here evidence for such phenomenon involving R106W and R133C substitutions. This finding
underscores the importance of selecting an appropriate protein construction when assessing the effect
of a given mutation, being even more important for intrinsically disordered proteins.

Each MeCP2 mutation associated to RTT may cause different perturbations on protein
structure, stability and functionality, depending on the disrupted intra- e intermolecular interactions.
The environment of the mutation is crucial and strongly influences the potential deleterious impact
caused on MeCP2 functionality, thus modulating MeCP2 ability to interact with dsDNA (binding
affinity and methyl-dependent discrimination) or other biological partners (RNA and proteins),
and further conditioning the ability to undergo functionally-related posttranslational modifications.
Mutations can also produce detrimental effects in regions located far apart from them through allosteric
coupling. In fact, the ID binding site was fairly compromised in terms of affinity by MBD mutations
(Table 4), revealing that the MBD protein structure might be indispensable for ID-dsDNA interaction.
Thus, the R106W substitution in NTD-MBD-ID not only affected the MBD interaction site, but its
influence was extended to the ID interaction site, causing a non-negligible reduction in binding affinity.

Supplementary Materials: The following are available online at http://www.mdpi.com/2218-273X/10/11/
1533/s1, Figure S1: Domain structure of MeCP2, Figure S2: Calorimetric titration of MBD R133C with
methylated mCpG-dsDNA.
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Abstract: The 26S proteasome is the endpoint of the ubiquitin- and ATP-dependent degradation
pathway. Over the years, ATP was regarded as completely essential for 26S proteasome function due
to its role in ubiquitin-signaling, substrate unfolding and ensuring its structural integrity. We have
previously reported that physiological concentrations of NADH are efficient in replacing ATP to
maintain the integrity of an enzymatically functional 26S PC. However, the substrate specificity
of the NADH-stabilized 26S proteasome complex (26S PC) was never assessed. Here, we show
that the binding of NADH to the 26S PC inhibits the ATP-dependent and ubiquitin-independent
degradation of the structured ODC enzyme. Moreover, the NADH-stabilized 26S PC is efficient in
degrading intrinsically disordered protein (IDP) substrates that might not require ATP-dependent
unfolding, such as p27, Tau, c-Fos and more. In some cases, NADH-26S proteasomes were more
efficient in processing IDPs than the ATP-26S PC. These results indicate that in vitro, physiological
concentrations of NADH can alter the processivity of ATP-dependent 26S PC substrates such as ODC
and, more importantly, the NADH-stabilized 26S PCs promote the efficient degradation of many IDPs.
Thus, ATP-independent, NADH-dependent 26S proteasome activity exemplifies a new principle of
how mitochondria might directly regulate 26S proteasome substrate specificity.

Keywords: proteostasis; ubiquitin independent degradation; intrinsically disordered proteins;
NADH-26S proteasome

1. Introduction

The function of the 26S proteasome complex (26S PC) is considered to be completely dependent on
ATP availability and hydrolysis [1–3]. This is largely due to the multiple roles of ATP in the process of
ubiquitin-dependent degradation by the 26S PC. The 26S PC is composed of the 20S catalytic complex
and the 19S regulatory particle that contains six ATPases, Psmc1-6, residing at the interface between
the 19S and 20S PCs [4,5]. ATP binding and hydrolysis in the catalytic cycle of the 26S proteasome were
shown to regulate the ubiquitin processing of the substrate, protein unfolding, and also to maintain the
integrity of the 26S proteasomal complex [6,7]. In the absence of ATP, the 26S proteasome dissociates
quite rapidly into the 20S and 19S particles [1,3,8]. However, 26S PC integrity is achieved also by
CTP, UTP and ADP [1,9], by the unnatural nucleotides ATPγS and AMPPNP [10,11], and also by
proteasome inhibitors [9]. In addition, proteins such as Ecm29 [12] act to stabilize 26S PC. As such,
although the functions of the proteasome that require the hydrolysis of ATP cannot be replaced by
other metabolites, the ATP function in stabilizing the 26S PC can be substituted by other natural and
artificial metabolic molecules.

There is increasing evidence suggesting that altered cellular metabolism is associated with both
proteasome function and integrity [13–15]. We have previously shown that NADH maintains 26S PC
integrity in the absence of ATP. NADH is a key metabolic molecule that couples redox regulation to

Biomolecules 2020, 10, 1642; doi:10.3390/biom10121642 www.mdpi.com/journal/biomolecules141



Biomolecules 2020, 10, 1642

cellular metabolism, serving as both a shuttle of electrons from glycolysis and TCA cycle metabolism
to the electron transfer chain, and also serving as a substrate for many antioxidant enzymes [16,17].
We have shown that NADH specifically interacts with a distinct NADH binding box in the N-terminus
of Psmc1, a 19S AAA-ATPase subunit [18]. Furthermore, using differential sensitivity of NADH-26S
PC to high levels of MgCl2, we showed that NADH-26S PC is detected in a number of mouse tissues.
There are three distinct functions of ATP in 26S proteasome activity: maintaining stability, promoting
ubiquitin processing and the unfolding of the substrates. This raises the possibility that proteins that are
not ubiquitinated and do not need unfolding can be degraded by a stabilized and functional proteasome,
even in the absence of ATP. Indeed, this was shown with ATPγS (an artificial non-hydrolysable form
of ATP)-stabilized 26S PC, that could degrade disordered proteins such as casein, p21 and oxidized
proteins [10,11,19].

About a third of eukaryotic proteins are intrinsically disordered proteins (IDPs) or consist of
large disordered regions (IDRs) [20–22]. IDPs/IDRs, by large, are more labile proteins with short
half-lives [23], and as many of them were shown to be degraded in an ATP-independent manner by
the 20S proteasome [24–27], suggesting that at least a subset of IDPs do not require unfolding for
proteasome degradation. In this work, we set out to determine how NADH affects 26S proteasome
degradation and if NADH-stabilized 26S PCs can promote the ubiquitin-independent degradation of
IDPs/IDRs.

2. Materials and Methods

2.1. Proteasomal Complex Stability Assay

We used the protocol previously reported by us [18], with minor modifications. In short,
proteasomes from NIH3T3 cells or purified 26S proteasomes from rabbit muscles in Deg Buffer (50 mM
Tris 7.5, 150 mM NaCl, 5 mM MgCl2) were supplemented with either ATP or NADH in the presence
or absence of 8 mU/μL apyrase (Sigma, St. Louis, MO, USA). After incubation at 37 ◦C for the
indicated time points, the reaction was loaded on nondenaturing 4% polyacrylamide gel for monitoring
proteasomal complex stability.

2.2. Nondenaturing PAGE

Proteasomal samples were loaded on a nondenaturing 4% polyacrylamide gel as previously
reported [18]. After blotting to nitrocellulose membranes, immunoblotting was conducted using the
indicated antibodies.

2.3. Proteasomal Activity

To measure proteasomal activity, the hydrolysis of Suc-LLVY-AMC was quantified as described in
the manufacturer’s protocol (Biomol, USA).

2.4. 35S In Vitro Translated Proteins and Purification

In vitro translation 35S Methionine labeled flag-Yap1, flag-Taz, flag-c-Fos and ODC were subjected
to immunoprecipitation with flag-beads (Sigma) in Deg buffer, as previously reported [28]. After 1 h
incubation at 4 ◦C, the flag beads were washed three times with Deg buffer. The proteins retained on
the beads were eluted with the addition of Deg buffer containing 100 μg/mL of flag peptide (Sigma)
and incubation at 37 ◦C for 20 min.

2.5. In Vitro Degradation Assay

In Vitro translated 35S Methionine-labeled either crude or purified proteins, and recombinant
proteins were incubated in the presence or absence of 1 μg of purified 26S proteasomes, as previously
described [24,28]. The reactions were conducted for the indicated times at 37 ◦C with the
supplementation of either 2 mM ATP, ATPγS or NADH. Reactions were stopped with the
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addition of Laemmli sample buffer and heated at 95 ◦C for 5 min. The products were separated
by polyacrylamide-SDS gel. 35S Methionine-labeled proteins were detected by autoradiography.
The purified proteins were transferred to nitrocellulose membranes and detected with the
indicated antibodies.

3. Results

3.1. NADH Inhibits ATP-Dependent, 26S Proteasome Degradation of ODC

Previously, we have reported that the 26S proteasome can be stabilized by NADH [18] and
(Figure 1a). However, the functionality of such NADH-stabilized 26S proteasome was not determined.
As such, we decided to systematically address the role of NADH in the regulation of 26S proteasome
substrate degradation (Figure 1b). To uncouple the degradation process by the 26S PC from the
ubiquitin regulation process, we utilized the antizyme (Az)-mediated ODC degradation system that
has been extensively characterized in the context of ubiquitin-independent degradation by the 26S
proteasome [29]. Az binds ODC monomerizes and targets ODC monomer to the 26S PC in the process
of initiating ATP-dependent 26S proteasomal degradation (Figure 1c) [30,31]. 35S-Methionine labeled
ODC was incubated with Az in rabbit reticulocyte extracts reported to support ODC degradation.
As expected, ODC was completely degraded with the supplementation of ATP to the mix (Figure 1d).
In the absence of ATP or in the presence of a non-hydrolysable form of ATP, ATPγS, no Az-mediated
degradation of ODC was observed (Figure 1d). The supplementation of NADH in the absence of ATP
was not sufficient to induce ODC degradation. However, when NADH was added in the presence of
ATP, it resulted in the inhibition of Az-mediated degradation of ODC in a dose-dependent manner
(Figure 1e,f). The inhibitory effect of NADH was alleviated by increasing amounts of ATP (Figure 1g).
Thus, NADH binding to the 26S proteasome has an inhibitory effect on ubiquitin-independent
degradation of ODC, possibly by generating NADH-26S PC.

3.2. ATPγS-26S PC Promotes the Degradation of IDPs

The unfolding of globular proteins for their degradation is mediated by hydrolysis of ATP by the
26S PC ATPase subunits [7]. ATPγS is a form of ATP that is almost non-hydrolysable, and as such
inhibits the proteasome functions that rely on the ATP hydrolysis of ATP such as protein unfolding.
Some unfolded and denatured proteins can be degraded by the ATPγS-stabilized 26S PC (in the absence
of ATP) [11]. Here, we experimentally addressed the question whether IDPs, which inherently lack a
defined structure and thus are independent of the unfolding step during degradation, can be degraded
by the ATPγS 26S PC.

The key transcription regulators Taz, Yap1 and c-Fos are all predicted to be highly
disordered (Figure 2a–c). To test their susceptibility to ATPγS-26S PC, we in-vitro translated and
35S-Metionine-labeled flag-tagged versions of these IDPs. To prevent any undesired effects that can
arise from the reticulocyte mix, we further immune-purified these proteins by flag affinity purification
followed by flag peptide elution, resulting in purified, 35S-Methionine-labeled IDPs. Each of these
IDPs was separately incubated with either ATP-26S or ATPγS-26S PCs. ATPγS-stabilized 26S PC
was efficient in degrading all three tested IDPs (Taz, Yap, c-Fos) (Figure 2d). This was not due to
residual ATP in the ATPγS 26S PC, as degradation of Yap1 and Taz (Figure 2e) remained efficient even
in the presence of apyrase, an enzyme that converts ATP and ADP to AMP [9,10,18]. The ability of
the ATPγS-26S PC to mediate IDP degradation is consistent with the reports that ATPγS mediates
degradation of proteins lacking a defined structure [10,11,32], and further suggest that hydrolysable
ATP is not required for IDP degradation by the 26S PC.
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Figure 1. ODC is degraded by ATP-26S but not by NADH-26S proteasome. (a) NADH stabilizes the
26S PC. Proteasomes fractionated from NIH3T3 cells were incubated at 37 ◦C for indicated times in
the presence or absence of 2 mM NADH. (b) Scheme/model (c) ODC (UniProt P11926) is, by large,
an ordered protein based on the scores of prediction output using IUPred2A (the red curve) and
ANCHOR2 (the blue curve) prediction programs. (d) NADH-26S proteasomes cannot induce ODC
degradation by Az. ODC degradation in rabbit reticulocyte extract by Az was examined in the presence
or absence of 2 mM ATP and an ATP-regenerating system (ATP). This reaction was also conducted
under removal of the ATP by Apyrase (-ATP). Similar reactions were conducted in the presence of
2 mM NADH with Apyrase (NADH) and 2 mM ATPγS with Apyrase (ATPγS). (e) NADH represses
ODC degradation. In vitro translated 35S Methionine-labeled ODC was subjected to degradation
in reticulocyte lysate in the presence of Antizyme (Az). ODC degradation was examined in the
presence of 0.1 mM ATP and increasing concentrations of NADH at 37 ◦C for 20 min. (f) The data
from at least three independent experiments were averaged and shown with their standard deviation.
(g) The NADH-mediated inhibition of ODC degradation is alleviated by higher ATP concentration.
ODC degradation was examined in the presence of 1 mM or 0.1 mM ATP in the presence or absence of
5 mM NADH for the indicated time points at 37 ◦C. The level of 35S-labeled ODC degradation was
visualized by autoradiography following SDS-PAGE and quantified.
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Figure 2. IDPs are degraded by ATPγS 26S PC (a to c). (a) Taz (UniProt Q4V7E6). (b) Yap (UniProt
P146937) and (c) c-Fos (UniProt P01100), are intrinsically disordered based on the scores of prediction
output using IUPred2A (the red curve) and ANCHOR2 (the blue curve) prediction programs. (d) Taz,
Yap1 and c-Fos are degraded by ATPγS 26S PC. In vitro translated 35S Methionine labeled and purified
Taz, Yap1 and c-Fos were subjected to degradation by the 26S proteasome in the presence or absence
of either 2 mM ATP or ATPγS. (e) In the presence of ATPγS the elimination of residual ATP by
preincubation with 5 mu/μL apyrase did not inhibit the 26S ability to degrade Taz and Yap1.

3.3. NADH-26S Proteasomes Can Degrade IDPs

Next, we set out to determine if NADH-stabilized 26S PC are capable of facilitating the
degradation of IDPs. Initially, we used bacterially expressed and purified p27, a highly disordered
protein [33,34] (Figure 3a). NADH 26S-PC were very efficient at promoting the degradation of p27,
kinetically even faster than ATP-26S PC (Figure 3b). To validate that the destabilization of p27 is due to
proteasome-mediated degradation, we incubated p27 either alone or in the presence of the proteasome
and a proteasome inhibitor MG132. As expected, MG132 completely blocked the degradation of p27 by
the NADH-26S proteasome (Figure 3c). In our degradation reactions, NADH was not oxidized (data
not shown) validating that NADH is a 26S PC-stabilizing cofactor and not the substrate of an unknown
enzyme that facilitates proteasome activity. NADH (and NAD+) also did not have an effect on the
catalytic activity of purified 20S proteasomes (Figure 3d). However, NADH induced an increase in the
catalytic activity of the 26S proteasome (Figure 3e). These results suggest that NADH does not directly
affect the catalytic activity of the proteasome but possibly affects the gating of the 26S proteasome
complex. Together, these data suggest that NADH-26S PC is active in degradation of p27 IDP.

To generalize the proposed model of IDP being highly efficiently degraded by the NADH-26S
PC, we examined the in vitro translated and purified 35S-Methionine-labeled Yap and c-Fos proteins.
Yap protein was efficiently degraded by the NADH-26S PC as compared to ATP-26S PC (Figure 3f).
Purified in vitro translated 35S-Methionine c-Fos was also efficiently degraded by NADH-26S PC
with similar time kinetics of ATPγS-26S, but more efficiently than ATP-26S activity (Figure 3g).
The observation that ATPγS is more active than ATP in inducing degradation of IDPs by the 26S
PC is consistent with the published reports [11]. Unlike ODC, c-Fos degradation was not inhibited
by increasing concentration of NADH (Figure 3h,i). We further analyzed the bacterially expressed
and purified tau protein as another highly disordered protein substrate (Figure 3j). Tau protein was
efficiently degraded by both NADH- and ATPγS- 26S PCs but was not efficiently processed by ATP-26S
PC (Figure 3k). Taken together, our data indicate that IDPs are highly susceptible to degradation by the
NADH-26S PC in a similar fashion as observed for ATPγS-26S PC and, in some cases, the degradation
of IDPs by the NADH-PC is more efficient than that observed for ATP-26S PC.
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Figure 3. IDPs are susceptible to NADH-26S PC degradation. (a) p27 (UniProt P46527) is a disordered
protein based on the prediction output using IUPred2A (red curve) and ANCHOR2 (blue curve)
prediction programs. (b) Recombinant p27 is susceptible to degradation by the NADH-26S proteasome.
Purified recombinant p27 protein was subjected to 26S proteasomal degradation. Time kinetics were
analyzed for p27 degradation in the presence of either 2 mM ATP or NADH. His-p27 was detected
by immunoblotting with anti-His antibody. (c) p27 is stable in the presence of NADH alone or in the
presence of 26S proteasomes, 2 mM NADH and 25 μM of the proteasomal inhibitor MG132. (d) NADH
has minor inhibitory effect on the purified 20S proteasome mediated degradation of synthetic substrate
of the Chymotrypsin-like activity as measured based on the hydrolysis of Suc-LLVY-AMC substrate.
(e) NADH induces the 26S proteasomal activity as measured by the cleavage of the Suc-LLVY-AMC
peptide by purified 26S proteasomes in the presence of either 1 mM ATP or NADH. (f) In vitro translated
purified proteins are degraded by the NADH-26S proteasome. In vitro translated 35S Methionine labeled
flag-Yap1 was purified by flag IP followed by flag elution in the degradation buffer (see Section 2).
Yap1 degradation kinetics by the 26S proteasome were analyzed in the presence of either 2 mM
NADH or ATP. (g) Degradation of purified c-Fos was analyzed following 30 min incubation with 26S
proteasomes in the presence of 2 mM ATP, ATPγS or NADH. (h) In vitro translated 35S Methionine-Fos
degradation was examined in the presence of 0.1 mM ATP and increasing concentrations of NADH
at 37 ◦C for 60 min. (i) The data from at least three independent experiments, as shown in (h) were
averaged and shown with their standard deviation. (j) Tau (UniProt P10636) is a highly disordered
protein as demonstrated by the scores of prediction output using IUPred2A (red curve) and ANCHOR2
(blue curve) prediction programs. (k) NADH and ATPγS induce 26S proteasomal degradation of
recombinant tau protein (rTau) degradation by the 26S proteasome. Degradation was examined in the
presence of either 2 mM ATP, ATPγS or NADH.
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4. Discussion

We show here that NADH can directly regulate substrate specificity of the 26S proteasome in vitro.
Our findings here elaborate on our previous observation, showing that functional 26S proteasome can
be stabilized by NADH [18]. As there is no straightforward way to distinguish the functionality of
NADH-26S from the ATP-26S PC in the context of the cell, we chose a reductive in vitro approach to
test our hypothesis that NADH-26S PC is capable of facilitating the degradation of proteins that do not
require the ATP-dependent functions of the proteasome such as ubiquitin processing and unfolding.
As such, intrinsically disordered proteins (IDPs) are the perfect candidates, as many of them are readily
degraded by the 20S CP in vitro [27,28]. We show here that IDPs are also substrates of this new form of
26S PC, namely the NADH-26S PC.

Our findings illuminate that NADH is a regulator of proteasome function, as it can promote the
degradation of IDPs but also inhibit the natural function of ATP-dependent degradation of the 26S
proteasome, a function that can affect substrate specificity in the context of the cell. The possibility
that NADH competes for ATP-binding sites, resulting in competitive inhibition of the ATP-dependent
functions of the 26S PC, was ruled out [18]. The other possibility is that NADH binds the N-terminus of
PSMC1 (as previously shown) and possibly other 19S subunits, inducing an allosteric effect that results
in inhibition of the directional cycling of the ATP in the hexametric ATPase ring [18]. Recent structural
analysis of the ATPγS-26S reveals a strong structural rearrangement of many of the 19S subunits in
the ATPγS-bound state, resulting in higher alignment of the ATPase ring with the gate of the 20S core
particle, suggesting a state with facilitated translocation of the substrate [35]. This is in agreement
with what we observed here with ATPγS-26S degradation of IDPS. The possibility that NADH exerts
a similar allosteric structural shift can be addressed with Cryo-EM analysis in the future. However,
many of the predicted NADH binding motifs in the 19S subunits are conserved in vertebrates, but not
in yeast [18].

The emerging picture is that a non-hydrolysable ATP is sufficient for 26S complex
formation/stabilization, whereas ATP hydrolysis is essential for the process of unfolding of the
structured substrates [7,10,11,32,36,37]. The finding that IDPs are degraded by the 26S PC in the
absence of ATP hydrolysis lends further support to this model. Interestingly however, we also observed
that ATP-26S PC was actually inefficient in degrading certain IDPs. This might mean that ATP has a
role in allosterically gating the 20S catalytic complex or that the binding of ATP masks certain IDP to
target the 26S proteasome.

Whether NADH-26S PC has a physiological role is an important question. Analyzing the effect
of various concentrations of ATP and NADH on IDP and ODC degradation led us to conclude that
the formation of NADH-26S PC is reversible and depends on the NADH/ATP ratio. Under normal
ATP concentrations at 1–10 mM [38], the NADH concentration of 10–100 μM is required to efficiently
form the NADH-26S PC. These physiological concentrations suggest that, in the cells, a certain fraction
of the 26S PC is of the NADH type. Cellular NADH level is determined by the electron transfer
chain (ETC) functionality [14,39]. Inefficient ETC activity results in higher NADH levels and lower
levels of ATP-26S PC [14], and under this condition, the NADH-26S PC level is expected to increase.
Under this condition, mitochondrial biogenesis is compromised by NADH-dependent degradation
of PGC-1α, a transcription co-activator regulating mitochondrial biogenesis [40]. NADH also has an
indirect role in inhibiting 20S PC-mediated IDP degradation via NQO1 [41]. Overall, the emerging
picture is that defective ETC remodels the IDP degradation process to be more prone to NADH 26S PC
degradation (Figure 4).
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Figure 4. Mitochondria physiology and IDP degradation. Mitochondria with efficient electron transfer
chain (ETC) activity (upper) generate a high level of ATP and low level of NADH. An opposite picture
is obtained with mitochondria with low, or malfunctioning ETC (lower). The ATP and NADH levels
regulate the formation of different types of 26S PC. Under high levels of NADH, NADH-26S PC is
formed that is active in IDP degradation (the thick arrow). However, NADH through NQO1 has a
repressive function in inhibiting IDP degradation by the 20S proteasome [42].

5. Conclusions

Proteasomal degradation of intrinsically disordered proteins (IDPs) or proteins consist of large
disordered regions (IDRs) is not exclusively mediated via the classical ubiquitin-26S proteasome
pathway but also subjected to ubiquitin-independent degradation. Here we investigated the process of
IDP/IDR degradation via unique class of 26S proteasome that is free of ATP. Two different such 26S
proteasomes were investigated; the non-hydrolysable ATPγS-26S and the recently reported NADH-26S
proteasomes. We show here that both are in vitro active in degradation of IDP/IDR but not of ODC
structured protein. The finding that physiological metabolite like NADH uniquely regulates IDP/IDR
degradation exemplifies a new principle of how mitochondria, the key organelle in NADH production,
regulate IDP/IDR homeostasis.
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Abstract: Elucidating the structural details of proteins is highly valuable and important for the proper
understanding of protein function. In the case of intrinsically disordered proteins (IDPs), however,
obtaining the structural details is quite challenging, as the traditional structural biology tools have
only limited use. Nuclear magnetic resonance (NMR) is a unique experimental tool that provides
ensemble conformations of IDPs at atomic resolution, and when studying IDPs, a slightly different
experimental strategy needs to be employed than the one used for globular proteins. We address this
point by reviewing many NMR investigations carried out on the α-synuclein protein, the aggregation
of which is strongly correlated with Parkinson’s disease.

Keywords: alpha-synuclein; NMR; secondary structure propensity; pre-structured motifs (PreSMos);
intrinsically disordered protein

1. Introduction

Alpha-synuclein (αS) is a presynaptic terminal protein that is localized at the nuclear envelope
and presynaptic nerve terminals [1,2]. This small 14 kDa protein is important for the normal function
and maintenance of synapses [3]. Clinically, it is strongly correlated with the pathogenesis of
Parkinson’s disease (PD), a neurodegenerative movement disorder associated with the degeneration
of dopaminergic neurons in substantia nigra [4], and familial early onset PD is often associated with
the overexpression and mutations of αS [5–7]. Age-dependent motor dysfunction can be caused
by neuronal fibrillar αS deposits known as Lewy bodies [8,9], the diagnostic hallmark of PD being
spherical protein inclusions found in the cytoplasm of nigral neurons in the brains of PD patients.

The fibrillary aggregates of αS have a characteristic cross-β structure consisting of β-sheets, where
the individual β-strands are perpendicular to the axis of the fibril [10–12]. These fibrillary aggregates
are morphologically similar to the amyloid fibrils found in Alzheimer’s disease neuritic plaques and
in deposits associated with other amyloidogenic diseases [13,14]. In addition to fibrils, advances
in the structural elucidation of αS oligomers have been made recently [15,16]. Theories of (i) pore
formation followed by membrane leakage [17,18], (ii) receptor-mediated mechanisms [19,20], and
(iii) cellular protection by binding with extracellular chaperones [21] have been discussed in terms of
the underlying molecular pathology of PD.
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Although human αS is composed of 140-amino acid residues, it does not form a stable globular
structure [22]. In fact, it is a well-known member of the so-called intrinsically disordered proteins (IDPs),
unorthodox proteins that do not form well-defined three-dimensional structures under non-denaturing
physiologcal (or near-physiological) conditions [23–25]. The primary structure of αS can be separated
into three parts: (i) the N-terminal region (residues 1–60) has a series of 11-amino acid repeats with a
conserved KTKEGV motif that, upon binding to synthetic lipid vesicles or detergent micelles in vitro,
adopts a highly helical conformation [26–28]; (ii) the residues 61–95 that contain two additional
KTKEGV repeats and the hydrophobic amyloidogenic NAC (non-amyloid-β component) region, are
known to be involved in the formation of amyloid fibrils both in vitro and in vivo [14,29]; and (iii) the
highly acidic C-terminal region (residues 96–140) is responsible for the overall net negative charge.

The critical early step in the fibrillation of αS is believed to involve conformational transition
from the native monomeric αS into an aggregation-prone partially folded intermediate [30–32]. The
observation that the truncation of the acidic C-terminus accelerates fibril formation in vitro [33], and
the aggregated αS found in Lewy bodies has a truncated C-terminus [34], suggests that αS aggregation
is slowed down by intermolecular electrostatic repulsions among the negatively charged C-terminal
regions. As the partially folded oligomeric intermediates that are formed along the αS fibril formation
pathway are known to be cytotoxic, we need detailed information on the conformational characteristics
of the αS monomer, i.e., whether the monomer may have any peculiar conformational features that
would enhance formation of oligomeric intermediates. Such knowledge should also shed light on how
this protein performs its normal function.

The structural features of an IDP are described in two levels, one at a global level and the other at a
local level. The global conformation of an IDP is best described as an ensemble populated with rapidly
interconverting conformers [35–38]. Ensemble description is useful for understanding the overall
topology of an IDP, as it provides a radius of gyration and also information on transient long-range
contacts. Such ensemble representation is generally applicable to any protein and has been used not
only for IDPs but for the unfolded or partially-unfolded state of globular proteins [39–43].

Unlike globular proteins, the ensemble structures of IDPs are not superimposable and do
not converge into a single tertiary structure. Although molecular dynamics (MD) simulation
alone can produce a conformational ensemble of IDPs, a more accurate ensemble is obtained
when the experimental restraints from nuclear magnetic resonance (NMR) measurements, such
as residual dipolar coupling constants (RDCs) [44,45] and long-range distance restraints derived from
paramagnetic relaxation enhancement (PRE) experiments [40,46,47] or small-angle x-ray scattering
(SAXS) experiments [48], are incorporated. An interesting point is that the ensemble conformation of
an IDP (e.g., αS and tau) can be more compact than a simple random coil [46,49]. In contrast to the
global conformation, the local-level conformation of an IDP is described by transient local secondary
structures, termed pre-structured motifs (PreSMos) (see below) [24,25,50] that highly resemble the
residual secondary structures found as a folding initiation core in the partially unfolded state of a
globular protein.

2. Pre-structured Motifs (PreSMos) in IDPs

One prominent feature that is observed in ~70% of all IDPs or intrinsically disordered regions
(IDRs) that have been thoroughly characterized by NMR is that these proteins, although intrinsically
unstructured, contain transient secondary structures known as pre-structured motifs (PreSMos) [24,25].
The term PreSMos was proposed, as many different descriptions have been coined that address
fundamentally the same phenomenon—that certain regions of IDPs are pre-populated with secondary
structures [24,25]. PreSMos are the target-binding fragments that are primed before actual target
binding. Most PreSMos are alpha-helices, but in addition there can also exist left-handed polyproline
II helices (PPII), β-turns, and β-strands, and these transient structures (pre-populated only ~30% on
average) become stable secondary structures in their target bound state [23,51–53].
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Interestingly, a few IDPs such as 4EBPs (eIF4E binding proteins) and VP16 transactivation
domains (TAD) have been subjected to more than one NMR investigation and the results from different
investigators agree well in terms of the presence and location of PreSMos. For example, in one NMR
study on 4EBP1, the residues 56–63, which form the key binding interface to eIF4E, were found to form
a helix PreSMo [52]. In another NMR study on 4EBP2, a homolog of 4EBP1 with a sequence homology
of ~70%, the same residues were found to form a pre-structured helix [53]. Similarly, two independent
NMR groups found the same helix PreSMo in VP16 TAD that encompass the residues 442–447 and
465–483 [54,55].

Common NMR parameters obtained from the NMR studies of IDPs—chemical shifts, interproton
nuclear Overhauser effects (NOEs), R1 and R2 relaxation rates (occasionally incorporated into spectral
density functions), 15N-1H heteronuclear NOEs, J coupling constants (mostly 3JHNHα associated with
a backbone torsion angle φ), temperature coefficients of backbone amide protons, and backbone
amide-water proton exchange rates—can be used to determine if an IDP possesses a PreSMo [23–25].
A deviation of chemical shifts from random coil values indicates the presence of a secondary structure.

Short-range interproton NOEs, such as intraresidue dαN(i, i) and sequential dαN(i, i+1)-type
NOEs, are commonly observed in IDPs, whereas sequential dNN(i, i+1), medium-range dαN(i, i+2),
dαN(i, i+3) and dNN(i, i+2) are observed when a PreSMo is present. The ratio of sequential dαN(i, i+1)
to sequential dNN(i, i+1) NOEs [56] and that of sequential dαN(i, i+1) to intraresidue dαN(i+1, i+1)
NOEs [57,58] are excellent measures of the backbone torsion angles. Thus, the combined analysis of
different types of interproton NOEs can show if an IDP contains a locally ordered secondary structure.
However, one should be aware that relatively weak interproton NOEs are observed in IDPs as the
secondary structures in IDPs are of a transient nature. In addition, long-range interproton NOEs are
absent in IDPs, as IDPs lack the stable topology that leads to such NOEs.

Whereas interproton NOEs provide short-range (< 5Å) information, paramagnetic relaxation
enhancement (PRE) provides long-range (up to ~25 Å) information that may be present in IDPs [46,59,60].
Furthermore, larger spin-spin relaxation rates (shorter T2 values) are observed for the residues forming
a locally-ordered segment, i.e., a PreSMo [23,25,52,61,62]. Similarly, a locally ordered protein backbone
15N-1H amide bond generates a positive 15N-1H heteronuclear NOE value. In addition, 3JHNHα

coupling constants of 6 Hz or lower will be observed for helix-forming residues, while 3JHNHα values
larger than 8 Hz will be observed for β-type conformations [63]. A small (< 5 ppb/deg) temperature
coefficient of a backbone amide proton suggests that the proton is involved in hydrogen bonding,
indicating a transient helix or β-type structure [23,54,62]. Residual dipolar couplings (RDCs) provide
information on the structure and dynamics of bond orientations and are measured to assess the
conformational details of IDPs [44,59].

Chemical shifts possess information on secondary structures and many analysis tools aim at
assessing the conformation of IDPs from chemical shifts. First, the secondary structure propensity
(SSP) algorithm uses the protein backbone chemical shifts (13Cα, 13Cβ, 13C’, 1Hα, 1HN, and 15N) to
generate a residue-specific score ranging from 1 to –1, which corresponds to the fully α-helical and
β-sheet structure of a well-ordered protein, respectively [64]. As the polyproline II helix is an important
structural motif in IDPs, the δ2D algorithm estimates the relative population distribution of α-helices,
polyproline II helices, β-sheets, and random coils from the backbone chemical shifts of IDPs [65].
If additional NMR parameters such as multiple J coupling values and local interproton NOEs are
available for IDPs, maximum entropy Ramachandran map analysis (MERA) can be used to estimate
the relative distribution of their dihedral angles on a Ramachandran map [66].

As mentioned in the introduction, another class of methods provides representative ensembles of
IDPs. A statistical random coil generator (e.g., TraDES [67], Flexible-Meccano [68]) creates a pool of
random conformers and an ensemble selection algorithm (e.g., ENSEMBLE [69], ASTEROIDS [70],
BEGR [71]) chooses a subset of ensembles that best matches the experimental results. We used the
SSP algorithm to estimate secondary structures as it is simple but powerful and only the backbone
chemical shifts of αS were available for comparative analysis (Table 1).
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SSP is based on the calculation of secondary chemical shifts, i.e., the difference between the
measured and random coil chemical shifts (RCCS). We have used the corrected shifts for IDPs, POTENCI
RCCS, for SSP analysis as POTENCI takes into account the effect of neighboring residues as well as
the experimental conditions such as temperature, pH, and buffer conditions [72]. Our criterion to use
SSP values is based on the lack of reporting of all measurable NMR parameters mentioned above,
whereas for every IDP investigation, the backbone resonances are assigned (although only some are
deposited in the biological magnetic resonance bank (BMRB) database) (Table 1). As such, we have
summarized six reports in Figure 1 even though there have been more NMR studies on αS. As 1HN

and 15N chemical shifts are sensitive to experimental conditions and 13C chemical shifts can be easily
re-referenced and are good indicators of α-helices and β-sheets, we only used Cα, Cβ, and C′ chemical
shifts for the SSP analysis (Figure 1).

Table 1. A list of nuclear magnetic resonance (NMR) studies on human αS. Seven reports deposited the
assigned chemical shifts to the BMRB database, as shown in the third column.

Year Sample Condition BMRB ref

2001 ~100 μM αS, 100 mM NaCl, 10 mM Na2HPO4, pH 7.4, 283 K [28]
2003 0.3 mM αS, 20 mM sodium phosphate, 50 mM SDS, pH 7.4, 298 K 5744 d [73]

2006 1 mM αS, 20 mM phosphate, 0.5 mM EDTA, 200 mM NaCl, 10% D2O, pH 6.5,
285.5 K 6968 [74]

2008 0.2 mM αS, PBS buffer, pH 7.4, 263 K [35]
2009 0.65 mM αS, 10 mM phosphate, 140 mM NaCl, pH 2.5, 10% D2O, 288 K [75]
2009 0.3 mM αS, 20 mM NaOAc, 100 mM NaCl, 10% D2O, pH 3.0 & pH 7.4, 288 K 16342 [76]

2009 0.6 mM αS, 20mM Na2HPO4 (pH 6.0), 6% D2O, 0,02% NaN3, in
phospholipids, 293 K [27]

2010 0.6 mM wild-type αS, mutants (A30P, E46K, A53T), 20 mM Na2HPO4, pH 6.0,
6% D2O, 0.02% NaN3, in phospholipids, 293 K [77]

2012 0.1 mM αS, 5 mM dioxane, 20 mM sodium phosphate buffer, pH 6, in
phospholipids, 288 K [78]

2013 a 1.7 mM αS, 10% D2O, 90% H2O, pH 6.2, 277 K 19257 [79]
2013 b - mM αS, 20 mM Tris-HCl, pH 7, 100 mM NaCl, 10% D2O, 288 K [80]
2014 0.35 mM αS, 20 mM sodium phosphate, pH 6, 288 K [81]
2014 50 μM αS, NaCl/sodium phosphate buffer, 5% glycerol, 288 K [82]
2014 0.3 mM αS, 20 mM NaOAc, 100 mM NaCl, 10% D2O, pH 3.0 & pH 7, 288 K [83]

2015 0.5 mM/0.7 mM wild-type/H50Q αS, 10 mM sodium phosphate, pH 7.5,
100 mM NaCl, 5% D2O, 0.01% NaN3, 0.001% DSS, 283 K 25227 [84]

2015 ~0.43 mM (6.6mg/mL) αS, 20 mM HEPES, 10% D2O, pH 7.0, 277 K 26557 [85]
2016 a 0.4 mM αS, 20 mM sodium phosphate, 150 mM NaCl, pH 7.0, 283 K [60]
2017 c 75 μM αS, PBS buffer, 0.02% NaN3, pH 7.4, 310 K [86]
2018 ~1 mM αS, pH 5.0, 10% D2O, 298 K [87]

2018 1 mM αS, 20 mM phosphate, 200 mM NaCl, 0.5 mM EDTA, pH 6.5, 285.5 K,
295 K, 305 K, 315 K 27348 [88]

a In-cell NMR. b No information is available on the αS concentration. c Aggregation inhibition experiment. d BMRB
5744 is for a folded αS, and hence is not used for the calculation of secondary structure propensity (SSP) values.
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Figure 1. Comparison of the secondary structure propensity (SSP) scores, Cα secondary chemical
shifts, and the secondary structure (SS) population from the δ2D analysis. The same 13C chemical
shifts were used as an input for the analysis. As at least three chemical shifts are required for the δ2D
analysis, the δ2D percentage is not displayed for a residue, if even one of the Cα, Cβ, and C′ chemical
shifts was unavailable from the BMRB database (e.g., at least one 13C chemical shift information is
missing for most residues of 1–50 in BMRB 19257, there was no C′ and Cβ chemical shift information
for all residues in BMRB 26557 and 27348, respectively). Sample conditions for the six different NMR
studies on α-synuclein (see Table 1) are (a) 1 mM αS, 20 mM phosphate, 0.5 mM EDTA, 200 mM NaCl,
10% D2O, pH 6.5, 285.5 K (BMRB 6968), (b) 0.3 mM αS, 20 mM NaOAc, 100 mM NaCl, 10% D2O, pH
3.0, 288 K (BMRB 16342), (c) 1.7 mM αS, 10% D2O, 90% H2O, 277 K, in-cell condition (BMRB 19257),
(d) 0.5 mM αS, 10 mM sodium phosphate, pH 7.5, 100 mM NaCl, 5% D2O, 283 K (BMRB 25227), (e)
0.43 mM αS, 20 mM HEPES, 10% D2O, pH 7.0, 277 K (BMRB 26557), and (f) 1 mM αS, 200 mM NaCl,
0.5 mM EDTA, 20 mM phosphate, pH 6.5, 315 K (BMRB 27348).

3. Inconsistency

An early study by Eliezer et al. [28] described that the Cα chemical shifts for residues 6–37 in αS
deviated more than ~0.3 ppm from RCCS, which indicates the existence of a helix PreSMo. In addition
to this transient helix, four more transient helices, centered around residue numbers 44, 60, 84, and
100, were noted. The SSP values in Figure 1 seem to agree with this regarding the most prominent
N-terminal helix formed by residues 10–30, even though the degree of pre-population of this helix does
not match quantitatively among one another. Eliezer et al. [28] also showed that there are four more
transient helices covering the NAC region. However, it was difficult to find such additional transient
helices in our SSP analysis.

In Figure 1, two cases (Figure 1b and c) show two weak helices around residues 50 and 90. The SSP
data obtained at low pH (Figure 1b) peculiarly show that there is an additional helix around residue
130 at the C-terminus, in contrast to the other five results, which have a β-type transient structure at
the C-terminus. However, caution is advised when interpreting these results because, for example, the
N-terminal helical propensities that are observed in all SSP plots (Figure 1) are not evident in the R2

relaxation data [58,81]. Not every PreSMo shows a faster R2 relaxation rate [23,25,52,61,62]. On the
other hand, the concerted measurement of 3J couplings implies that the φ angles have a very small
helical tendency in the N-terminal 10–30 residues when the residue-specific average φ angles were
compared in αS for each amino acid type [89].

An interesting observation is that the in-cell NMR data (Figure 1c) shows a higher population
of the N-terminal helix than the in vitro results. This is probably due to differences in the sample
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conditions between in-cell NMR measurements and in vitro experiments, e.g., crowding effect, presence
of lipid membranes. When αS was purified after it had been deliberately (by co-expressing an enzyme)
N-terminal acetylated in Escherichia coli (E. coli) cells, the N-terminal residues of αS possessed enhanced
helicity [78]. As it is known that αS can be N-terminal acetylated during and after translation in
human cells, internally expressed or externally introduced αS in these cells is likely in an acetylated
state [60]. However, because in-cell NMR data used to generate Figure 1c were obtained inside E. coli
cells without enzymatic acetylation, we can safely rule out the effect of acetylation on αS conformation.

Another possibility is that the higher N-terminal helicity observed in this in-cell report is simply
due to the fact that only carbonyl chemical shifts were used in computing the SSP scores in the
N-terminal region as Cα and Cβ chemical shifts were not available. In addition to the discrepancy
in the SSP values from different NMR studies (Figure 1), there is an intriguing point regarding the
presence of the N-terminal transient helix. When αS was investigated by the δ2D algorithm, no
pre-structured helix around residue 25 was found at the N-terminus [78]. Therefore, we have applied
different computation tools to interpret chemical shifts in terms of the αS conformation. There were
small-but-significant differences when different computational tools were employed (Figure 1), even
when the same 13C chemical shifts were used as an input.

As the Cα secondary chemical shift is by itself a good indicator of secondary structure, whose
value is positive for α-helices and negative for β-type structures, we first compared the SSP scores to
Cα secondary chemical shifts (Figure 1). They showed similar trends, although the SSP scores showed
less fluctuations among adjacent residues. This observation can be ascribed to the algorithm of SSP,
which averages the secondary chemical shifts from i-2 to i+2, and to the combined analysis of different
nuclei that would reduce the observed error [64]. Next, the SSP scores were compared with the δ2D
results using the same 13C chemical shifts as an input (Figure 1). Some secondary structures were
commonly observed in the two cases, as in the α-helix at residues 3–6 and β-sheet at the C-terminal
region of BMRB 6968 and BMRB 25227.

However, the secondary structure patterns do not generally match, particularly for the α-helix
(residues 10–30) that is clearly observed in the SSP analysis. This can be ascribed to the small
populations of secondary structure in αS, redistribution of the α-helix population in SSP into the
α-helix and PPII in δ2D [65], and the different RCCS employed in the two methods, namely, POTENCI
for SSP and CamCoil [90] for δ2D. Taken together, caution is advised when interpreting chemical shift
data in terms of conformation. This is true even when using NMR data other than chemical shifts,
although collective analysis of independent data from NMR and other experiments would aid in
accurate description of IDP conformation.

In NMR studies of globular proteins, slight differences in the NMR sample conditions (protein
concentration, buffer, temperature, pH, etc.) do not significantly influence the overall 3D structure. The
same is true even for IDPs as was seen in VP16 TAD and 4EBP1/2; slightly different sample conditions
did not influence the results in terms of the presence and/or location of PreSMos. Then why do the
results of different NMR studies on αS conformation not completely agree regarding the location and
the degree of pre-population of transient structures?

4. The Effect of Environmental Conditions on αS Conformation

We believe that several factors, as described below, should be scrutinized prior to an NMR
investigation of aggregation-prone proteins, such as αS.

4.1. Protein Concentration

In the early days of protein NMR experiments, often a very high (>10 mM) sample concentration
was used in order to compensate for poor signal-to-noise ratios in low-field (<5 Tesla) NMR
spectrometers [56]. Thus, a high concentration sample was inevitably used by NMR pulse sequence
developers [91–93] to test their pulse schemes. The preparation of highly-concentrated protein samples
was possible only because the investigators wisely chose a highly-soluble protein, e.g., bovine pancreatic
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trypsin inhibitor (BPTI). The measured NMR parameters with highly soluble proteins conformed well
to, and complemented existing knowledge, e.g., the 3D structures known by x-ray crystallography or
the properties that can be deduced from such structures.

In subsequent protein NMR studies, sample concentrations have decreased over the few decades to
such an extent that they are now comparable to, or lower than ~1 mM (Table 1). In most investigations,
the importance on whether a particular protein is truly a monomeric state cannot be overemphasized.
Measuring the concentration dependence of mean residue ellipticity θ in circular dichroism experiments,
and showing that this relationship is linear around the NMR sample concentrations, is one way of
demonstrating the monomeric nature. Alternatively, analytical ultracentrifugation can be used to
detect oligomerization in protein samples. A change of the NMR line widths and diffusion rates can
also indicate the presence of oligomeric species.

Ensuring the monomeric state of a protein during data acquisition becomes critical when we
deal with any protein with aggregation tendencies, such as αS. All SSP scores in Figure 1 show that
the C-terminus of αS has a β-type structure except for the low pH case in Figure 1b. Is it possible
that protein concentrations of 300 μM–1.7 mM impose a fibrillar β-type conformation in αS? Eliezer
et al. [28] used a ~100 μM protein sample and observed only the α-helical propensities for αS. Does
this suggest that NMR experiments at a very low protein concentration (<50 μM) are required to assess
the truly monomeric state?

4.2. pH

The pH of a sample is also an important factor that can influence the conformation of proteins.
In the case of globular proteins, provided that the charged states of surface-exposed amino acids have
no impact on the overall globular topology, the 3D structures determined at different pH values are
known to be quite similar. In the case of IDPs, however, most residues are fully exposed to the solvent.
The charged states of surface hydrophilic residues are very likely to influence the topology, not to
mention the local structures. An exception would be the residues that form PreSMos as they can
transiently form hydrogen bonds and hence experience slow backbone amide-water proton exchange.
In an extreme case of the spring-loaded mechanism adopted by influenza hemagglutinin, a flexible
loop undergoes a drastic conformational change to become a helix that induces viral fusion with the
cellular membrane [94]. Cho et al. examined the conformations of αS at pH 3 (Figure 1b) and pH 7.4
and the two were quite different with respect to the helical content of both C- and N-terminal parts [76].
This calls for an argument that the pH of an αS sample needs to be controlled with caution.

4.3. Temperature

For globular proteins which have a relatively rigid backbone topology, 3D structures determined
at different temperatures are not grossly different. For IDPs, like αS, with a tendency to aggregate,
performing NMR experiments at 277 K (Figure 1c,e) may lower the hydrophobic effect and thereby
lead to conformational ensembles that are different from those found in the cellular environment. For
globular proteins, performing an NMR experiment at temperatures that are within a non-denaturing
range is acceptable. Yet, for an IDP whose oligomerization is directly related to the pathology of PD,
temperature can have a significant effect on its conformation.

4.4. Buffer and Ionic Strength

Since the thermodynamic stability of globular proteins allows them to maintain their structural
homeostasis, changes in the solvent buffers are considered unlikely to pose a problem in 3D structure
determination. This may not be true for IDPs, as the counterion shielding of polar residues on the
surface will influence the conformations of IDPs to a greater extent than of globular proteins. In one
investigation, measurements done in rather high ionic strength (200 mM) and high temperature (42 ◦C)
conditions (Figure 1f) resulted in the degree of pre-population of the N-terminal helix to be lower than
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for others. Note that the effect of ionic strengths on the protonation states of side chains is compensated
by using POTENCI RCCS.

4.5. Lipid Membranes

The functional and pathogenic role of αS is closely related to its interaction with lipid membranes.
For example, αS is involved in membrane remodeling [95], clustering [96], and maintaining the pool of
synaptic vesicles [97], and chaperoning SNARE-complex assembly [98]. In addition, fibril formation of
αS is influenced by lipid interaction, where the promotion and inhibition of αS aggregation depends
on lipid conditions [99,100]. Therefore, it is important to investigate the detailed mode of interaction
between αS and lipid membranes. When doing so, we wish to note the importance of being aware
of the incomplete removal of detergents and lipids during the purification of the αS protein, as they
can cause small line broadening in NMR resonances. Thus, lipids should be completely removed for
studies on free αS, or the lipid conditions should be precisely controlled for studies on the interaction
between αS and lipid membranes.

The αS-lipid interaction has been monitored by many biophysical tools. As there is a strong
correlation between the extent of αS-lipid binding and lipid-induced αS helicity, circular dichroism
has been the most popular method to measure αS-lipid binding [28,101]. In addition, fluorescence
correlation spectroscopy [102] and fluorescence anisotropy [27] methods have been used to measure
the change of translational and rotational diffusion of αS, respectively, in the presence of lipid vesicles.
However, residue-level analysis can only be performed by NMR spectroscopy.

In the initial work by Eliezer and coworkers [28], interactions between αS and lipid vesicles
were monitored by NMR spectroscopy. They observed a complete disappearance of residues 1–100
in the protein backbone 1H-15N correlation spectra with a molar excess of SDS micelles or small
unilamellar vesicles (SUV) over αS, which indicates that the N-terminal region of αS binds tightly
to the vesicle, while the C-terminal tail is not bound to the vesicle and preserves its disordered
conformation. Furthermore, the structural details of αS bound to SDS micelles were monitored by
NMR spectroscopy [103]. Residual dipolar couplings were measured to determine the two (V3-V37
and K45-T92) anti-parallel curved helices connected by a linker when αS was bound to a micelle.

In the presence of a small amount of SUV composed of phospholipids (lipid molecule/αS < 5, lipid
vesicle/αS < 0.001), the condition that mimics the synaptic environment, due to the high concentration
of αS at the synapse, only the change in intensity and line width of αS backbone NMR resonances was
observed without any perturbation in chemical shift values [27]. Although a chemical shift analysis
cannot be performed to assess the bound-state conformation, the residue-specific intensity profiles
showed that the residues 1–100 were bound to the vesicle with multiple tight binding modes, whereas
the 40 C-terminal residues remained flexible, as in the high lipid concentration condition. In addition,
transferred NOE experiments showed that the 100 N-terminal residues form a helical structure upon
binding to SUV [27]. The lysine sidechains of αS are protected from acetylation by N-succinimidyl
acetate in a residue-position and in a lipid-concentration dependent manner, supporting the presence
of multiple binding modes between αS and lipid membranes [104].

We can also think of a mechanism on howαS strongly binds to lipid membranes. Whether or notαS
contains a transient helix at its N-terminus would change its binding mode to lipid membranes, as well
as the associated thermodynamic and kinetic parameters. In the early days of IDP research, when IDPs
were viewed to be completely unstructured without any trace of transient secondary structures, only
the induced fit mechanism involving for example, a coil-to-helix transition [105], was used to explain
IDP-target binding. With knowledge that dozens of IDPs (~70% of the IDPs characterized) contain
transient secondary structures termed now as PreSMos (Pre-Structured Motifs) [24,25,50], an alternative
target binding mechanism of IDPs, conformational selection, is now widely considered [106,107]
(Figure 2).
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Figure 2. An illustration of the lipid-binding mode of αS. (top) Induced fit, (bottom) conformational
selection. In the latter, an N-terminal helix is inserted merely to indicate the fact that a transient helix is
present at the N-terminus of αS, i.e., the location of the helix is not exact. The thickness of the helix
ribbon is adjusted to reflect the population of the helix.

5. Summary

In this review, we have presented secondary structure propensities calculated from the chemical
shifts of αS deposited in the BMRB database [108]. Although the calculated propensities appear
similar (Figure 1), there are subtle-yet-significant differences among the secondary structures and
the degree of pre-population of the secondary structures. For example, there is a stronger helical
propensity near the N-terminus of αS under cellular conditions (Figure 1c), whereas the pH 3 condition
introduces a transient helical structure at the C-terminus (Figure 1b). SSP is a common tool; however, it
is one of several methods to assess secondary structures in IDPs. Development of better experimental
methods and more accurate analysis tools seem to be needed to improve the accuracy for describing
IDP conformations.

Certain IDPs, including αS, are relatively more prone to aggregation than globular proteins. It is
possible that αS represents one of those IDPs for which carrying out an NMR structural investigation
should be performed with much more precaution than one might think, e.g., under a well-controlled
condition resembling the native cellular settings as much as possible [109]. Certain sample conditions
could modulate IDP conformations as exemplified here for the αS protein. Notwithstanding the
plethora of previous S NMR investigations, it remains a tempting challenge to perform further
investigations on αS under “authentic” conditions in order to obtain the genuine conformation of
monomeric αS.

Author Contributions: K.-H.H., K.H.M., and J.H.L. wrote the paper; D.-H.K. made Table 1; J.L. and J.H.L made
Figure 1. K.-H.H. and D.-H.K. made Figure 2. All authors have read and agreed to the published version of
the manuscript.

Acknowledgments: This work was supported by a grant from National Research Council of Science and
Technology (NST) by the Korea government (MSIT) (No. CCL-19-17-KRIBB) (K.-H.H.), a Marie Sklodowska Curie
Initial Training Network (MSC ITN) “TRACT” (TRAining in Cancer mechanisms and Treatment) grant (K.H.M.),
creative-pioneering researchers program through the Seoul National University (SNU) and the National Research
Foundation of Korea (2019R1C1C1009685) (J.H.L.).

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Maroteaux, L.; Campanelli, J.; Scheller, R. Synuclein: A neuron-specific protein localized to the nucleus and
presynaptic nerve terminal. J. Neurosci. 1988, 8, 2804–2815. [PubMed]

2. Iwai, A.; Masliah, E.; Yoshimoto, M.; Ge, N.; Flanagan, L.; De Silva, H.R.; Kittel, A.; Saitoh, T. The precursor
protein of non-Aβ component of Alzheimer’s disease amyloid is a presynaptic protein of the central nervous
system. Neuron 1995, 14, 467–475. [PubMed]

3. Burré, J. The synaptic function of α-synuclein. J. Parkinsons Dis. 2015, 5, 699–713. [PubMed]

160



Biomolecules 2020, 10, 428

4. Poewe, W.; Seppi, K.; Tanner, C.M.; Halliday, G.M.; Brundin, P.; Volkmann, J.; Schrag, A.-E.; Lang, A.E.
Parkinson disease. Nat. Rev. Dis. Primers 2017, 3, 17013.

5. Singleton, A.; Farrer, M.; Johnson, J.; Singleton, A.; Hague, S.; Kachergus, J.; Hulihan, M.; Peuralinna, T.;
Dutra, A.; Nussbaum, R. α-Synuclein locus triplication causes Parkinson’s disease. Science 2003, 302, 841.

6. Chartier-Harlin, M.-C.; Kachergus, J.; Roumier, C.; Mouroux, V.; Douay, X.; Lincoln, S.; Levecque, C.;
Larvor, L.; Andrieux, J.; Hulihan, M. α-synuclein locus duplication as a cause of familial Parkinson’s disease.
Lancet 2004, 364, 1167–1169.

7. Flagmeier, P.; Meisl, G.; Vendruscolo, M.; Knowles, T.P.; Dobson, C.M.; Buell, A.K.; Galvagnion, C. Mutations
associated with familial Parkinson’s disease alter the initiation and amplification steps of α-synuclein
aggregation. Proc. Natl. Acad. Sci. USA 2016, 113, 10328–10333.

8. Spillantini, M.G.; Schmidt, M.L.; Lee, V.M.Y.; Trojanowski, J.Q.; Jakes, R.; Goedert, M. α-Synuclein in Lewy
bodies. Nature. 1997, 388, 839–840.

9. Braak, H.; Del Tredici, K.; Rüb, U.; De Vos, R.A.; Steur, E.N.J.; Braak, E. Staging of brain pathology related to
sporadic Parkinson’s disease. Neurobiol. Aging 2003, 24, 197–211.

10. Kirschner, D.A.; Abraham, C.; Selkoe, D.J. X-ray diffraction from intraneuronal paired helical filaments and
extraneuronal amyloid fibers in Alzheimer disease indicates cross-beta conformation. Proc. Natl. Acad.
Sci. USA 1986, 83, 503–507.

11. Serpell, L.C.; Berriman, J.; Jakes, R.; Goedert, M.; Crowther, R.A. Fiber diffraction of synthetic α-synuclein
filaments shows amyloid-like cross-β conformation. Proc. Natl. Acad. Sci. USA 2000, 97, 4897–4902.
[PubMed]

12. Tuttle, M.D.; Comellas, G.; Nieuwkoop, A.J.; Covell, D.J.; Berthold, D.A.; Kloepper, K.D.; Courtney, J.M.;
Kim, J.K.; Barclay, A.M.; Kendall, A. Solid-state NMR structure of a pathogenic fibril of full-length human
α-synuclein. Nat. Struct. Mol. Biol. 2016, 23, 409. [PubMed]

13. Conway, K.A.; Harper, J.D.; Lansbury, P.T. Fibrils formed in vitro from α-synuclein and two mutant forms
linked to Parkinson’s disease are typical amyloid. Biochemistry. 2000, 39, 2552–2563. [PubMed]

14. El-Agnaf, O.M.A.; Jakes, R.; Curran, M.D.; Wallace, A. Effects of the mutations Ala30 to Pro and Ala53 to
Thr on the physical and morphological properties of α-synuclein protein implicated in Parkinson’s disease.
FEBS Lett. 1998, 440, 67–70. [PubMed]

15. Chen, S.W.; Drakulic, S.; Deas, E.; Ouberai, M.; Aprile, F.A.; Arranz, R.; Ness, S.; Roodveldt, C.; Guilliams, T.;
De-Genst, E.J. Structural characterization of toxic oligomers that are kinetically trapped during α-synuclein
fibril formation. Proc. Natl. Acad. Sci. USA 2015, 112, E1994–E2003. [PubMed]

16. Varela, J.A.; Rodrigues, M.; De, S.; Flagmeier, P.; Gandhi, S.; Dobson, C.M.; Klenerman, D.; Lee, S.F. Optical
structural analysis of individual α-synuclein oligomers. Angew. Chem. 2018, 57, 4886–4890.

17. Fusco, G.; Pape, T.; Stephens, A.D.; Mahou, P.; Costa, A.R.; Kaminski, C.F.; Schierle, G.S.K.; Vendruscolo, M.;
Veglia, G.; Dobson, C.M. Structural basis of synaptic vesicle assembly promoted by α-synuclein. Nat. Commun.
2016, 7, 12563.

18. Fusco, G.; Chen, S.W.; Williamson, P.T.; Cascella, R.; Perni, M.; Jarvis, J.A.; Cecchi, C.; Vendruscolo, M.;
Chiti, F.; Cremades, N. Structural basis of membrane disruption and cellular toxicity byα-synuclein oligomers.
Science 2017, 358, 1440–1443.

19. Mao, X.; Ou, M.T.; Karuppagounder, S.S.; Kam, T.-I.; Yin, X.; Xiong, Y.; Ge, P.; Umanah, G.E.; Brahmachari, S.;
Shin, J.-H. Pathological α-synuclein transmission initiated by binding lymphocyte-activation gene 3. Science
2016, 353, aah3374.

20. Ferreira, D.G.; Temido-Ferreira, M.; Miranda, H.V.; Batalha, V.L.; Coelho, J.E.; Szegö, É.M.; Marques-
Morgado, I.; Vaz, S.H.; Rhee, J.S.; Schmitz, M. α-synuclein interacts with PrP C to induce cognitive
impairment through mGluR5 and NMDAR2B. Nat. Neurosci. 2017, 20, 1569.

21. Whiten, D.R.; Cox, D.; Horrocks, M.H.; Taylor, C.G.; De, S.; Flagmeier, P.; Tosatto, L.; Kumita, J.R.; Ecroyd, H.;
Dobson, C.M. Single-molecule characterization of the interactions between extracellular chaperones and
toxic α-synuclein oligomers. Cell Rep. 2018, 23, 3492–3500. [PubMed]

22. Weinreb, P.H.; Zhen, W.; Poon, A.W.; Conway, K.A.; Lansbury, P.T. NACP, a protein implicated in Alzheimer’s
disease and learning, is natively unfolded. Biochemistry. 1996, 35, 13709–13715. [PubMed]

23. Lee, H.; Mok, K.H.; Muhandiram, R.; Park, K.-H.; Suk, J.-E.; Kim, D.-H.; Chang, J.; Sung, Y.C.; Choi, K.Y.;
Han, K.-H. Local structural elements in the mostly unstructured transcriptional activation domain of human
p53. J. Biol. Chem. 2000, 275, 29426–29432. [PubMed]

161



Biomolecules 2020, 10, 428

24. Lee, S.-H.; Kim, D.-H.; Han, J.; Cha, E.-J.; Lim, J.-E.; Cho, Y.-J.; Lee, C.; Han, K.-H. Understanding
pre-structured motifs (PreSMos) in intrinsically unfolded proteins. Curr. Protein Pept. Sci. 2012, 13, 34–54.

25. Kim, D.-H.; Han, K.-H. PreSMo target-binding signatures in intrinsically disordered proteins. Mol. Cells
2018, 41, 889–899.

26. Uéda, K.; Fukushima, H.; Masliah, E.; Xia, Y.; Iwai, A.; Yoshimoto, M.; Otero, D.A.; Kondo, J.; Ihara, Y.;
Saitoh, T. Molecular cloning of cDNA encoding an unrecognized component of amyloid in Alzheimer disease.
Proc. Natl. Acad. Sci. USA 1993, 90, 11282–11286.

27. Bodner, C.R.; Dobson, C.M.; Bax, A. Multiple tight phospholipid-binding modes of α-synuclein revealed by
solution NMR spectroscopy. J. Mol. Biol. 2009, 390, 775–790.

28. Eliezer, D.; Kutluay, E.; Bussell, R.; Browne, G. Conformational properties of α-synuclein in its free and
lipid-associated states. J. Mol. Biol. 2001, 307, 1061–1073.

29. EI-Agnaf, O.M.A.; Irvine, G.B. Aggregation and neurotoxicity of α-synuclein and related peptides. Biochem.
Soc. Trans. 2002, 30, 559–565.

30. Uversky, V.N.; Li, J.; Fink, A.L. Evidence for a partially folded intermediate in α-synuclein fibril formation.
J. Biol. Chem. 2001, 276, 10737–10744.

31. Uversky, V.N.; Fink, A.L. Conformational constraints for amyloid fibrillation: The importance of being
unfolded. Biochim. Biophys. Acta 2004, 1698, 131–153.

32. Wetzel, R. For protein misassembly, it’s the “I” decade. Cell. 1996, 86, 699–702. [PubMed]
33. Li, J.; Uversky, V.N.; Fink, A.L. Conformational behavior of human α-synuclein is modulated by familial

Parkinson’s disease point mutations A30P and A53T. Neurotoxicology 2002, 23, 553–567. [PubMed]
34. Conway, K.A.; Harper, J.D.; Lansbury, P.T. Accelerated in vitro fibril formation by a mutant α-synuclein

linked to early-onset Parkinson disease. Nat. Med. 1998, 4, 1318–1320. [PubMed]
35. Wu, K.-P.; Kim, S.; Fela, D.A.; Baum, J. Characterization of conformational and dynamic properties of natively

unfolded human and mouse alpha-synuclein ensembles by NMR: implication for aggregation. J. Mol. Biol.
2008, 378, 1104–1115.

36. Esteban-Martín, S.; Fenwick, R.B.; Salvatella, X. Refinement of ensembles describing unstructured proteins
using NMR residual dipolar couplings. J. Am. Chem. Soc. 2010, 132, 4626–4632.

37. Jensen, M.R.; Salmon, L.c.; Nodet, G.; Blackledge, M. Defining conformational ensembles of intrinsically
disordered and partially folded proteins directly from chemical shifts. J. Am. Chem. Soc. 2010, 132, 1270–1272.

38. Fisher, C.K.; Stultz, C.M. Constructing ensembles for intrinsically disordered proteins. Curr. Opin. Struct.
Biol. 2011, 21, 426–431.

39. Barbar, E. NMR characterization of partially folded and unfolded conformational ensembles of proteins.
Biopolymers 1999, 51, 191–207.

40. Lindorff-Larsen, K.; Kristjansdottir, S.; Teilum, K.; Fieber, W.; Dobson, C.M.; Poulsen, F.M.; Vendruscolo, M.
Determination of an ensemble of structures representing the denatured state of the bovine acyl-coenzyme a
binding protein. J. Am. Chem. Soc. 2004, 126, 3291–3299.

41. Kristjansdottir, S.; Lindorff-Larsen, K.; Fieber, W.; Dobson, C.M.; Vendruscolo, M.; Poulsen, F.M. Formation of
native and non-native interactions in ensembles of denatured ACBP molecules from paramagnetic relaxation
enhancement studies. J. Mol. Biol. 2005, 347, 1053–1062. [PubMed]

42. Marsh, J.A.; Forman-Kay, J.D. Structure and disorder in an unfolded state under nondenaturing conditions
from ensemble models consistent with a large number of experimental restraints. J. Mol. Biol. 2009, 391,
359–374. [PubMed]

43. Huang, J.-r.; Grzesiek, S. Ensemble calculations of unstructured proteins constrained by RDC and PRE data:
a case study of urea-denatured ubiquitin. J. Am. Chem. Soc. 2010, 132, 694–705. [PubMed]

44. Bernado, P.; Blanchard, L.; Timmins, P.; Marion, D.; Ruigrok, R.W.; Blackledge, M. A structural model
for unfolded proteins from residual dipolar couplings and small-angle x-ray scattering. Proc. Natl. Acad.
Sci. USA 2005, 102, 17002–17007. [PubMed]

45. Marsh, J.A.; Baker, J.M.; Tollinger, M.; Forman-Kay, J.D. Calculation of residual dipolar couplings from
disordered state ensembles using local alignment. J. Am. Chem. Soc. 2008, 130, 7804–7805.

46. Dedmon, M.M.; Lindorff-Larsen, K.; Christodoulou, J.; Vendruscolo, M.; Dobson, C.M. Mapping long-range
interactions in α-synuclein using spin-label NMR and ensemble molecular dynamics simulations. J. Am.
Chem. Soc. 2005, 127, 476–477.

162



Biomolecules 2020, 10, 428

47. Ganguly, D.; Chen, J. Structural interpretation of paramagnetic relaxation enhancement-derived distances
for disordered protein states. J. Mol. Biol. 2009, 390, 467–477.

48. Bernadó, P.; Mylonas, E.; Petoukhov, M.V.; Blackledge, M.; Svergun, D.I. Structural characterization of flexible
proteins using small-angle X-ray scattering. J. Am. Chem. Soc. 2007, 129, 5656–5664.

49. Mukrasch, M.D.; Bibow, S.; Korukottu, J.; Jeganathan, S.; Biernat, J.; Griesinger, C.; Mandelkow, E.;
Zweckstetter, M. Structural polymorphism of 441-residue tau at single residue resolution. PLoS Biol. 2009, 7,
e1000034.

50. Kim, D.-H.; Han, K.-H. Transient secondary structures as general target-binding motifs in intrinsically
disordered proteins. Int. J. Mol. Sci. 2018, 19, 3614.

51. Kussie, P.H.; Gorina, S.; Marechal, V.; Elenbaas, B.; Moreau, J.; Levine, A.J.; Pavletich, N.P. Structure of the
MDM2 oncoprotein bound to the p53 tumor suppressor transactivation domain. Science 1996, 274, 948–953.
[PubMed]

52. Kim, D.-H.; Lee, C.; Cho, Y.-J.; Lee, S.-H.; Cha, E.-J.; Lim, J.-E.; Sabo, T.M.; Griesinger, C.; Lee, D.; Han, K.-H.
A pre-structured helix in the intrinsically disordered 4EBP1. Mol. BioSyst. 2015, 11, 366–369. [PubMed]

53. Lukhele, S.; Bah, A.; Lin, H.; Sonenberg, N.; Forman-Kay, J.D. Interaction of the eukaryotic initiation factor
4E with 4E-BP2 at a dynamic bipartite interface. Structure. 2013, 21, 2186–2196. [PubMed]

54. Kim, D.-H.; Lee, S.-H.; Nam, K.H.; Chi, S.-W.; Chang, I.; Han, K.-H. Multiple hTAF(II)31-binding motifs in
the intrinsically unfolded transcriptional activation domain of VP16. BMB Rep. 2009, 42, 411–417. [PubMed]

55. Jonker, H.R.; Wechselberger, R.W.; Boelens, R.; Folkers, G.E.; Kaptein, R. Structural properties of the
promiscuous VP16 activation domain. Biochemistry 2005, 44, 827–839. [PubMed]

56. Wüthrich, K. NMR of Proteins and Nucleic Acids; Wiley: New York, NY, USA, 1986.
57. Gagné, S.M.; Tsuda, S.; Li, M.X.; Chandra, M.; Smillie, L.B.; Sykes, B.D. Quantification of the calcium-induced

secondary structural changes in the regulatory domain of troponin-C. Protein Sci. 1994, 3, 1961–1974.
[PubMed]

58. Maltsev, A.S.; Grishaev, A.; Bax, A. Monomeric α-synuclein binds congo red micelles in a disordered manner.
Biochemistry 2012, 51, 631–642.

59. Bertoncini, C.W.; Jung, Y.-S.; Fernandez, C.O.; Hoyer, W.; Griesinger, C.; Jovin, T.M.; Zweckstetter, M. Release
of long-range tertiary interactions potentiates aggregation of natively unstructured α-synuclein. Proc. Natl.
Acad. Sci. USA 2005, 102, 1430–1435.

60. Theillet, F.-X.; Binolfi, A.; Bekei, B.; Martorana, A.; Rose, H.M.; Stuiver, M.; Verzini, S.; Lorenz, D.; van
Rossum, M.; Goldfarb, D.; et al. Structural disorder of monomeric α-synuclein persists in mammalian cells.
Nature 2016, 530, 45–50.

61. Lee, C.; Kim, D.-H.; Lee, S.-H.; Su, J.; Han, K.-H. Structural investigation on the intrinsically disordered
N-terminal region of HPV16 E7 protein. BMB Rep. 2016, 49, 431–436.

62. Kim, D.-H.; Wright, A.; Han, K.-H. An NMR study on the intrinsically disordered core transactivation
domain of human glucocorticoid receptor. BMB Rep. 2017, 50, 522–527. [PubMed]

63. Markley, J.L.; Bax, A.; Arata, Y.; Hilbers, C.W.; Kaptein, R.; Sykes, B.D.; Wright, P.E.; Wüthrich, K.
Recommendations for the presentation of NMR structures of proteins and nucleic acids. Eur. J. Biochem.
1998, 256, 1–15. [PubMed]

64. Marsh, J.A.; Singh, V.K.; Jia, Z.; Forman-Kay, J.D. Sensitivity of secondary structure propensities to sequence
differences between α- and γ-synuclein: Implications for fibrillation. Protein Sci. 2006, 15, 2795–2804.

65. Camilloni, C.; De Simone, A.; Vranken, W.F.; Vendruscolo, M. Determination of secondary structure
populations in disordered states of proteins using nuclear magnetic resonance chemical shifts. Biochemistry
2012, 51, 2224–2231. [PubMed]

66. Mantsyzov, A.B.; Shen, Y.; Lee, J.H.; Hummer, G.; Bax, A. MERA: a webserver for evaluating backbone
torsion angle distributions in dynamic and disordered proteins from NMR data. J. Biomol. NMR 2015, 63,
85–95.

67. Feldman, H.J.; Hogue, C.W.V. A fast method to sample real protein conformational space. Proteins 2000, 39,
112–131.

68. Ozenne, V.; Bauer, F.; Salmon, L.; Huang, J.-r.; Jensen, M.R.; Segard, S.; Bernadó, P.; Charavay, C.; Blackledge, M.
Flexible-meccano: a tool for the generation of explicit ensemble descriptions of intrinsically disordered
proteins and their associated experimental observables. Bioinformatics 2012, 28, 1463–1470.

163



Biomolecules 2020, 10, 428

69. Krzeminski, M.; Marsh, J.A.; Neale, C.; Choy, W.-Y.; Forman-Kay, J.D. Characterization of disordered proteins
with ENSEMBLE. Bioinformatics 2012, 29, 398–399.

70. Nodet, G.; Salmon, L.c.; Ozenne, V.; Meier, S.; Jensen, M.R.; Blackledge, M. Quantitative description of
backbone conformational sampling of unfolded proteins at amino acid resolution from NMR residual dipolar
couplings. J. Am. Chem. Soc. 2009, 131, 17908–17918.

71. Ytreberg, F.M.; Borcherds, W.; Wu, H.; Daughdrill, G.W. Using chemical shifts to generate structural ensembles
for intrinsically disordered proteins with converged distributions of secondary structure. Intrinsically Disord.
Proteins 2015, 3, e984565.

72. Nielsen, J.T.; Mulder, F.A. POTENCI: prediction of temperature, neighbor and pH-corrected chemical shifts
for intrinsically disordered proteins. J. Biomol. NMR 2018, 70, 141–165. [PubMed]

73. Chandra, S.; Chen, X.; Rizo, J.; Jahn, R.; Südhof, T.C. A broken α-helix in folded α-synuclein. J. Biol. Chem.
2003, 278, 15313–15318. [PubMed]

74. Bermel, W.; Bertini, I.; Felli, I.C.; Lee, Y.-M.; Luchinat, C.; Pierattelli, R. Protonless NMR experiments for
sequence-specific assignment of backbone nuclei in unfolded proteins. J. Am. Chem. Soc. 2006, 128, 3918–3919.
[PubMed]

75. Wu, K.-P.; Weinstock, D.S.; Narayanan, C.; Levy, R.M.; Baum, J. Structural reorganization of α-synuclein at
low pH observed by NMR and REMD simulations. J. Mol. Biol. 2009, 391, 784–796.

76. Cho, M.-K.; Nodet, G.; Kim, H.-Y.; Jensen, M.R.; Bernado, P.; Fernandez, C.O.; Becker, S.; Blackledge, M.;
Zweckstetter, M. Structural characterization of α-synuclein in an aggregation prone state. Protein Sci. 2009,
18, 1840–1846.

77. Bodner, C.R.; Maltsev, A.S.; Dobson, C.M.; Bax, A. Differential phospholipid binding of α-synuclein variants
implicated in Parkinson’s disease revealed by solution NMR spectroscopy. Biochemistry 2010, 49, 862–871.

78. Maltsev, A.S.; Ying, J.; Bax, A. Impact of N-terminal acetylation of α-synuclein on its random coil and lipid
binding properties. Biochemistry 2012, 51, 5004–5013.

79. Waudby, C.A.; Camilloni, C.; Fitzpatrick, A.W.; Cabrita, L.D.; Dobson, C.M.; Vendruscolo, M.; Christodoulou, J.
In-cell NMR characterization of the secondary structure populations of a disordered conformation of
α-synuclein within E. coli cells. PloS one 2013, 8, e72286.

80. Okazaki, H.; Ohori, Y.; Komoto, M.; Lee, Y.-H.; Goto, Y.; Tochio, N.; Nishimura, C. Remaining structures at
the N-and C-terminal regions of alpha-synuclein accurately elucidated by amide-proton exchange NMR
with fitting. FEBS Lett. 2013, 587, 3709–3714.

81. Mantsyzov, A.B.; Maltsev, A.S.; Ying, J.; Shen, Y.; Hummer, G.; Bax, A. A maximum entropy approach to the
study of residue-specific backbone angle distributions in α-synuclein, an intrinsically disordered protein.
Protein Sci. 2014, 23, 1275–1290.

82. Tavassoly, O.; Nokhrin, S.; Dmitriev, O.Y.; Lee, J.S. Cu (II) and dopamine bind to α-synuclein and cause large
conformational changes. FEBS J. 2014, 281, 2738–2753. [PubMed]

83. Schwalbe, M.; Ozenne, V.; Bibow, S.; Jaremko, M.; Jaremko, L.; Gajda, M.; Jensen, M.R.; Biernat, J.; Becker, S.;
Mandelkow, E. Predictive atomic resolution descriptions of intrinsically disordered hTau40 and α-synuclein
in solution from NMR and small angle scattering. Structure 2014, 22, 238–249. [PubMed]

84. Porcari, R.; Proukakis, C.; Waudby, C.A.; Bolognesi, B.; Mangione, P.P.; Paton, J.F.; Mullin, S.; Cabrita, L.D.;
Penco, A.; Relini, A. The H50Q mutation induces a 10-fold decrease in the solubility of alpha-synuclein.
Journal of biological chemistry. J. Biol. Chem. 2015, 290, 2395–2404. [PubMed]

85. Lin, W.; Insley, T.; Tuttle, M.D.; Zhu, L.; Berthold, D.A.; Král, P.; Rienstra, C.M.; Murphy, C.J. Control of
protein orientation on gold nanoparticles. J. Phys. Chem. C 2015, 119, 21035–21043.

86. Rezaeian, N.; Shirvanizadeh, N.; Mohammadi, S.; Nikkhah, M.; Arab, S.S. The inhibitory effects of
biomimetically designed peptides on α-synuclein aggregation. Arch. Biochem. Biophys. 2017, 634, 96–106.

87. Rezaei-Ghaleh, N.; Parigi, G.; Soranno, A.; Holla, A.; Becker, S.; Schuler, B.; Luchinat, C.; Zweckstetter, M.
Local and Global Dynamics in Intrinsically Disordered Synuclein. Angew. Chem. 2018, 57, 15262–15266.

88. Murrali, M.G.; Schiavina, M.; Sainati, V.; Bermel, W.; Pierattelli, R.; Felli, I.C. 13C APSY-NMR for sequential
assignment of intrinsically disordered proteins. J. Biomol. NMR 2018, 70, 167–175.

89. Lee, J.H.; Li, F.; Grishaev, A.; Bax, A. Quantitative residue-specific protein backbone torsion angle dynamics
from concerted measurement of 3J couplings. J. Am. Chem. Soc. 2015, 137, 1432–1435.

90. De Simone, A.; Cavalli, A.; Hsu, S.-T.D.; Vranken, W.; Vendruscolo, M. Accurate random coil chemical shifts
from an analysis of loop regions in native states of proteins. J. Am. Chem. Soc. 2009, 131, 16332–16333.

164



Biomolecules 2020, 10, 428

91. Rance, M.; Sørensen, O.; Bodenhausen, G.; Wagner, G.; Ernst, R.; Wüthrich, K. Improved spectral resolution
in COSY 1H NMR spectra of proteins via double quantum filtering. Biochem. Biophys. Res. Commun. 1983,
117, 479–485.

92. Rance, M.; Wagner, G.; Sørensen, O.; Wüthrich, K.; Ernst, R. Application of ω1-decoupled 2D correlation
spectra to the study of proteins. J. Magn. Reson. 1984, 59, 250–261.

93. Wagner, G.; Braun, W.; Havel, T.F.; Schaumann, T.; Gō, N.; Wüthrich, K. Protein structures in solution by
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Abstract: WASp-interacting protein (WIP), a regulator of actin cytoskeleton assembly and remodeling,
is a cellular multi-tasker and a key member of a network of protein–protein interactions, with significant
impact on health and disease. Here, we attempt to complement the well-established understanding of
WIP function from cell biology studies, summarized in several reviews, with a structural description
of WIP interactions, highlighting works that present a molecular view of WIP’s protein–protein
interactions. This provides a deeper understanding of the mechanisms by which WIP mediates its
biological functions. The fully disordered WIP also serves as an intriguing example of how intrinsically
disordered proteins (IDPs) exert their function. WIP consists of consecutive small functional domains
and motifs that interact with a host of cellular partners, with a striking preponderance of proline-rich
motif capable of interactions with several well-recognized binding partners; indeed, over 30% of the
WIP primary structure are proline residues. We focus on the binding motifs and binding interfaces of
three important WIP segments, the actin-binding N-terminal domain, the central domain that binds
SH3 domains of various interaction partners, and the WASp-binding C-terminal domain. Beyond
the obvious importance of a more fundamental understanding of the biology of this central cellular
player, this approach carries an immediate and highly beneficial effect on drug-design efforts targeting
WIP and its binding partners. These factors make the value of such structural studies, challenging as
they are, readily apparent.

Keywords: WASp interacting protein; protein–protein interactions; intrinsically disordered proteins;
actin; cytoskeleton remodeling; SH3 domain; proline-rich motif

1. Introduction

1.1. Scope

Modern biochemical research emphasizes the importance of complementing the biological and
functional description of cellular events with a structural understanding of these on the molecular level.
Such a combined structure-function view of biology—and the biomacromolecules that power it—has
been repeatedly established as a prerequisite for studying biological pathways, analyzing signaling
and regulation cascades, efficient drug design and optimization, and other investigation avenues
that focus the majority of research efforts today. Fortunately, this state of affairs has motivated the
development and advancement of experimental techniques capable of addressing this need, the main
ones being X-ray crystallography, nuclear magnetic resonance (NMR), cryo-electron microscopy
(cryo-EM), mass-spectrometry (MS), fluorescence-based spectroscopy, and a variety of scattering
methods. All these bear the potential to provide a detailed mechanistic view of key cellular processes,
as well as how they interface with each other. A case in point is WASp-interacting protein (WIP),
a ubiquitous central participant in remodeling of the actin cytoskeleton, and therefore involved in
regulation of activation and proliferation of cells [1,2]. While several excellent reviews have focused
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on the biology and protein-interaction networks of this cellular multi-tasker [3–7], less attention has
been given to these interactions on the molecular level. To some extent, this is due to the disordered
nature of WIP, which does not exhibit a stable three-dimensional structure, and adopts a more rigid
conformation only upon interacting with its various binding partners. The recognized importance
of intrinsically disordered proteins (IDPs) in biology is constantly increasing [8–10]. In this review,
we hope to bring forth and summarize our structural knowledge of WIP and its main biological
interactions. After a brief description of WIP and its relevant protein–protein interaction map, we will
devote a section to each of the main interactions, highlighting structural information that has become
known over years of research. Finally, we will attempt to outline prospects for future structural study
of this important system.

1.2. WIP—Biology and Cellular Roles

WIP, a member of the verprolin family of actin-binding proteins [11], is a versatile and significant
player in a number of biological processes. Originally discovered as a binding partner of WASp
(Wiskott–Aldrich syndrome protein) [1], WIP has come into the spotlight in its own right. WIP shows
highest expression in hematopoietic cells, and its most prominent function is regulation of the assembly
of cytoskeletal actin filaments [3]. These form actin-rich structures, membrane protrusions and
projections differing according to cell type in form and function, such as podosomes, filopodia,
dorsal ruffles, stress fibers, lamellipodia and invadopodia, all involved in cell motility and migration,
cell invasion through matrix degradation, cell adhesion, formation of synapses, or endo/exocytosis.

WIP’s function is crucial in immune cells, providing these cells with adhesive and migratory
properties and an intact cortical actin cytoskeleton. WIP deficiency in B cells leads to distorted
cortical actin and impaired signaling [12]. It is proposed that the actin cytoskeleton affects receptor
diffusion and B cell surface receptor organization tuning receptor activation [12,13], which may be a
mechanism relevant for other immune receptors as well [13]. Receptor-ligation in T cells and mast
cells induces WIP-dependent actin polymerization and cytoskeletal rearrangement as a prerequisite
for cell activation and proliferation [14–16]. WIP regulates the activation of both WASp, found in
hematopoietic cells, and its ubiquitously expressed homolog N-WASp, nucleation-promoting factors
(NPFs) that stimulate the molecular apparatus actin-related protein 2/3 (Arp2/3) complex to assemble
filamentous actin. WIP also acts as a chaperone of WASp, protecting it from degradation and shuttling
it to the sites of actin polymerization [15,17–20]. Research of the endocytosis mechanism in a yeast
system suggests that threshold levels of WIP and WASp are needed to initiate actin assembly in
the presence of a network of adaptor proteins, underscoring the central role of WIP and WASp in
actin-nucleation scaffolds [21]. The pivotal role of the WIP-WASp complex in actin polymerization
signaling is also exemplified by the fact that vaccinia virus and Shigella bacteria mimic regulators of the
WIP-N-WASp complex (such as the adaptor Nck) to hijack the host’s actin machinery [2]. However,
WIP has important WASp-independent functions as well, since cells containing WIP capable of binding
WASp yet lacking the actin-binding domain showed decreased F-actin content and defects in T cell [22]
and B cell [23] function, in agreement with the finding that the presence of WIP stabilizes F-actin and
inhibits its depolymerization [3,18]. In addition, the central proline-rich domain of WIP serves as a
scaffold for indispensable interactions with adaptor proteins, linking it to up-stream and down-stream
regulators, as detailed in Section 3.2. Finally, WIP’s regulation of actin polymerization also affects
maturation of neuronal cells and their synaptic activity [24].

WIP’s activity in promoting actin-rich structures also implicates it in many pathologies and makes
its binding interfaces potential drug targets. Actin-rich membrane protrusions of cancer cells known as
invadopodia degrade the extracellular matrix which allows cancer cells to migrate and form metastases,
high WIP levels correlating with high invasiveness in breast cancer cells [25]. In addition, bacterial
and viral pathogens, such as Shigella flexneri and Vaccinia virus, can recruit the host’s WIP-N-WASp
complex to form actin-tails, propelling them and spreading infection [2,26]. As a regulatory protein,
WIP impacts gene transcription and cell phenotype transitions. High WIP levels have been linked to
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enhanced stability of Yes associated protein (YAP) and transcriptional coactivator with PDZ-binding
motif (TAZ) and oncogenic transformations [27–29]. WIP also controls through the G-actin/F-actin
ratio the nuclear translocation of myocardin-related transcription factors (MRTFs), which in turn
regulates the expression level of genes involved in focal adhesion as well as cancer cell migration and
invasion [30]. Finally, the WIP-WASp complex affects T cell growth factor IL-2 gene transcription in
T-cells through activation of the transcription factor NFAT which is needed for T cell proliferation [31].

1.3. Functional Domains and Sequences of WIP

Figure 1 schematically describes functional sequences along the WIP polypeptide, with a major
division into three regions, (i) the N-terminal actin-binding domain, (ii) the central proline-rich domain,
and (iii) the C-terminal WASp-binding domain. The first (residues 1–120) is homologous to verprolin,
a yeast protein involved in cytoskeletal organization, and includes two WASp homology 2 (WH2)
domains (residues 32–59 and 96–118) [1] with G-actin binding sequences LKKT (residues 46–49) and
LRST (111–114) separated by a highly flexible glycine-rich stretch. The second region (residues 121–440)
contains proline-rich motifs that bind Src homology 3 (SH3) domains of NPFs, such as cortactin and its
hematopoietic homologue HLCS1 and various adaptor proteins (details in Section 3.2.). In addition,
the SH3 domain of the Src family tyrosine kinase Hck is known to interact with WIP directly in vitro,
yet its binding motif/segment, assumed to be in region two has not been specified [32]. In addition,
several SH3 domains of Pombe Cdc 15 homology (PCH) family proteins from T cells have been found
to precipitate WIP through interaction with proline-rich motifs presumably in the second region [33].
The third (residues 441–503) binds to the Ena/VASP homology 1 (EVH1) domain of (N-)WASp [1,34]
and contains a consensus protein kinase C θ (PKCθ) recognition site for phosphorylation on S488 [15].
The consensus motif for binding to profilin, an actin-regulating protein (xPPPPP, x = A/S/L/G), appears
three times and is assumed to be an actin-based motility homology-2 (ABM-2) motif [3].

Figure 1. Functional domains of WIP. Schematic description of WIP (1–503) highlighting binding
partners and motifs. Actin-binding, cortactin-binding, and WASp-binding regions are shown in green,
pink (faded, indicating a putative binding domain), and orange, respectively. Polyproline motifs are
shown in light blue (and extended in scale for clarity) with names of binding partners above (red).
Sequence numbers are shown for motifs and domains. The actin-binding and WASp-binding regions
are magnified (above and below, respectively) to highlight specific sequence features and epitopes.
In the former, a red sawtooth pattern indicates the WH2 domain amphiphilic helix.
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1.4. WIP Is a Disordered Polypeptide

WIP belongs to a class of proteins known as intrinsically disordered proteins (IDPs), defined
as polypeptides lacking a well-defined secondary and tertiary structure under biologically native
conditions [35–37]. This is a consequence of the WIP amino acid distribution, containing a low number
(95 of 503, 19%) of hydrophobic residues and an excess of charged and polar residues (266 including
Gly, 53%). In addition, WIP is rich in the disorder-promoting residue proline (142, 28%) that adopts
locally rigid but globally flexible structures. As in other IDPs, the relatively small enthalpic gain of
burying the few WIP hydrophobic residues that would normally drive the folding process is insufficient
to compensate for the concomitant loss of entropy [38]. Although this lack of structure contradicts
the structure-function paradigm that has motivated decades of protein investigations, IDPs have
recently re-ignited the interest of the structural biology community as the idea of function without
structure gains acceptance. It is now undisputed that IDPs are intimately involved in all central cellular
processes, including gene expression, cell-cycle control and malignancy, signal transduction, protein
aggregation and degradation, and are also disproportionally involved in human disease [39–41].

As is clear from the previous sections, WIP could be considered archetypical of this class of proteins.
Characteristically, WIP can be described as an array of short interaction domains, each possessing
independent binding capabilities, beaded together on a ‘necklace’ formed by connecting non-functional
segments. However, contrary to multi-domain structured proteins, each of these ‘beads’ is actually an
ensemble of rapidly interchanging unfolded and partially-folded states which on aggregate account
for overall behavior in solution [42,43]. Accordingly, the energetic conformational landscape of such
domains is a multi-minima surface lacking a distinct low-energy state. This description is consistent
with the role of WIP as a multi-tasking interaction hub, with an ability to recruit proteins and elicit
specific functionalities. As will be demonstrated below, it is clear that unstructured domains of WIP
are induced to fold to specific structures upon binding of interaction partners. Typically for an IDP,
the unfolded state of WIP is conducive to post-translational modifications (PTMs) [44], the main one
being phosphorylation, and the coupling of multiple protein–protein interactions with their PTM-based
modulation results in the potent regulatory network for which WIP is well-known. With the importance
of IDPs on the rise in recent years, structural methods have evolved to address this intriguing class of
proteins [45–52].

Beyond the phenomenological observation of the biological importance of IDPs, there remains the
mechanistic question of how they exert their biological function in the absence of structure. As do the
majority of IDPs, the encounter between a globular interaction partner and an unstructured functional
domain of WIP induces the folding of the latter into a specific structure, with the binding protein serving
as an ‘external’ hydrophobic core. Given that the typical WIP interaction domain is actually an ensemble
of conformations, the binding protein could ‘select’ an appropriately quasi-folded conformation,
or conversely induce a compaction of an unstructured conformation upon contact between binding
surfaces. Determining the relative contributions of these two mechanisms is a fundamental question
of IDP biology [53,54]. Hybrid mechanisms, in which residual disorder exists even in contact with
the binding partner, have been described in some IDPs and are known as ‘fuzzy complexes’ [55–57].
Not surprisingly, the entropic penalty of a collapse of several possible states of WIP into a single bound
state leads to complexes of varying affinity levels, and dissociation constants in the 0.1–100 μM range
are known. This also highlights the challenging nature of WIP structural biology, since weak complexes
often defy structural study by static approaches (crystallography, cryo-EM) and require methods that
preserve molecular dynamics such as NMR, fluorescence, or scattering-based methods.

1.5. Rationale and Structure of Review—List of WIP Interaction Domains

The previous sections emphasize the central role played by WIP in a variety of cellular processes,
and as a consequence the importance of understanding the molecular mechanisms underlying its
interactions with its multiple binding partners and activity. In light of this, and the aforementioned
relative paucity of such data, herein we aim to curate the available structural information on the
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cellular interactions of WIP. To place this molecular-level view in its biological context, Figure 2
illustrates the wingspan of WIP in terms of the proteins it engages in various stages of cellular
homeostasis and highlights interactions for which structural information is available. This serves as a
graphic illustration of the ‘interaction hub’ role assumed by WIP, while emphasizing sobering gaps of
information (to be addressed by future investigations) separating the few interaction systems that have
been well characterized. By nature, these interactions will form the focus of the following sections.

 

Figure 2. Interaction partners of WIP. The Human Integrated Protein-Protein Interaction rEference
(HIPPIE) database [58] indicates proteins with a good probability (p ≥ 0.5) of interacting with WIP.
Full protein names can be found in Table S1. Inner circle—0.94 ≤ p ≤ 0.99, middle circle—0.68 ≤ p ≤ 0.86,
outer circle—0.52 ≤ p ≤ 0.63. WIP binding partners mentioned in the structural context of this review
are highlighted in red.

2. The Actin-Binding Region

2.1. Actin—A Cytoskeleton Protein—and Actin-Binding Domains

Actin is a cytoskeletal protein found in most eukaryotic cells. It participates in many crucial cellular
processes, including muscle contraction, cell motility and migration, division and signaling, immune
surveillance, angiogenesis, tissue repair, phagocytosis, and cell regeneration [59,60]. The constant and
rapid reorganization of the actin microfilament system accompanying these depends on nucleation,
elongation and depolymerization of actin filaments, and therefore cellular reorganization of actin is
highly regulated [60]. Actin exists in two different forms in equilibrium, monomeric (globular, or G-)
and polymeric (filamentous, or F-) form. The dynamic equilibrium between G- and F-actin is central to
cellular behavior and is regulated by extracellular stimulation [61]. Monomeric G-actin, the basic unit
for actin filaments, contains four subdomains: subdomains 1 (residues 1–32, 70–144, 338–374) and 2
(33–69) of the small main domain, and subdomains 3 (145–180, 270–337) and 4 (181–269) of the large
main domain [61,62]. As shown in Figure 3, together these four subdomains create two structural
clefts, a large nucleotide-binding cleft between subdomains 2 and 4 and a hydrophobic target-binding
groove between subdomains 1 and 3 [62,63]. The former is the center of the enzymatic catalysis site
where hydrolysis of ATP and binding of divalent cations (Mg2+ or Ca2+) takes place, mediated by
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residues 11–18 and 154 [61]. The latter modulates the binding affinities of actin-binding modules
(ABMs), leading to changes in the stability of the actin filament.

ABMs are actin-binding entities that control the formation of the actin cytoskeleton by regulating
the transition between G- and F-actin in cells [64,65]. G-actin bound to ABMs or proteins of the profilin
family is the major source of actin monomers for filament nucleation and elongation [66], and other
roles of ABMs include disengaging, capping, and monomer sequestration. ABMs share a conserved
motif that competes with actin for a common binding site. A main contributor to this essential site is
a hydrophobic pocket that mediates significant interaction of actin complexes [62]. The hallmark of
ABMs is a 9–10 residue segment that upon binding to the barbed end of actin forms a helical region
followed by a conserved LKK(T/V) motif (with some variations). The five residues that follow this
sequence play a key role in determining how the extended chain interacts with actin. Generally
accepted is the subdivision of ABMs into WH2 domains, characterized by longer conserved regions
preceding the amphiphilic helix, and β-thymosins, identified by a conserved linker connecting the
helix and the LKK(T/V) motif and a second C-terminal helix following these that interacts with the
pointed face of actin [67].

Figure 3. Structural view of the WIP-N/actin interaction. (A) A plausible representation of residues
28–61 of WIP (blue) and sidechains of residues 46–49 in their free form, (B) bound WIP(28–61) in
complex with actin (pale/dark orange, PDB ID: 2A41 [68]), showing actin subdomains. Residues of the
actin-binding LKKV motif are highlighted in green. The putative C-terminal helix (absent in WIP but
present in other actin-binders) is portrayed as a light-blue cylinder, and the bound nucleotide (between
subdomains 3 and 4) is shown as cyan-colored spheres.

2.2. Structural Aspects of the WIP-Actin Interaction

WIP and its homologs CR6 and WICH/WICH contain N-terminal ABMs belonging to the WH2
family [59,62,68]. In WIP, these span residues 32–60 (a ‘long’ WH2 domain) and 96–118 (a ‘short’ WH2
domain), including the conserved sequences L46KKT49 and L111RST114, respectively [11]. The crystal
structure of the first of these ABMs in complex with actin (PDB ID: 2A41 [68]) revealed the structural
details of this interaction. Residues 33–42 form a three-turn amphiphilic helix that embeds its
hydrophobic face, including residues L36, L37, and I40, in a cleft at the barbed end of actin, and basic
residues K47/K48 of the conserved motif are positioned close to a negatively charged surface including
actin residues D24/D25, E99/E100 (subdomain 1), and E334 (subdomain 3). Characteristically for
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‘long’ WH2 domains, the following segment (residues 52–55) runs parallel to the actin subdomain 1
β-sheet [69]. This creates an extensive binding interface (absent in ‘short’ WH2 domains) that includes
a salt bridge between R54 and actin residue E93, while the small side-chain of adjacent S55 allows
deeper penetration into the nucleotide cleft of actin [62,68,70,71]. The affinity to actin of smaller
WIP fragments consisting of residues 29–46 and 46–63 drops 10-fold and over 1000-fold, respectively,
demonstrating the importance of the amphiphilic helix in binding actin [68].

Since only a minor fraction of cellular WIP is in the actin-bound state, the ensemble of conformations
adopted by its ABM sequences in the intrinsically disordered free form is relevant to their cellular
behavior. NMR-based measurements were employed to characterize the conformational ensembles
of residues 2–65 of WIP containing the N-terminal ABM. Secondary backbone chemical shifts,
temperature-induced chemical shift effects, backbone heteronuclear coupling constants, and analysis
of residual dipolar couplings for this segment all concurred in identifying a helical propensity for
residues 30–42 and partial extended β-strand character for residues 45–62. These propensities echo
the ABM actin-bound structure, suggesting this pre-formed conformation may contribute to the actin
binding mode [72,73]. As shown by changes in backbone J-couplings, this structural bias in the WIP
conformational ensemble was obviated by exposure to denaturing conditions [73]. Interestingly, a lysate
mimicking actin-deficient cellular crowding effects found a decrease in these structural tendencies,
presumably due to non-specific protein–protein interactions offering higher stabilization to unfolded
conformations of the ABM. Thus, in the cellular environment, the ABM may be less structured than in
its purified form. Notably, a partially pre-formed β-strand similar in significance to residues 45–62
was observed connecting the profilin-binding and amphipathic helix sequences (residues 17–25),
a region highly conserved in WIP and its homologs. This may indicate a potential role for this linker in
mediating the binding of actin, possibly by interacting with a yet-unknown binding partner [73].

3. The Proline-Rich Intermediate Region

In vitro and in vivo biological studies have pinpointed the proline-rich domain as a frontier of
high clinical relevance with interaction motifs that are either heavily implicated in cancer metastasis
formation [74,75] or may be vital for proper immune system functioning [15,76]. Thus, it is surprising
to find that this major WIP segment has not been structurally investigated, particularly when compared
to the terminal domains described in other sections of this review. Possibly because SH3/polyproline
complexes have been characterized back in the 1990s, they have been considered research targets
with less potential of novelty. However, this may be a misconception, as many issues of binding
specificity, molecular determinants of affinity, and effects of extended motifs are extremely important for
inhibitor design and remain largely unresolved. Another potential barrier faced by structural studies
is the moderate affinity of these interactions that hinder both crystallization efforts and solution NMR
investigations. Indeed, there is a lack of biophysical characterizations of these complexes using methods
such as isothermal calorimetry (ITC) and microscale thermoephoresis (MST) for quantification of affinity,
NMR, X-ray crystallography, and small-angle X-ray scattering (SAXS) for structure determination of
the complexes, or NMR and single-molecule fluorescence techniques to characterize their dynamic
nature. We therefore focus on more qualitative biological studies of these interactions.

3.1. SH3 Domains and Their Ligands

Src Homology-3 (SH3) domains are small modules of protein–protein interactions found in
signaling and regulatory proteins. They usually are composed of 55–70 residues [77] with 5–8 β-strands
arranged as two anti-parallel β-sheets or a β-barrel, with three loop regions, the RT loop (between
β1-β2), N-Src loop (β2-β3), and distal loop (β3-β4), and a short 310-helix (β4-β5) [78]. Two of the
three ligand-binding grooves are formed by highly conserved (mostly) aromatic residues, including
a tryptophan (often the first in a β3-WW motif), two additional aromatic residues (tyrosine or
phenylalanine) located in the RT-loop and the 310 helix, and a proline residue at the end of β4
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(see Figure 4A) [79]. Their sidechains adopt an orientation essentially unchanged by ligand binding,
suggesting a preformed template [77].

SH3 ligands are proline-rich motifs of disordered protein segments that form a left-handed
polyproline (PPII) helix seen as arches that place the (i) and (i + 3) residues at the same height
(Figure 4B), usually with a qPxqP sequence. One qP dipeptide binds to each hydrophobic groove,
q being a hydrophobic residue [78,80]. Ligand motifs include flanking basic residues which interact
with acidic RT-loop residues in a third pocket called the canonical specificity pocket (the acidic residues
seen behind tryptophan and marked in Figure 4, A and B and detail in C) [79]. Consensus ligands are
classified as class 1 (consensus motif RxLPPxP) or class 2 (xPPLPxR), characterized by basic residues
at the N- and C-terminal side of the PxxP motif, respectively and bind in opposite orientations [78].
Although all SH3 domain structures are highly similar and consensus motifs show small variations,
SH3 domains do recognize specific ligands and, conversely, ligands recognize specific SH3 domains,
to a certain degree. In particular, ligand interactions with RT-loop, N-Src loop, and β4 residues have
been implicated in mediating both affinity and specificity. On the ligand side, residues outside the core
binding motif have been associated with affinity and specificity [79,81–85]. In addition, non-canonical
binding with recognition of non-PxxP ligands is not uncommon for certain SH3 domains and its
prevalence may be underestimated [78,79,82,85,86].

Figure 4. Common structural features of WIP-binding SH3 domains. (A) The cortactin SH3 domain
showing the characteristic features with numbering according to human cortactin (PDB ID: 5NVJ) [87].
(B) Complex of a Hck SH3 domain (PDB ID: 2OJ2) [88] with a high-affinity class I peptide ligand
KYPLPPLP showing the typical ligand PPII conformation and placement in binding grooves: The two
LP dipeptides interact with the aromatic residues, while the N-terminal lysine of the ligand interacts
with glutamate of the specificity pocket. (C) Overlay of the following SH3 domains, cortactin (grey,
PDB ID: 5NVJ [87]), Nck SH3.2 (cyan, PDB ID: 2JS0 [89]), and N-terminal CrkL domain (blue, PDB ID:
2LQN [90]), demonstrating the high similarity of all SH3 domain structures. Key residues of the
hydrophobic binding grooves are shown in stick representation. Inset shows an overlay of specificity
pocket acidic residues that form salt bridges with the ligand.
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3.2. Binding Partners and Binding Motifs

As mentioned above, information on WIP binding partners is often limited to identification of the
interacting protein and, in some cases, the interacting segment or binding epitope sequence. This was
generally obtained using biological methods, including yeast-two-hybrid assays, pull-down assays
with immobilized SH3 domains followed by Western blot analysis of the binding partners, and further
pull-down assays using purified WIP to verify direct binding. Deletion mutants were then used to
identify WIP binding segments and/or assess the various affinities in cases of multiple SH3 domains.
Alternatively, mutations of the critical SH3 tryptophan residue to lysine resulting in loss of affinity
were employed to confirm SH3-mediated binding and ligand-SH3 domain pairings. Techniques used
in cells were co-immunoprecipitation, fluorescence assays to verify co-localization and reveal cellular
distribution, and assays to assess the cellular effects of binding. Table 1 lists the interaction partners
discovered through these techniques.

Very rudimentary information is available for mammalian actin-binding protein 1 (mAbp1) and
cortactin, two proteins with a similar domain organization including an N-terminal F-actin binding
motif and a C-terminal SH3 domain. The high sequence identity of their SH3 domains (62% amino acid
identity of mAbp1 and cortactin) suggests interaction with the same ligands [91]. A yeast-two-hybrid
assay identified WIP residues 136–205 as a cortactin-binding segment while cortactin failed to interact
with full-length WIP lacking residues 110–170 (Δ110–170) [92]. mAbp1, too, was found to bind WIP,
and deletion of WIP residues 110–170 reduced the interaction by more than 70% [93]. The W→K
mutation of the binding site tryptophan of both the cortactin and mAbp1 SH3 domains, W525K and
W415K respectively, blocked binding of cortactin/mAbp1 to WIP, confirming SH3-mediated binding for
cortactin and mAbp1 [92,93]. In addition, binding of WIP to the hematopoietic homologue of cortactin,
hematopoietic lineage cell-specific protein 1 (HLCS1) was proven and W→Y mutation of the HLCS1
SH3 domain abolished binding [94]. Notably, the dissociation constant for the complex of full-length
cortactin and WIP was estimated as 0.3 μM by densitometry (based on the correlation between the
concentration of a complex and the intensity of a Western-visualized SDS-PAGE band), constituting a
relatively high affinity for SH3-mediated interactions [92]. Similarly, the intersectin adaptor proteins
intersectin-1 (ITSN1, the short variant ITSN1-S and the long variant ITSN1-L) and intersectin-2 (ITSN2)
have been found to interact with the 318–450 and 13–450 segments of WIP respectively (overlapping the
CrkL/Nck sites, see below), both omitting the N-WASp-binding segment to confirm that the interaction
is not mediated by N-WASp [95], while in yeast-two-hybrid assays the 353–503 segment interacted with
ITSN2, among others [96]. In vitro binding assays indicated that of their five different SH3 domains
(labeled A–E), the interaction with WIP occurs via the A/C/E domains, whereas the B/D domains have
no WIP affinity [95].

Specifically located binding motifs have been suggested for only two WIP binding partners.
Yeast-two-hybrid assays mapped the Crk-like protein (CrkL) binding site in WIP to the 321–415 region,
and established that WIP residues 321–376 and 377–503, but not 416–503, interact with CrkL, suggesting
two binding sites in residues 321–376 and 377–415. An additional yeast-two-hybrid assay mapped
the CrkL WIP binding site to the N-terminal SH3 domain (SH3.1), while the SH3.2 domain failed to
interact with WIP. The 321–415 segment contains two copies of the Crk SH3.1 consensus binding motif
PxLPx(K/R) [97], in residues 332–337 and 399–404, in complete agreement with the yeast-two-hybrid
assay [15].

The most detailed information is available for the WIP–Nck interaction. The adaptor Nck is
composed of three tandem SH3 domains (SH3.1, SH3.2, and SH3.3) followed by one SH2 domain.
The latter interacts with phosphotyrosine residues in ligand-activated receptor tyrosine kinases (RTKs)
and transmits the signals to effector molecules (such as WIP) interacting with its SH3 domains [98].
Affinity-precipitation of WIP with individual Nck SH3 domains demonstrated that WIP bound to
SH3.2, but poorly to SH3.1 and SH3.3. Mapping of the Nck-binding site of WIP by yeast-two-hybrid
system demonstrated binding to a region spanning residues 321–415 [98]. A peptide-array analysis
consisting of WIP-derived 15-residue segments revealed that Nck-binding is mediated by class 2
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peptide sequences SNRPPLPPTPSRALD (residues 247–261) and NDETPRLPQRNLSLS (residues
328–342), both sharing the PxxPxRxL motif, while the second one conforms also to the Nck SH3.2
consensus motif PxxPxRxxS [99]. Alanine substitution of the proline residues in the PxxPxR motif
abolished Nck binding by the peptides in vitro. Alanine substitution in both motifs was needed in WIP
mutants to eliminate Nck binding completely, indicating that each motif can bind Nck independently.
Selective affinity of these peptides to SH3.2 was confirmed upon observing that the W143K mutation
(in SH3.2), but not W38K (SH3.1) or W229K (SH3.3), was sufficient for eliminating Nck binding [26].
A summary of SH3-binding WIP epitopes appears in Table 1.

Table 1. Summary of SH3-binding WIP epitopes.

Partner WIP Segment Binding Motif Effect Ref.

Cortactin SH3
(NPF) 136–205 Not determined (ND)

Increases cortactin’s
activation of the
Arp2/3 complex,

cortactin recruits WIP
in invadopodium

formation

[75,92]

mAbp1 SH3
(adaptor) 110–170 ND Regulates dorsal ruffle

formation [93]

ITSN1-S/
ITSN1-L

1st/3rd/5th of 5 SH3
domains (adaptor)

318–450 ND

enhances association of
ITSN1 with N-WASp

and β-actin, facilitates
formation of
filopodia-like

protrusions, regulates
intra-cellular vesicle

trafficking

[95,100]

ITSN2
1st/3rd/5th of 5

(adaptor)
13–450 ND [95,96]

CrkL
1st SH3

of 2
(adaptor)

321–415

332PRLPQR337 (class 2)
399PQLPSR404 (class 2)

(comply with Crk SH3.1
consensus binding motif

PxLPxK/R)

Presumably preformed
CrkL-WIP-WASp

complex associates
with phos-ZAP70 after

T cell receptor (TCR)
ligation

[15]

Nck-1
2nd SH3 of 3

(adaptor)

247–261
328–342

247SNRPPLPPTPSRALD261

328NDETPRLPQRNLSLS342

(both class 2, 328–342
complies with the

consensus motif for Nck
SH3.2 PxxPxRxxS)

Couples extracellular
signals to cytoskeleton

assembly system
[26,98,99]

4. The WIP-C/WASp Interface

4.1. Structure and Binding Epitopes in the WIP-C/N-WASp Complex

The interaction—for which WIP is named—between the C-terminal domain (last 50–60 residues)
of WIP and the N-terminal EVH1 domain of WASp/N-WASp has been well characterized both
biochemically and structurally. WIP was first identified by a yeast two-hybrid assay that linked it to
WASp [1], and the interaction was pinpointed a few years later to the WASp EVH1 domain [2], consistent
with the location of several WAS-causing mutations in this region [15,101–103]. NMR-based structure
determination of complexes between short (residues 461–485) and extended (451–485) WIP-derived
peptides fused to the EVH1 domain of N-WASp, an ubiquitously expressed homolog of WASp, revealed
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the molecular basis of this interaction in detail (Figure 5A) [34,104]. The most striking feature of the
complex is the extensive interface involving multiple epitopes along the WIP sequence. Specifically,
the canonical EVH1-binding polyproline motif (DLPPPEP, 461–467) nestles into a groove on the second
EVH1 β-sheet formed by the characteristic tryptophan residue W64 and conserved residues Y54, F114,
and T116 (all numbering based on the WASp sequence). However, this buried surface is flanked by
two additional interaction regions, a hydrophobic motif (FYFHPIS, 454–460) identified in an earlier
pull-down assay [105] interacting with ‘bend’ residues V50/V51 of the β-sandwich, and a helical motif
(KSYPSK, 473–478) forming a salt bridge between K478 and residue E100 [34,104].

Figure 5. Structural view of the interaction between the C-terminal domain of WIP and the WASp
EVH1 domain. Structures are based on the complex between WIP residues 451–485 tethered to residues
26–147 of rat N-WASp (PDB ID: 2IFS [104]). Residue numbers are based on the analogous WASp
sequence. (A) Structure of the WIP-N-WASp complex (adapted from [104]). N-WASp is shown in
light orange, and three WIP epitopes are shown in magenta, green, and blue. Sidechain atoms of
these epitopes and key N-WASp residues forming the binding interface are shown as sticks with a
similar coloring scheme. (B) Distribution of WAS-causing mutations; residues that when mutated
result in severe WAS, are highlighted with sidechains in stick representation. Buried mutation hotspot
residues are colored in light-orange, and surface-exposed hotspot residues are colored in green and
labeled. T111 represents the location of analogous N-WASp residue R601. (C) Chemical shift data
indicating a binding-induced conformational change in WIP, including (top) HSQC perturbations along
the sequence, (middle) predicted helical content for free (black) and bound (gray) WIP, (bottom) same
as previous but for β-strand content. (D) Model of binding induced changes in residues 442–492 of
WIP showing the additional helical motif binding to WASp (gray cylinder) and phospho-sites along
the sequence.

177



Biomolecules 2020, 10, 1084

In its commonly found WASp-bound state, WIP adopts a tightly constrained conformation that
positions the binding epitopes near their respective EVH1 interaction surfaces. Some secondary
structural elements induced by EVH1-binding are also transiently present in free WIP, although
this region is intrinsically disordered so that there is no prevalent conformation. An analysis of
secondary chemical shifts and solvent exchange protection factors along the backbone of a C-terminal
(residues 407–503) WIP domain revealed a structural propensity echoing the structure of EVH1-bound
WIP residues 461–485, a lefthanded polyproline helix followed by a helical segment for residues
462–467, and 474–478, respectively. Thus, the complex may form by a conformational selectivity
mechanism, accompanied by a tightening of the flexible linker (residues 469–472) between these two
motifs. More importantly, the analysis also identified a previously undetected fourth segment (residues
EDEWES, 447–452) with a strong helical tendency and high conservation level (DDFE, residues 417–420
in CR16, or 394–397 of WICH), suggesting a potential involvement in EVH1 binding (Figure 5C,D) [106].
Indeed, an NMR investigation of a complex of the T cell WASp EVH1 domain bound to an extended WIP
polypeptide including this additional epitope (residues 442–492) showed the DEWE segment to adopt a
turn conformation and interact with a helical segment (ENQRLFE, WASp residues 31–37) preceding the
β-sandwich and overlooked in earlier structural studies [107]. Homologs of this additional helix appear
in N-WASp (ENESLFT, residues 23–29) and in related pleckstrin homology (PH) domains [108,109],
suggesting it should be included in the functional EVH1 domain.

4.2. Functional Implications of the WIP/WASp Interface

Over half of WAS-inducing mutations are missense mutants in the EVH1 domain (http://www.
hgmd.cf.ac.uk, search term WAS, and [34]), emphasizing the importance of the WIP/WASp interaction.
Structural data for the N-WASp/WIP and WASp/WIP complexes illuminate the mechanism by which
these mutations exert their deleterious effect. Of 19 mutations identified as causing strong/severe WAS,
ten (L35, C73, F74, V75, W97, H115, G125, L126, F128, A134, numbering based on the WASp sequence)
are buried amino acids (defined as f ASA < 0.2, where f ASA is the side-chain fractional accessible solvent
area), and likely to cause the disease by disrupting native WASp structure. Specifically, W97, H115, F128,
A134 form a packing unit (together with Y107 that is hydrogen-bonded to H115) that directly affects
the polyproline-binding groove, and other residues of this group are located in the hydrophobic core
of the β-sandwich structure. The other surface-exposed nine mutations (S24, E31, L39, W64, S82, R86,
T111, E133, R138) may directly impact WIP binding, as in the case of conserved polyproline-interacting
residue W64, but also indirectly, as in the case of the helix-destabilizing mutation R138P that may affect
the β-sandwich structure (Figure 5B) [110]. Particularly interesting is mutation hotspot R86, for which
four different mutation phenotypes are known, and confirmed by yeast two-hybrid assay [103], located
on the WASp face diametrically opposed to the polyproline binding site. Contrary to a previous
hypothesis, the NMR analysis did not suggest a direct contact with WIP in this region, and it is
also possible that its interaction with nearby negatively charged residues, including the critical E100
(homologous to N-WASp E90 forming an intermolecular salt-bridge) is the WAS-causing factor.

In cell imaging FRET techniques used to identify WASp/WIP dissociation in cells expressing
various WIP mutants provided further insight into the positioning and contribution to WASp/WIP
function of various WIP epitopes. While WIP mutated at the FYF (454–456) epitope lost the ability
to bind WASp, loss of the polyproline and DEWE (448–451) epitopes incurred equally significant
reductions in affinity to WASp. In addition, of all epitopes, the DEWE was shown to have the greatest
effect upon ubiquitylation levels, indicating that this additional binding interface was important
for protecting WASp from proteasomal degradation [107]. The mechanism by which this occurs in
yet unclear, since confirmed WASp ubiquitylation sites K76 and K81 [111] are distant from DEWE
interaction surface, and it is possible that this interaction interferes with another component of the
ubiquitylation machinery.
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4.3. Phosphorylation-Induced Dissociation of the WIP/WASp Complex

It is well established that phosphorylation-induced dissociation of the WIP C-terminal domain
from WASp mediates both activation and eventual proteasomal degradation of WASp, but the molecular
mechanism underlying this phosphorylation has been controversial. Soon after identification of the
WIP/WASp interaction, it was shown that PKCθ-mediated phosphorylation occurring on S488 (in the
sequence RSGSNR, residues 485–490) is correlated with dissociation in Jurkat cells, and that the
S488D phospho-mimicking mutation in WIP abolished its affinity to WASp [15]. In contrast, a later
study showed similar levels of WASp pulldown by WIP and its unphosphorylated (S488A) and
phosphorylated (S488D) mimicking mutants [31]. However, a more recent in-cell molecular imaging
approach attributed this to an independent actin-mediated interaction surface between the two
proteins, and by following the movement of WIP-containing clusters in real time established a clear
difference between unphosphorylated and phosphorylated mutants and directly implicated PKCθ

phosphorylation at S488 as a mediator of complex dissociation [112]. Surprisingly, this proposed
mechanism has found little structural support. Structures of single-chain tethered complexes
(in which the WIP polypeptide was connected to the N-WASp N-terminal) were either missing
the relevant residues [34,104] or unable to observe changes induced by phospho-mimicking mutants
S488D/S488E [113]. The later NMR-based analysis of the WIP/WASp complex did not find secondary
structure differences between free and bound WIP for residues 483–492, and WIP dissociation-inducing
mutations (as shown in cells) caused little (if any) change in chemical shifts within this region [107].
Concomitantly, introduction of the phospho-mimicking S488E mutation had no effect on WASp
resonance frequencies (Halle-Bikovski A, Baluom S, Chill JH, unpublished results). The lack of
structural evidence from these systems supporting PKCθ-mediated dissociation hints at a possible
indirect effect on the state of the WIP/WASp complex. Phosphorylation on tyrosine residues in the
WASp-binding domain, specifically Y455, Y468, and Y475 by Bruton’s tyrosine kinase (BtK) has been
suggested as an alternative inducer of dissociation [114]. This appears to be in better agreement
with available structural information, since these phospho-sites reside well within the proven WIP
interaction surface (Figure 5D), but further studies would be required to provide experimental support
of this notion.

5. Discussion and Summary

WIP is a multi-tasking protein forming a ‘hub’ of protein–protein interactions, and is involved in a
variety of inter-connected and intricately regulated biochemical pathways. Although its first discovered
role was in mediating the immune response, much research since has established important functions
in cytoskeletal changes via its interaction with G- and F-actin under different conditions, regulation
via interaction with several adaptor proteins, and maturation and synaptic activity of neuronal
cells. Commensurately to its wide-ranging biological roles, WIP is involved in several pathological
conditions and has become recognized as an important biomarker of aggressive cancer [28,74].
Many hypothesized WIP epitopes have been identified using only bioinformatics methods and lack
experimental verification. Even so, important binding epitopes within the three major WIP sections
have been investigated structurally, either by full structure determination or by structural biophysical
approaches. In some cases, the average conformation adopted by such epitopes in their free form
exhibits a structural propensity that is reminiscent of the epitope in the bound structure, hinting at
a plausible conformational selectivity mechanism of binding. However, this effect may be sequence
dependent. Some epitopes will be more ‘pre-formed’ due to local conformational constraints (i.e.,
in the case of a polyproline motif), while other epitopes may adopt a conformation corresponding to an
alternative local energetic minimum, only to be ‘re-configured’ upon interaction with a binding partner.

These important structural studies have invariably required a reductionist approach, in which each
interaction epitope in complex with its binding partner is treated independently. The simplification
achieved in such studies must constantly be weighed against the potential loss of biological context,
specifically the interdependence of such interaction pairs and/or the possibility of multi-protein
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interactions. This highlights the importance of complementary cellular and in vivo studies, based on
fluorescence cellular imaging or in-cell NMR, in addressing this concern by offering a more holistic
and potentially temporally resolved view of the network of WIP interactions that is central to its
biological function. Ultimately, a multidisciplinary approach to WIP structure-function studies (and
other disordered proteins), in which critical epitopes are first predicted and later investigated by
qualitative and quantitative structural approaches, is a promising path towards a better understanding
of key biological processes on the molecular level, with potential therapeutic implications.

Supplementary Materials: The following are available online at http://www.mdpi.com/2218-273X/10/7/1084/s1,
Table S1: WASp interacting protein binding partners from HIPPIE database.
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