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Preface to ”Advances in Industrial Crystallization”

Crystallization plays an important role in many manufacturing industries for the production

of food, drugs, biopharmaceuticals, flavors, dyestuffs and pigments and agrochemicals, as well as

ceramics and metals. Crystallization process design in industry is generally based on key performance

indicators (KPIs) which include costs, process parameters, such as yield, productivity and process

simplicity, and product properties, such as purity, solid-state form, crystal size and morphology.

These KPIs are usually specific for each application. In relation to this connection, the book compiles

fifteen articles collected for a first Special Issue of the recently established Industrial Crystallization

Section of Crystals.

Relating to several of the abovementioned industry sectors, the contributions comprise different

current facets of crystallization research, from the very fundamentals up to industrial application.

Many of the topics covered may be classified as follows: (i) from the crystallization basics to processes,

(ii) crystal shape development, (iii) measurement techniques, (iv) continuous crystallization, (v)

process intensification, (vi) melt crystallization and (vii) nanoparticles in crystallization. Most articles

are strongly based on challenging experimental work and also involve novel techniques.

The individual articles are introduced in the Editorial of the book in the context of the main topics

mentioned above.

We thank all authors whose contributions are included in this Special Issue for their excellent

work, and their inspiring articles.

Heike Lorenz, Erik Temmel

Editors
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Dear colleagues,
We are pleased to present the Crystals’ Special Issue on “Advances in Industrial Crystallization”.

We are grateful for the large quantity of submitted manuscripts and we would like to thank all authors
of the selected 15 publications for their efforts. In the following, a brief introduction describing the
idea for creating this Special Issue and an overview of the related topics covered by the contributions
is given.

As a general perspective from the industry, each process choice and design is individualized to
each of the innumerous applications. For example, knowledge of basic thermodynamics yields the
overall “map” for the crystallization process. The general solid–liquid equilibrium (SLE) type defines
the separability of a mixture, depending on the operation conditions (i.e., composition, temperature,
etc.) and determines the route to solidify the demanded solid-state form. Together with the kinetics of
mass transfer and crystallization, which give insights into the expected crystal size distribution and
shape development, an educated evaluation of various processes is feasible [1–5].

A decision between the reasonable options is taken afterward, based on the expected process of key
performance indicators or constraints related to the specific application. For expensive fine chemicals,
like enantiomers and other APIs, product purity and yield are commonly the focus, while for bulk
chemicals, like inorganic salts or monomers (e.g., acrylic acid), productivity and process simplicity is
mostly decisive. Subsequently, first lab-scale trials are usually conducted to evaluate the process choice
and confirm the initial expectations. Suitable upscaling strategies are applied, afterward, to “level”
the process up to the final plant, which can have capacities between a few kilograms or several
hundred thousand tons per year. A careful monitoring of the critical parameters, like the liquid phase
composition and temperature, but also the crystal shape and size distribution, exploiting suitable
measurement techniques, is crucial at this stage of process development [6].

However, mostly empirical upscaling strategies exist in industry today and the above-mentioned
detailed fundamental information are commonly not available and cannot be measured in the
typical time of an industrial project. Hence, industry is inevitably dependent on academic research,
which tirelessly helps to clarify the required essential issues.

Reflecting this successful relationship, all together 15 publications are summarized in this Special
Issue. They comprise several contemporary aspects of crystallization and simultaneously give a
comprehensive overview of industrially relevant topics in the field. The main subjects covered
include (i) from fundamentals towards crystallization processes, (ii) crystal shape development,
(iii) measurement techniques, (iv) continuous crystallization, (v) process intensification, (vi) melt
crystallization, and (vii) nanoparticles in crystallization. In the following we briefly introduce the
respective papers.

i. From fundamentals towards crystallization processes: As stated above, sophisticated
crystallization process design relies on fundamentals like the present phase equilibria (e.g.,
solid–liquid, solid–solid) and the prevailing crystallization kinetics (like nucleation, growth,

Crystals 2020, 10, 997; doi:10.3390/cryst10110997 www.mdpi.com/journal/crystals1
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agglomeration, and breakage) [3,7–13]. The diversity of the individual properties in the solid
state [9,12] or the solidification process [10] of different products is one major challenge for each
process engineer. Hence, continuously novel processes [11,13] and process combinations [10]
are discovered to deal with these various issues to fulfill the desired task, like product purity or
productivity enhancement. The materials studied from the authors comprise biologically active
components or their precursors as amino acids, curcumin from a plant extract, or a particular
chiral dimethylphenyl glycerol ether [9,11,12]. The application of specific antiscalants to inhibit
gypsum scaling in RO desalination, and utilization of freeze concentration for recycling of an
ionic liquid from its aqueous solution are introduced in articles [10,13].

ii. Beside purity and solid-state form, the crystal size distribution and the crystal shape are often
target properties of a product and also decide on the overall process performance [4,5]. Although
the crystal morphology of a particular compound is primarily determined by its crystal lattice,
the individual growth rates of the different crystallographic faces can lead to alternative crystal
geometries. The latter might be caused by lattice defects at the crystal surface and crystallization
conditions like temperature, supersaturation, impurities present, stirrer energy introduced,
and hydrodynamic conditions in general [2,4,5,14]. Hence, there is a need for prediction or
empirical study of crystal shape development, an issue that is considered in the Special Issue
articles [15–17]. It can be shown for numerous substances that the crystal environment is
decisive for the morphology, after the process [15], but the fundamental mechanisms [16]
are still not completely clarified and there is a great demand for predictive tools [17] for the
process design.

iii. In this connection, sophisticated measurement techniques are of particular importance [5,6,18].
To date, there is still a need for suitable measurement techniques to efficiently study and control
crystallization processes. New methods for monitoring the process at the point of crystal
formation (i.e., in situ), shed light on the evolution of the crystal size distribution [19] or the
solid-state formation [20], for example. In [19], the authors introduce a new inline probe for
image-based measurement of crystal size distribution, which is also applicable at larger scales.
Whereas, in [20], equipment for the in situ small-scale determination of the crystal structure on
the example of lysozyme is developed.

iv. Continuous crystallization as a common operation mode for most bulk chemical manufacturing
processes has recently gained much interest from the pharmaceutical industry, and is thus,
again focus of academic research [4,18,21–24]. Even though the basics were developed until the
80s, there is still a great need for upscaling procedures [22], general process development [23],
and new ideas for the efficient upstream and downstream combination [24]. The examples
studied cover a broad range of applications as an industrially relevant fine chemical produced in a
Draft Tube Baffled (DTB) crystallizer, at targeted particle-related properties [22], a continuous fine
chemical enantiomer separation in coupled fluidized bed crystallizers [23], and the continuous
synthesis of a chiral drug intermediate via an integrated biocatalysis-crystallization concept [24].

v. A novel field of interest is related to process intensification by integration of different unit
operations, including crystallization [10,18,23,24]. The related Special Issue contributions
demonstrate that combining crystallization and crystal size classification in one apparatus can
lead to highly efficient processes that still meet the demanding purity requirements for pure
enantiomers [23], and that combination with membrane concentration [10] can give rise to
completely new fields of research. Additionally, the integration of a biocatalytic reaction with
crystallization to overcome unfavorable chemical reaction equilibria [24] has attracted much
interest, lately.

vi. Even though the focus of this Special Issue is mainly crystallization from solution, the ongoing
activities in the field of industrial melt crystallization [4,5,18,25] are represented as well [13,17].
Especially, in the common domains of freeze crystallization [5,13,18] and metallurgy [17],
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new application fields are discovered as, for example, the recycling of ionic liquids [13],
and novel, simulation tools are applied to elucidate the basic mechanisms of solid formation [17].

vii. Beside the purification or separation of enantiomers, fine chemicals or multi-component mixtures,
where the isolation of a pure target product is of interest [11,12,23], the specific production of
solids with defined characteristics is the main task for nanoparticles [15,26–29]. In the recent
past, they gained increasing interest in industry and also in medical applications, due to their
beneficial properties, which could be individualized for a specific duty [26,27]. The examples
included in the Special Issue refer to new applications like capacitor energy-storage [28] and
composite materials utilizing cellulose nanocrystals to reinforce biodegradable PBS polymers [29]
as well as efficient catalysts in the cyanoethylation of methanol [15].

The range of fundamental and application-oriented aspects addressed in the present Special Issue
on Advances in Industrial Crystallization highlights the progress and future directions of research in
our field. We hope you will enjoy and appreciate the authors contributions, which might inspire new
and fruitful projects.

Heike Lorenz and Erik Temmel
Magdeburg/Germany and Allschwil/Switzerland, October 2020
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Abstract: The limits of solid solutions and thermal deformations in the L-alanine–L-serine (L-ala–L-ser)
amino acid system have been determined. Thirteen amino acid mixtures with various proportions of
the components L-ser/L-ala were studied using powder X-ray diffraction techniques. It was found
that the regions of solid solutions in the system are rather limited and cover less than 10 mol. % from
each component side. The thermal behavior of the components L-ser and L-ala and the composition
L-ser/L-ala = 90/10 were studied by temperature-resolved powder X-ray diffraction. The heating of
L-ser and L-ala only causes thermal deformations, while two-phase mixtures with the 90/10 L-ser/L-ala
ratio form solid solutions at elevated temperatures. Additionally, the parameters of the thermal
deformation tensor for L-ser and L-ala were calculated, and the figures of their thermal expansion
coefficients were plotted and analyzed. The study conducted is of high applicability, since amino
acids are active components of various biological, geological, and technological processes, including
those at elevated temperatures, and have numerous applications in life-science industries.

Keywords: L-serine; L-alanine; enantiomers; isomorphic miscibility; thermal expansion;
PXRD; TRPXRD

1. Introduction

Amino acids are typical representatives of molecular crystals with chiral molecules. They are
considered as some of the most actively synthesized organic compounds, since they are widely used—for
example, in the pharmaceutical and food industries—and, consequently, participate in a variety of
biological and technological processes taking place at different temperatures [1–3]. Amino acids are
abundant in geological media, as, in contrast to proteins, they are able to survive relatively high
temperatures. Being typical representatives of chiral organic compounds, they are used for determining
the age of sedimentary rocks [4–6]. This method of dating is based on the capability of L- and
D-enantiomers of amino acids to undergo mutual transformations leading to racemization in the scale
of geological time. The above-mentioned underlines the significance of the present work, which aims
to solve several fundamental and applied problems related to discovering the limits of solid solutions
and the thermal behavior of the components of amino acid systems.

In the review of B. Saha [7] and our recent work [8], it was already mentioned that the number
of publications reporting thermal deformations of organic crystal structures is scarce compared
to the number of related investigations on inorganic compounds. At the same time, publications
on thermal deformations of amino acids or chiral substances, which play a particularly important
role in living matter, are even less numerous. Examples are the works from B. Nicolaï et al. [9]
and ourselves [8,10–12]. We investigated the thermal deformations of crystal structures in the

Crystals 2020, 10, 618; doi:10.3390/cryst10070618 www.mdpi.com/journal/crystals5
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following systems: the components and two solid solutions formed in the L-threonine–L-allo-threonine
diastereomer system [10], the components in the L-malic acid—D-malic acid system [8,11], and the
components formed in the L-valine–L-isoleucine amino acid system [12].

L-Amino acid enantiomers are known to more frequently occur in nature and have more practical
applications. This fact motivated our interest in binary systems of different amino acids with the same
chirality. The reported studies of such systems are rather scarce and, according to our knowledge,
include the publications [13,14] and our works [15–19].

On the contrary, rather numerous are investigations into systems of different amino acids which
also have different chiralities—i.e., where the amino acid molecules are D- and L-enantiomers (see,
for example, the review [16]). Here, it is worth mentioning a great contribution to the investigation of
racemic compositions of the above type systems made by B. Dalhus and C. Görbitz [20–23].

The present work continues our study of systems consisting of L-enantiomers of different amino
acids. In the following, we report the results of (1) the limits of solid solutions formed in the
L-alanine–L-serine system, and (2) the thermal deformations of crystal structures of L-alanine (L-ala)
and L-serine (L-ser). The work aims at a deeper understanding of the structure-property relationships
of amino acids as chiral compounds.

2. Materials and Methods

2.1. Materials

Alanine, C3H7NO2, and serine, C3H7NO3, (Figure 1) are aliphatic proteinogenic amino acids and
are found in many naturally occurring proteins. Both amino acids have one chiral center and, therefore,
can exist as L- and D-enantiomers. In the serine molecule (Figure 1b), the methyl (CH3) end group in
alanine (Figure 1a) is replaced by a methylene (CH2) moiety with an OH group.

Figure 1. Structural formulae of alanine (a) and serine (b) molecules.

The known crystal structures of both amino acids are characterized by the same space group
P212121. The first results of deciphering the crystal structures of alanine and serine were reported several
decades earlier [24,25]. Later, these results were refined and high-pressure data were added [26,27].
Moreover, numerous investigations included studies of the mechanical, optic, magnetic, and electron
properties of alanine and serine crystals [28–32].

L-alanine and L-serine (99% purity) were obtained from Merck, Zug, Switzerland, and were used
as obtained. As a solvent, deionized water was applied.

2.2. Methods

Crystals in the L-alanine–L-serine system were obtained by spontaneous crystallization from the
aqueous solutions of 13 different L-ala/L-ser mixtures by reducing the temperature with the subsequent
evaporation of the solvent. Mixtures with different contents of the components (mol.%) of L-ser/L-ala
= 0/100, 7/93, 10/90, 15/85, 25/75, 35/65, 50/50, 65/35, 75/25, 85/15, 90/10, 93/7, and 100/0 were weighed on
a Shimadzu AX200 scale (accuracy 0.0001 g). The solutions were prepared for a saturation temperature
of 50 ◦C with the constant stirring of the solution using a magnetic stirrer, and afterwards were filtered
through a microporous filter (pore size 1.2 μm). The solution was poured into a Petri dish and kept
at room temperature for 5–7 days. The evaporation rate of the solvent was regulated by changing
the position of the lid on the Petri dish. The resulting crystalline precipitate was removed from the
solution and quickly dried on filter paper.
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All the 13 samples obtained were investigated by means of Powder X-ray Diffraction (PXRD) using
a Rigaku MiniFlex II diffractometer (Rigaku Co., Tokyo, Japan) with CuKα and CoKα irradiation and the
2θ range of 5–60◦. Three samples (L-ala, L-ser, and a sample of composition L-ser/L-ala = 90/10 mol. %)
were studied by Temperature-Resolved Powder X-ray Diffraction (TRPXRD). These experiments were
conducted in the atmospheric air using a Rigaku Ultima IV diffractometer (Rigaku Co., Tokyo, Japan)
equipped with a high-temperature accessory and the following settings: CoKα irradiation, the 2θ range
of 5–60◦, and the temperature range of 23–200 ◦C with the temperature pitch of 10 ◦C. The X-ray patterns
were processed and the unit cell parameters in the whole temperature range were calculated using the
PDXL 2.7 (Rigaku Co., Tokyo, Japan) and Topaz (Bruker AXS GmbH, Karlsruhe, Germany) software.

The temperature dependences of the orthorhombic unit cell parameters were used to calculate
the thermal expansion coefficients (CTE) of the L-ala and L-ser crystal structures (α, 10−6 ◦C−1) along
the three orthogonal axes of the thermal deformation tensor (α11, α22, α33). The values obtained were
utilized to plot the projections of the CTE figures onto the ab, ac, and bc planes of the corresponding
orthorhombic crystal structures. In the orthorhombic syngony, the directions of the tensor axes
coincide with those of the crystallographic axes. The TEV software (Thomas Langreiter and Volker
Kahlenberg, Institute of Mineralogy and Petrography, Innsbruck, Austria) was used to calculate the
thermal deformation tensor and plot the CTE figures.

3. Results and Discussion

3.1. Limits of Solid Solutions

Relatively similar sizes and shapes of the alanine and serine molecules (Figure 2a,b) would suggest
isomorphic miscibility or, in other words, the formation of solid solutions in their mixtures.

Figure 2. Molecules of alanine (a) and serine (b).

This hypothesis was totally valid in the case of the L-threonine–L-allo-threonine diastereomers
with the same chirality (L referring to Cα), where the authors observed the phenomenon of the
continuous isomorphic miscibility of the components, which is only rarely found in chiral systems [10].
On the other hand, in the system of the L-threonine–D-threonine enantiomers [33] and the system
of the D-threonine–L-allo-threonine diastereomers [34], both containing components with different
chiralities, despite the identical molecular compositions and very close sizes and shapes of the
molecules, the regions of solid solutions appeared to be rather limited. Three other investigated
systems formed by the L-enantiomers of different amino acids—i.e., L-valine–L-isoleucine [15,16],
L-valine–L-leucine [17], and L-isoleucine–L-leucine [18]—are characterized by the presence of
non-equimolar discrete heterocompounds (V2I (valine/isoleucine = 2:1), V3L (valine/leucine = 3:1),
and I3L (isoleucine/leucine = 3:1), respectively) and limited solid solutions in the vicinities of the
heterocompounds and pure components.

As seen in Figure 3 from the X-ray patterns of the co-precipitated mixtures of L-ala and L-ser, in the
L-alanine–L-serine system neither discrete heterocompounds nor solid solutions were found within the
studied composition range. The X-ray patterns shown contain two sets of peaks, one corresponding to
L-ala and the other to L-ser. The relative intensities of each peak set vary with the changes in the mixture
composition, which proves that the mixtures studied are conglomerates or just mechanical mixtures.
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Figure 3. X-ray patterns (2θ CuKα) of co-precipitated mixtures (mol. %): L-ser/L-ala = 0/100, 15/85,
25/75, 35/65, 50/50, 65/35, 75/25, 85/15, and 100/0.

In order to more precisely delineate the potential limits of the solid solutions in the
L-alanine–L-serine system, several co-precipitated mixtures with compositions close to the pure
components were prepared and investigated. The obtained X-ray patterns are shown in Figure 4.
These experiments succeeded in revealing a limited isomorphic miscibility in the vicinity of the
components. This is proved by the absence of the admixture phase peaks and the altered peak
positions in the samples with L-ser/L-ala ratios of 7/93 and 93/7 compared to the corresponding
positions of the L-ser and L-ala peaks. This is also reflected in the nature of changes in the respective
calculated parameters and volume of the orthorhombic cells given in Table 1. A monocrystal obtained
at the L-ser/L-ala ratio of 93/7 was studied by means of Single Crystal X-ray Diffractometry (SCXRD),
but revealed only the presence of the L-ser phase. This fact can be explained by the low sensibility of the
SCXRD method in the diagnostics of solid solutions with low contents of light molecules. The samples
with L-ser/L-ala compositions of 10/90 and 90/10 (Figure 4) show the additional presence of the other
solid solution and thus biphasic behavior.

 
Figure 4. X-ray patterns (2θ CoKα) of the co-precipitated mixtures (mol. %): L-ser/L-ala = 0/100, 7/93,
10/90, 90/10, 93/7, and 100/0.
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Table 1. Parameters and volume of the orthorhombic cell for L-ser, L-ala, and their solid solutions with
L-ser/L-ala ratios of 7/93 and 93/7.

L-Ser/L-Ala a, Å b, Å c, Å V, Å3

0/100 5.7859(5) 6.0340(4) 12.3441(6) 430.96 (5)
7/93 5.7908(6) 6.0346(5) 12.3717(8) 432.34 (7)

100/0 5.6129(3) 8.5910(5) 9.3456(4) 450.66 (4)
93/7 5.6096(2) 8.5824(4) 9.3397(3) 449.65 (3)

3.2. Thermal Deformations

Figures 5 and 6 show the X-ray patterns of L-ala and L-ser, respectively, registered at various
temperatures using the TRPXRD method. According to the data obtained, in the temperature range of
23–200 ◦C, L-serine and L-alanine do not undergo any polymorph transformations. Both components
are exposed to thermal deformations manifested as various shifts of the peaks either towards low or
high 2θ values depending on the hkl indices of the peaks. It should be noted that a small splitting of the
unambiguously indexed peak 020 in Figure 6, which is present at lower temperatures, is most likely
caused by texture effects.

Figure 5. X-ray patterns (2θ CoKα) of an L-ala sample obtained at various temperatures.

Figure 6. X-ray patterns (2θ CoKα) of an L-ser sample obtained at various temperatures.
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Figure 7 presents a cutout of the temperature-resolved X-ray patterns of a sample with the
L-ser/L-ala ratio of 90/10 studied in a temperature range between 25 and 210 ◦C. Initially, the sample
was clearly a physical mixture of L-ser- and L-ala-rich solid solutions (as already mentioned in Figure 4).
Despite a very low L-ala content, the existence of a two-phase mixture is obvious in the X-ray pattern
by the presence of the 012 peak, as the most intensive peak of the L-ala phase. This peak is located close
to the 020 peak of the L-ser phase (see the arrows in Figure 7). As the temperature rises, both peaks
shift towards low 2θ values, with the shift of the 012 Ala peak being greater than that of the 020
Ser peak. Furthermore, the intensity of the 012 Ala peak gradually decreases until it disappears at
175 ◦C, while the intensity of the 020 Ser peak slightly increases, despite the fact that the sublimation
point of L-ala (315 ◦C) significantly exceeds that of L-ser (228 ◦C). This could be a result of an increase
in the isomorphic miscibility of L-ser and L-ala molecules when the temperature is close to 175 ◦C.
This deems probable if one takes into account the following considerations: (1) the mixture with a
similar composition of L-ser/L-ala = 93/07 was shown to form a solid solution at room temperature
(see Figure 4), and (2) elevated temperatures usually cause the limits of solid solutions to widen.

Figure 7. Fragments of the X-ray pattern (2θ CoKα = 20–28◦) of a sample with the L-ser/L-ala ratio of
90/10 registered at different temperatures.

Figure 8 shows changes in the orthorhombic cell parameters and volume V of L-ala and L-ser
versus temperature. As the temperature increases, the a parameter decreases, while the b and c
parameters, as well as the V volume of the orthorhombic cells of L-ala and L-ser, increase. Thereby,
the changes of both parameters and volume are more pronounced in the unit cell of L-ala than for L-ser.
The functions plotted allowed to estimate the thermal expansion coefficients (CTE) of the volumes (αv)
of the corresponding orthorhombic cells. It is to be mentioned that the αv = 170.8 × 10−6 ◦C−1 obtained
for L-ala almost by half exceeds the corresponding value calculated for L-ser, αv = 113.2 × 10−6 ◦C−1.
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Figure 8. Changes in orthorhombic cell parameters a, b, and c (Å) and volume V (Å3) versus the
temperature for (a) L-ala and (b) L-ser.

The temperature dependences of the orthorhombic cell parameters and volume V were
approximated by polynomials of the first and second order. These data were used to calculate
the parameters of the thermal deformation tensor and the coefficients of thermal expansion along the
crystallographic axes of L-ala and L-ser, which are summarized in Table 2.

Table 2. Thermal expansion coefficients (α × 10−6 ◦C−1) of the L-ala and L-ser orthorhombic crystal
structures along the axes of the thermal deformation tensor: α11 = αa, α22 = αb, and α33 = αc.

Amino Acid
23 ◦C 100 ◦C 200 ◦C

αa αb αc αa αb αc αa αb αc

L-alanine −6.7 79.3 41 −22.1 139.2 40.9 −42.2 213.9 40.7
L-serine −9.6 52.6 40.7 −9.6 64.1 48.2 −9.6 78.7 57.7

The data represented in this table, in turn, were used for plotting the figures of the thermal
expansion coefficients (CTE) for L-ala (Figure 9) and L-ser (Figure 10). For better understanding,
the figures also show projections of the figures onto the ab, ac, and bc planes of the corresponding
crystal structures.
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Figure 9. Projections of the figures of the thermal expansion coefficients (CTE) onto the ab, ac, and bc
planes of the L-ala orthorhombic cell. The CTE figures are plotted for the temperatures of 23, 100,
and 200 ◦C. Hydrogen bonds are shown as dashed lines. The projections of the orthorhombic cell are
plotted using the structural data from CSD (identifier LALANINE54) [35].

An examination of the CTE figures for three different temperature conditions reveals that the
thermal deformations of the crystal structures of both L-ala and L-ser are distinctly anisotropic. Both the
crystal structures demonstrate a noticeable thermal expansion along the crystallographic axes b and c
and a very significant negative (anomalous) thermal expansion (more precisely, contraction) in the
direction of the a axis. The crystal structures of the amino acids L-ala and L-ser can be considered as
frame structures containing relatively large cavities bound by hydrogen and Van der Waals contacts.
When heated, the so-called “hinge mechanism” is realized [36,37]. Its most important feature is
the synchronous change of two linear parameters of the unit cell in opposite directions with the
“neutral” behavior of the third parameter and the volume. In the present case, both amino acids show
a multidirectional synchronous change in the parameters a and b, as the hinges can be considered the
“frames” of molecules connected by hydrogen and Van der Waals bonds. When heated, some of the
atoms move away from each other, which leads to the convergence of the other part of the atoms with
each other. In this case, one or another specific anisotropy is caused by the different geometries and
concentrations of the hydrogen bonds of the N–H . . . O and O–H . . . O type in the crystal structures of
the acids. At the same time, despite some similarities, the thermal deformations of L-ala and L-ser
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have some individual patterns. In this connection, the differences of the two amino acid molecules
with the different end groups (L-ala: CH3 group; L-ser: CH2OH group) should be mentioned.

 

Figure 10. Projections of the figures of the thermal expansion coefficients (CTE) onto the ab, ac, and bc
planes of the L-ser orthorhombic cell. The CTE figures are plotted for the temperatures of 23, 100,
and 200 ◦C. Hydrogen bonds are shown as dashed lines. The projections of the orthorhombic cell are
plotted using the structural data from CSD (identifier LSERIN41) [35].

L-alanine (Figure 9, Table 2): For this amino acid, the rise of temperature results in a very
considerable increase in the thermal expansion coefficients in the direction of the b axis, while they
only slightly change in the c direction. In the a direction, the negative thermal expansion (contraction)
coefficient increases noticeably. As a whole, the thermal deformation anisotropy increases with the
elevation of temperature, but this process follows different patterns depending on the projection onto
the ab, ac, and bc crystal planes.

In the projection onto the ab plane, the L-ala molecules are interconnected with the N–H . . . O
bonds to form chains positioned along the a direction. In the opposite direction (in the direction of the
b axis), the contacts are much weaker due to their Van der Waals nature. Consequently, the maximum
thermal expansion is observed along the b axis and the negative thermal expansion takes place along
the a axis. As seen from the projection onto the ac plane, the hydrogen bonds of the N–H . . . O type
exist in the direction of both a and c axes, but their geometries and concentrations differ depending on
the particular direction and, therefore, the hydrogen contacts have different strengths. In a virtual
“competition” between the hydrogen bonds, those positioned along the c axis are the weakest, and so
this direction is characterized by a relatively low thermal expansion, while along the a axis the structure
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contracts. The same reasoning can be followed to examine thermal expansion anisotropy in the
projection onto the bc plane.

L-serine (Figure 10, Table 2): The elevation of temperature results in an increase in the thermal
expansion coefficients in the direction of the b axis, but to a lesser extent in comparison with the L-ala
molecule. Along the c axis, the thermal expansion coefficient becomes noticeably greater, while the
negative thermal expansion coefficient in the direction of the a axis does not change. This is the
principal difference between the thermal deformations in L-ser and L-ala. The anisotropy of the thermal
deformations in L-ser can be observed to have various manifestations in the projections onto the ab, ac,
and bc crystal planes.

In the direction of the a axis, the thermal expansion is negative (anomalous) due to the presence of
strong hydrogen bonds of the N–H . . . O and O–H . . . O types along this direction. In the bc plane,
the influence of the N–H . . . O hydrogen bonds is reinforced by the Van der Waals contacts made by the
methylene (CH2) groups. In the neighboring molecules, these groups are directed towards each other.
As a result, the crystal structure undergoes thermal expansion in the directions of the crystallographic
axes b and c. It is interesting to note that in this plane the thermal deformation anisotropy was not
observed and, consequently, was not affected by alterations of temperature.

3.3. Discussion

In one of our works [18] we reviewed some particularities of crystal structures of several (but not
all) proteinogenic amino acids to estimate their abilities to form heteromolecular discrete compounds
consisting of molecules with different and the same chirality. It was stated that these amino acids were
prone to form dimers with the molecules connected to each other by hydrogen bonds. Such dimeric
molecules, in turn, are mutually interconnected via Van der Waals bonds. This arrangement is
exemplified in Figure 11a, which depicts projections of the L-valine crystal structure onto the ac plane.
It is distinctly seen that the dimer molecules form layers separated by Van der Waals contacts—i.e.,
the structure as a whole can be regarded as layered.

 
Figure 11. Projection of the L-valine crystal structure onto the ac plane of the monoclinic cell [18] (a) and
projection of the L-alanine crystal structure onto the bc plane of the orthorhombic cell (b). Dotted lines
are hydrogen bonds. The projections of the orthorhombic cell are plotted using the structural data from
CSD (identifiers LVALIN01 and LALANINE54 [35]).

Both alanine and valine molecules (Figure 12a,b) contain a methyl (CH3) end group. However,
alanine contains only one methyl on its end, while valine possesses two of them. At the first glance,
this difference seems to be insignificant, but nevertheless it results in two amino acids with totally
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different crystal arrangements. While the crystal structure consisting of the dimeric molecule layers is
quite viable for L-val (Figure 11a), this is not possible for L-ala.

 
Figure 12. Molecules of alanine (a), valine (b), and threonine (c).

Figure 11b shows the projection of the L-ala crystal structure onto the bc plane. It can be seen that
there certainly are Van der Waals contacts in the direction of the b axis, but each of them is alternated
with an N–H . . . O hydrogen bond that results in a much more robust connection. At the same time,
in the direction of the c axis there are two hydrogen bonds of the above type for every one of the Van
der Waals bonds. Therefore, L-ala forms a “network” crystal structure (Figure 11b), similar to those
of L-ser (Figure 10) and L-threonine (L-thr) [10], despite the fact that L-ser has a CH2OH end group
(see Figure 2b) and L-thr possesses CH3 and OH end groups (Figure 12c). Furthermore, the acids
L-ala, L-ser, and L-thr have another structural feature in common—that is, they all crystallize in the
orthorhombic space group P212121.

The strong anisotropy of the crystal structure, which also resulted in a negative thermal expansion
(contraction in the direction of the a axis), was observed as well in the related studies of L-threonine
and L-allo-threonine [10]. A hinge mechanism can also be used to describe the thermal deformations
of these diastereomers. Therefore, each one of L-ala, L-ser, L-thr and L-allo-thr has an orthorhombic
crystal structure, while the L-valine, L-isoleucine, and L-leucine examined earlier [15–19] crystallize in
monoclinic syngony.

Technically, the thermal deformations of the acids of both types (“layered” and “network”) are
similar to some extent. In both cases, the maximum and minimum (including “negative”) thermal
expansion is observed in the direction of the weakest and strongest intermolecular contacts, respectively.
However, as deducible from changes of the monoclinic angle β at elevated temperatures, the leading
role in structural deformations of monoclinic crystal structures belongs to shear deformations.

The observed response of the network orthorhombic structures to rising the temperature allowed
to suspect a correlation between the resulting deformation and the range of intermolecular distance
variation (chiefly Van der Waals contacts) as a result of deformation of the voids (channels) via a hinged
mechanism in the corresponding structures (see, for example, Figures 9 and 10).

The thermal deformations of the crystal structures of L-ala and L-ser discussed in the present
article are anisotropic. However, the anisotropy of the L-ala crystals is more evident in comparison with
that observed in L-ser which can be caused by the greater concentration of the Van der Waals bonds in
the structure of the former amino acid. The same phenomenon can account for significant differences
in the changes of the parameters and volume of their orthorhombic cells and hence corresponding
thermal expansion coefficients. Here, it is worth noting again that the αv value for L-ala is almost by a
half greater than that of L-ser.

Obviously, the differences in the size and shape of L-ala and L-ser molecules play only a minor role
in imposing considerable limitations on the isomorphic miscibility in the L-ala–L-ser system. A much
greater part is played by the differences in the nature of the intermolecular contacts in the respective
amino acids’ structures—namely, by a significantly greater concentration of Van der Waals bonds in
the crystal structure of L-ala compared to L-ser.
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4. Conclusions

It was established that the L-alanine–L-serine system belongs to systems featuring eutectic
behavior with very limited solid solutions (less than 10 mol.%) in the vicinity of the components.
Solid solutions shown are the compositions (mol.%): L-ser/L-ala = 93/7 and 7/93. Using the physical
mixture L-ser/L-ala = 90/10 as an example, it is demonstrated that the limits of solid solutions expand
with increasing temperature. At a temperature of 175 ◦C, the aforementioned mixture is homogenized.

The heating of the system components L-ser and L-ala revealed a pronounced anisotropy of the
thermal deformations of their crystal structures. This is reflected in the values of the parameters of
the thermal deformation tensor of L-ala and L-ser and, respectively, in the figures of their thermal
expansion coefficients. A multidirectional synchronous change in the CTE values with an intensive
increase in the parameter b and a decrease in the parameter a (up to negative values) indicates a hinge
mechanism of thermal deformations.

The results obtained add new insights in the structure-property relationships of amino acid
systems as compounds of biological, geochemical, and industrial importance.
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Abstract: Spontaneous resolution of Pasteur’s salt was historically the first way to obtain pure
enantiomers from the racemate. The current increase in interest in the direct racemates resolution
during crystallization is largely due to the opened prospects for the industrial application of this
approach. The chiral 3-(3,4-dimethylphenoxy) propane-1,2-diol 1 is a synthetic precursor of practically
useful amino alcohols, the enantiomers of which exhibit different biological effects. In this work, it was
first discovered that racemic diol 1 is prone to spontaneous resolution. However, the crystallization
process is complicated by the existence, along with the conglomerate, of two other crystalline forms.
Using the differential scanning calorimetry (DSC) approach, methods have been developed to obtain
individual metastable phases, and all identified modifications ((R)-1, (R+S)-1, α-rac-1, β-rac-1) were
ranked by energy. The IR spectroscopy and powder X-ray diffraction (PXRD) methods demonstrated
the identity of the first two forms and their proximity to the third, while β-rac-1 is significantly
different from the rest. The crystal structure of the forms (R)-1 and α-rac-1 was established by the
single crystal X-ray diffraction (SC-XRD) method. Preliminary information on the structure of β-rac-1
phase was obtained by the PXRD approach. Based on the information received, the experimental
conditions for a successful direct resolution of racemic 1 into individual enantiomers by a preferential
crystallization procedure were selected.

Keywords: chirality; deracemization; preferential crystallization; racemic conglomerate; phase
behavior; polymorphism; aryl glycerol ethers

1. Introduction

Chirality (the ability of an object to exist in the form of non-superimposable mirror copies) is
a fundamental property that has numerous manifestations, including various biological effects of
enantiomers on a living organism [1]. For this reason, since the beginning of the century, among the
new active pharmaceutical ingredients (APIs), chiral substances, represented by a single enantiomer,
have dominated [2]. This trend continues to the present. For instance, 45 new drugs have been
approved in the USA in 2015, 33 of which were monomeric chiral compounds and, with only one
exception, were pure enantiomers [3]. According to the information provided in the review [4], 30 new
chiral APIs of a monomeric nature were registered in USA in 2018, of which only two were approved
as racemates.

Crystallization, employed in batch or continuous format, is used almost universally for the
purification and isolation of solid crystalline APIs [5,6]. Crystallization is widely used for the
deracemization of chiral APIs through the separation of their diastereomeric derivatives [7–9].
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Compared with the classical methods for the preparation of non-racemic substances [10], direct
methods of racemates resolution based on the preferential crystallization of one of the enantiomers
from racemic solutions (less often melts) have a number of significant advantages [7,8,11]. The direct
methods of resolution of the racemic APIs themselves or their racemic synthetic precursors have been
used for quite some time [12]. In the early stages, this approach was applied mainly on an empirical basis.
Recently, there has been a steady trend towards turning it into modern technology. This is expressed in
the mathematization of the description of the process itself [13–15], in the increasingly sophisticated
use of the phase diagram technique [16,17], in the designing of specific reactors for implementing one
or another modification of the deracemization process [18,19], finally, in enlarging one-time downloads
of racemic raw materials [20]. But with all the modern improvements, an indispensable condition for
the implementation of a particular type of direct resolution is the crystallization of the racemic starting
material in the form of a conglomerate (i.e., a mixture of enantiopure crystals). Additionally, the search
for new conglomerates, in particular, structurally related to bioactive substances, still does not lend
itself to strict forecasts.

Expectorant guaifenesin, 3-(2-methoxyphenoxy) propane-1,2-diol, the object of deracemization
in [20], as well as in our earlier work [21], refers to chiral glycerol aromatic ethers
ArOCH2CH(OH)CH2OH. This series is notable, on the one hand, in that among its representatives
there are registered APIs (for example, guaifenesin, mephenesin, chlorphenesin [22]), as well as drug
precursors with different activities [12,23–25]. On the other hand, in this series the phenomenon of
spontaneous resolution of enantiomers during crystallization is much more common than average [26].
Thus, among the 2,6-, 2,3- and 3,5-dimethylphenyl ethers of glycerol, which serve as the precursors of
APIs mexiletine [27], xibenolol [28,29], and metaxalone [30] (Scheme 1), the first two diols crystallize as
conglomerates and were obtained by us in an enantiopure form by preferential crystallization.

 
Scheme 1. Chiral drugs, in the synthesis of which dimethyl substituted phenyl glycerol ethers are used.

The object of this study is another dimethylphenyl glycerol ether, 3-(3,4-dimethylphenoxy)
propane-1,2-diol 1, which we used in the synthesis of amino alcohols 2 and 3 (Scheme 2) [31].
Aminopropanol 2 hydrochloride coded as T0502-1048 was reported as a promising β2-adrenoceptor
antagonist [32]. Furthermore, there are patent data according to which stereoisomers of
1-(3,4-dimethylphenoxy)-3-(morpholin-4-yl) propan-2-ol 3 show useful activities (but different for
the racemate and individual enantiomers) in the treatment of neurodegenerative and neuromuscular
disorders, as well as of Friedreich’s ataxia [33].

 
Scheme 2. 3,4-Dimethylphenyl ether of glycerol 1 and related bioactive aminopropanols 2 and 3.

Previously we have obtained diol 1 by Sharpless asymmetric dihydroxylation of
3,4-dimethylphenyl allyl ether [31]. We have noticed that the melting point of diol (R)-1 (96–98 ◦C) was
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noticeably higher than that of rac-1 (75–77 ◦C). This situation is characteristic of organic compounds
prone to spontaneous resolution. For this reason, we decided to study the possibility of direct resolution
of its racemate and find out the features of phase behavior for this substance.

2. Materials and Methods

2.1. Instrumentation

The IR spectra of the polycrystalline samples of rac- and (R)-diols 1 under investigations in
KBr pellets were recorded on a Bruker Tensor 27 spectrometer (Bruker Optic GmbH, Cermany).
Optical rotations were measured on a Perkin–Elmer model 341 polarimeter (PerkinElmer, USA). The
melting curves were measured on a NETZSCH 204 F1 Phoenix DSC differential scanning calorimeter
(NETZSCH-Gerätebau GmbH, Germany) in sealing aluminum pans with the rate of heating of
5 ◦C·min−1. The mass of the samples amounted to approximately ~ 1 mg in determining the enthalpies
and temperatures of the phase transitions and ~ 7 mg when measuring the specific heats of the samples
and was controlled with Sartorius CPA 2P balance (Sartorius AG, Goettingen, Germany). The heat
capacity was measured by a continuous method, subtracting the previously measured heat capacity
of the empty cell. Temperature scale and heat flux were calibrated against the data for indium and
naphthalene. When measuring the heat capacities, the heat capacity of the corundum sample was
used for calibration. HPLC analyses were performed on a Shimadzu LC-20AD system controller
(SHIMADZU CORPORATION, Kyoto, Japan), UV monitor 275 nm was used as detector. The column
used, from Daicel Inc., was Chiralcel OD (Daicel Chemical Industries, LTD - Chiral Technologies
Inc., West Chester, PA, USA), (0.46 × 25 cm); eluent—hexane/2-propanol (7:3), flow rate—1 mL·min−1,
column temperature—22 ◦C.

2.2. Starting Materials

Racemic 3-chloropropane-1,2-diol and 3,4-dimethylhenol (Acros Organics) as well as (R)- and
(S)-3-chloropropane-1,2-diol (Alfa Aesar) were commercially available.

2.3. Synthesis and Samples Preparation

Racemic and enantiopure 3-(3,4-dimethylphenoxy)propane-1,2-diols, rac-1 and (R)- or (S)-1, used
as seed, were prepared from rac- and (R)- or (S)-3-chloropropane-1,2-diol by analogy with published
procedure [21]. The crude diols were purified by recrystallization from hexane/EtOAc (3:1). Yield
67%–69%. Characteristics of the obtained diols are shown below:

rac-3-(3,4-Dimethylphenoxy)propane-1,2-diol, rac-1: mp 75–78 ◦C. (Lit. [31] mp 75–77 ◦C).
(R)-3-(3,4-Dimethylphenoxy)propane-1,2-diol, (R)-1: mp 96–98 ◦C, [α]D

20 –7.7 (c 1.0, EtOH), 99.9% ee
(chiral HPLC analysis, tR 7.7 min). [Lit. [31] mp 96–98 ◦C, [α]D

20 –7.7 (c 1.0, EtOH), 99.7% ee].
(S)-3-(3,4-Dimethylphenoxy)propane-1,2-diol, (S)-1: mp 96–97 ◦C, [α]D

20 +7.3 (c 1.0, EtOH), 99.2% ee
(chiral HPLC analysis, tR 10.7 min). [Lit. [31] mp 96–97.5 ◦C, [α]D

20 +6.7 (c 1.0, EtOH), 99.5% ee].

2.4. Single Crystal X-ray Analysis

The crystals of (R)-1 for single crystal X-ray diffraction (SC-XRD) analysis were prepared by slow
evaporation of the saturated solution of the corresponding sample in mixture of ethyl acetate/hexane.
The single crystal of α-rac-1 form was randomly selected from a racemic polycrystalline sample
prepared by rapid crystallization of a saturated solution in the same solvent.

The X-ray diffraction data for these crystals were collected on a Bruker Smart Apex II CCD
diffractometer (Bruker AXS GmbH, Karlsruhe, Germany) in the ω-scan and ϕ-scan modes using
graphite monochromated Mo Kα (λ 0.71073 Å) radiation at 296(2) K. The crystal data, data collection,
and the refinement parameters are given in Table 1.
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Table 1. Crystallographic data for (R)-1 and α-rac-1 modifications of diol 1.

Compound (R)-1 α-rac-1

Formula C11H16O3 C11H16O3
Formula weight (g/mol) 196.24 196.24

Temperature, K 296(2) 296(2)
Crystal class Orthorhombic Monoclinic
Space group P212121 P21/n
Crystal size 0.32 × 0.21 × 0.14 mm3 0.24 × 0.13 × 0.04 mm3

Z, Z’ 4, 1 4, 1

Cell parameters
a = 4.9382(4) Å,
b = 7.2807(6) Å,
c = 28.728(2) Å

a = 4.9563(10) Å,
b = 7.2972(18) Å,
c = 28.491(7) Å
β = 93.559(15)◦

Volume, Å3 1032.88(14) 1028.4(4)
F(000) 424 424

Calculated density, g/cm3 1.262 1.267
μ, cm−1 0.91 0.91

Theta range for data collection„ deg 3.985–31.291 2.149–27.868
Reflections measured 14762 12777

Independent reflections/R(int) 3206/0.0374 2290/0.1433
Number of parameters/restraints 191/0 139/1

Reflections [I > 2σ(I)] 2669 1592
Final R indices, R1/wR2 [I > 2σ(I)] 0.0446/0.0965 0.1493/0.3564

Final R indices, R1/wR2 (all reflections) 0.0595/0.1026 0.1803/0.3791
Goodness-of-fit on F2 1.042 1.372

Largest diff. peak and hole, ρmax/ρmin (eÅ−3) 0.236/−0.185 0.782/−0.535

Data were corrected for the absorption effect using SADABS program [34]. The structures were
solved by direct method and refined by the full matrix least-squares using SHELX [35] and WinGX [36]
programs. All non-hydrogen atoms were refined anisotropically. All hydrogen atoms in (R)-1 were
located from difference maps and refined isotropically. In α-rac-1 hydrogen atoms were inserted at
calculated positions and refined as riding atoms except the hydrogens of OH groups which were located
from difference maps and refined isotropically. All figures were made using Mercury program [37].
Molecular structures and conformations were analyzed by PLATON [38].

Crystallographic data for the structure of (R)-1 and α-rac-1 reported in this paper were
deposited with the Cambridge Crystallographic Data Centre as supplementary publication numbers
CCDC 1984093 and 1985618, respectively. Copies of the data can be obtained, free of charge, on
application to CCDC, 12 Union Road, Cambridge CB2 1EZ, UK, (fax: +44-(0)1223-336033 or e-mail:
deposit@ccdc.cam.ac.uk).

2.5. Powder X-ray Diffraction Investigations

Powder X-ray diffraction (PXRD) data were collected on a Bruker D8 Advance X-ray diffractometer
(Bruker AXS GmbH, Karlsruhe, Germany) equipped with a Vario attachment and Vantec linear PSD,
using Cu radiation (40 kV, 40 mA) monochromated by a curved Johansson monochromator (λ Cu
Kα1 1.5406 Å). Room-temperature data were collected in the reflection mode with a flat-plate sample.
Samples were applied on the surface of a standard zero diffraction silicon plate. The samples were
kept spinning (15 rpm) throughout the data collection. Patterns were recorded in the 2θ range between
3◦ and 90◦, in 0.008◦ steps, with a step time of 0.1–4.0 s. Several diffraction patterns in various
experimental modes were collected for the samples. Processing of the data obtained was performed
using EVA [39], indexing of powder data and crystal structure solving of β-rac-1 were carried out with
TOPAS [40], and EXPO2014 [41] software packages.
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3. Results and Discussion

3.1. Solubility Test and Preliminary Entrainment Experiment

The tests showed that at room temperature rac-1 has fairly good solubility in ethyl acetate,
chloroform, acetonitrile and poor solubility in water and hexane. Diol rac-1 is moderately soluble in
CCl4, toluene and methyl tert-butyl ether (MTBE). Carbon tetrachloride turned out to be inconvenient
for further experiments, since during the crystallization process, the formed crystals float to the surface
of the solution and hardly form a distributed suspension. When cooling heated saturated solutions
of diol 1 in toluene, an emulsion instead of suspension is initially obtained, which crystallizes only
after a lapse of time. Of these three solvents, the reverse to the dissolution process, that is, effective
spontaneous crystallization, runs smoothly only in MTBE. Therefore, a more detailed study of the
dissolution and crystallization of both racemic and enantiopure 1 was carried out in this solvent.

Figure 1 shows the temperature dependence of the solubility of diol 1 stereoisomers in this
solvent. The solid red circles identify the end of dissolution, and the red hollow circles—the starting
points of crystallization for the racemic samples. Similarly, the behavior of enantiopure diol in the
“dissolution–crystallization” cycle is characterized in blue. Concentration values for racemate are
given per individual stereoisomer (i.e., the real values of racemate concentration are halved).

Figure 1. Temperature dependence of solubility (per single enantiomer, solid lines and circles) and
for onset of crystallization (dashed lines, hollow circles) of rac-1 (red) and (S)-1 (blue) in methyl
tert-butyl ether.

From the data obtained, it follows that the width of metastable zone for both rac-1 and (S)-1 varies
slightly in the studied temperature range and amounts to 15 ± 2 ◦C. The chart analysis shows, that the
experimental points, corresponding to the process of dissolution of enantiopure and racemic samples,
do not lie on the common curve, and with increasing temperature the difference in solubility increases.
This means that, for the system under study, Meyerhoffer’s rule, according to which the racemate
solubility twice as high the solubility of single enantiomer [42,43], is not performed. In turn, this means
that the dissolution process for diol 1 is complicated by some, for the moment, unobvious effects.
Meyerhoffer’s coefficient high values are associated with a decrease of the metastable zone width
and, consequently, with reduced spontaneous resolution efficiency [7]. Since in our case the width of
the metastable zone is not very dependent on temperature, in the test experiment we carried out the
crystallization stage during racemic diol 1 resolution by entrainment process at room temperature.
The initial concentration of the individual stereoisomers was about 25 g·L−1, and the enantiomeric
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composition of the mother liquor was monitored by HPLC. The results for four cycles (eight runs) of
resolution are shown in Table 2.

Table 2. Resolution by entrainment of rac-3-(3.4-dimethylphenoxy)propane-1,2-diol, rac-1 in methyl
tert-butyl ether (20 mL, 5 mg of crystal seeds on every run; crystallization temperature 23.5 ± 0.5 ◦C).

Run

Added
Amount of
rac-1, mg

Operation Amount
of Enantiomers, mg Resolution

Time, min

(R)-1 and (S)-1 Obtained

(R)-1 (S)-1 Yield, mg ee 1, %
YE 2

mg %

1 1000 500 500 90 (R) 23 72.7 12 2.4
2 18 495 505 138 (S) 50 69.0 30 5.9
3 45 513 487 143 (R) 46 82.2 33 6.4
4 41 488 512 303 (S) 51 79.0 35 6.8
5 46 516 484 462 (R) 55 85.6 42 8.1
6 50 487 513 157 (S) 69 76.8 48 9.4
7 64 517 483 198 (R) 94 69.4 60 11.6
8 89 481 519 236 (S) 101 64.8 60 11.6
1 ee: enantiomeric excess (HPLC). 2 YE: Yield of enantiomer; YE(mg) = [Yield (mg) × ee (%)]/100 − 5 (seed weight);
YE(%) = [YE(mg) × 100]/Operation amount of (R)- or (S)-1(mg).

The results presented in the Table 2 allow us to state with certainty that spontaneous resolution
during crystallization of rac-1 does occur. At the same time, the realized procedure cannot be considered
as a satisfactory one. The individual runs are, firstly, too long, and secondly, irreproducible. The latter
applies to the enantiomeric composition of the crystalline crop as well. All this, together with the
non-compliance of Meyerhoffer’s rule, prompted us to study in more detail the phase behavior of
diol 1.

3.2. Thermochemical Investigations

Figure 2 shows differential scanning calorimetry (DSC) thermograms of enantiopure (curve 1) and
racemic (curves 2-4) samples of diol 1. The thermogram of an enantiopure sample (R)-1 is represented
by a single narrow peak, which indicates its phase uniformity. The thermochemical parameters for this
sample are presented in Table 3. The same parameters for the sample (R)-1 obtained by crystallization
from the melt practically do not differ from those for the sample crystallized from solution.

On the contrary, a thermogram of a freshly-prepared chemically-pure racemate obtained by
crystallization from a hexane/ethyl acetate mixture demonstrates the complex contour of the melting
process curve 2. The main peak, located in the temperature range of ~ 75 ◦C, has a leading edge with a
pronounced kink, which is preceded by a minor endothermic peak, observed at a significantly lower
temperature (~ 68 ◦C). This behavior is characteristic of phase-inhomogeneous systems represented by a
mixture of several crystalline modifications. Intensive mixing of a suspension of such a sample in hexane
for several hours at room temperature results in a thermodynamically equilibrium phase-homogeneous
racemic sample, the thermogram of which is a narrow peak with a regular shape (curve 3). The
demonstration of spontaneous resolution of rac-1 (Section 3.1) suggests that the main crystalline form
of the racemate is a conglomerate, which we denote by the symbol (R+S). The melting point of the
brought to equilibrium rac-1 sample, calculated as the intersection of the free energy curves of the
crystalline enantiopure phase and melted (R+S)-1 (Figure 4) was 76.2 ◦C, which practically coincides
with the actually observed for conglomerate (76.3 ◦C) (Table 3).
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Figure 2. Differential scanning calorimetry (DSC)traces of an enantiopure sample (R)-1 (blue curve 1),
a freshly recrystallized racemic sample rac-1 (wine curve 2), the same sample after prolonged stirring
of a suspension in hexane (red curve 3), and after crystallization of the racemate from the melt (olive
curve 4). Sample weight ~ 1 mg.

Table 3. Thermochemical characteristics of the identified crystalline forms of 3-(3,4-dimethylphenoxy)
propane-1,2-diol 1.

Forms Fusion Temperature (Tf), ◦C Enthalpy of Fusion (ΔHf), J mole−1

α-rac 74.4 33.3
β-rac 66.1 27.8
(R) 96.5 38.2

(R+S) 76.3(76.2 1) 34.9(35.2 1)
1 In parentheses are the values calculated on the basis of the DSC data for the dependence of the thermodynamic
potentials of the phases on temperature (Section 3.3, Figure 3).

If a racemic sample of diol 1 of any prehistory is melted and quickly cooled to room temperature,
then the supercooled melt in the range of ~10 min undergoes spontaneous crystallization. The melting
of the phase thus obtained (β-rac-1) is described by a peak at ~ 66 ◦C (curve 4), which on the temperature
scale is practically in the same region as the minor endothermic peak in curve 2, Figure 2. This suggests
that the β-rac-1 phase is present in the samples, which initially precipitate from solutions, and the
minor endothermic peak arises due to this.

The general appearance of melting curve 2 indicates that the phase behavior of the primary rac-1
crystals is even more complex and, in addition to the identified (R+S)-1 and β-rac-1, other crystalline
modifications can be present in the system. Indeed, after the β-rac-1 phase is heated to 72 ◦C and held
at this temperature, it melts almost completely, but then crystallizes again. The melting parameters of
the resulting α-rac-1 phase (Figure 3, violet) are close, but not identical to those for the equilibrium
racemic sample (Figure 3, red; Table 3).

Taken together, the thermochemical data show that for the enantiopure forms of diol 1 the only one
crystalline phase is realized, and the racemate can be represented by a thermodynamically equilibrium
conglomerate (R+S)-1, two polymorphs α-rac-1 and β-rac-1, as well as a mixture of these modifications.
Table 3 shows the thermochemical parameters of the corresponding systems.
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Figure 3. DSC traces of an equilibrium racemic sample identified as a conglomerate (red curve), a
racemic sample obtained by crystallization from melt at 72 ◦C (violet curve), and crystallization from
melt upon rapid cooling to 20 ◦C (olive curve). Sample weight ~ 8 mg.

3.3. Phase Energetics

Taken on their own, the thermochemical characteristics do not say anything about the internal
organization of a particular phase, but can be used to assess their thermodynamic stability. For a
detailed analysis of the energy ratios between the forms realized in the system, the heat capacities of
all the modifications observed in the system were measured by the DSC method in the temperature
range from 20 to 110 ◦C. Changes in the thermodynamic parameters ΔH, ΔS and ΔG of a system with
temperature can be described by Equations (1)–(3).

ΔHT1/T0 =

∣∣∣∣∣∣∣
∫ T1

T0 Csolid
p (T)dT, T1 < T f ,∫ T f

T0 Csolid
p (T)dT + ΔH f +

∫ T1
T f Clq

p (T)dT, T1 ≥ T f ,
(1)

ΔST1/T0 =

∣∣∣∣∣∣∣∣∣
∫ T1

T0
Csolid

p (T)
T dT, T1 < T f ,∫ T f

T0
Csolid

p
T (T)dT +

ΔH f

T f +
∫ T1

T f
Clq

p (T)
T dT, T1 ≥ T f ,

(2)

ΔGT1/T0 = ΔHT1/T0 − T1·ΔST1/T0. (3)

Based on these equations and the totality of the experimentally-obtained thermochemical
information for diol 1, we constructed an energy diagram reflecting the relationship between the free
energies of various crystalline modifications at different temperatures (Figure 4). The details of the
calculations are given by us earlier [29].

It should be noted that we do not know the absolute values of the standard thermodynamic
potentials of the considered forms. For this reason, the enthalpy and entropy of the enantiopure
phase (R)-1 at 20 ◦C were taken as conventional zero in calculating the thermodynamic potentials.
Accordingly, changes in the Gibbs energy were calculated by Equation (4).

ΔGT
x = (HT

x −H20◦C
R ) − T(ST

x − S20◦C
R ) = (HT

x − T·ST
x ) − (H20◦C

R − T·S20◦C
R ). (4)

Thus, the Gibbs energy for each phase is calculated relative to a hypothetical system, the enthalpy
and entropy of which coincides with the values of these parameters for the enantiopure phase at
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20 ◦C. This approach leaves invariant the relative arrangement of curves and characteristic points on
the graph.

Figure 4. The temperature dependence of the Gibbs free energy change for the enantiopure sample (R)-1
(blue line), racemic conglomerate (R+S)-1 (red line), α-rac-1 (violet line), β-rac-1 (olive line), racemic
melt (green line), and single enantiomeric melt (cyan line). Dashed lines correspond to the metastable
supercooled state of melts; dot lines correspond to extrapolations of the free energies of crystalline
phases in the temperature range above their melting temperature.

The representation of the free energies of the putative racemic and enantiopure forms of the
substance in a single scale is based on the fact that mixtures of enantiomers in the molten state well
satisfy the conditions of the ideal solution model (zero enthalpy of mixing, constant (Rln2) entropy
of mixing of enantiomers during the formation of racemic melt), which makes it possible to use the
energy of the melt level as a reference point for bringing the free energies of all phases realized in the
system to a common scale [44].

The complete coincidence of the thermodynamic characteristics of enantiopure crystals (R)-1 and
conglomerate (racemic eutectic of the enantiomers), which finds its expression in the merger of the
corresponding curves in Figure 4, means that there are no signs of solid solution formation in the
(R+S)-1 form.

A useful consequence of the ranking of identified crystalline modifications of diol 1 is the ability
to evaluate their relative solubility on this basis. Considering that, at least for dilute solutions, the
solvation effects for α-rac-1, β-rac-1 and (R+S)-1 will be the same, their relative solubility will be
determined only by differences in the free energies of crystalline modifications. The change in the free
energy of the phase x upon dissolution, ΔGT

x/soln, is described by Equation (5), in which
[
csat

x

]
is the

equilibrium concentration of the saturated solution (i.e., solubility) for phase x.

ΔGT
x/soln = −RTln

[
csat

x

]
. (5)

Then the solubility ratio of the two phases x1 and x2 can be calculated on the basis of the difference
of the free energies of these phases as follows:[

csat
x2

]
[
csat

x1

] = exp
−(ΔGT

x2 − ΔGT
x1)

RT
. (6)
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For α-rac-1 and (R+S)-1 forms, the difference calculated from the Gibbs free energies under
standard conditions is ΔΔG0

α/(R+S)
≈ 0.36 kJ·mole−1. Then the ratio of their solubilities calculated by

Equation (6) will be [Cα]
[C(R+S)]

≈ 1.16. For β-rac-1 and (R+S)-1 the calculated values of the corresponding

quantities are ΔΔG0
β/(R+S)

≈ 1.6 kJ·mole−1 and
[Cβ]

[C(R+S)]
≈ 1.9.

3.4. IR Investigations of All the Detected Phases

Differences in the vibrational spectra of crystalline modifications formed by identical (accurate to
configuration) molecules, primarily, although not always explicitly, reflect differences in the internal
organization of crystals. Some time ago, we proposed a quantitative and at the same time graphic way
of pairwise comparison of such spectra [45,46]. In this case, the correlation coefficient between the
spectral curves acts as a quantitative measure of the coincidence of the spectra, and the correlation
trajectory, which degenerates into a straight line oriented along the main diagonal of the graph when
the spectra are completely identical, serves the purposes of visibility. In Figure 5, the spectrum of the
pure racemic conglomerate (R+S)-1 is alternately compared with the spectra of pure samples (R)-1,
α-rac-1 and β-rac-1.

Figure 5. Comparison of the IR spectrum of conglomerate (R+S)-1 (red curve) with the spectra of
samples (R)-1 (a), (blue curve), α-rac-1 (b), (violet curve), and β-rac-1 (c), (olive curve).

It can be seen from the figure that the internal organization of the conglomerate crystals and the
enantiopure sample practically coincide, and the forms (R+S)-1 and α-rac-1 are structurally close. At
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the same time, both the correlation coefficient R and the appearance of the correlation diagram (the
right fragment of the figure) indicate significant differences in the crystalline organization between
these modifications and the metastable racemic phase β-rac-1. The information on similarities and
differences revealed in this way is in complete agreement with the above data on the energy of
crystalline modifications of diol 1 and with the results of XRD studies below.

3.5. X-ray Diffraction Investigations

As shown in the previous sections, only the β-rac-1 form differs markedly in energy (Section 3.3)
and in internal organization (Section 3.4) from the rest studied. This conclusion fully coincides with the
data in Figure 6, where the experimental powder diffraction patterns of the crystalline forms α-rac-1,
β-rac-1, (R+S)-1 and (R)-1 are compared. The only curve that differs markedly from the others is the
β-rac-1 phase diffractogram.

Figure 6. Comparison of experimental powder X-ray diffraction (PXRD) patterns of (R)-1, (R+S)-1,
α-rac-1, and β-rac-1 forms and simulated PXRD patterns of (R)-1 forms.

X-ray powder diffraction also clearly reveals the metastable nature of this phase. While other
diffractograms retain all the main features for a long time, the β-rac-1 phase begins to change already
during the experiment. Figure 7 shows the diffraction patterns of this phase which was freshly prepared
or stored for two months. While on the diffractogram of the fresh sample there are only traces of
the impurity signals (for example, in the region of scattering angles 2θ 6◦–7◦ and 11◦–12◦), on the
diffractogram of the aged sample the peaks belonging to the α-rac-1 phase are clearly visible (if they do
not prevail).

As we now know, enantiopure diol 1 exists in a single stable crystalline modification, which
allows one to obtain good quality single crystals suitable for X-ray diffraction. The results of an X-ray
experiment for (R)-1 crystals are shown in Table 1. Figure 8a shows the only symmetry independent
molecule present in the unit cell of these crystals.

In general, the conformation of the glycerol fragment in the molecules of glycerol aromatic ethers
can be characterized by torsion angles H1O1C1C2, O1C1C2C3, C1C2C3O3, C2C3O3C4, C3O3C4C5,
H2O2C2C3, O2C2C3O3. In the order of listing, for (R)-1 they are 146.4◦; 50.9◦; 53.2◦; 175.4◦; −177.6◦;
155.8◦; and 175.9◦, which corresponds respectively to ac, sc, sc, ap, ap, ac, and ap conformation.
According to our previous experience, such a conformation is inherent in compounds that form a
homochiral guaifenesin-like supramolecular motif in their crystals [47]. The main supramolecular
synthon in such crystals is the sequence of intermolecular hydrogen bonds {O1−H1···O2′, O2′−H2′···O1′,
O1′−H1′···O2′′}, that is, the C2

2(4) chain formed around a screw axis 21 parallel to the b axis. Donor
(O2−H2 and O1′−H1′) and acceptor (O2 and O1′) fragments that are not involved in the construction
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of this chain form another chain C2
2(4) around the adjacent axis 21. Together, the guaifenesin-like

motif represents a bilayer parallel to 0ba plane. It is this motif that is realized in (R)-1 crystals.

Figure 7. Comparison of experimental and simulated PXRD patterns forα-rac-1 andβ-rac-1 polymorphs.

 
(a)  (b) 

Figure 8. (a) Geometry of the molecules in (R)-1 crystals. (b) Conditional superposition of R-enantiomers
in (R)-1 (blue) and α-rac-1 crystals (red).

The investigated crystal of the racemic sample α-rac-1 was of lower quality and with noticeable
twinning, which is not surprising for the metastable phase. The structure was solved in monoclinic
syngony with cell parameters close to the parameters of the enantiopure orthorhombic crystal (Table 1),
except that the angle β = 93.559◦ differs significantly from 90◦. The structure of α-rac-1 was refined
in the space group P21/n with the only symmetry independent molecule. The experimental powder
diffraction patterns of the α-rac-1 form are generally consistent with the calculated one (Figure 7). Some
differences in peak intensities are associated with twinning of crystals and the presence of insignificant
texturing of the sample.

The geometry of the symmetrically-independent R-enantiomer molecule in α-rac-1 crystals turned
out to be almost identical to that just described for the independent molecule in (R)-1 crystals. A visual
evidence of such an identity is a conditional superposition of the R-enantiomers present in crystals
of both forms (Figure 8b). For systems with close molecular geometry and close cell parameters, it
is natural to expect a similar supramolecular organization. Indeed, the same guaifenesin-like motif
is realized in α-rac-1 crystals as in (R)-1 crystals. The only, but important, difference between the
internal organization of this pair is that in (R)-1 crystals all homochiral bilayers are formed by the same
enantiomers, and in crystals of α-rac-1 each individual bilayer is homochiral, but adjacent bilayers are
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formed by opposite enantiomers (Figure 9). A similar situation was described by us in detail on the
example of 3-(4-n-buthylphenoxy)propane-1,2-diol [47].

 
(a) 

 
(b) 

Figure 9. Stacking of H-bonded homochiral bilayers in (R)-1 (a) and α-rac-1 (b) crystals.

The process of the formation of crystals of homochiral and racemic samples can be represented as
layer-by-layer stacking of homochiral 2D bilayer structures along the direction 0c (Figure 9). In the first
case, the bilayers are connected by screw axes 21, and in the second, by inversion centers. Although
the calculated packing coefficients in crystals of enantiopure and racemic forms (69.9% and 70.0%,
respectively) practically coincide, the second packing method, apparently, required a certain shift of
the 2D bilayers relative to each other, which has resulted in a deviation of the monoclinic angle from
90◦. Perhaps the same effect also explains the fact of a noticeable twinning of the crystals of the racemic
sample in comparison with the enantiopure ones.

From the entire preceding text, it is obvious that the structure of the crystalline β-rac-1 polymorph
should be noticeably different from the structure of other identified modifications. Its metastable nature
does not allow to obtain stable crystals of the required quality for the study of their internal structure
by SC-XRD method. However, despite weak scattering (Figure 7), we tried to index diffractogram and
solve the structure of β-rac-1 form from powder diffraction data. It should be added that this form is
difficult to obtain as a pure one-component system and it always contains other phases in impurity
quantities. Over time, the content of these phases grows, as can be seen from a comparison of the
diffraction patterns of β-rac-1 samples freshly prepared and stored for some time (Figure 7). However,
knowledge of the position of the peaks for known phases allows us to ignore these reflections at the
stage of indexing and the structure solving.

Indexing of the powder diffraction pattern of the β-rac-1 form by several independent software
packages made it possible to index it in a triclinic cell whose parameters (a = 19.27(1)Å, b = 12.38(7)Å,
c = 5.54(7)Å, α = 93.22(4), β = 94.14(7), γ = 72.87(3)◦, V = 1258(1) Å3) differ markedly from those for
the enantiopure and α-rac-1 forms. According to preliminary results obtained using the EXPO 2014
software package [41], the β-rac-1 structure was solved in the space group P-1 with two independent
molecules in an asymmetric unit. A good coincidence of the experimental powder diffraction pattern
of β-rac-1 polycrystalline sample and the diffraction pattern calculated from the atom coordinates
of the molecules in this cell testify to the correct choice of the cell and the determined geometry of
molecular fragments (Figure 7). According to preliminary data, two independent A and B molecules
of diol 1, noticeably different in their geometry, are present in β-rac-1 crystal (Figure 10).
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Figure 10. Probable geometry of two symmetrically-independent R-molecules in β-rac-1 crystals.

The principal supramolecular motif in β-rac-1 crystals is illustrated in Figure 11. As can be seen
from the Figure, each independent molecule due to the classical hydrogen bonds O−H···O′ is bonded
with its enantiomer into a separate centrosymmetric dimer, and already A-A and B-B dimers act as
subunits in the formation of the 1D construct oriented along the crystallographic direction b.

 
Figure 11. The principal supramolecular motif in β-rac-1 crystals.

As recommended by Bernstein et al. [48], such a hydrogen bonding pattern may be called a “chain
of rings”. Extending somewhat the system of symbols proposed in the review [48], such a motif with
two different rings can be designated as C2

2(11)[R2
2(4)R2

2(10)]. Such a sophisticated packing based
on a one-dimensional motif can hardly be dense. Indeed, preliminary calculations point that the
Kitaygorodsky packing index is below 60% (KPI = 56.1%).

3.6. Direct Resolution of Rac-1 by Entrainment Procedure

In general, our study of the phase behavior of 3-(3,4-dimethylphenoxy)propane-1,2-diol 1 showed
that the conglomerate (R+S)-1 is the most stable crystalline modification of the racemate, which does
not contain signs of a solid solution and is not prone to phase transformations. Other detected racemic
forms are metastable and more soluble than conglomerate. Therefore, an increase in the crystallization
temperature of the solution should help to increase the efficiency of the process of direct resolution of
racemic 1 by reducing the supersaturation for undesirable forms and approximating the crystallization
conditions to equilibrium ones. Further, the results of a pilot experiment (Section 3.1) showed that
crystallization of pure racemic 1 is accompanied by a significant and irreproducible induction period
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duration. We believed that some supersaturation of the initial solution with the target component
should contribute to a decrease in the influence of this factor on the crystallization stage of a specific
enantiomer. Finally, an increase in the relative amount of introduced crystal seeds should be an
important factor that favorably affects the kinetics of the process. With all that in mind, we planned
and implemented an experiment the details of which are shown in Table 4.

Table 4. Resolution by entrainment of rac-3-(3.4-dimethylphenoxy)propane-1,2-diol, rac-1 in methyl
tert-butyl ether (60 mL, 75 mg of crystal seeds on every run; crystallization temperature 27 ◦C).

Run

Added
Amount of

rac-1, g

Operation Amount
of Enantiomers, g Resolution

Time, min

(R)-1 and (S)-1 Obtained

(R)-1 (S)-1 Yield, g ee, %
YE 2

g %

1 3.00 1 1.42 1.58 110 (S) 0.50 73.8 0.29 18.5
2 0.42 1.57 1.43 65 (R) 0.40 78.0 0.24 15.2
3 0.33 1.44 1.56 80 (S) 0.40 78.0 0.24 15.3
4 0.33 1.58 1.42 115 (R) 0.43 75.0 0.25 15.7
5 0.35 1.46 1.57 95 (S) 0.43 74.8 0.25 15.6
6 0.35 1.59 1.41 85 (R) 0.49 71.6 0.28 17.3
1 Sample slightly enriched with (S)-enantiomer (5.4% ee). 2 YE: Yield of enantiomer; YE(g) = [Yield × ee]/100 – 0.075;
YE(%) = [YE(g) ×100]/Operation amount of (R)- or (S)-1.

In Figure 12, the same process of separation of racemic rac-1 is clearly illustrated by changes in the
enantiomeric excess values of its mother liquor. Solid circles indicate ee values, upon reaching which
the process was interrupted and the precipitate formed was filtered off. Then, compensating amounts
of rac-1 and solvent were added to the heated mother liquor, after which the process was repeated.

 
Figure 12. Mother liquor enantiomeric excess vs time of preferential crystallization of slightly
enantiomerically enriched diol 1. Closed circles represent the values of ee, on reaching which the
process was interrupted.

A comparison of the data of Tables 2 and 4 shows that the yield of the pure enantiomer increases
from 11% to 17%–18%, the process proceeds more reproducibly, in a constant temperature range
and with a smaller scatter in the ee values (72%–78%) of its filtered precipitates. In principle, the
proposed resolution procedure can be scaled and repeated as many times as necessary. A high degree
of enantiomeric purity of collected (R)- and (S)-diols can be achieved by crop recrystallization from
mixture of EtOAc:hexane (1:2).
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4. Conclusions

An experimental study of the phase behavior of chiral 3-(3,4-dimethylphenoxy) propane-1,2-diol
1 showed that enantiopure samples exist in a single stable crystalline form. In contrast, racemic 1

during crystallization under different conditions can exist in at least three modifications, namely stable
racemic conglomerate (R+S)-1 and two metastable racemic compounds α-rac-1 and β-rac-1. With rapid
crystallization from racemic solutions, all three phases can crystallize simultaneously.

Using the DSC approach, methods have been developed to obtain individual metastable phases,
and all identified homochiral and racemic crystal modifications were ranked by energy. The IR
spectroscopy and PXRD methods demonstrated the identity or similarity of all forms except β-rac-1,
which is significantly different from the rest. The crystal structure of the forms (R)-1 and α-rac-1
was established by the SC-XRD method. It was found that supramolecular crystal-forming motifs in
both forms are fundamentally the same and only symmetries differ. Preliminary information on the
structure of β-rac-1 phase was obtained by the PXRD approach.

Based on the information received, the experimental conditions for a successful direct resolution
of racemic 1 into individual enantiomers by a preferential crystallization procedure were selected.
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Abstract: Gypsum scaling in reverse osmosis (RO) desalination process is studied in presence of
a novel fluorescent 1,8-naphthalimide-tagged polyacrylate (PAA-F1) by fluorescent microscopy,
scanning electron microscopy (SEM), dynamic light scattering (DLS) and a particle counter technique.
A comparison of PAA-F1 with a previously reported fluorescent bisphosphonate HEDP-F revealed a
better PAA-F1 efficacy, and a similar behavior of polyacrylate and bisphosphonate inhibitors under
the same RO experimental conditions. Despite expectations, PAA-F1 does not interact with gypsum.
For both reagents, it is found that scaling takes place in the bulk retentate phase via heterogeneous
nucleation step. The background “nanodust” plays a key role as a gypsum nucleation center. Contrary
to popular belief, an antiscalant interacts with “nanodust” particles, isolating them from calcium and
sulfate ions sorption. Therefore, the number of gypsum nucleation centers is reduced, and in turn,
the overall scaling rate is diminished. It is also shown that, the scale formation scenario changes
from the bulk medium, in the beginning, to the sediment crystals growth on the membrane surface,
at the end of the desalination process. It is demonstrated that the fluorescent-tagged antiscalants may
become very powerful tools in membrane scaling inhibition studies.

Keywords: reverse osmosis; membrane fouling; gypsum scaling; fluorescent-tagged polyacrylate;
fluorescence; scale inhibition mechanisms

1. Introduction

Reverse osmosis (RO) is becoming recently a powerful technology for the purification of sea,
brackish and waste water [1–4]. However, one of the major limitations in efficient RO application is the
membrane scaling [5–7]. Inorganic scaling, occurs when the solubility limits are exceeded. The most
common scales are represented by calcium carbonate, calcium sulfate and silica [6]. As a result of
inorganic fouling, the operation cost of an RO plant increases due to higher consumption of energy
and expenses of membrane cleaning. The most common method in mitigating scaling in RO facilities
is an application of antiscalants. Among these, polycarboxylates (polyacrylates, polyaspartates, etc.)
and phosphonates are found to be highly efficient [6–11].

However, in spite of numerous relevant studies, some controversy regarding both the dominant
scaling mechanism in particular situations and the mechanism of antiscalant activity still exists [12–18].
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Recent reviews on scale formation control in RO technologies [6,19] mention two main hypothetic
mechanisms of inhibition: (i) antiscalant molecules adsorb on the active growth sites at the crystal
surface of sparingly soluble inorganic salt and retard nucleation and crystal growth by distorting its
crystal structure; (ii) antiscalant molecules provide similar electrostatic charge, and thus, repulsion
between particles prevents them from agglomeration.

Nevertheless, our recent static [20,21] and RO [22] experiments operating gypsum as a model
scale in presence of a novel fluorescent-tagged bisphosphonate antiscalant 1-hydroxy-7-(6-methoxy-1,3-
dioxo-1H-benzo[de]isoquinolin-2(3H)-yl)heptane-1,1-diyl-bis(phosphonic acid), HEDP-F (H4hedp-F)
revealed a paradoxical effect: an antiscalant does not interact with gypsum at all, but provides
nevertheless retardation of corresponding deposit formation. According to the classical crystallization
theory [23], this is possible only in the case, when gypsum passes bulk heterogeneous nucleation,
and exactly the “nanodust” plays the role of the solid phase template. Indeed, it is demonstrated
that HEDP-F molecules being immersed into the stock solution (undersaturated against gypsum)
occupy a significant part of “nanodust” crystallization centers and form there their own solid phase
Ca2hedp-F·nH2O. However, polyacrylates are much less sensitive to calcium environment than
phosphonates [20,21]. In this way, it was reasonable to study the traceability of phosphorus-free
fluorescent polymeric antiscalants in RO process.

The present study is focused on the scale inhibitor visualization during RO treatment of model water
sample, with high sulfate content, in the presence of a fluorescent antiscalant- 1,8-naphthalimide-tagged
polyacrylate, PAA-F1, Figure 1.

 

Figure 1. 1,8-Naphthalimide-tagged polyacrylate molecular structure.

The gypsum scale was taken as a model of a sparingly soluble salt due to: (i) its importance
for the RO and other water treatment technologies [10–16]; (ii) its poor dependence on pH; (iii) its
easily detectable crystal shapes; and (iv) the nucleation of gypsum has been investigated extensively in
the past [10,11,14,16–18,24–33]. On the other hand PAA-F1 is expected to be a better antiscalant for
CaSO4·2H2O deposits relative to HEDP-F. This was demonstrated for the non-fluorescent prototypes
1-hydroxyethane-1,1-bis(phosphonic acid) (HEDP) and polyacrylate (PAA) [34].The fluorescent-tagged
polyacrylates have gained increasing interest as the reagents for on line antiscalant concentration
monitoring in water treatment applications recently [35]. However, they have not been applied, so far,
for scale formation mechanisms studies. As far as we know, this is the first communication on polymer
antiscalant visualization in a RO experiment with gypsum scaling.

2. Materials and Methods

2.1. Reagents, Membrane Material and Model Solutions

Antiscalant PAA-F1 (Figure 1) was synthesized by our group as described elsewhere [36] along
with its scale inhibition efficiency against gypsum scaling and its fluorescent properties. It has the
mean molecular mass 4000 Da with c.a. 1% mass of 1,8-naphthalimide moiety. This corresponds
randomly to c.a. 0.2 fluorescent fragments per one molecule of polyacrylate.

For model scaling solutions, the reagent grade CaCl2·2H2O and Na2SO4 were used in crystalline
form and were separately dissolved in distilled water (conductivity 2 μS/cm) to prepare stock solutions
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of 0.04 mol·dm−3. After complete dissolution, stock solutions represented transparent colorless liquids,
and were deliberately exposed no filtration for a better imitation of saline or brackish water. For gypsum
(CaSO4·2H2O) scaling experiments, each stock solution was combined with distilled water to achieve a
total volume of 5 L and a final concentration of 0.015 mol·dm−3 [Ca2+] and 0.015 mol·dm−3 [SO4

2−].
The solvent (distilled water) and all stock solutions were analyzed separately for foreign particles
content, Table 1. A particle counter SLS-1100 (Particle Measuring Systems Inc.) reveals a presence of
background solid suspended particles (“microdust”) in both stock brines, as well as in the distilled
water used for the brine preparation, Table 1.

Table 1. Initial stock solutions characterization by particle counter.

Solvent/Solution
Concentration

(mol·dm−3)
pH

Cumulative Number of Foreign Particles
in 1 mL *

≥100 nm ≥200 nm ≥300 nm ≥500 nm

Distilled water for feed
solution preparation;

2 μS/cm
55.55 5.5 390,000 97,000 19,600 16,400

CaCl2 stock solution,
diluted by distilled water 0.015 7.1 1,800,000 200,000 76,000 39,000

Na2SO4 stock solution,
diluted by distilled water 0.015 6.1 1,550,000 185,000 73,000 32,000

PAA-F1 solution 1.7·10−6 6.2 860,000 110,000 38,000 16,000

* The data deviations found for three replicate measurements constituted ±20%.

The values of gypsum solubility in water at 25 ◦C provided by different research groups, varies
from 0.018 to 0.025 mol·dm−3 and depend drastically on the background NaCl content [37]. Therefore,
the stock calcium and sulfate solutions have been prepared (Table 1) in such concentrations, that
being mixed in 1:1 volume ratio they would give 0.015 mol·dm−3 gypsum solution, that is a bit below
the saturation level. However, the retentate was expected to exceed the saturation level already at
saturation coefficient (concentration factor) K = 1.5 and to reach steadily supersaturation S~4 (K = 5)
at the end of the experiment (in absence of scaling). Notably, these supersaturation assessments
are very approximate ones as NaCl content in retentate is changed in experiment run from 0.03 to
c.a. 0.15 mol·dm−3, increasing gypsum solubility.

Here and further saturation coefficient K and saturation ratio S are denoted as:

K = (total initial volume of feeding solution)/(current volume of retentate)
S = (initial gypsum concentration, mol·dm−3)/(gypsum solubility at 25 ◦C, mol·dm−3)
Thus for S < 1 the solution is undersaturated, while for S > 1 it is supersaturated.

Notably, an antiscalant, where necessary, was added always initially to the sulfate test solution
in amounts that provided its final concentration 7 mg·dm−3 (corresponds to c.a. 1.7·10−6 mol·dm−3

PAA-F1 concentration bearing in mind that the mean molecular mass is 4000 Da) in gypsum scaling
experiment, and equilibrated there no less than 30 min.

It is well-known that the heterogeneous nucleation, in the presence of such solid impurities,
as clay minerals or other foreign particles, is characterized by a lower free energy barrier than the
homogeneous one [23]. Bearing in mind the particle counter data, Table 1, a bulk homogeneous
formation of solid gypsum phase is unlikely in our case, while the bulk heterogeneous nucleation is the
most likely route. It should be noted that deionization of distilled water leads to a significant reduction
of suspended particles concentration. However, this operation fails to remove even “microdust”
completely, to say nothing of “nanodust”. The latter is likely to be present in any aqueous samples in
much higher amounts than “microdust”, although the “nanodust” (1 nm < particle sizes < 100 nm)
is beyond the detection limit of commercial particle counters. This becomes clear by extrapolating
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the cumulative number of foreign particles in 1 mL (Table 1) to the 1≤ nm ≤ 100 range. Thus, all the
background solid suspended particles are referred to as “nanodust”.

A rough estimation indicates that if the number of undetectable by the particle counter “nanodust”
particles with a size D < 100 nm is equal to the detected “microdust” ones, than the total heterogeneous
impurities concentration constitutes c.a. 3,000,000 units in 1 mL, or 3·109 in 1 L. At the same time
PAA-F1 concentration corresponds to 3.5·1015 molecules per liter. Thus, there are at least 106 molecules
of PAA-F1 per one nano/microdust particle in the system.

A detailed analysis of the background solid suspended particles nature in all chemicals used
(H2O; CaCl2·2H2O; Na2SO4; PAA-F1) represents a special complicated task, and is hardly possible.
It is outside of the frames of the present study. However, some preliminary analyses carried out
in [22] indicate that a tentative nature of solid impurities in distilled water might be assigned to Al/Fe
hydroxo/oxides and to either SiO2 or to some silicate solid impurities. At the same time, it should be
noted that all the background solid suspended particles, listed in Table 1, correspond to the ppb level,
e.g., to the reagent grade purity solutions.

Studies were carried out using commercial spiral wound BLN-type low pressure reverse osmosis
membrane produced by CSM Co. (Seoul, South Korea). The membranes are found to have their own
non uniform fluorescence. This makes it difficult to observe PAA-F1 location on membrane surface,
as the coresponding images are not very clear.

2.2. Reverse Osmosis Membrane System

Gypsum scaling experiments were carried out using an automatically controlled laboratory-scale
cross-flow RO spiral wound module RE 1812 tailored with thin film composite BLN membrane
(Figure 2). The test unit was operated in circulation mode whereby concentrate after membrane module
was returned back to feed water tank. The feed water was added to feed water tank 1. The volume of
tank 1 was 5 L. Feed water from tank 1 was supplied by small gear pump 2 to membrane module 3.
In all experiments the commercially available spiral-wound filter elements (CSM RE1812-80 GPD) made
of polyamide and manufactured by CSM (Seoul, South Korea) were used. These operated at constant
feed flow rate of 72.0 ± 0.2 dm3/h, permeate flow rate of 6.0–6.3 dm3/hour, constant temperature of
25.0 ± 2 ◦C; constant pressure 7.0± 0.2 bar in concentration mode.

 

Figure 2. Schematic diagram of laboratory RO unit for membrane scaling tests: 1-feed water tank;
2-pump; 3-spiral wound membrane module; 4-permeate tank; 5-heat exchanger; 6-pressure gauge;
7-feed water flow meter; 8-permeate flow meter; 9-concentrate flow meter; 10-by-pass adjusting
valve; 11-feed water adjusting valve; 12-concentrate adjusting valve; 13-cooling water adjusting
valve; 14-sampler.
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Stabilized salt rejection, at a constant pressure of 7 bar, a solution temperature of 25 ◦C, and a pH
value of 6.5–7.0 is reported to be 96.5–97.0% for a 200 mg·dm−3 NaCl solution (manufacturer’s data).
Each run was performed with a virgin membrane sample.

2.3. Gypsum Scaling Experiments

The gypsum scale formation studies, included three blank experiments (A,B,C) and a gypsum scale
inhibition test run in presence of PAA-F1 (GSI), Table 2, Figures 3–9. Each of the blank experiments had
its own objective. Blank A experiment was intended to evaluate “free” PAA-F1 sorption by membrane
in concentration operating mode. Within the frames of this experiment, the PAA-F1 concentration
was monitored directly by fluorescence intensity measurements of aqueous phase in retentate and
in permeate tanks, Figure 2. To the extent that no antiscalant was found in permeate, the difference
between the calculated total PAA-F1 concentration in retentate +membrane system (Figure 3A, curve a)
and its experimentally-measured concentration in retentate (Figure 3A, curve c), indicated an amount of
PAA-F1 consumed by membrane (Figure 3A, curve b). For simplicity and clarity, here, and further the
membrane-consumed PAA-F1 is expressed in units of concentration as the loss of the bulk antiscalant
concentration relative to the total concentration.

An objective of the Blank B experiment (Figure 4) was to estimate a possible PAA-F1 participation
in side reaction with Ca2+ ions, followed by its undesirable consumption by calcium due to formation
of insoluble Ca0.5xHyPAA-F1·nH2O (0.5x + y = 1) salts (these are indicated further as [Ca-PAA-F1]).
A PAA-F1 distribution between retentate and membrane (Figure 4) was found in the same way as in a
Blank A experiment.

Blank C experiment (Figure 6) was intended to demonstrate a non-inhibited RO membrane
gypsum scaling as a reference to the inhibited one. Variations of Ca2+ concentration in a Blank C
experiment was monitored by an immediate titration of calcium with EDTA in samples taken from
retentate and permeate tanks (Figure 6b,c). Then, a total calcium concentration in retentate +membrane
was calculated (Figure 6a) as a difference between the calculated total Ca2+ concentration in the system
and its experimentally found content in permeate (Figure 6c). Then, the calcium content on membrane
surface as gypsum (Figure 6d) was found, and expressed in units of calcium concentration decrease in
the same way as it was done for PAA-F1 distribution in the Blank A and B experiments.

Individual gypsum scaling experiments were performed with a virgin sample of pre-soaked
membrane. Each membrane was initially contacted with distilled water overnight (12–14 h) to allow
the membrane permeability to stabilize. The experimental protocol for the scaling tests in cross-flow
RO membrane filtration is presented in Table 2. Experiments were run with a single superficial
cross-flow velocity and were terminated after reaching K = 5. The cross-flow velocity varied from
3.0 to 3.6 cm/sec, which excluded influence of concentration polarization on gypsum supersaturation
at membrane surface. This value adequately fits the range of cross-flow velocities encountered in
spiral-wound RO/NF.

At the end of each experimental cycle, scaled membrane samples were carefully extracted from
the autopsied membrane element and submerged in an ultrapure water bath for approximately 2 s to
prevent further crystallization from evaporation of residual scaling solution. The membrane samples
were then air dried for at least 48 h and afterwards cut into ten equally sized pieces of 4 cm × 10 cm.
These pieces were stored in a desiccator for at least 24 h. Then the fragments were sent for analysis by
scanning electron microscopy (SEM) and by fluorescent microscopy (FM).

Each test was run with a new virgin membrane spiral wound element in two replicates. Pressure
and retentate cross-flow rate were monitored through digital sensors. The permeate volume was
continuously recorded. The temperature was almost constant (varying by less than 2 ◦C) during each
experiment at a level of 25 ◦C. The liquid phase was periodically sampled and also examined by laser
confocal microscopy, dynamic light scattering (DLS), and the current Calcium content was measured by
titration with EDTA. During the blank experiment with PAA-F1, content of antiscalant was monitored
by fluorescence intensity measurements (Shimadzu RF-6000).
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The concentration of 0.015 mol·dm−3 of the starting gypsum solution was chosen to be used in the
experiments, which corresponds to an undersaturated state. In all runs with antiscalant, the PAA-F1
solution was initially added to the sulfate brine, equilibrated, there for half an hour, and only after
that the calcium brine was added to obtain the total 5 L volume of a feeding solution. Totally four
cross-flow tests have been run it two replicates each, Table 2.

Table 2. Experimental protocol for the scaling tests in cross-flow RO membrane filtration.

Membrane Preparation and Treatment

Step Task Feed Pressure Duration Comments

1 Membrane
preparation Distilled water - 20–30 minutes

Washing with
distilled water for

preservatives
removal.

2 Membrane
conditioning Distilled water - 8–12 hours

Covered by distilled
water layer for
preservatives

removal.

3

RO membrane
desalination in

concentration mode
continuous
monitoring

Feed solution
circulation

mode;
well-controlled
feed solution:
composition,

pH, T, etc.

88 to 110 psi
depending on
desirable flux

5–6 hours
duration of
the entire

experiment for
all runs

Feed, permeate and
retentate samples

collected and
analyzed for Ca

content, for PAA-F1
concentration (by

fluorimeter) and by
fluorescent
microscope.

4 Post experiment
treatment - - 24

RO membrane is
removed, gently
rinsed out with

distilled water; dried
at 22–25 ◦C and
segmented. RO

membrane segments
are characterized by
SEM and fluorescent

microscopy.

Cross-flow tests

Test Initial feed solution Comments

Blank A 7 mg·dm−3 PAA-F1 in distilled water
Experiment is intended to evaluate “free” PAA-F1

sorption by membrane in concentration
operating mode.

Blank B 0.015 mol·dm−3 CaCl2 and 7 mg·dm−3

PAA-F1 in distilled water

Experiment is intended to estimate PAA-F1
participation in side reaction with Ca2+ ions, followed

by its undesirable consumption by calcium due to
formation of insoluble Ca0.5xHyPAA-F1·nH2O

(0.5x + y = 1) salts.

Blank C 0.015 mol·dm−3 CaCl2 and 0.015
mol·dm−3 Na2SO4 in distilled water

Experiment has to demonstrate non-inhibited RO
membrane gypsum scaling as a reference to the

inhibited one.

Gypsum Scale
Inhibition

(GSI)

0.015 mol·dm−3 CaCl2, 0.015 mol·dm−3

Na2SO4 and 7 mg·dm−3 PAA-F1 in
distilled water

A PAA-F1 inhibited gypsum scaling.

2.4. Fluorescent Microscopy Measurements

Confocal microscopy measurements have been run with laser scanning confocal microscope
LSM-710-NLO (Carl Zeiss MicroImaging GmbH, Jena, Germany), 20× Plan-Apochromat objective
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(NA = 0.8). The samples were placed onto the Petri dish with a glass bottom 0.16 mm thick.
The fluorescence of the PAA-F1 was recorded in the wavelength range of 500–600 nm, when excited
by laser radiation with a wavelength of 488 nm. As a result, overlay of the distribution of PAA-F1
fluorescent image (green pseudo-color in images) and transmitted light image (grey color) was obtained.
Notably, all the retentate samples have been taken and analyzed by confocal microscopy within 2–3 min
after sampling.

2.5. Fluorescence Intensity Measurements of Aqueousphase

PAA-F1 concentration in aqueous phase was monitored by fluorescence intensity measurements,
carried with luminescence spectrometer Shimadzu RF-6000 (Shimadzu Corporation, Kyoto, Japan)
operating with a xenon lamp as a light source. All spectral measurements were carried out in a quartz
sample cell (path length � = 1 cm) at 20 ± 1 ◦C in air-saturated solutions. The fluorescence intensity
was measured at a wavelength of 462 nm (2 nm slid width).

2.6. SEM Crystal Characterization

The membrane pieces with precipitated solids, after being triply rinsed with deionized water and
air dried at 20–25 ◦C, were characterized by scanning electron microscopy (SEM, TM-3030, Hitachi,
Japan). The sample examinations by SEM were done at 15 kV accelerating voltage in a Charge-Up
Reduction Mode with crystal phase located on a Conducting Double-Sided Tape and the working
distance of 4.1 mm.

2.7. DLS Characterization of Retentate

Liquid phase was monitored by the dynamic light scattering technique. DLS experiments were
performed at 25 ◦C with Malvern Nano ZS instrument (λ = 633 nm, operating power 4 mW) at θ = 173◦.
Gypsum was always taken as a light scattering material even for the pure PAA-F1 solutions.

3. Results and Discussion

All experiments were monitored in a liquid phase along the retentate saturation (fluorescent
microscope, DLS, fluorescence intensity, pH and calcium concentration measurements) and were
followed by a final SEM analysis of solid membrane surface after each run.

3.1. Blank A Experiment Results

This blank experiment was intended to evaluate “free” PAA-F1 sorption by membrane in
concentration mode run in distilled water, Table 2. The periodic fluorescence intensity measurements
of retentate reveal an increasing sorption of PAA-F1 as K is changing from 1 to 5, Figure 3A.

At the same time, no detectable PAA-F1 concentration was found in permeate. Therefore, an
antiscalant sorption by membrane was estimated as the difference between the PAA-F1 total content
and its real content in liquid phase. Location of PAA-F1 on membrane might provide an isolation of
potential gypsum crystallization centers there. At the same time PAA-F1 “free” concentration remains
at the level of 7 to 12 mg·dm−3, which is capable to provide scale inhibition in the bulk aqueous phase.
Meanwhile DLS reveals no notable content of PAA-F1 globules in aqueous phase.

3.2. Blank B Experiment Results

This experiment is intended to estimate possible PAA-F1 participation in its side reaction with
excess of Ca2+ ions via formation of soluble CanPAA-F1 complexes. Indeed, Figure 3B demonstrates
some changes relative to Figure 3A. It exhibits that calcium ions do interact with PAA-F1 forming
colloid solutions. This manifests in some decrease of fluorescence intensity relative to the Blank A
experiment already at K= 1, and in arrival of a light scattering band, indicating formation of CanPAA-F1
colloids with a mean size of c.a. 400 nm, Figure 4.
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Figure 3. Variation of PAA-F1content monitored by fluorescence intensity within a Blank A (A) and
Blank B (B) experiment: Total content in retentate +membrane (a), its content on membrane, expressed
in units of PAA-F1 concentration in retentate (b), in retentate (c), and in permeate (d).

Figure 4. DLS particle size distribution by intensity in retentate in a Blank B experiment for K = 1.

Indeed, the individual CanPAA-F1 aggregates are then detected on the membrane surface as
bright green spheres with a size ranging from 10 to 20 μm, Figure 5.

 

Figure 5. Fluorescent image of membrane surface deposit after Blank B experiment. Scale marker
corresponds to 200 μm.
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Notably, an excess of calcium ions relative to antiscalant, forces PAA-F1 to concentrate preferably
in [Ca-PAA-F1] moieties, located both in a liquid phase and on a membrane surface. Meanwhile
PAA-F1 “free” concentration remains at the level of 2 to 7 mg·dm−3, which is still capable to provide
scale inhibition in the bulk aqueous phase.

3.3. Blank C Experiment Results

This experiment has to demonstrate non-inhibited RO membrane gypsum scaling as a reference
to the inhibited one. Figure 6 reveals a linear increase of Ca2+ content from 0.015 up to 0.025 mol·dm−3.
When CaSO4·2H2O saturation is achieved (K = 2), the Ca2+ concentration reaches the maximum.
Then [Ca2+] decreases due to the gypsum crystals deposition, and at the final moment (K = 5) [Ca2+]
corresponds almost to its initial level. At the same time 80% of calcium gets deposited as gypsum scale
on membrane surface.

Figure 6. Variation of Ca2+ concentration in a Blank C (a,b,c,d) and in GSI experiment (c’): (a) total
calcium concentration in retentate + membrane; (b) Ca2+ concentration in permeate; (c,c’) “free”
calcium in retentate; and (d) calcium content on membrane surface as gypsum, expressed in units of
calcium concentration.

The corresponding scale on membrane surface fits well typical stick-shaped gypsum crystals
morphology [6], Figure 7A,B. These images leave an impression that the scale is formed by crystal
precipitation from the bulk, rather than by their initial formation on the membrane surface: several
crystals lying on top of each other are clearly visible.

   

(A) (B) (C) 

Figure 7. SEM images of gypsum deposit on membrane surface at the end of the Blank C (A,B) and
GSI (C) experiment. Scale marker corresponds to 20 (A,C) and 5 (B) μm.
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3.4. GSI Experiment Results

Figure 6 demonstrates a PAA-F1 inhibited RO membrane gypsum scaling (Figure 6c’) relative
to the un-inhibited one (Figure 6c). Like in a blank experiment, an increase of Ca2+ content from
15 mmol·dm−3 (K = 1) up to 48 mmol·dm−3 at K = 3 is observed (Figure 6c,c’). This corresponds to the
gypsum saturation SI~2. Then [Ca2+] decreases due to the gypsum crystals deposition, and at the final
moment (K = 5) it corresponds almost to its initial level, Figure 6c’. A variation of calcium concentration
with K in retentate for a Blank C and GSI experiments is nearly the same for K ≤ 1.5, e.g., before
gypsum starts to form, Figure 6c,c’. When K > 1.5 the crystals of CaSO4·2H2O start to form in the Blank
C experiment, while in presence of PAA-F1 this process starts at K>3, and the gypsum formation goes
slower relative to the blank run. A significant shift of curve “c’ ” (GSI experiment) relative to curve “c”
(blank experiment) clearly indicates that an effective inhibition takes place. For K = 3 PAA-F1 reveals
c.a. 90% inhibition, and for K= 4 − c.a. 60%.

Fluorescent images of retentate (Figure 8) correspond well to the calcium content data, Figure 6c’.
Indeed, there are no any crystals in the stock solution (K = 1) and at K = 2 saturation level, Figure 8A,B.
At K = 3 gypsum deposition starts. The corresponding image (Figure 8C) indicates the landslide
formation of numerous gypsum stick-like crystals with a mean size c.a. 10 to 20 μm. These are much
smaller than those found later on the membrane surface after GSI experiment is finished, Figure 7C.
Images (Figure 8C) leave no doubt that the major location of gypsum crystals formation is the bulk
retentate solution, but not the membrane surface. Most of them have no any traces of antiscalant
presence neither on their surface, nor inside of the crystals, Figure 8C–E. Meanwhile, the big bright
green spherical solids with diameter ranging from 10 to 50 μm belong to the solid particles of pure
[Ca-PAA-F1] complexes, which do not have any gypsum inclusions, Figure 8C. Bearing in mind
that there are 360 g of gypsum per 1 g of PAA-F1, their size indicates that almost all antiscalant is
concentrated in [Ca-PAA-F1] particles.

Indeed, if it is assumed that [Ca-PAA-F1] species form 100 nm size primary spherical particles,
then each green sphere presented in Figure 8C corresponds to an aggregate of 105–107 such particles.
Thus most of PAA-F1 and gypsum seem to form solids by itself with no interaction with each
other. This observation is very similar to that one found by us previously for HEDP-F/gypsum
system [22]. For K = 4 most of gypsum and of [Ca-PAA-F1] complexes are deposited on membrane
surface. Therefore much less gypsum crystals remain in the bulk solution, Figure 8D. At K = 5 only a
few gypsum crystals remain in the bulk retentate, while the rest are completely deposited on membrane,
Figures 7C and 8E.

Notably, the size and shapes of gypsum crystals deposited in presence of PAA-F1 (Figure 7C)
are similar to those, observed in a Blank C experiment, Figure 7A. This indicates that there is very
little interaction of antiscalant with gypsum if any during its growth stage. Meanwhile, the size
of CaSO4·2H2O crystals at the end of GSI experiment (Figure 7C) is at least twice bigger than of
those formed in the bulk solution at K = 3 (Figure 8C). Thus, it is likely that, after fast formation in
the bulk medium at K=3, the gypsum crystals pass sedimentation and proceed to grow already on
membrane surface.

Although, there is no bulk crystal formation detected by fluorescent microscopy for K < 3
(Figure 8A,B), the DLS experiment, run in a parallel way, reveals an intensive formation and aggregation
of colloids already at K = 1 and K = 2, Figure 9a,b.

46



Crystals 2020, 10, 309

  
(A) (B) 

 

(C) 

  

(D) (E) 

Figure 8. Fluorescent images of initial undersaturated gypsum solution droplets (A), K = 1, and of
retentate at K = 2 (B), K = 3 (C), K = 4 (D), K = 5 (E) within the GSI experiment.
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Figure 9. DLS particle size distribution by intensity in retentate of the GSI experiment for K = 1 (a),
K = 2 (b) and K = 3 (c).

These data are unable to distinguish gypsum and [Ca-PAA-F1] particles, but they provide some
additional information on what happens in a transparent retentate before visible gypsum crystals
appear. However, DLS gives some independent approval of heterogeneous mechanism of gypsum
particles in the bulk: it clearly indicates that CaSO4·2H2O and/or [Ca-PAA-F1] aggregates appear in
retentate almost immediately after saturation starts. Indeed, according to the classical crystallization
theory [23], this is possible only in the case, when gypsum passes bulk heterogeneous nucleation, and
exactly the “nanodust” plays the role of the solid phase template.

It should be noted that PAA-F1 is more efficient than HEDP-F in a gypsum scale formation
inhibition, reported in [22]. In a similar experiment, run under the same conditions, HEDP-F provides
supersaturated gypsum solution stabilization only for 1 < K ≤ 2 [22], while PAA-F1 is effective for
1 < K ≤ 3. This result is in a good agreement with a sequence found earlier in the batch experiments
for the non-fluorescent analogues HEDP and PAA: PAA>>HEDP [34].

3.5. Tentative Mechanism of Gypsum Membrane Fouling Inhibition by PAA-F1 in RO Process

PAA-F1 has definitely proved itself as an effective antiscalant in gypsum brine RO desalination,
Figure 6. This was also confirmed earlier by the static experiment tests [36]. However, the visualization
of PAA-F1 molecules indicates clearly that there is no definite interaction between antiscalant and
gypsum along the brine RO treatment. The same result was obtained earlier for HEDP-F/gypsum
RO desalination process [22] as well as for batch static experiments with gypsum [20] and barite [21]
in presence of HEDP-F. A tentative mechanism of gypsum inhibition in RO membrane fouling is
proposed [22] and our present data for PAA-F1 give a further approval to this hypothesis.

This mechanism involves interaction of foreign solid impurities (“nanodust”), which are always
present in RO brines (Table 1), with antiscalant. In the absence of scale inhibitor the gypsum nucleation
has a heterogeneous origin with solid foreign particles (“nanodust”) serving as nucleation centers in
the bulk retentate solution. Antiscalant molecules block these nucleation centers partly or completely,
via sorption on their surface before retentate gets supersaturated relative to gypsum. Thus, when
gypsum solution gets supersaturated, the potential sorption centers on the surface of “nanodust”
particles become much less available for gypsum layers formation. This hampers and retards the
process of scale formation.

Indeed, as it was mentioned earlier, there are at least 106 molecules of PAA-F1 (with a mean
number of 50 monomer units, e.g., 4000 Da) per one nano/microdust particle in the system studied.
A simple calculation indicates, that one PAA-F1 molecule is capable to cover 4 nm2 of a particle surface,
being completely stretched, Assuming that all nano/microdust particles have an equal size of 100 nm
and an ideally spherical form, there are only 7.9·103 molecules of PAA-F1 needed to cover the whole
single particle surface by a monolayer. An option to occupy only some active centers diminishes this
number, while globular conformation of polymer molecule increases it. Evidently PAA-F1 is capable
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to cover all potential nucleation centers several times. Anyhow a supposition that it blocks a sufficient
part of them is a quite realistic one.

On the other hand, although a high excess of PAA-F1 over nano/microdust particles surface area
slows down gypsum scale formation, it does not stop this process. Therefore, both CaSO4·2H2O and
[Ca-PAA-F1] phases are formed in a parallel way braking each other, as they compete for one and the
same set of natural nucleation centers (colloid impurities) present in retentate. Notably, our conclusions
derived from antiscalant visualization are perfectly supported by the independent DLS studies [38,39].

At the same time our results conflict somehow with the conclusions of numerous reports on static
gypsum crystals formation in supersaturated aqueous solutions [24–33]. All these studies are built on
the grounds of homogeneous nucleation scenario, excluding the possibility of “nanodust” presence.
Meanwhile, the “nanodust” was surely present in these experiments, that all use Sigma-Aldrich high
purity reagents (>98–99%), a double-deionised boiled water, and (in some cases) stock solutions
filtration operating 200 nm filter. However, none of these solutions was then examined for the residual
solid nanoparticles content. In order to make the situation clear, we have done a blank test, operating
model Sigma-Aldrich KCl salt (ACS reagent, 99.0–100.5% CAS 7447-40-7) and a particle counter. Then
KCl was dissolved in deionized water (340 particles bigger than 100 nm in 1 mL) to make 0.1 mol·dm−3

solution. This KCl solution revealed 268000 particles bigger than 100 nm in 1 mL. This solution was
filtered with 220 nm filter and a “purified” solution demonstrated still 1540 particles bigger than
100 nm in 1 mL. A homogeneous scenario was unlikely to take place in [24–33] as an energy barrier for
crystals nuclei formation is much lower for heterogeneous scenario, than for homogeneous one [23].

It should be noted that in an excellent study by Nicoleau, Van Driessche and Kellermeier [30] on
static gypsum crystallization, in the presence of polyacrylate and of some other polymers, run on the
other grounds, a conclusion was partly similar and partly alternative to ours. It was indicated that
the polymers do not change the nature of the nucleating primary species, but rather modulate their
subsequent growth and/or aggregation increasing the viscosity of the solution. However, the authors
of this study [30] did not control “nanodust” content and could not monitor the polymer location.
On the other hand, we did not control the viscosity. Our data could be a valuable supplement to the
studies [24–33].

Our recent results [20–22], and the data of a present study, indicate the importance of natural
background particles for scale inhibitors application strategies. As ppb impurities, these are always
present in any ultrapure reagent or solvent, specially prepared for microelectronics, to say nothing of
technical grade purity reagents and brackish water commonly used in RO technologies. The particular
chemical nature of this “nanodust” is a challenge for researchers, as far as it is hardly possible to
isolate them completely from a liquid phase. In our opinion, these solid impurities are chemically
non-uniform, and their different ingredients have different affinity towards scale material and
antiscalants. Their composition may vary between water samples. At present, only a rough and
incomplete estimation of its chemical composition and particle size distribution is feasible. However,
even the treatment of “nanodust” as a “blackbox” may become very fruitful.

At the same time, the fluorescent antiscalants may become a promising tool in scale formation
studies. This method has very high sensitivity and is widely used in analytical applications [35] as well
as a powerful traceability approach in medicine [40]. Normally, the method sensitivity corresponds to
the ppb level for both solid and liquid samples. For example, the detection limit of Rhodamine is in
the range of 0.01 ppb in distilled water (25 mm cuvette) [35], and fluorescence quantum yield of our
fluorescent inhibitor is quite close to Rhodamine [35,36]. Thus, localization of fluorescent inhibitor upon
crystals/particles of scale is a valid approach. On the other hand, an absence of fluorescence is a clear
indication that the fluorescent inhibitor is not present in the solution but either forms self-aggregates
or participates in the crystal formation.
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4. Conclusions

Visualization of fluorescent-tagged antiscalants provides a deeper insight of antiscaling
mechanisms in reverse osmosis facility desalination. A case study of gypsum scale formation
revealed a nonconventional mechanism of antiscalant efficacy. Scaling supposedly takes place in the
bulk retentate phase via heterogeneous nucleation step. The “nanodust” particles play a key role as
gypsum nucleation centers. It is demonstrated that contrary to popular belief an antiscalant interacts
not with gypsum nuclei, but with “nanodust” particles, isolating them from calcium and sulfate ions
sorption. Therefore, the number of gypsum nucleation centers are reduced, and in turn, the overall
scaling rate is diminished.

At the same time, significant amounts of work is still necessary, in order to understand how much
the case of gypsum is a universal one. Therefore, a study of fluorescent-tagged polyacrylates and
phosphonates in RO desalination of carbonate brines is underway now.
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Abstract: Crystallization-based separation of curcumin from ternary mixtures of curcuminoids
having compositions comparable to commercial extracts was studied experimentally. Based on
solubility and supersolubility data of both, pure curcumin and curcumin in presence of the two
major impurities demethoxycurcumin (DMC) and bis(demethoxy)curcumin (BDMC), seeded cooling
crystallization procedures were derived using acetone, acetonitrile and 50/50 (wt/wt) mixtures of
acetone/2-propanol and acetone/acetonitrile as solvents. Starting from initial curcumin contents
of 67–75% in the curcuminoid mixtures single step crystallization processes provided crystalline
curcumin free of BDMC at residual DMC contents of 0.6–9.9%. Curcumin at highest purity of
99.4% was obtained from a 50/50 (wt/wt) acetone/2-propanol solution in a single crystallization step.
It is demonstrated that the total product yield can be significantly enhanced via addition of water,
2-propanol and acetonitrile as anti-solvents at the end of a cooling crystallization process.

Keywords: curcumin; purification; ternary mixture of curcuminoids; crystallization

1. Introduction

Curcumin (abbreviated CUR), known as diferuloyl methane, is an intense orange-yellow
solid and a natural ingredient of the plant rhizome of Curcuma Longa L. Two derivatives of CUR,
demethoxycurcumin (abbreviated DMC) and bis(demethoxy)curcumin (abbreviated BDMC), can be
found in the plant as well. Altogether they are known as curcuminoids (abbreviated CURD).
Depending on the soil condition, the total content of CURDs in the plant rhizome varies between 2
and 9%. With approximately 70% of the total CURD content CUR represents the major component
in turmeric [1–3]. As highlighted in Figure 1, the presence or absence of a methoxy functional group
on o-position to a phenolic group represents the only difference in the chemical structure of the three
CURDs. The molecular structure of CUR comprising two equally substituted aromatic rings linked
together by a diketo group, which exhibits keto-enol tautomerism, plays a crucial role in the reactivity
of CUR [4,5].
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Figure 1. Curcuminoids extracted from the rhizome of Turmeric (Curcuma longa L.) and molecular
structures of the three major constituents (curcumin (CUR), demethoxycurcumin (DMC) and
bis(demethoxy)curcumin (BDMC)).

Studies show that CUR can be potentially used to treat over 25 diseases due to its anti-oxidative,
immunosuppressive, wound-healing, anti-inflammatory and phototoxic effects [6–8]. These include,
in particular, neurodegenerative diseases, such as Alzheimer’s and Parkinson’s diseases, diabetes,
heart sickness, bacterial, viral and fungal diseases, AIDS and over 20 different cancers [9–12]. In addition
to CUR, also the potential use of DMC and BDMC in the prevention of cancer was emphasized [13–15].
It was reported that DMC has the stronger effect on the inhibition of human breast tumor cells,
followed by CUR and BDMC [16]. Ruby et al. described the higher bioavailability and cytotoxic
activity of BDMC in animal cells [17].

Due to the higher reactivity of CUR associated with the stronger pharmacological activity on the
human body comparable to the two other derivatives, CUR currently remains the targeted turmeric
compound [18]. Despite the diverse pharmacological effects, the practical insolubility of CUR in water
results in a very low bioavailability of the molecule and therewith leads to a limited usage as a drug [19].
To improve the bioavailability, formulation of curcumin nanoparticles or metal complexes were
successfully implemented [20,21]. In addition, the application of CUR together with artemisinin in a
CUR-artemisinin combination therapy against malaria was reported to decrease the drug resistance [22].
Moreover, the formulation of a CUR-artemisinin co-amorphous solid showed a higher therapeutic
effect in the treatment of cancer than the single drug formulation [23]. For each of the application,
CUR has to be available in chemically pure form and in sufficient amount.

H.J.J. Pabon described the preparation of synthetic CUR and related compounds [24]. Kim et al.
recently published a process for production of CURDs in engineered Escherichia coli [25]. Nevertheless,
the separation of CUR by means of solvent extraction from the plant rhizome still represents the most
economical way of CUR production. In addition to plant proteins, oils and fats, the final extract
contains 80% of the ternary CURD mixture [26]. In this mixture CUR is the major component
with approximately 64% share of the total CURD content, together with 21% DMC and 15%
BDMC [27]. Commercially available mixture usually contains 77% CUR, 17% DMC and 6% BDMC [28].
Consequently, CUR has to be purified from the ternary mixture.

There are two methods for separation of CUR from the mixture of CURDs described in the
literature: by means of column or thin layer chromatography and by crystallization from solution.

For the chromatographic separation of CUR, silica gel (untreated or impregnated with sodium
hydrogen phosphate) is commonly used as a stationary phase and various binary solvent mixtures of
dichloromethane, chloroform, methanol, acetic acid, ethyl acetate and hexane as the mobile phase [29].
At the end of the process, three chromatographic fractions are enriched with the three CURDs,
respectively [30,31]. Usually crystallization is applied as the final formulation step providing the solid
product with desired specifications.

In the last decade, crystallization as a single separation technique was studied to purify CUR
from the ternary mixture of curcuminoids [32–34]. Processes were described exploiting anti-solvent
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addition or system cooling, using methanol, ethanol and 2-propanol as process solvents and water as
anti-solvent (Table 1).

Table 1. Overview of the results of published studies on CUR purification via crystallization: References
1–3 relate to [32–34], respectively.

Reference

Raw Mixture
Content of Solvent

Crystallization
Method

No. of
Crystallization

Steps

Product
Content of

Total
Yield

%CUR
%

DMC
%

CUR
%

DMC
%

1 / 1 / 1 Methanol
Anti-solvent

addition,
water

3 92.2 7.8 40

2 82.0 16.0 Ethanol Cooling, 70 ◦C
to 5 ◦C 2 96.0 4.0 / 1

3 78.6 17.7 2-Propanol Cooling, 60 ◦C
to 20 ◦C 3

>98/
99.12

<2/
0.92 50 2

1 not specified; 2 optimized crystallization conditions.

As summarized in Table 1, from initial CURD mixtures crystalline CUR with purities of 92.2%,
96.0% and 99.1% at overall yields between 40 and 50% were obtained. The used separation methods
were implemented as multi-step processes consisting of at least two successive sub-steps. It is reported
that the main part of BDMC could be depleted after the first separation step, full removal was achieved
after the second crystallization step [33,34]. DMC was always present in the final product. Ukrainczyk
et al. observed an exponential decrease of the removal efficiency of DMC with increasing number of
successive crystallization steps [34].

In order to reach the desired product purity and also to improve the overall process yield,
a combination of the two separation techniques, chromatography and crystallization, was recently
studied. Horvath et al. successfully implemented this integrated process for recovery of 99.1%
pure artemisinin from an effluent of a photocatalytic reactor with 61.5% yield [35]. Heffernan et al.
demonstrated the purification of single CURDs from the crude curcumin extract. There, the firstly
performed crystallization process comprised three crystallization cycles, which provided 99.1% pure
CUR in the final crystalline product. In the second process step, the remaining mother liquor was
processed by column chromatography to isolate DMC and BDMC with purities of 98.3% and 98.6%
and yields of 79.7% and 68.8%, respectively [36].

As has been demonstrated for other natural product mixtures, crystallization is a powerful
technique to isolate a target compound from a multicomponent mixture within a single crystallization
step [37,38]. Due to the fact that a 98% minimum purity of CUR is already sufficient for further
drug application in pharmaceutical preparations [22], this study is directed to develop a separation
process for isolation of pure crystalline CUR from the ternary mixture of CURDs within a single
crystallization step.

To separate a target compound from a multi-component mixture, seeded cooling crystallization is
preferably applied. Anti-solvent is usually added either at the beginning of the cooling step to generate
the supersaturation in the solution or at the end of the process to increase the overall crystallization
yield [39].

To purify CUR from the crude CURD mixture, seeded cooling crystallization processes were
designed on the basis of solubility and nucleation measurements of pure CUR and CUR in presence of
the CURDs mixture components in acetone, acetonitrile, ethanol, methanol, 2-propanol and selected
binary mixtures thereof. Finally, with respect to the solubility results, 2-propanol, acetonitrile and
water were considered as anti-solvents to improve the overall process yield.
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2. Materials and Methods

2.1. Materials

Solid standards of curcumin, demethoxycurcumin (both >98%, TCI Chemicals) and
bis(demethoxy)curcumin (>99%, ChemFaces China) were used as standards for HPLC and X-ray
powder diffraction (XRPD) analysis. The solid standard of curcumin was also used to determine the
solubility and nucleation behaviors. During the study, four crude solid mixtures of CURDs were
purchased from Sigma Aldrich and Acros. The content of CUR, DMC and BDMC in the solids,
determined by means of HPLC, is summarized in Table 2.

Table 2. Comparison of the crude solids purchased from Sigma Aldrich (crude solids No. 1–3) and
Acros (crude solid no. 4), each representing a ternary mixture of the three CURDs.

Crude Solid No. CUR Content wt% DMC Content wt% BDMC Content wt%

1 67.2 25.5 7.3
2 70.8 23.5 5.7
3 75.0 19.2 5.8
4 80.7 16.5 2.8

The highest CUR content of 80.7% was found in the crude solid obtained from Acros. The CUR
content in the crude solids from Sigma Aldrich varies between 67.2% and 75.0% depending on the
purchased charge, but is most similar to that of plant extract [28]. Accordingly, the solids from Sigma
Aldrich were used as crude mixture for crystallization experiments. It should be emphasized that the
analyzed significant differences of the CUR content in the three solid charges made the implementation
of the designed crystallization process more challenging.

Acetone, acetonitrile, ethanol, methanol and 2-propanol (>99.8%, HiPerSolv CHROMANORM,
VWR Chemicals, Germany) were used for solubility studies and for the crystallization experiments.

2.2. Analytical Methods

An analytical HPLC unit (Agilent 1200 Series, Agilent Technologies Germany GmbH) was used
to characterize the solid standards, to quantify the CUR, DMC and BDMC contents in the crude
mixtures as well as in the final crystallization products. The reversed phase method reported by
Jadhav et al. [40] was adjusted as follows: the mobile phase composition was fixed to 50/50 (vol/vol)
acetonitrile/0.1% acetic acid in water. Before usage water was purified via Milli-Q Advantage devices
(Merck Millipore). The eluent flow-rate was set to 1 mL/min. Solid samples preliminarily dissolved in
acetonitrile were injected (injection volume 1 μL) in the column (LUNA C18, 250 × 4.6 mm, 10 μm,
Phenomenex GmbH, Germany, column temperature 25 ◦C) and analyzed at a wavelength of 254 nm.
Figure 2 shows chromatograms of the solid standards of BDMC, DMC and CUR compared to a ternary
mixture of CURDs (exemplarily crude solid No. 3).

X-ray powder diffraction (XRPD) was applied to characterize the purchased solid standards,
solid fractions obtained during the solubility studies and the crystallization products. For the
measurements, solid samples were ground in a mortar and prepared on background-free Si single
crystal sample holders. Data were collected on an X‘Pert Pro diffractometer (PANalytical GmbH,
Germany) using Cu-Kα radiation. Samples were scanned in a 2Theta range of 4 to 30◦ with a step size
of 0.017◦ and a counting time of 50 s per step.

2.3. Solubility and Metastable Zone Width Measurements

Solubility investigations of pure CUR in acetone, acetonitrile, ethanol, methanol and 2-propanol
were carried out via the classical isothermal method [41]. To evaluate the impact of the main impurities
(DMC and BDMC) on the solubility behavior of CUR, the crude mixture of CURDs no. 2 was used
in selected process solvents. Suspensions containing excess of solid CUR and 5 mL solvent were
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introduced in glass vials. To guarantee efficient mixing of the prepared suspensions, vials were
equipped with a magnetic stirrer and sealed. Samples were placed in a thermostatic bath and
allowed to equilibrate at constant temperatures between 5 and 70 ◦C for at least 48 h under stirring.
Afterwards, samples of equilibrated slurries were withdrawn with a syringe and filtered through a
0.45 μm PTFE filter. Obtained liquid phases were analyzed for solute content by HPLC. To preserve
equilibrium conditions for low temperature samples, syringes and filters were precooled before usage.
The corresponding wet solid fractions were characterized by XRPD.

 
Figure 2. Analytical HPLC chromatograms of solid standards of BDMC, DMC, CUR and of the crude
mixture No. 3 (see Table 1).

Metastable zone width data of pure CUR in selected process solvents were acquired by means of the
multiple reactor system Crystal16TM (Avantium Technologies BV, Amsterdam). Suspensions containing
known excess amount of solid in solvent were prepared in standard HPLC glass vials, equipped with
magnetic stirrers and subjected to a heating step from 5 to 60 ◦C and a subsequent cooling step from 60 to
−15 ◦C, both at a moderate rate of 0.1 ◦C/min. Temperatures of a “clear” and “cloud” point representing
the respective saturation and nucleation temperatures were obtained via turbidity measurement.

Batch crystallization experiments were conducted in a jacketed 200 mL glass vessel equipped with
a Pt-100 resistance thermometer (resolution 0.01 ◦C) connected to a thermostat (RP845, Lauda Proline,
Germany) to control the system temperature. A magnetic stirrer was used for agitation.

With respect to the determined solubility behavior of CUR, four process solvents were selected.
Consequently, four cooling crystallization processes were derived and conducted. Table 3 gives an
overview of the chosen process solvents and the CURD mixtures to be separated. Exact solution
composition data (Table 5) and the applied crystallization procedures are presented and discussed in
connection with crystallization process design in Sections 3.2 and 3.3.

Table 3. Overview of the selected process solvents and the corresponding crude solids.

Process
Process Solvent

Crude Solid
No. No.

1 Acetone 3
2 50/50 (wt/wt) acetone/2-propanol 2
3 50/50 (wt/wt) acetone/acetonitrile 1
4 Acetonitrile 1
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3. Results and Discussion

3.1. Selection of Solvents for Crystallization

To design a crystallization-based purification process, the selection of an appropriate solvent is
crucial. The operation parameters for the crystallization process are established based on the specific
solubility and nucleation behavior of the target compound in the corresponding solvent.

3.1.1. CUR Solubility in Acetone, Acetonitrile, Methanol, Ethanol and 2-propanol

Acetone, acetonitrile, methanol, ethanol and 2-propanol were selected as possible process solvents
because of their low toxicity. CUR solubilities determined in these solvents are shown in Figure 3.
As seen CUR solubilities increase with increasing temperature in all solvents. Compared to acetone,
CUR is significantly less soluble in the other solvents (less than 1 wt%, except in acetonitrile at 40 ◦C).
Hence, acetone was chosen as a suitable solvent for seeded cooling crystallization and acetonitrile,
methanol, ethanol and 2-propanol were considered as potential anti-solvents. According to the
published very poor solubility of CUR in water (approx. 1.3 × 10−7 wt% at 25 ◦C) water was also taken
into account as anti-solvent without extra solubility studies [20].

Figure 3. Solubility behavior of CUR in acetone, acetonitrile, methanol, ethanol and 2-propanol.
Symbols represent experimental data, fitted curves just serve as guide to the eyes.

In Figure 4, CUR solid phase XRPD patterns are shown obtained from isothermal equilibration
of CUR suspensions (Figure 4a), and by (polythermal) cooling of saturated CUR/solvent mixtures
(Figure 4b–f). Measured patterns are compared with references for the three CUR polymorphs derived
from single crystal data given in the Cambridge Structural Database (CSD) [42].

Commercial solid standard of CUR, which represents the initial solid for isothermal solubility
studies, and all CUR solid phases obtained in equilibrium with saturated solutions in the solvents
studied (Figure 4a) perfectly match the pattern of the known CUR polymorph I. XRPD patterns
obtained for CUR recrystallized polythermally from acetone and acetonitrile solutions (Figure 4b,c)
can be assigned to CUR I as well. CUR phases obtained by cooling of saturated methanol, ethanol and
2-propanol solutions (Figure 4d–f) do not match any shown reference phase, but (except a small
missing reflex at 6.8◦ in the ethanol pattern) are identical to each other. Aside from that, their XRPD
patterns differ from the CUR I phase only by some additional reflexes in the 2Theta range of 6◦–8◦.
One hypothesis explaining this behavior might be incorporation of small amounts of respective alcohol
molecules in the crystal structure without changing the structure type. Further, according to the
known complex solid phase behavior of CUR [42–48] and BDMC [49,50], also the formation of a new
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metastable form of CUR in the three alcohols or a solvate phase from ethanol are possible explanations.
Since elucidation of the CUR phase behavior was not the main focus of the present study, this issue has
to be verified in future investigations.

Figure 4. X-ray powder diffraction (XRPD) patterns of CUR crystalline phases (a) obtained from
isothermal equilibration of CUR suspensions, and (b–f) recrystallized by cooling of saturated CUR
solutions in acetone (b), acetonitrile (c), methanol (d), ethanol (e), 2-propanol (f). The topmost
diffractogram refers to the CUR solid standard. The three lowermost diffractograms specify the
reference crystal structures of CUR polymorphs I-III simulated from CSD single crystal data [42].

With the aim to selectively crystallize pure CUR (form I) from the crude CURD solution and to
suppress spontaneous nucleation of undesired DMC and BDMC components, seeding with CUR solid
standard (form I) was applied in cooling crystallization experiments.

To evaluate the anti-solvents effect on the CUR solubility in acetone, saturation concentrations
of CUR (solid standard) were measured at 30 ◦C in the 50/50 (wt/wt) acetone/anti-solvent mixtures,
exemplarily. Figure 5 shows that the obtained solubility data of CUR in the four binary solvent
mixtures deviate from the ideal linear behaviors. Moreover, it is seen that the addition of methanol,
ethanol and 2-propanol induces a dilution effect rather than the expected supersaturation of the solution.
Since the relative dilution effect of ethanol and methanol is larger than that of 2-propanol, they are not
considered further for crystallization process design. In contrast, the addition of acetonitrile increases
the supersaturation of CUR in acetone. Therefore, a high product yield can be expected. Consequently,
the following four process solvents were selected to conduct the seeded cooling crystallization of
CUR: pure acetone and acetonitrile as well as 50/50 (wt/wt) mixtures of acetone/2-propanol and
acetone/acetonitrile.

3.1.2. Effect of DMC and BDMC on CUR Solubility in the Selected Process Solvents

Before designing seeded cooling crystallizations, the solubility behavior of CUR was evaluated
in presence of the main impurities DMC and BDMC in acetone, 50/50 acetone/2-propanol,
50/50 acetone/acetonitrile and acetonitrile. In Figure 6, the resulting solubility data are compared with
the solubility values of pure CUR in the respective solvents.
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Figure 5. Effect of anti-solvents methanol, ethanol, 2-propanol and acetonitrile on the solubility of
CUR in acetone at 30 ◦C. Symbols represent experimental data, curves are just guide to the eyes.
Dashed curves originate from experimentally determined solubility values in the respective 50/50
(wt/wt) acetone/anti-solvent mixtures. Thin solid lines represent ideal linear solubility behaviors.

 
Figure 6. Comparison of solubility curves determined for pure CUR (empty circles, grey curves), and
CUR in presence of the main impurities (solid circles, colored curves). Symbols represent experimental
data, fitted curves serve as guide to the eyes.

As seen the solubilities of CUR in presence of DMC and BDMC slightly exceed those of pure CUR
in the four solvents. Moreover, comparison of the CUR solubility in 50/50 acetone/2-propanol and 50/50
acetone/acetonitrile shows that with the use of acetonitrile as anti-solvent, a higher supersaturation of
CUR in the solution can be obtained resulting in a higher product yield. This observation confirms the
behavior of pure CUR in the binary solvents discussed in Figure 5.

3.2. Design of the Seeded Cooling Crystallization for Separation of CUR

Based on the solubility curves of CUR in presence of the main impurities and the observed
nucleation behavior of pure CUR in the respective solvents, four seeded cooling crystallization
processes were derived to separate CUR from the CURD mixtures as illustrated in Figure 7.
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Figure 7. Design of the seeded cooling crystallization processes of CUR based on the solubility curves
of CUR in presence of the main impurities (solid lines) and the nucleation border of pure CUR (dashed
lines) in acetone (1), 50/50 acetone/2-propanol (2), 50/50 acetone/acetonitrile (3) and acetonitrile (4).
Black solid/dashed lines with arrows are imaginary curves representing the variation of the CUR
concentration during the crystallization process. (Tstart/Tend: start/end temperature of the cooling step;
stars: temperature of seed addition; ΔcTD: maximal depletion of CUR from solution).

The starting temperatures of the crystallization processes in the 50/50 mixtures of
acetone/2-propanol and acetone/acetonitrile and in acetonitrile were set at 60 ◦C. To avoid uncontrolled
evaporation of acetone, 45 ◦C was chosen as the starting temperature in this solvent.

The temperatures at which seeds of pure CUR (form I) were introduced into the acetone,
50/50 acetone/acetonitrile and acetonitrile solutions were chosen to be at least 5 K below the saturation
temperature of CUR (approximately in the first third of the metastable region). However, the metastable
region of CUR in 50/50 acetone/2-propanol (Figure 7, purple lines) is significantly closer than for the
other three solvent systems. Therefore, the seeds were added at approximately half of the metastable
region. An overview of the selected process parameters for the four seeded cooling crystallization
processes is given in Table 4.

Table 4. Overview of the selected crystallization process parameters.

Process
Process Solvent

Tstart Tsat Tseeds Tend Cooling Rate
No. ◦C ◦C ◦C ◦C K/h

1 Acetone 45 37 30 0 10
2 50/50 acetone/2-propanol 60 51 46 0 10
3 50/50 acetone/acetonitrile 60 57 51 0 10
4 Acetonitrile 60 56 51 0 10

Tstart/Tend: start/end temperature of cooling step; Tsat: CUR saturation temperature; Tseeds: seeding temperature.
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The initial concentrations of CUR in the crude CURD mixtures were selected in accordance
with the set starting temperatures to guarantee undersaturation of CUR in the starting solutions.
The amounts of the crude solids, the process solvents and the calculated initial CUR content in the
four starting solutions are listed in Table 5.

Table 5. Amount of initial substances used in the four crystallization processes.

Process m (CURD) m (Solvent) cstart (CUR) cend = csat (CUR) ΔcTD (CUR) mmax (CUR)
No. g g wt% wt% wt% g

1 19.0 150 8.4 5.1 3.3 5.7
2 14.0 150 6.4 3.2 3.2 5.1
3 11.5 140 5.1 1.5 3.6 5.5
4 5.2 150 2.2 0.5 1.7 2.7

m(CURD), m(Solvent): amounts of CURD mixture and solvent used for the starting solution; cstart(CUR): calculated
concentration of CUR in the starting solution; cend=csat: concentration of CUR at the end of the cooling process,
equal to the respective saturation concentration, from solubility study; ΔcTD(CUR): max. possible change of CUR
concentration at the end of the cooling process, calculated based on the thermodynamic values; mmax: maximal
achievable mass of CUR, calculated based on the thermodynamic values.

3.3. Implementation of the Purification Process

In the first step, the four initial crude solutions were prepared using the corresponding amount
of the crude solid mixture in the respective solvent (Table 5). The seeded cooling crystallization of
CUR was conducted in a second step following the four process trends shown in Figure 7. Starting at
set temperatures, the unsaturated clear solutions were cooled down to 0 ◦C at a linear rate of 10 K/h.
After exceeding the corresponding saturation temperature, seed crystals of pure CUR form I (ca. 50 mg)
were introduced into the supersaturated solution at Tseeds (Table 4). At the end of the cooling process at
0 ◦C, the obtained product suspensions were stirred for further 0.5 h. Subsequently, solid-liquid phase
separation was carried out on suction filters (pore size of filter paper 0.6 μm). To remove adhering
mother liquor from the filter cake, the collected crystals were washed with about 100 g of cold acetone
(< 0 ◦C, in processes 1-3) or with acetonitrile (< 0 ◦C in process 4). Then, dried at 40 ◦C, the purity of
CUR and the yield were analyzed. During the washing process with acetone a visible dissolution of
the filter cake was observed, caused by the high solubility of CUR in acetone (about 5 wt% at 0 ◦C).
Accordingly, lower product yields could be assumed in the processes of using acetone as washing
solvent (in processes 1-3).

The results of the four conducted seeded cooling crystallizations are summarized in Table 6. The
maximum thermodynamically possible yield of CUR ηTD was calculated according to Equation (1), the
total product yield of CUR η according to Equation (2).

ηTD(CUR) =
mproduct·CUR product content

mmax
(1)

η(CUR) =
mproduct·CUR product content

mstart(CUR)
(2)

Table 6 shows that in the 50/50 acetone/2-propanol mixture (process 2), the highest purity of CUR
(99.4%) in the crystalline product was achieved. However, only 13% of the initial CUR content in the
crude mixture was recovered. Crystalline CUR with decreasing purity of 95.7%, 92.3% and 90.1% but
increasing total product yields of 31%, 55% and 62% was obtained from acetone, acetonitrile and 50/50
acetone/acetonitrile, respectively. The lower total yields from acetone and acetone/2-propanol solutions
are partly associated with the enhanced CUR solubility at the final process temperature compared to
the acetonitrile-containing solutions (see Figure 7), which, however, does not explain the extremely
low yield achieved in the latter case.

The obtained purity results further verify that BDMC could completely be removed from the
crystalline products within a single separation step, while the content of DMC was noticeably reduced.
The presence of DMC as impurity in the products can be probably attributed to the most similar
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molecular structure of DMC and CUR (Figure 1). It can be postulated that DMC molecules compete
with CUR in the solution upon forming the main crystal lattices. To ascertain, whether DMC is
present near CUR in the crystalline form or as amorphous phase, the four crystallization products were
analyzed by XRPD. In Figure 8 the corresponding patterns are compared with the commercial solid
standards of DMC and CUR.

Table 6. Results of the four seeded cooling crystallization processes. Table columns containing the
products purity and yield are highlighted in grey.
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g % % % g g % % % % %

1 Acetone 14.3 75.0 19.2 5.8 5.7 4.6 95.7 4.3 0 77 31

2
50/50

acetone/
2-propanol

9.9 70.8 23.5 5.7 5.1 1.3 99.4 0.6 0 25 13

3
50/50

acetone/
acetonitrile

7.7 67.2 25.5 7.3 5.5 5.3 90.1 9.9 0 87 62

4 Acetonitrile 3.5 67.2 25.5 7.3 2.7 2.1 92.3 7.7 0 72 55

mstart(CUR): calculated amount of CUR in the mixture of CURDs; mmax: max. achievable mass of CUR, based on the
thermodynamic values; m(product): mass of the crystalline product gained; ηTD(CUR): max. thermodynamically
possible yield of CUR; η(CUR): total product yield of CUR.

Figure 8. XRPD patterns of four crystallization products with increasing CUR content.

Since all XRPD reflexes in the diffractograms from the crystalline products can be clearly
distinguished and are uniformly on the baseline, the presence of an amorphous fraction in the solid
products cannot be confirmed. Moreover, all XRPD patterns seem to be identical to the CUR solid
standard. Despite the increasing DMC content in the crystalline products (0.6–9.9%), none of the
recorded patterns can be clearly assigned to the solid standard of DMC. Only a slight shift of single
reflexes of crystalline products is indicated with increased DMC content in the solids.

Due to the strong similarity of CUR and DMC molecules, partial miscibility at the solid state might
be a possible explanation here. However, dependent on the instrument and the structural similarity of
the compounds used the limit of detection of the XRPD method is known to be 5–7 wt% and 1 wt%
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in best cases. Thus, incorporation of DMC molecules is not readily assessable by XRPD at these low
contents. Clarifying this issue requires further work which was out of the scope of this paper.

3.4. Improvement of the Total Yield by Means of Anti-Solvent Addition

To increase the product yield of the seeded cooling crystallization, it is suitable to conduct
anti-solvent addition to the product suspension at the end of the cooling step [39]. In this work, to
improve the overall yields of processes 1, 2 and 4 addition of water, 2-propanol and acetonitrile as
anti-solvents of CUR in acetone was investigated. The final solvent/anti-solvent ratio was set to 25/75
(wt/wt). The study was conducted using the crude solid no. 1 with the lowest CUR content of 67.2%.

In the first step three equal starting solutions containing 8.5 wt% CUR in acetone were prepared
and three identical seeded cooling crystallization processes were carried out as previously described in
process no. 1. When the set end temperature of the cooling profile (0 ◦C) was reached, cold anti-solvent
(< 0 ◦C) 2-propanol (process 1–2) and acetonitrile (process 1–3) was added to the product suspension,
respectively (see Table 7). Afterwards the system was stirred for 3 h at constant 0 ◦C. The addition of
water (process 1–1) was carried out at 26 ◦C after introducing CUR seeds to the supersaturated acetone
solution. Then the suspension was cooled down to the end temperature 0 ◦C and stirred also for 3 h.
Solid-liquid phase separation was performed at the end of each anti-solvent crystallization process.
The crystalline products were dried at 40 ◦C and the CUR purity and yield analyzed. To maintain the
total product yield and avoid the previously observed dissolution of the filter cake during washing
with cold acetone, the washing step was skipped. The results obtained are summarized in Table 7.

Table 7. Overview of the results to improve total product yield (η(CUR)) via anti-solvent addition.
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1-1 25/75 acetone/water 2.9 67.2 25.5 7.3 2.7 85.5 13.4 1.1 79 

1-2 25/75 acetone/2-propanol 2.9 67.2 25.5 7.3 1.1 96.2 3.7 0.1 36 

1-3 25/75 acetone/acetonitrile 2.9 67.2 25.5 7.3 2.3 88.3 10.8 0.9 70 

In all processes, addition of anti-solvent to the product suspension at the end of the cooling
step led to a significant increase of yields. However, the CUR purity in the final crystalline products
was noticeably decreased. DMC and in addition low amounts of BDMC (≤1.1%) were present as
impurities. In addition to a detrimental effect of abstaining from product washing, an anti-solvent
effect on DMC and BDMC cannot be excluded here (even solubility of DMC and BDMC is reported to
exceed that of CUR in acetonitrile and isopropanol [34]). However, similar to the cooling crystallization
(Table 6), the use of 2-propanol as anti-solvent (process 1–2) provided CUR at highest purity (96.2%)
but at significantly lowest yield (36%). Regarding the reduced yield in presence of 2-propanol it can
only be presumed at this stage, that, as indicated in polythermal (non-seeded) solubility studies from
2-propanol, an additional metastable (and thus higher soluble) polymorph or solvate phase occurs
which causes the respective CUR remaining in the solution phase and thereby reducing the CUR yield
in the solid phase.
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4. Conclusions

In this work, the solubility behavior of pure CUR and CUR in presence of the two main impurities
DMC and BDMC as well as supersolubilities in acetone, acetonitrile, methanol, ethanol, 2-propanol and
their binary mixtures were investigated first. Based on the data obtained, seeded cooling crystallizations
in four different process solvents (acetone, acetonitrile and 50/50 (wt/wt) mixtures of acetone/2-propanol
and acetone/acetonitrile) were designed and implemented. As a result, the purity of CUR could be
increased from initial CUR contents of 67–75% in the curcuminoid mixtures up to values of 90.1–99.4%
in a single crystallization step. All crystallization processes provided crystalline curcumin (form
I) free of BDMC after this single crystallization step. DMC was significantly depleted from initial
contents of 19.2–25.5% in the crude mixtures to residual contents of 0.6–9.9%. Total product yields
were significantly enhanced to 70–79% via addition of water and acetonitrile as anti-solvents at the end
of the cooling crystallization process.

The presence of crystalline or amorphous DMC in the CUR products could not be detected by
XRPD analysis. Whether this is caused by experimental detection limits or by potential formation of
CUR/DMC mixed crystals has to be clarified in future studies.

Based on the work presented, a seeded cooling crystallization from a 50/50 (wt/wt)
acetone/2-propanol solvent mixture is seen as the best purification strategy providing CUR at highest
purity of 99.4%, BDMC free in a single crystallization step. However, there is still space for process
optimization in particular with respect to yield. This includes application of a reduced cooling rate and
a lowered final cooling temperature to increase both crystallization and total yield. Further, to avoid
product losses in downstream processing washing the product with an acetone/anti-solvent mixture
(for example acetonitrile) is suggested. No information regarding the maximum admissible limit
of BDMC and DMC in the crystalline CUR was found in the literature. However, in any case the
CUR purification grade obtained within a simple single crystallization step in this study represents a
significant improvement compared to alternative process concepts.
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Abstract: In the present work, freeze crystallization studies, as a novel concentration method
for aqueous 1,5-diazabicyclo[4.3.0]non-5-enium acetate ([DBNH][OAc]) ionic liquid solution,
were conducted. In order to find the appropriate temperature and composition range for freeze
crystallization, the solid–liquid equilibrium of a binary [DBNH][OAc]–water compound system was
investigated with differential scanning calorimetry (DSC). Results of this analysis showed that the
melting temperature of the pure ionic liquid was 58 °C, whereas the eutectic temperature of the binary
compound system was found to be −73 °C. The activity coefficient of water was determined based on
the freezing point depression data obtained in this study. In this study, the lowest freezing point was
−1.28 °C for the aqueous 6 wt.% [DBNH][OAc] solution. Ice crystal yield and distribution coefficient
were obtained for two types of aqueous solutions (3 wt.% and 6 wt.% [DBNH][OAc]), and two freezing
times (40 min and 60 min) were used as the main parameters to compare the two melt crystallization
methods: static layer freeze and suspension freeze crystallization. Single-step suspension freeze
crystallization resulted in higher ice crystal yields and higher ice purities when compared with the
single-step static layer freeze crystallization. The distribution coefficient values obtained showed
that the impurity ratios in ice and in the initial solution for suspension freeze crystallization were
between 0.11 and 0.36, whereas for static layer freeze crystallization these were between 0.28 and 0.46.
Consequently, suspension freeze crystallization is a more efficient low-energy separation method than
layer freeze crystallization for the aqueous-ionic liquid solutions studied and, therefore, this technique
can be applied as a concentration method for aqueous-ionic liquid solutions.

Keywords: melt crystallization; freeze crystallization (FC); recycling; ionic liquid (IL);
solid–liquid equilibrium

1. Introduction

Crystallization from melt is one of the separation and concentration techniques used for organic
compound solutions [1]. Nevertheless, under certain conditions, several organic compounds and
green solvents, such as ionic liquids and deep eutectic solvents, can undergo thermal degradation or
hydrolysis [2–6]. Even though it has been reported that low-pressure evaporation and distillation [7–9]
can be used as a concentration method in the recycling of ionic liquids from aqueous ionic liquid
solutions, the main drawback of such processes is that they are high-energy separation methods due to
the high latent heat of evaporation. Consequently, there is a need to find more feasible concentration
methods, which also allow application at low-temperature ranges.

Melt crystallization is a low-energy separation method that typically uses a low processing
temperature close to room temperature. This is an advantage when working with thermally unstable
substances or organic compounds that tend to react and decompose at higher temperatures [10].

Crystals 2020, 10, 147; doi:10.3390/cryst10030147 www.mdpi.com/journal/crystals69
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Freeze concentration of an aqueous solution is one type of melt-based crystallization method and this
is defined as the separation of formed ice from the aqueous solution.

Melt crystallization methods can be generally classified as either layer crystallization or suspension
crystallization [11]. In static layer crystallization, the formation and growth of the ice layer occurs at the
sub-cooled surface of a crystallizer from stagnant aqueous solution. In contrast, with the suspension
crystallization technique, ice crystals form and grow within a sub-cooled solution present inside a
crystallizer equipped with a scraper.

Moreover, a recent study [12] has shown that the combination of evaporation and freeze
crystallization processes as a new method of recycling an ionic liquid from an aqueous solution
is more energy efficient than evaporation-based concentration, primarily as a result of the lower latent
heat of freezing when compared with the latent heat of evaporation.

In the present work, an ionic liquid (IL), 1,5-diazabicyclo[4.3.0]non-5-enium acetate
([DBNH][OAc]), was used as a model compound for the investigation of the freeze concentration method.
[DBNH][OAc] has been shown to be an efficient solvent for dissolving birch-based cellulose [13] and is
considered to be a promising industrial solvent due to its safety, low environmental impact, economic
viability, and production of high-quality fiber even from low-refined unbleached pulps [14–17] with
good spinnability [18]. Nevertheless, the main challenge to the wider application of IL is that it can
be a relatively expensive organic solvent and, therefore, it must be efficiently recycled from aqueous
solution as a way to reduce costs [19].

In this work, freeze crystallization techniques as a concentration method for IL recycling were
investigated. The solid–liquid equilibria were determined between [DBNH][OAc] and water by the
differential scanning calorimetry (DSC) technique.

2. Materials and Methods

This section describes the DSC procedure used for phase diagram construction and outlines
the methodologies employed for static layer freeze crystallization, suspension freeze crystallization,
and for separation efficiency studies.

2.1. Differential Scanning Calorimetry (DSC)

The solid–liquid equilibrium of binary [DBNH][OAc] and water solution was investigated to obtain
phase diagram data that cover both [DBNH][OAc]- and water-enriched solutions. Thermal analyses
were conducted by DSC (3, Mettler Toledo (Schwerzenbach, Switzerland)) equipped with an intra-cooler.
Individual samples, with a mass of ca. 10 mg, were placed in 25 μL aluminum crucibles that were
subsequently sealed before being placed in the experimental chamber with a N2 flux regulated
atmosphere. As low heating and cooling rates offer better information about the thermal behavior of
the samples, i.e., whether the ionic liquid is a crystal or a glass formation [20], a heating and cooling
rate of 1 K/min was chosen for all experiments.

2.2. Water Activity Coefficient

Water activity coefficients of aqueous [DBNH][OAc] solutions were calculated using Equations (1)
and (2). Gmehling et al. [21] derived Equation (1) for the solubility of an organic solute in a solvent
starting from the isofugacity condition. It can be used to estimate the activity coefficient of a sub-cooled
liquid solvent as a function of the enthalpy of fusion, heat capacity difference between liquid and solid
phase, and melting point of the solvent. When the system is close to its melting point, the last two
terms of Equation (1) can be neglected and the simplified, Equation (2) is obtained. In the remainder
of the article, Equation (1) is referred to as the activity coefficient equation and Equation (2) as the
simplified activity coefficient equation.

ln xLγL = −Δhm

RT

(
1− T

Tm

)
+

Δcp

RT
(Tm − T) − Δcp

R
ln
(Tm

T

)
, (1)
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ln xLγL = −Δhm

RT

(
1− T

Tm

)
, (2)

where
γL activity coefficient of water,
xL mole fraction of water,
Δhm enthalpy of fusion for water at 273.15 K (6009.5 J/mol),
Δcp heat capacity difference between water and solid ice (J/molK),
R universal gas constant (8.3143 J/molK),
Tm freezing point of pure water (273.15 K),
T freezing point of aqueous ionic liquid solution obtained by DSC (K).

Heat capacity difference, Δcp, is a function of temperature, and its value changes significantly
when the temperature of a system is significantly lower than its melting point. Equation (3), previously
reported by Sippola and Taskinen [22], was used to calculate the heat capacity change of water at its
freezing point.

Δcp = −19656.303 + 98.468097·(T/[K]) + 234320880·(T/[K])−2 − 0.1386227·(T/[K])2,
237 K ≤ T ≤ 273.15 K.

(3)

2.3. Layer Freeze Crystallization

Experiments with stagnant 3 wt.% and 6 wt.% [DBNH][OAc] aqueous solutions were conducted
in a crystallizer that consisted of a 250 mL jacketed flat-bottom glass vessel equipped with a cylindrical
stainless-steel cold finger. The experimental setup is shown in Figure 1.

Figure 1. Experimental setup of static layer freeze crystallization: (1) crystallizer, (2) cold finger,
(3) thermostats, (4) Pt 100 thermosensor, (5) thermocouples, (6) data processing device, (7) coolant
streams circulating through jacketed vessel, (8) coolant streams circulating through cold finger.

Both elements of the crystallizer, the jacketed vessel (1) and the cold finger (2), were connected to
a pair of Lauda ECO RE 1050 thermostats (Lauda-Königshofen, Germany) (3). The coolant streams
(approx. 50 wt.% aqueous ethylene glycol solution) were circulated at a flow rate of 1.64 L/min through
the jacketed vessel and at a flow rate of 0.35 L/min through the cold finger—the flow rates of circulating
coolants through the jacketed vessel and cold finger were measured by Kytola EH-5SA and Kytola
EH-4AA rotameters (Muurame, Finland), respectively. Thermocouples (5) were used to measure
the temperature at four points within the crystallizer: inside the jacketed vessel (representing the
temperature of solution), at the inlet of the cold finger coolant line, at the outlet from the cold finger,
and inside the cold finger proximal to the tip (representing the temperature of sub-cooling). In addition,
the external thermostatic control of the Lauda PT 100 (4) connected to the jacketed vessel was used to
measure the solution temperature. Monitoring of temperature and storage of the measured data were
performed using LabVIEW (Espoo, Finland) data acquisition software (6).
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Studies of the ice layer on the cold finger from [DBNH][OAc] solutions were carried out at five
different temperatures of coolant circulating through cold finger (sub-cooling temperatures) with two
freezing times of 40 min and 60 min. The coolant temperature in the jacket was kept constant, and each
separate temperature of coolant circulating through cold finger was set to be lower than the freezing
point of solution, i.e., a sub-cooling temperature. The degree of sub-cooling was varied by altering the
temperature of coolant of the cold finger.

For each experiment at a new sub-cooling temperature, the temperature of the thermostat
connected to the cold finger was set to the desired value, whereas the temperature of the coolant
circulating through the jacketed vessel was kept constant at the freezing point value of the respective
solution. In addition, the internal sensor of the thermostat was used to adjust the temperature of
coolant circulating through the cold finger at sub-cooling value.

After a constant temperature of solution and temperature of sub-cooling was achieved, freeze
crystallization was induced by seeding with an ice crystal. This procedure was performed outside the
jacketed vessel by the attachment of a seed ice crystal to the bottom surface of the cold finger, followed
by immediate re-immersion in the solution. This immersion time was considered as the starting time
in each freezing experiment, and the ice layer was allowed to grow on the cold finger for a pre-selected
freezing time. The cold finger surface area where ice layer formation occurred is referred to as the
cooling area in the layer freeze crystallization (FC) experiments. The ice seeds were produced by a
Scotsman AF 103 Ice Flaker and were transported inside an insulated container.

After the fixed freezing time was complete, the ice layer formed was removed from the cold
finger and rinsed with 5 mL of de-ionized water at 0 °C to remove any mother liquor remnants.
The dimensions of the ice sample (outer diameter and height) and mass were measured before the
sample melted.

2.4. Suspension Freeze Crystallization

The experimental setup of suspension freeze crystallization is shown in Figure 2.

Figure 2. Experimental setup of suspension freeze crystallization: (1) crystallizer, (2) scraper, (3) mixer,
(4) thermostat, (5) thermocouple, (6) Pt 100 thermosensor, (7) coolant streams circulating through
jacketed vessel, (8) data processing device.

The crystallizer setup consisted of a 250 mL jacketed glass vessel (1) with a rotating scraper
(2) that prevents encrustation of ice crystals at the inner surface of the crystallizer. A rotation speed of
18 rpm was set for the scraper (3). The coolant (approx. 50 wt.% aqueous ethylene glycol solution)
was circulating at a flow rate of 1.64 L/min through the jacketed vessel connected to a Lauda ECO RE
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1050 thermostat (3), and the flow rate of the coolant was measured by a Kytola EH-5SA rotameter.
The thermocouple (5) and the Lauda PT 100 thermosensor (6) were used to determine solution
temperature. LabVIEW and WinTherm software were used to monitor and store measured temperature
data (8).

Suspension crystallization experiments with 3 and 6 wt.% [DBNH][OAc] aqueous solutions were
conducted at five different temperatures of sub-cooled solutions for freezing times of 40 and 60 min.
In the case of suspension freeze crystallization, the degree of sub-cooling presents the difference
between the temperature of the sub-cooled solution and its freezing point. Sub-cooling of the solution
depended on the temperature of coolant circulated by the thermostat pump through the jacket of the
crystallizer. When the sub-cooling temperature of solution reached the desired value and became stable,
ice crystal seeds were placed inside the crystallizer to induce the freeze crystallization. For suspension
FC experiments, the cooling area is the vessel inner wall surface area. The ice seeds were produced by
a Scotsman AF 103 Ice Flaker and transported inside an insulated container.

As the main challenge was to properly separate ice crystals from the mother liquor, a gravity-based
filtration procedure with a perforated plate setup was used (Figure 3), where partial melting of washed
ice samples could take place.

Figure 3. Gravity-based filtration and partial melting of ice crystals.

Approximately 15 g of surface floating ice crystals and mother liquor were taken directly from the
reactor with a spoon and pressed on to the perforated plate in order to squeeze the mother liquor from
the sample. Additionally, the sample was washed with 7 mL of de-ionized water at 0 ◦C to remove the
remaining mother liquor. Washed samples were then left to partially melt and, with each step, the ice
became more purified. The last fraction of ice crystals, with a mass of approx. 5 g, were considered to
be pure crystals that had properly separated from the mother liquor, and its melt was used for the ice
crystal purity analysis.

2.5. Determining Distribution Coefficient and Crystal Yield

In order to conduct the layer and suspension crystallization experiments, the freezing points
of two DBNH[OAc] aqueous solutions were determined in the jacketed crystallizer fitted with a
scraper. Upon seeding, ice crystallization commenced and as a result of the heat of crystallization,
the solution temperature increased until a constant value was attained, which remained for the
duration of crystallization. This temperature was taken as the freezing point and was measured with a
thermocouple with a standard uncertainty of 0.01 ◦C (expanded uncertainty of 0.02 ◦C).

The ice crystal yield and the distribution coefficient were the main parameters used to assess the
efficiency of freeze crystallization as a separation method.
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Ice crystal yield was determined based on the mass of a pure ice sample as calculated by
Equation (4)

Y =
mice

mwater,sol
·100, (4)

where
mice mass of the pure ice (kg),
mwater,sol mass of the water in initial solution (kg).

The mass of the ice samples produced by layer freeze crystallization was determined by weighing,
whereas the mass of ice samples crystallized in the suspension crystallizer was calculated based on the
concentration difference of [DBNH][OAc] in the mother liquor at the end of crystallization and the
initial solution.

The distribution coefficient, K, is expressed as the ratio of the impurity in the ice to the initial
impurity in the solution:

K =
Cimp

C0
, (5)

where
Cimp concentration of ionic liquid in ice (kg [DBNH][OAc]/kg ice),
C0 initial concentration of ionic liquid in solution (kg [DBNH][OAc]/kg solution).

Purity of the ice samples —which is determined from the concentration of [DBNH][OAc] present
in the ice crystals—was analyzed by the measurement of melted ice and mother liquor sample electrical
conductivities with a Consort C3050 electrical conductivity meter. To obtain a correlation between
electrical conductivity and concentration, the electrical conductivities of six solutions (0, 2, 4, 6, 8, and
10 wt.% [DBNH][OAc](aq)) were measured and are shown in Figure 4.

Figure 4. Electrical conductivity of aqueous solutions as a function of ionic liquid concentration.

3. Results

3.1. Phase Equilibria of Binary [DBNH][OAc] and Water System

Mixtures of [DBNH][OAc] and water at different ratios were analyzed by DSC. For each different
sample, the corresponding liquidus temperature and/or glass transition (or eutectic temperature) were
extracted from DSC curves obtained, and these were then plotted in a phase diagram as shown in
Figure S1. The compositions of [DBNH][OAc] and water mixture samples analyzed are provided in
Table S1.

The binary phase equilibria between [DBNH][OAc] and water are shown in Figure 5. The phase
diagram was constructed based on temperature transition data obtained for the ionic liquid–water
mixtures (water content was varied over a range between 0.49 wt.% and 100 wt.%). As can be seen
from Figure 5, the black dot highlights glass transition or eutectic temperature, which is at −73 ◦C and
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the red dots relate to the liquidus temperatures. For the mixtures of [DBNH][OAc]–H2O, where water
content was less than 54.3 wt.%, only four temperatures were obtained by DSC, due to the ionic liquid
glass-formation that occurs with such compositions. Consequently, the ionic liquid liquidus curve was
plotted by extrapolation.

Figure 5. Phase equilibria between [DBNH][OAc] and water with solid forms. Five different
crystallization behaviors in the [DBNH][OAc] and water mixtures.

Results from the DSC study show that the [DBNH][OAc]–H2O mixtures can be divided into five
regions based on their different crystallization behaviors. These regions are shown in Figure 5 and
relate to the following characteristics:

• Region 1: At lower water content, mixtures were solid at ambient temperature.
• Region 2: No crystallization upon cooling and no recrystallization upon heating were observed,

but glass transitions were measured at −73 ◦C
• Region 3: Crystallization of mixtures occurred upon heating. The mixtures underwent the

transitions in following order: glass transition, recrystallization, and finally melting.
• Region 4: Mixtures neither crystallized nor underwent glass transition when they were cooled to

−80 ◦C and heated up to 25 ◦C during DSC analyses.
• Region 5: For the mixtures with water content was greater than 54.3 wt.%, crystallization occurred

upon cooling and melting upon heating. The melting temperatures acquired were used to
construct the liquidus line of ice.

The phase equilibrium obtained results show that the appropriate temperature range and
composition range for freeze crystallization of aqueous [DBNH][OAc] solution are in Region 5.
Aqueous [DBNH][OAc] solutions from this region with freezing points above −10 ◦C can be feasibly
concentrated by freeze crystallization.

Calculated freezing points of an ideal aqueous solution (γ = 1) based on Equation (2) and
experimentally obtained freezing points for an aqueous [DBNH][OAc] solution for the same range of
dissolved solute were compared, as shown in Figure 6.
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Figure 6. Freezing point depressions of ideal aqueous solutions calculated by simplified
activity coefficient equation and aqueous [DBNH][OAc] solutions obtained by differential scanning
calorimetry (DSC).

Water activity coefficients for aqueous [DBNH][OAc] solutions from Region 5 of the phase
diagram, as calculated by Equations (1) and (2), are presented in Figure 7. It is apparent that aqueous
ionic liquid solutions are non-ideal and [DBNH][OAc]–H2O has an attractive interaction, as γL < 1.
The freezing point depression data obtained by DSC were used as a basis for the thermodynamic
modeling. When the two heat capacity change terms of undercooled water in Equation (2) are
considered, this results in a lower level of non-ideality for the studied binary solution in higher
concentrations when compared to the model based on Equation (1), where the specific heat capacity
change terms are ignored. Furthermore, it is worth noting that Equation (3) was also used to calculate
specific heat capacity change at −38.28 ◦C, even though Equation (3) is only considered to be valid
over a temperature range between 0 and −35 ◦C according to Sippola and Taskinen [22].
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Figure 7. Activity coefficient of water as a function of solute mole fraction.
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3.2. Layer Freeze Crystallization Results

In order to make a comparison between crystal yields and distribution coefficients, the experiments
for approximately the same set of five sub-cooling degrees for both aqueous [DBNH][OAc] solutions
and both freezing times were carried out (n.b., sub-cooling degrees deviated in range between 0.01 ◦C
and 0.09 ◦C). All experimental and calculated data can be found in the Supplementary Material
(Tables S2–S5).

The ice yield and distribution coefficient as a function of sub-cooling degree are presented in
Figures 8 and 9. Ice crystal yield as a function of sub-cooling temperature shows a similar linear
dependence for both freezing times and for both aqueous [DBNH][OAc] solutions. As expected,
the greater the sub-cooling degree, the higher the crystal yield is. The distribution coefficients
obtained show the separation efficiency of layer freeze crystallization varied between 0.28 and 0.46.
The results indicate that the distribution coefficients for both types of solutions are almost independent
of crystallization duration, as there are only negligible differences between the values of distribution
coefficients obtained at the same level of sub-cooling for the two different freezing times investigated.
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Figure 8. Ice yield and distribution coefficient of static layer freeze crystallization as a function of
sub-cooling degree.
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Figure 9. Ice yield and distribution coefficient of static layer freeze crystallization as a function of
sub-cooling degree.

3.3. Suspension Freeze Crystallization Results

Experimental and calculated data are presented in the Supplementary Material (Tables S6–S9).
Related sub-cooling degrees for both freezing times were found to vary within a range between 0.02
and 0.12.

Figures 10 and 11 show the ice yield and distribution coefficients obtained by the suspension FC
experiments as function of sub-cooling degree. The ice crystal yield shows a linear dependence
on sub-cooling temperature, and its value increases as the degree of sub-cooling increases.
Nevertheless, the distribution coefficient is rather independent of sub-cooling degree and the values
vary in a range between 0.11 and 0.36.
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Figure 10. Ice yield and distribution coefficient of suspension freeze crystallization as a function of
sub-cooling degree.
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Figure 11. Ice yield and distribution coefficient of suspension freeze crystallization as a function of
sub-cooling degree.

4. Discussion

Based on the comparison between static layer FC and suspension FC methods, the following
observations are presented.
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For the same freezing time and approximately the same sub-cooling temperature, ice crystal
yields obtained by suspension freeze crystallization are around four-to-eight times higher than yields
obtained by static layer freeze crystallization. This is as a result of the higher consumption of cooling
energy and larger cooling surface area needed for the suspension crystallization experiments. In this
case, the cooling area for suspension FC experiments was around nine times higher than the cooling
area for static layer FC experiments.

From Figures 8–11, it is apparent that the difference between ice crystal yields obtained from the
two types of aqueous solutions is greater in the case of suspension crystallization than in the case of
layer crystallization. Moreover, the average value of the distribution coefficient is higher for static
layer freeze crystallization, which indicates a lower ice purity than in case of suspension crystallization.
These observations suggest that the mother liquor remained entrapped within the ice layer formed by
the layer FC method. The distribution coefficient of static layer crystallization also shows a tendency
to increase with higher undercooling and supersaturation, while for suspension crystallization the case
is observed to display the opposite behavior.

For both freeze crystallization methods, the values of overall ice growth rate or freezing capacity
(defined as kilogram of ice per unit of time and employed cooling surface area) are in the range of
10−4–10−3 kg/m2s. Furthermore, layer FC progressed with somewhat faster freezing kinetics, as the
values of overall growth rates of layer FC are noticeably higher when compared to those obtained
by suspension FC. Nevertheless, for both FC methods, the overall growth rate decreased for the
more concentrated solutions of 6 wt.% [DBNH][OAc], which means that [DBNH][OAc] decreased the
ice-growth kinetics.

5. Conclusions

In this study, the solid–liquid equilibria of a binary 1,5-diazabicyclo[4.3.0]non-5-enium acetate
([DBNH][OAc])–water compound system as well as layer and suspension freeze crystallization as a
concentration method were investigated. The main conclusions that can be drawn from this study are
as follows:

• Based on obtained solid–liquid equilibria, it was concluded that melt crystallization can be
employed as a concentration method for aqueous [DBNH][OAc] solutions with water content
higher than 54.3 wt.%.

• Water activity coefficient results calculated in mole fraction range between 0 and 0.08 showed
that [DBNH][OAc] solutions are non-ideal solutions with an attractive interaction between
[DBNH][OAc] and water molecules.

• Single-step suspension freeze crystallization is a more suitable concentration method for aqueous
[DNBH][OAc] solutions than single-step layer freeze crystallization, based on the comparison
between ice crystal yield and ice purity of these two freeze crystallization methods.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4352/10/3/147/s1,
Figure S1: Schematic diagram of extracting thermal data from a DSC curve, Table S1: Liquidus and glass transition
(or eutectic temperature) temperatures extracted from DSC curves, Table S2: Layer freeze crystallization data of
aqueous 3 wt.% [DBNH][OAc] solutions with a freezing time of 40 min, Table S3: Layer freeze crystallization data
of aqueous 3 wt.% [DBNH][OAc] solutions with a freezing time of 60 min, Table S4: Layer freeze crystallization
data of aqueous 6 wt.% [DBNH][OAc] solutions with a freezing time of 40 min, Table S5: Layer freeze crystallization
data of aqueous 6 wt.% [DBNH][OAc] solutions with a freezing time of 60 min, Table S6: Suspension freeze
crystallization data of aqueous 3 wt.% [DBNH][OAc] solutions with a freezing time of 40 min, Table S7: Suspension
freeze crystallization data of aqueous 3 wt.% [DBNH][OAc] solutions with a freezing time of 60 min, Table S8:
Suspension freeze crystallization data of aqueous 6 wt.% [DBNH][OAc] solutions with a freezing time of 40 min,
Table S9: Suspension freeze crystallization data of aqueous 6 wt.% [DBNH][OAc] solutions with a freezing time of
60 min.
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Abstract: MER-type zeolite is an interesting microporous material that has been widely used in
catalysis and separation. By carefully controlling the synthesis parameters, a procedure to synthesize
K-MER zeolite crystals with various morphologies has been developed. The silica, water and
mineralizer content in the synthesis gel, as well as crystallization time and temperature, have a
profound impact on the crystallization kinetics, resulting in zeolite solids with various degrees of
crystallinity, crystal sizes and shapes. K-MER zeolite crystals with nanorod, bullet-like, prismatic and
wheatsheaf-like morphologies have been successfully obtained. The catalytic performances of the
K-MER zeolites in cyanoethylation of methanol, under novel non-microwave instant heating, have
been investigated. The zeolite in nanosize form shows the best catalytic performance (94.1% conversion,
100% selectivity) while the bullet-like zeolite gives poorest catalytic performance (44.2% conversion,
100% selectivity).

Keywords: K-MER zeolite; synthesis parameter; morphology; cyanoethylation of methanol; catalyst

1. Introduction

Zeolites are crystalline microporous aluminosilicates formed by a network of [SiO4]4− and [AlO4]5−
tetrahedrals [1]. These materials have unique properties, such as their uniform microporous structure,
hydrophilic surfaces, adjustable framework composition and strong chemical interactions with guest
molecules. These properties have made them suitable candidates for widespread applications, including
gas separation, adsorption, ion-exchange and catalysis [2–8]. The search for new materials is important
especially for the petrochemical and pharmaceutical industries. In particular, potassium containing
MER zeolite (K-MER), a zeolite which has framework topology similar to the mineral merlinoite; has
drawn researchers’ attention due to its three-dimensional pore channel system with medium pore
sizes and high hydrophilicity. Thus, it is a promising material for adsorption [9], separation [10], and
catalytic applications [11,12].

The physicochemical properties of zeolites are greatly dependent on their framework structures.
Furthermore, the morphological properties such as crystal shape and size of a zeolite also have
great impact on their physicochemical properties and applications [13,14]. For example, the shape of
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zeolite crystals has been shown to exert a significant effect in adsorption and separation applications
since it modulates molecular diffusion, accessibility, interfacial energy, molecular separation and
inclusion properties [15,16]. Recently, several techniques to control the morphological properties of
zeolites were reported [17]. For example, the use of different organic templates has shown to produce
AlPO-5 zeolite-like materials with aggregated sphere, plate, rod, prism and barrel shapes [18–20].
The employment of different heating methods such as microwave and ultrasonic radiations exhibit
significant effects on the overall crystal size and shape of the zeolite products [21,22]. In addition,
the influence of the hydrothermal synthesis parameters, such as silica and alumina contents, alkalinity,
amount of water, type of organic template, type of mineralizer, crystallization time and temperature, on
the morphological and other properties of zeolites are also reported [23–25]. Nevertheless, knowledge
about the impact of these synthesis parameters on the morphological behavior, crystallization kinetics
and formation process of K-MER zeolite is still not well understood.

Therefore, we have studied the influence of synthesis parameters on the formation of K-MER
zeolite (e.g. crystallization kinetics, structure and purity, morphology and crystal size). In addition,
the influence of crystal morphologies on the catalytic behavior of K-MER zeolite in the cyanoethylation
of methanol, under novel non-microwave instant heating, is also presented in this paper.

2. Experimental

2.1. Synthesis of MER Zeolite

The synthesis of MER zeolite (W-3) was carried out as follows. Typically, Al(OH)3 (1.448 g,
extra pure, Acros Organics) and KOH (4.290 g, 85%, QRëC) were mixed in distilled water (11.876 g).
The mixture was magnetically stirred at 100 °C for 16 h. The clear aluminate solution was then slowly
introduced into the silicate solution comprising HS-40 (9.763 g, 40% SiO2, Sigma–Aldrich) and distilled
water (15.022 g). The resulting hydrogel with a molar composition of 1Al2O3:7SiO2:3.5K2O:196H2O
was stirred for another 10 min before crystallization at 180 ◦C for 14 h. The solid product obtained was
purified with distilled water using high speed centrifugation (10,000 rpm, 10 min) until pH 7 and the
sample was freeze-dried. Other samples were also prepared by varying the synthesis conditions as
summarized in Table 1 using the same procedure. The samples were labelled as W-n where n was the
number of the sample.

2.2. Characterization

The XRD patterns of the samples were recorded using a Bruker AXS D8 (MA, USA) diffractometer
with Cu-Kα radiation (λ = 1.5418 Å) at 2θ = 3–50◦. The morphology of solids was studied with a
FESEM microscope (Leo Supra 50VP, Oberkochen, Germany) operating at 20 kV. The average crystal
size of solids was determined using ImageJ software by counting 50 crystals randomly throughout the
FESEM images. The Si/Al and K/Al ratios of the solids were determined by using a Perkin Elmer’s
atomic absorption spectrometer (AAS, AAnalyst 400). Prior to analysis, the sample was dissolved in
hydrofluoric acid solution (0.5 M) where boric acid was also added to minimize the fluoride interference.
Meanwhile, five standard solutions of each Al, Si and K elements were also prepared for calibration
study. The surface area of the samples was calculated by using the BET equation where the monolayer
volume (Vmono) was first obtained from the nitrogen adsorption isotherm; the samples were first
degassed (6 h, 300 ◦C) before the adsorption isotherms were recorded from a Micrometrics ASAP
2010 analyzer (Norcross, USA) at −196 ◦C. The surface basicity of MER zeolite samples was analyzed
using a BELCAT-B temperature programmed desorption (TPD) instrument (Osaka, Japan). Initially,
the solid sample (ca. 100 mg) was outgassed at 450 ◦C overnight before CO2 gas was introduced
for adsorption. The excess CO2 was then evacuated at room temperature and CO2 desorption was
performed from 40 to 500 ◦C at a heating rate of 10 ◦C /min. The TPD profile was plotted as TCD signal
versus desorption temperature.
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2.3. Catalytic Study

Catalytic cyanoethylation of methanol was performed using the following procedure. First,
K-MER zeolite (0.500 g), methanol (28 mmol, Merck) and acrylonitrile (7 mmol, Merck) were loaded
into a 10-mL quartz vial. The vial was sealed with a silicon cap, heated (140 ◦C) and magnetically
stirred (800 rpm) in a non-microwave instant heating reactor (Anton Paar’s Monowave 50, Graz,
Austria) for several specific heating times (0-90 min). After cooling down, the reaction solution
was isolated from the solid catalyst and injected into a GC–MS (Perkin-Elmer Clarus 500 system,
Massachusetts, USA) and a GC–FID (Agilent/HP 6890 GC, Califonia, USA) for identification and
quantitative analysis, respectively.

3. Results and Discussion

3.1. Effect of Heating Time

The crystallization of K-MER zeolite was first studied by varying the hydrothermal heating times
at 180 ◦C. An amorphous solid product was formed at 0 h according to the XRD analysis where a
strong broad XRD hump at 2θ = 22.3◦ was detected (Figure 1a: W-1). The XRD data was supported by
FESEM observation of nanoparticles (ca. 58 nm) with coral-like structure (Figure 2a). With a heating
time of 10 h, a significant drop in the Si/Al ratio from 7.81 to 3.73 was observed in the solids (Table 1).
Yet, no crystalline phase was revealed by XRD technique at this time. Nevertheless, the amorphous
hump became weaker and shifted to 2θ = 27.8◦ (Figure 1b: W-2). Both XRD and AAS elemental
analyses thus revealed the occurrence of amorphous phase reorganization into secondary more reactive
amorphous solid at 10 h [26]. This amorphous-amorphous phase transformation was also confirmed
by FESEM study where bulkier amorphous entities (ca. 180 nm) were formed (Figure 2b). Interestingly,
the appearance of particles with more well-defined nanorod morphology (ca. 33 × 4 nm2) was detected
randomly in W-2 sample via microscopic investigation. This indicated that the nucleation process of
K-MER zeolite had occurred. These nanorods were agglomerated into bundle-like secondary particles
(ca. 650 nm) and were grown on the surface of an amorphous particle.

 
Figure 1. XRD patterns of (a) W-1, (b) W-2, (c) W-3 and (d) W-4 samples heated for 0, 10, 14 and
20 h, respectively.
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Figure 2. FESEM images of (a) W-1, (b) W-2, (c) W-3 and (d) W-4 samples heated for 0, 10, 14 and 20
h, respectively.

Table 1. The chemical compositions of precursor hydrogels and their respective synthesis conditions.

Parameters Samples
Gel Molar Composition

T (◦C) t (h)
Si/Al
Ratio

Phase(s) a

SiO2 Al2O3 K2O H2O

Time

W-1

7 1 3.5 196 180

0 7.81 Am.
W-2 10 3.73 Am.>>MER
W-3 14 2.29 MER
W-4 20 2.28 MER

Temperature

W-5

7 1 3.5 196

120

14

3.29 Am.
W-6 140 2.63 MER
W-7 160 2.61 MER
W-3 180 2.29 MER

K2O
W-3

7 1
3.5

196 180 14
2.29 MER

W-8 5.0 2.29 MER
W-9 7.0 2.28 MER

SiO2

W-10 1.5

1 3.5 130 180 14

1.22 EDI
W-11 5 2.53 MER
W-12 7 2.73 LTL<MER
W-13 10 3.05 LTL

H2O

W-14

7 1 3.5

100

180 14

2.82 LTL<MER
W-12 130 2.73 LTL<MER
W-3 196 2.29 MER
W-16 280 2.31 MER

a Am. = Amorphous.

When the heating time was prolonged to 14 h, the amorphous solids were completely consumed
as nutrient and subsequently crystalline K-MER zeolite nanocrystals were produced (Figure 1c: W-3).
At this time, the Si/Al ratio became nearly constant, with a value of 2.29. As shown in Figure 2c,
the crystalline primary (ca. 40 nm) and secondary (ca. 1.3 μm) particles had grown to a larger size
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due to simultaneous occurrence of nucleation and crystal growth processes. The XRD analysis also
supported this conclusion, as no amorphous hump was seen in the XRD pattern (Figure 1c). Indeed,
the pattern showed major peaks at 2θ = 8.96◦, 10.84◦, 12.46◦, 16.58◦, 17.80◦, 27.50◦, 28.10◦, 30.28◦ and
32.88◦ which were characteristics of the MER framework topology [27]. Further increasing the heating
time to 20 h showed no change in the framework composition and framework type but the XRD
peaks with higher intensity and narrower peaks were recorded (Figure 1d: W-4), indicating Ostwald
ripening and crystal growth were dominating the crystallization process [28]. This was supported by
the FESEM microscopy showing that the crystalline K-MER zeolite nanorods further agglomerated
and transformed into larger MER crystals (>1 μm) with bullet-shape morphology.

3.2. Effect of Heating Temperature

Heating temperature plays a very crucial role in zeolite crystallization process as it
provides energy to overcome the activation energy of the reactions (polycondensation, induction,
nucleation, crystal growth, etc.) [29,30]. Hence, the hydrogel with the same molar composition
(1Al2O:7SiO2:3.5K2O:196H2O) was subjected to hydrothermal treatment at 120, 140, 160 and 180 ◦C for
14 h. The W-5 solid product appeared to be amorphous at 120 °C and the Si/Al ratio of the solid was
3.29 (Figures 3a and 4a, Table 1). The chemical composition reached nearly 2.60 when the synthesis
temperature was raised to 140 °C. At this temperature, K-MER zeolite nanorods (ca. 28 nm) were
obtained which tend to form secondary agglomerated particles of ca. 240 nm (Figures 3b and 4b:
W-6). Upon increasing the temperature to 160 ◦C (W-7) and 180 ◦C (W-3), no change in the framework
chemical composition (Si/Al ratio) and crystalline phase were detected but the size of primary and
secondary particles became larger due to further crystals growth at higher temperature (Figure 3c,d and
Figure 4c,d). The results indicate that the crystallization of MER zeolite is a thermally activated reaction.

Figure 3. XRD patterns of (a) W-5, (b) W-6, (c) W-7 and (d) W-3 samples upon heating at 120, 140, 160
and 180 ◦C for 14 h, respectively.
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Figure 4. FESEM images of (a) W-5, (b) W-6, (c) W-7 and (d) W-3 samples upon heating at 120, 140, 160
and 180 ◦C for 14 h, respectively.

3.3. Effect of K2O Content

Mineralizer is an essential chemical component in the synthesis of zeolites as it increases the
overall solubility of inorganic species in the precursor hydrogels by providing accessibility to useful
species at a level needed for the nucleation and crystal growth of zeolites. Hence, a precursor hydrogel
with a composition of 7SiO2: 1Al2O3: xK2O: 196H2O (x = 3.5, 5.0 and 7.0) was heated at 180 ◦C for 14 h
to study the effect of K2O mineralizer. From the XRD data, the framework chemical composition and
the purity of crystallized products remained intact with no other competing phases detected in the K2O
range studied (Table 1, Figure 5). However, a change in the crystal morphology was observed upon
varying the K2O content. At x = 3.5 (W-3), the obtained crystals were in nanorod morphology, while a
mixing of nanorods and prismatic crystals were observed at x = 5.0 (W-8), demonstrating the significant
effect of mineralizer content on the morphological properties of K-MER zeolite (Figure 6a). A similar
observation was also reported by Zhang et al. where the addition of a higher amount of NaOH as
mineralizer promotes the crystal growth at a specific axis, resulting in the crystallization of silicalite-1
zeolite with spherical shape instead of common coffin shape [31]. Further increasing the K2O content
(x = 7.0: W-9) led to the formation of K-MER zeolite with only pure prismatic-shape crystals (Figure 6c).
As seen, the average size of prismatic shape crystals also reduced from 125 × 167 nm2 to 114 × 160 nm2

when the K2O content increased due to the enhancement of the solubility of aluminosilicate species as
a result of higher alkalinity in the hydrogel solution [32].
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Figure 5. XRD patterns of samples prepared from an aluminosilicate gel precursor with a composition
of 7SiO2: 1Al2O3: xK2O: 196H2O with x = (a) 3.5 (W-3), (b) 5 (W-8) and (c) 7 (W-9). All samples were
heated at 180 ◦C for 14 h.

 

Figure 6. FESEM images of (a) W-3, (b) W-8 and (c) W-9 samples prepared from an aluminosilicate
gel precursor with the composition of 7SiO2: 1Al2O3: xK2O: 196H2O with x = 3.5, 5 and 7,
respectively. The arrows shown in (b) indicate the existence of K-W nanorod crystals in midst
of K-W prismatic crystals.

3.4. Effect of SiO2 Content

The effect of SiO2 content was also studied ranging from SiO2/Al2O3 = 1.5 to 10. The results
showed that the phase purity was found to be more sensitive by varying the SiO2 content as compared
to the K2O content and heating temperature (Table 1). Crystalline W-10 with a high silica content
(Si/Al ratio = 1.22) and cubic morphology was obtained when the hydrogel with low silica content
(SiO2/Al2O3 ratio = 1.5) was used. The solid was proven to be an EDI-type zeolite according to XRD
and SEM analyses (Figures 7a and 8a). At a SiO2/Al2O3 molar ratio of 5.0, W-11 (Si/Al ratio = 2.53) with
a pure MER crystalline phase was produced (Figures 7b and 8b). Further increasing the silica content
led to the co-crystallization of MER- and LTL-type zeolites before single phase of LTL-type zeolite
product was crystallized at a SiO2/Al2O3 molar ratio of 10 (Figure 7c,d and Figure 8c,d). As shown,
the LTL-type zeolite (W-13), having a one-dimensional pore structure, possessed a higher framework
silica content (Si/Al ratio = 3.05) and exhibited a novel spinning top-like shape instead of conventional
cylindrical structure [33] owing to the silica source and the precursor molar composition used.
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Figure 7. XRD patterns of (a) W-10, (b) W-11, (c) W-12 and (d) W-13 samples crystallized at 180 ◦C for
14 h using an aluminosilicate gel precursor of ySiO2:1Al2O3:3.5K2O:130H2O where y = 1.5, 5, 7 and 10,
respectively. The * marks in (c) indicate the presence of the LTL crystalline phase.

Figure 8. FESEM images of solids prepared using a precursor hydrogel of ySiO2:1Al2O3:3.5K2O:
130H2O at 180 ◦C for 14 h where y = (a) 1.5 (W-10), (b) 5 (W-11), (c) 7 (W-12) and (d) 10 (W-13).
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3.5. Effect of Water Content

Water content plays an important role in the hydrothermal synthesis of zeolites. It not only
serves as a solvent during the crystallization process, but also regulates the formation of possible
precursors of zeolite frameworks [34]. Hence, the crystallization of K-MER zeolite was studied at
180 ◦C for 14 h by varying the molar ratio of water from 100 to 280 (Table 1). At low water content
(H2O/Al2O3 = 100: W-14), LTL crystalline phase was co-crystallized with the MER crystalline phase
(Figure 9a). This observation could also be confirmed by the AAS spectroscopy results where the Si/Al
ratio of solid was 2.82 indicating the mixing of both high silica (LTL) and low silica (MER) zeolites.
The results were further supported by FESEM analysis where cylindrical nanorods of ca. 350 × 970 nm2,
which were characteristic of LTL-type zeolite, were observed and grown together with the K-MER
nanocrystals (Figure 10a). The LTL crystalline phase, however, slowly disappeared with increasing
water content, indicating the direct influence of water on the crystallization of LTL-type zeolite. At higher
H2O/Al2O3 ratios (196–280), zeolites of pure MER crystalline phase with different crystallite sizes
and morphologies were obtained. As shown, the bundle-like MER-type zeolite particles made up of
nanorod primary crystals (205 × 40 nm2) were captured at H2O/Al2O3 = 196 (Figures 9c and 10c: W-3).
The nanocrystals grew further, and larger secondary crystals with wheatsheaf morphology were
formed when the water content was further increased to H2O/Al2O3 = 280 (Figures 9d and 10d: W-16).
The change of morphology and increment in particle size could be explained by the dilution of nutrient
when the water content increased. As a result, the low concentration of nutrients in the synthesis
medium favors the crystal growth more than nucleation process. Hence, particles with larger size and
different morphology are formed [35].

Figure 9. XRD patterns of (a) W-14, (b) W-12, (c) W-3 and (d) W-16 samples prepared from an
aluminosilicate precursor hydrogel with a composition of 7SiO2: 1Al2O3: 3.5K2O: zH2O with z = 100,
130, 196 and 280, respectively. All samples were heated at 180 ◦C for 14 h. The * marks in (a,b) indicate
the presence of the LTL crystalline phase.
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Figure 10. FESEM images of (a) W-14, (b) W-12, (c) W-3 and (d) W-16 samples solids prepared using a gel
precursor of 7SiO2:1Al2O3:3.5K2O: zH2O at 180 ◦C for 14 h where z = 100, 130, 196 and 280, respectively.

3.6. Morphological Effects on the Catalytic Behavior of K-MER Zeolite

By changing the synthesis parameters, K-MER zeolites with four distinct morphologies, namely
nanorod (W-3), bullet-like (W-4), prismatic (W-9) and wheatsheaf-like (W-16) shapes, were obtained.
Nevertheless, from the elemental analysis, all the samples exhibited nearly similar Si/Al ratio (ca. 2.29),
which was close to the theoretical one (2.12) (Table 2) [36]. Furthermore, the K/Al ratio of all the
samples was found to be near unity due to the fact that the positive charge of each K+ non-framework
cation has to be counter-balanced by a negative charge contributed by an Al atom in the [Si-O-Al]−
form [25]. On the other hand, the total surface area of the samples was measured with the N2 adsorption
isotherm analysis. Note that the total surface area determined was actually contributed only by the
external surfaces because the size of N2 molecules is too large to probe the micropores of the K-MER
zeolite [27,37]. The results indicated that the external surface area had positive correlation with the
crystallite size of K-MER zeolite. For instance, K-MER zeolite with nanorod shape had the highest
external surface area (39.57 m2/g) and the external surface area generally reduced as the crystallite
size increased.

The surface basicity of these four zeolite samples was also characterized by using CO2-TPD. Upon
CO2 adsorption and desorption from all samples, four deconvoluted signals with different intensities
were observed indicating that the morphology had considerable effects on the basic strengths (weak
basic sites: ca. 105 and 175 ◦C; medium basic sites: ca. 260 ◦C, medium-strong: 330 ◦C) (Figure 11).
The number of active sites with different basic strengths was also quantified based on the amount of
CO2 sorbed per gram of zeolite (Table 2). It was found that the number of total active sites (weak,
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medium and medium-strong basic strengths) was linearly proportional to the surface area of K-MER
zeolite (R2 = 0.954). In fact, this is not surprising because most of the accessible basic sites, namely
[Si-O-Al]−K+, are located at the external surfaces of the zeolite particles. As a result, K-MER zeolite
with smaller crystallite size exhibited a larger number of basic sites [38]. In addition, the low Si/Al ratio
of the zeolite framework also contributed to the basicity of K-MER zeolite because when the Si/Al ratio
is low, more K+ cations are needed by the zeolite for surface charge counter-balance, which leads to the
enhancement of zeolite basicity. Nanorod-shaped K-MER zeolite appeared to have the largest number
of medium-strong basic sites (2.03 mmol/g) followed by prismatic (0.94 mmol/g), wheatsheaf-like
(0.65 mmol/g) and bullet-like (0.27 mmol/g) K-MER zeolite.

Figure 11. TPD-CO2 profiles of (a) nanorod (W-3), (b) bullet-like (W-4), (c) prismatic (W-9), and (d)
wheatsheaf-like K-MER zeolites.

Table 2. TPD-CO2 basicity of K-MER zeolites with various morphologies.

Sample Morphology Si/Al
Ratio

K/Al
Ratio

Surface Area
(m2/g) a

TPD-CO2 Basicity (mmol/g)

Weak Medium
Medium-

Strong
Total

W-3 Nanorod 2.29 1.04 39.57 0.08 1.99 2.03 3.10
W-4 Bullet 2.28 1.07 12.24 0.18 0.95 0.27 1.39
W-9 Prismatic 2.28 0.97 26.63 0.24 1.53 0.94 2.71
W-16 Wheatsheaf 2.31 1.06 9.01 0.04 0.56 0.65 1.25

a Equivalent to external surface area because micropore surface area was not measureable due to small micropore
size of K-MER zeolite.

To study the morphological influences on the catalytic properties, the K-MER zeolites were tested
in a model base-catalyzed reaction, i.e., cyanoethylation of methanol. The cyanoethylation of methanol
with acrylonitrile was carried out under non-microwave instant heating where K-MER zeolites with
different morphologies (W-3, W-4, W-9 and W-16) were used as the base catalysts (Figure 12). In general,
the catalytic reactivity had a strong correlation with the morphology of zeolite catalysts. Remarkably,
K-MER zeolite nanorods (W-3) exhibited superior catalytic activity with 94.1% of methanol conversion
(100% selectivity) within 45 min of reaction at 140 ◦C, which could be explained by the largest number
of accessible basic sites (particularly medium-strong basic sites) at its external surface. In contrast,
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bullet-like K-MER zeolite catalyst (W-4), which had the largest crystallite size and the lowest number
of basic sites, showed the lowest catalytic conversion (44.2%) among the four K-MER zeolites studied.
Hence, the results showed that the morphological properties had a direct influence on the catalytic
activity of a zeolite whereby the morphology is directly associated with the number of accessible
catalytic active sites [39]. Comprehensive work on the aspects of molecular diffusion on K-MER zeolites
with different morphologies is in progress.

 
Figure 12. Catalytic performance of (a) nanorod (W-3), (b) bullet-like (W-4), (c) prismatic (W-9), and (d)
wheatsheaf-like K-MER zeolites on cyanoethylation of methanol at 140 ◦C.

4. Conclusions

In conclusion, the effects of synthesis parameters on the crystallization profiles of K-MER zeolite
have been investigated. The results reveal that the chemical composition of hydrogel (silica content,
water concentration, and mineralizer loading), hydrothermal synthesis time and temperature are
found to have many profound effects on the physico-chemical properties of the solid samples such
as nucleation and crystallization rates, crystallite size, crystalline phase, purity and morphological
properties. By carefully tuning the synthesis conditions, K-MER zeolites with four distinct morphologies,
namely nanorod, bullet-like, prismatic and wheatsheaf-like shapes, have been successfully prepared.
Furthermore, the influence of morphological properties of K-MER zeolites on their catalytic behavior
has also been investigated. The results reveal that K-MER zeolite with nanorod shape gives the
best catalytic performance in the cyanoethylation of methanol (94.1%) where its catalytic activity
is associated with its stronger and higher number of accessible basic sites located at the external
surface. Hence, from a material engineering point of view, this work not only provides an insight
on the crystallization process of zeolite but also provides insights on designing zeolites with specific
morphologies for advanced applications such as high throughput membranes for catalysis and selective
gas separation.
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Abstract: This work could help to better understand the solvent effects on crystal habits and aspect
ratio changes at the molecular level, which provide some guidance for solvent selection in industrial
crystallization processes. With the catechol crystal habits acquired using both experimental and
simulation methods in isopropanol, methyl acetate and ethyl acetate, solvent effects on crystal
morphology were explored based on the modified attachment energy model. Firstly, morphologically
dominant crystal faces were obtained with the predicted crystal habit in vacuum. Then, modified
attachment energies were calculated by the molecular dynamics simulation to modify the crystal
shapes in a real solvent environment, and the simulation results were in agreement with the
experimental ones. Meanwhile, the surface properties such as roughness and the diffusion coefficient
were introduced to analyze the solvent adsorption behaviors and the radial distribution function
curves were generated to distinguish diverse types of interactions like hydrogen bonds and van der
Waals forces. Results show that the catechol crystal habits were affected by the combination of the
attachment energy, surface structures and molecular interaction types. Moreover, the changing aspect
ratios of catechol crystals are closely related to the existence of hydrogen bonds which contribute to
growth inhibition on specific faces.

Keywords: solvent effect; crystal habit; aspect ratio; molecular dynamics (MD); surface structure

1. Introduction

Crystal size and shape have essential effects on downstream processing such as filtration, washing
and drying for solution crystallization [1–3]. Meanwhile, crystal properties such as flowability and
bulk density [4,5] are closely associated with crystal morphology. Therefore, it has been very crucial
to explore the possible crystal habits under different conditions to select the suitable crystals for
industrial operations. Many factors contribute to affect crystal shapes, such as solvents [6], additives [7],
temperature [8], supersaturation [9] and even stirring rate [10], which can be modified and controlled
to obtain the morphology optimal for industrial applications. For solution crystallization, the effect
of solvents is one of the most primary factors that affects final crystal habits. As indicated by many
researches [11–13], the interactions between solvent molecules and crystal faces are quite essential to
crystal growth. Hence, in order to obtain desired crystal shapes, it is necessary to investigate solvent
effects on crystal habits and aspect ratio changes.
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Although real and effective crystal morphology could be acquired by experimental methods, it is
labor-intensive and time-consuming to conduct a large number of experiments just to find the optimal
one that benefits production. In recent years, computer-aided methods such as molecular simulations
and first principles (FP) simulations have been explored to explain and predict crystal habits [14–17],
and the gradually developing simulation methods have provided a broader perspective for crystal
morphology research at a molecular level.

Molecular dynamics (MD) is one of the molecular simulation methods that helps to investigate
the directions of crystal growth with molecular information, reveal the interactions between solvent
molecules and crystal surfaces and provide more microscopic details for experiments. The MD method
has been successfully applied to simulate crystal morphology in many cases [18–20]. Wang et al. [21]
utilized a surface docking model for a crystal growth simulation of cefaclor dihydrate and proposed
a competitive relationship of surface adsorption by the solute and solvent molecules based on pure
solvent and solution models. Zhang et al. [22] simulated the crystal morphology of ibuprofen obtained
from four different solvents using the modified attachment energy (MAE) model and found that the
crystal aspect ratios were sensitive to the relative polarity of the solvents. They regarded the method
as a promising way for the computer-aided design of desirable pharmaceutical crystal habits with
rapid solvent screening. Poornachary et al. [23] investigated the mechanism of additive inhibition on
naproxen crystal growth by modeling the intermolecular interactions between the polymeric additive
and the crystal surface and ascribed the phenomenon to solute diffusion control.

However, the exploration of solvent–crystal interactions from the thermodynamic perspective
is just a partial picture, and discussions are not sufficient on the differences in crystal aspect ratios
because of solvent system distinctions, which makes the crystal morphology selection in industrial
application still based on experiences.

Catechol is a common fine chemical raw material, which is mainly used as an intermediate
for polymerization inhibitor synthesis and pesticide production. In addition, it is also consumed as
a precursor to fragrances, pharmaceuticals and dyes [24]. This organic chemical commodity has been
in industrial production for over forty years, and the research emphasis is usually focused on its
synthesis techniques [25,26]. Further experimental and simulation investigations on catechol crystal
morphology are needed to get a deeper insight into the crystal growth and habits in solvents, which
helps to select optimal crystal shapes and solvents to avoid agglomeration and improve product quality
for industrial production.

In this paper, the catechol crystal morphology in isopropanol, methyl acetate and ethyl acetate
were simulated using the MAE model, which helped to quantify the interactions between the crystal
surfaces and solvent molecules. Experiments of cooling crystallization were conducted at the same
time for model verification. This study aimed to describe the solvent effects on crystal habits from
the perspective of crystal–solvent interactions and surface properties, which may favor a better
understanding of crystal habit distinctions, especially the aspect ratio changes of crystal shapes
in solvents.

2. Calculation Methodology

2.1. Theory

The Bravais–Friedel–Donnay–Harker (BFDH) model [27] is one of the models which are initially
applied to predict crystal habits, but the model lacks precision because it simulates possible crystal
facets merely according to geometric factors without considering the actual chemical environment,
so it was soon developed into the attachment energy (AE) model by Hartman and Bennema [28–30],
taking into account the energies of the system on the basis of the period bond chain (PBC) theory [31].
This kind of model is based on the attachment energy (Eatt), which is defined as the released energy
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when a growth slice attaches on to a growing crystal surface. The relative growth rate (Rhkl) of each
crystal face (h k l) is assumed to be proportional to the absolute value of the attachment energy [28]:

Rhkl ∝ |Eatt|. (1)

The attachment energy (Eatt) is calculated as

Eatt = Elatt − Eslice, (2)

where Elatt is the lattice energy of the crystal and Eslice is the energy of a growth slice with a thickness
of dhkl.

However, the AE model was put forward to simulate ideal crystal morphology in the premise
of a vacuum environment, leading to a precision loss when the model was applied to solution
crystallization. As a matter of fact, solvent molecules adsorb on the crystal surfaces as solute molecules
do [32], which means that the growth of the crystal faces may be impeded by the solvent molecule
adsorption. In order to cover the effects of the solvent on crystal growth, a modified attachment
energy (MAE) model was developed. The modified model introduced an energy correction term Es for
the initial Eatt to take into consideration the effects of the solvent molecules on crystal faces, and the
modified attachment energy E’att is calculated in the following formula:

E’att = Eatt − Es, (3)

where Es represents the binding energy between the solvent molecules and the crystal face (h k l),
which it can be obtained using the follow equation:

Es = Eint × Aacc

Abox
, (4)

where Abox is the total crystal surface area of the simulated supercell along the (h k l) direction, and Aacc

represents the solvent-accessible area of the crystal face in the unit cell, which can be approximated
by the Connolly surface algorithm [33]. Eint was defined as the interaction energy between a specific
crystal face and the corresponding solvent layer, which can be calculated as follows:

Eint = Etot − (Esur + Esol). (5)

In Equation (5), Etot means the total energy of the entire simulation box including all crystal and
solvent molecules, and Esur and Esol represent the energy of the isolated crystal surface and solvent
layer, respectively.

After correction, the relative growth rate R’hkl in the MAE model was still in proportion to the
absolute value of the modified attachment energy |E’att|:

R’hkl ∝ |E’att|. (6)

2.2. Simulation Details

The initial crystal structure of catechol (identifier CATCOL17) was obtained from CSD (Cambridge
Structural Database), derived from experiments by Clegg and Scott, with the space group of P21/n (a =
9.8326 Å, b = 5.5910 Å, c = 10.467 Å, α = γ = 90◦, β = 114.988◦) [34]. As shown in Figure 1, there are
four catechol molecules in the unit cell.

The entire geometry optimization and MD simulation process were implemented using the
program Materials Studio 6.0 (Accelrys, San Diego, CA, USA) [35] with the COMPASS force field,
which is a powerful ab initio force field with many accurate predictions of structures [36]. After the
initial downloaded crystal was optimized using the COMPASS force field, the similar lattice parameters
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of the two crystals listed in Table 1, proved that it was a suitable choice to use the COMPASS field since
the relative error of each parameter was less than 5%.

Figure 1. The molecular structure (a) and the unit cell (b) of catechol.

Table 1. The comparison of the initial and the optimized lattice parameters of catechol.

Lattice Parameter a (Å) b (Å) c (Å) α (◦) β (◦) γ (◦)
Initial 10.941 5.509 10.069 90.000 119.000 90.000

COMPASS optimized 10.969 5.555 9.588 90.000 121.403 90.000
Relative error/% 0.26 0.83 4.78 0 2.02 0

After geometry optimization, the crystal habit of catechol in vacuum was predicted with the
growth morphology method in the morphology module, providing several potential growing crystal
faces that possibly existed in the solution environment. Based on the acquired morphologically
important faces (h k l), the molecular models of catechol crystal surfaces were built by cleaving the
corresponding (h k l) faces from the crystal cell with a depth of 2–4 dhkl and then extending the surface
to supercells containing m × n unit cells (specific data for each crystal face listed in Supplementary
Materials Table S1). The solvent effects were modeled using the Amorphous Cell module by setting
up a three-dimensional solvent box containing 200 randomly distributed solvent molecules and the
size of the solvent box was consistent with the crystal supercell and the thickness determined by the
solvent density.

Subsequently, a double-layer crystal–solvent interface model was constructed, and then a vacuum
layer with a thickness of 50 Å was added onto the model box to avoid any additional effects of periodic
boundaries. After the interface model was geometrically optimized with catechol molecules fixed in
the crystal, the MD simulation was operated with NVT ensemble at 298 K, controlled by the Andersen
thermostat. The total duration of the simulation was 200 ps with a time step of 1 fs, and the data
were collected every 100 steps. In the non-bonding interaction calculation procedure, the standard
Ewald method was used to calculate the electrostatic interactions with an accuracy of 0.0001 kcal mol−1

while the atom-based summation method was applied to calculate van der Waals interactions with
a cut-off distance (dc) of 15.5 Å. The cleaving and extending operations were implemented to balance
the accuracy and simulation time [37], assuring that the length and width of the crystal supercell were
both no less than 2dc, while the thickness of the solvent layer and crystal layer were greater than dc [38].

3. Experiment and Characterization

3.1. Materials

Commercial catechol (99% purity) was supplied by Tianjin Damao Chemical Reagent Factory
(Tianjin, China). Isopropanol, ethyl acetate and methyl acetate were provided by Tianjin Jiangtian
Chemical Technology Co., Ltd. (Tianjin, China). All reagents were of analytical grade purity and used
without further purification.
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3.2. Cooling Crystallization Experiments

Firstly, saturated solutions in isopropanol, methyl acetate and ethyl acetate at 298 K were prepared
based on the solubility data of catechol [39]. Then, the saturated solution was filtered into a double
jacketed crystallizer preheated to 298 K. Afterwards, the solution was slowly cooled to 288 K at a cooling
rate of 5 K per hour, using a thermostat (CF41, Julabo, Seelbach, Germany) with a ±0.02 K temperature
stability. Afterwards, the crystals were obtained and dried for further solid characterization.

3.3. Crystal Characterization

Firstly, the crystal habits of the experimental catechol samples were observed by optical microscopy
(BX51, Olympus, Tokyo, Japan), and ten crystals in each solvent were randomly selected to measure
the aspect ratios. Then, the crystal forms of the dried products were detected by a powder X-ray
diffractometer (D/MAX-2500, Rigaku, Tokyo, Japan) at ambient temperature with a scanning rate of
8 degrees per minute. The data were collected using Cu Kα radiation (λKα = 0.15406 nm) and the 2θ
scan range was 2◦–40◦.

4. Results and Discussion

4.1. Polymorph Identification

In general, changes in crystal morphology are probable to occur when polymorphism exists.
Numerous cases [40–42] indicated various crystal forms with diverse habits in different solvent
environments. Therefore, it is necessary to examine the crystal polymorphism of the products obtained
from different solutions. As illustrated in Figure 2, the catechol products crystallized from isopropanol,
methyl acetate and ethyl acetate have similar characteristic peaks with the raw material, proving that
all the samples were in the same crystal form as reported [43]. In addition, the simulated powder X-ray
diffraction (PXRD) pattern of the catechol obtained from CSD was consistent with the patterns of the
experimental crystals (Supplementary Materials Figure S1). The results suggest that no polymorphic
phenomenon occurred in our study, and it is reasonable to simulate crystal habits using the structure
obtained from CSD.

 
Figure 2. Powder X-ray diffraction (PXRD) patterns of the catechol crystals: (a) the raw material and
the products crystallized from (b) ethyl acetate, (c) methyl acetate, and (d) isopropanol.
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4.2. Prediction of Catechol Crystal Morphology in Vacuum

Figure 3a depicts the crystal morphology of catechol in vacuum predicted by the AE model.
The prismatic crystal had six dominant faces, owing to not only crystallography geometry but also
intermolecular interactions. Figure 3b visualizes the interactions between the catechol molecules
calculated and generated by the Crystal Graph in the morphology module, with the blue and red lines
representing strong and weak interactions, respectively. Previous studies indicated that crystals grow
faster along the direction with strong molecular interactions [44]. Therefore, catechol crystals grow
faster along the blue line direction and the surfaces with fast growth rate may disappear, leaving the
slowly growing surface appear in the final morphology with six important faces, (1 0 −1), (1 0 1), (0 1 1),
(1 1 0), (0 0 2) and (1 1 −1). In the AE model, the surface with higher absolute value of Eatt has stronger
ability to adsorb catechol molecules, which means a relatively faster growing rate of the crystal face,
and vice versa. As listed in Table 2, the most important face is (1 0 −1) occupying more than 48% of the
total habit facet area, followed by (1 1 −1) and (1 0 1) with 20% and 19% in total areas, respectively.
Therefore, (1 1 0), (0 0 2) and (0 1 1) faces grow faster with relatively larger |Eatt| among all the crystal
faces, which are of lower morphological importance and are more likely to disappear.

Figure 3. The predicted catechol crystal morphology in the vacuum (a) and the intermolecular
interactions in the catechol unit cell calculated by the Crystal Graph (b).

Table 2. The parameters of the catechol crystal faces in the vacuum predicted via the attachment energy
(AE) model.

Faces (h k l) Multiplicity dhkl (Å) Eatt (kcal mol−1) Area (%)

(1 0 −1) 2 8.19 −18.09 48.55
(1 0 1) 2 5.47 −43.45 19.10
(0 1 1) 4 4.78 −46.15 10.97
(1 1 0) 4 4.71 −50.50 1.25
(0 0 2) 2 4.68 −47.41 0.10

(1 1 −1) 4 4.60 −37.64 20.03

4.3. Modified Results of Catechol Crystal Morphology in Solvent Systems

Consistent with the experiments, the MD simulation based on the MAE model was conducted
in three kinds of solvent systems: isopropanol, methyl acetate and ethyl acetate. Table 3 lists the
simulated results of the six significant crystal faces in the different solvents. The negative values
of Eint, which indicate the interaction energies between the solvents and the catechol crystal faces,
revealed that the solvent molecule adsorption was spontaneous because the process was exothermic.
The diverse absolute values of Es for different crystal faces in the solvents implied that the solvents had
different effects on each crystal face due to their distinct characteristics. However, ordered from largest
to smallest, the |Es| values of the (1 0 1), (1 1 0), and (0 1 1) face were the top three in all three solvents,
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which means that the interactions between the solvents and crystal faces were relatively strong on the
(1 1 0), (0 1 1) and (1 0 1) faces. After correction, the absolute values of the modified attachment energy
|E’att| were sorted as follows: (0 0 2) > (1 1 0) > (0 1 1) > (1 1 −1) > (1 0 1) > (1 0 −1) in isopropanol,
(0 0 2) > (0 1 1) > (1 0 1) > (1 1 0) > (1 1 −1) > (1 0 −1) in methyl acetate, and (0 0 2) > (1 0 1) > (0 1 1) >
(1 1 0) > (1 1 −1) > (1 0 −1) in ethyl acetate. Although the orders were not identical, the relatively most
fast-growing (0 0 2) face disappeared in all three solvent systems with the largest |E’att|. Meanwhile,
the (1 0 −1) face remained to take up the largest percentage of the crystal facet areas compared to the
crystal morphology in vacuum: 43.87% in isopropanol and more than 70% in the other two solvents.
For the crystal in methyl acetate, the (1 1 0) face had more area proportion than the (1 0 1) face due to
its slower growth rate with a smaller |E’att| value.

Table 3. Simulated results of the dominant crystal faces in isopropanol, methyl acetate and ethyl acetate 1.

Solvent Faces Etot Esur Esol Eint Es E’att R’hkl Area/%

Isopropanol (1 0 −1) −11,206.93 −3093.73 −7916.14 −197.05 −13.48 −4.61 1.00 43.87
(1 0 1) −10,774.85 −2646.98 −7913.94 −213.93 −37.01 −6.44 1.40 35.57
(0 1 1) −12,056.38 −3950.79 −7947.46 −158.13 −26.70 −19.45 4.21 -
(1 1 0) −12,186.14 −4017.98 −7954.85 −213.31 −30.16 −20.35 4.41 -
(0 0 2) −10,824.04 −2703.56 −7877.07 −243.41 −17.44 −29.97 6.50 -

(1 1 −1) −11,326.17 −3180.69 −7990.31 −155.17 −25.20 −12.44 2.70 20.56
Methyl
acetate (1 0 −1) −6423.31 −3093.60 −3046.64 −283.06 −19.36 1.27 1.00 70.81

(1 0 1) −6027.75 −2646.91 −3052.75 −328.10 −56.76 13.31 10.49 2.50
(0 1 1) −7330.46 −3950.59 −2990.34 −389.53 −65.77 19.63 15.47 -
(1 1 0) −7395.82 −4017.81 −2971.41 −406.60 −57.48 6.98 5.50 14.97
(0 0 2) −6059.46 −2703.51 −3024.78 −331.17 −23.72 −23.68 18.67 -

(1 1 −1) −6504.15 −3180.63 −3062.49 −261.03 −42.39 4.75 3.75 11.72
Ethyl

acetate (1 0 −1) −8963.16 −3093.20 −5609.78 −260.18 −17.80 −0.30 1.00 71.14

(1 0 1) −8479.98 −2646.54 −5548.65 −284.79 −49.27 5.82 19.65 3.98
(0 1 1) −9801.90 −3950.16 −5555.32 −296.41 −50.05 3.90 13.17 -
(1 1 0) −9927.83 −4017.27 −5527.68 −382.88 −54.13 3.63 12.24 -
(0 0 2) −8487.97 −2703.17 −5532.21 −252.59 −18.10 −29.31 98.96 -

(1 1 −1) −9038.79 −3180.23 −5633.03 −225.53 −36.62 −1.01 3.42 24.88
1 All energies are in kcal mol−1.

As two or three crystal faces disappeared because of their relatively fast growth rate, the crystal
morphology of catechol obviously changed in the three solvent systems, which powerfully supported
the non-negligible effects of the solvents on crystal habits. In the results shown in Figure 4, the simulated
crystals basically conform with the experimental ones with prismatic, fusiform or hexagonal tubular
shapes in isopropanol, methyl acetate and ethyl acetate, respectively. Here we introduced the aspect
ratio of the crystal as a quantitive index to describe the differences between the crystals grown from
distinct solvent systems. As can be seen in Figure 4, the aspect ratio of catechol crystal was mainly
determined by the areas of the (1 0 −1) face and the (1 0 1) face, so here we defined the aspect ratio as
the length along the (1 0 −1) face divided by the width along the (1 0 1) face in order to summarize the
unified rules of morphology change. The calculated average aspect ratios of experimental crystals
are shown in Figure 5, in which the catechol crystal in isopropanol and ethyl acetate has the smallest
(1.29) and the largest aspect ratio (4.95), respectively. For the convenience of downstream processes,
crystal products with small aspect ratios were preferred with high flowability and unbreakable shapes.
Therefore, isopropanol may be the optimal solvent for catechol crystallization among the three solvents.
The obvious differences in aspect ratios may be attributed to the relative growing rate of the crystal
faces in specific solvent systems, which is fundamentally related to the effects of hydrogen bond or
solvent diffusion velocity. This will be discussed in the following sections.
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Figure 4. The modified morphology with the modified attachment energy (MAE) model (on the left)
and the corresponding experimental crystal habits (on the right) of catechol in (a) isopropanol (IPA),
(b) methyl acetate (MAC), and (c) ethyl acetate (EAC).

 
Figure 5. The aspect ratios of the catechol crystals obtained from solvents.
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4.4. Solvent–Crystal Interactions on the Interface

As discussed above, the modified attachment energy indicated the interactions between the crystal
layer and the solvent layer in the simulation box, which was of great significance to crystal morphology.
Apart from the attachment energy from a thermodynamic point of view, further comprehension of the
crystal–solvent interaction mechanism helped to optimize crystal morphology and select a suitable
solvent in industrial crystallization. Therefore, considerations should be taken into account, not only
for contact interface properties, but also for non-bonding interactions between crystals and solvent
molecules. All these factors contributed to understanding the solvent effects entirely.

4.4.1. Molecular Alignment on Crystal Surfaces

The anisotropy of the catechol crystal structure leads to a distinct molecular alignment on each
crystal face, and then gives rise to a different solvent molecular distribution at the solvent–crystal
interface [45]. Such differences caused by surface structure have crucial effects on the adsorption of
solvents on crystal faces, finally bringing changes to crystal growth and morphology. Here, we took
the MD-simulated equilibrium configurations of the interface model of catechol and methyl acetate
molecules as an example to explore how surface properties affected crystal–solvent interactions. As can
be seen in Figure 6, the alignment of methyl acetate molecules differed on the six crystal faces owing
to the diverse crystal surface structure. The catechol molecules on the (1 0 −1) face were arranged
relatively orderly and compactly to form a relatively flat surface. However, the catechol molecules
on the (0 1 1) and (0 0 2) faces were angled to the crystal plane, leading to a bumpy surface which
may surround more solvent and solute molecules. In addition, the molecular alignment makes polar
hydroxyl groups exposed on crystal surfaces, which was more favorable to the adsorption of solvent
molecules with polar groups. Different positions and angles of the exposed groups may have formed
various non-bonding interactions with distinct strength and provided different adsorption areas for
solvent molecules. Numerous methyl acetate molecules adsorbed on the grooves of (1 0 1), (0 1 1),
(1 1 0) and (0 0 2) faces, while for (1 0 −1) and (1 1 −1) faces, relatively flat crystal surfaces were
unhelpful for molecule adsorption, which may have resulted in a smaller amount of adsorbed solvent
molecules on these faces compared to the others.

Figure 6. Methyl acetate molecular alignment on the six main possible crystal faces of catechol via
a molecular dynamics (MD) simulation.
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4.4.2. Roughness of Surfaces

To quantitatively describe the surface properties, a parameter S was introduced to evaluate the
roughness of crystal surfaces:

S =
Aacc

Abox
(7)

where Aacc and Ahkl represent the solvent-accessible area and surface area for the (h k l) crystal surface
in the unit cell, respectively. A larger S means a rougher surface with larger adsorption areas for the
solute and solvent molecules to interact with crystal surfaces. With the accessible areas of solvents
calculated by the Connolly surface model (showed in blue in Figure 7), Table 4 lists the calculated
S values of the crystal faces. Although the shapes of the solvent-accessible areas varied on each crystal
face, they all had periodic fluctuations which could form grooves of more contact area with solute and
solvent molecules. As shown in Table 4, the order of the roughness values for the six crystal faces was
as follows: (1 0 1) > (0 1 1) > (0 0 2) > (1 1 0) > (1 1 −1) > (1 0 −1). The (1 0 −1) face with the smallest
S value (1.23) provided the minimum areas for molecule incorporation, which meant it was probably
difficult for solute and solvent molecules to adsorb on this face compared with the other faces. This
was consistent with the relatively slow growth rate of the (1 0 −1) face, which led to a larger face area.
Similarly, the (1 1 0) face grew more slowly than the (1 0 1) face and had a larger area proportion in
methyl acetate. It is worth noting that the (0 0 2) faces with a moderate S value disappeared in all kinds
of crystals grown from solvent systems, while the (1 0 1) faces with the largest S value remain at last.
As can be seen from Table 3, the |Es| values of the (1 0 1) faces were larger than those of the (0 0 2) faces
in all three solvents, which meant that the solvent molecules were more likely to adsorb on the (1 0 1)
face compared to the (0 0 2) face, leading to a stronger solvent inhibition on the growth of the (1 0 1)
face. As for the (0 0 2) face, less adsorbed solvent molecules provided possibilities for the continuous
adsorption of the solute molecules, which indicated a fast growth rate.

Figure 7. Solvent-accessible areas (the blue grid) of the six important faces of the catechol crystal
represented by the Connolly surface.

Table 4. The roughness values (S) of the dominant crystal faces of the catechol crystal.

Faces Ahkl (Å2) Aacc (Å2) S

(1 0 −1) 60.93 75.02 1.23
(1 0 1) 91.11 189.13 2.08
(0 1 1) 104.40 211.54 2.03
(1 1 0) 105.99 179.81 1.70
(0 0 2) 53.25 91.56 1.72

(1 1 −1) 108.51 158.59 1.46

4.4.3. Diffusion Coefficient

As mentioned above, the independent S values analysis was not entirely consistent with the
crystal morphology results. Therefore, another factor, the diffusion capacity of solvent molecules,
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was introduced to look into the solvent diffusion effects on crystal growth. Based on the well known
Einstein relationship [46], the diffusion coefficient (D) of the solvent molecules was defined as the
derivative of the mean square displacement (MSD) with respect to time [47]:

D =
1
6

lim
t→∞

d
dt

∑
N
i=1〈
∣∣∣ri(t) − ri(0)

∣∣∣2〉, (8)

where N stands for the number of solvent molecules and ri(t) represents the position of the molecule i
at time t.

Stronger interactions existed between the solvents and crystal faces with larger D values due
to an increasing number of solvent molecules diffusing to the interface [21]. As listed in Table 5,
the D values were listed in the following sequence: (1 0 −1) > (0 0 2) > (1 0 1) > (1 1 −1) > (0 1 1)
> (1 1 0) in isopropanol, (1 0 −1) > (0 0 2) > (1 1 −1) > (0 1 1) > (1 1 0) > (1 0 1) in methyl acetate,
and (1 0 −1) > (1 0 1) > (0 0 2) > (1 1 −1) > (1 1 0) > (0 1 1) in ethyl acetate. Compared with those of
isopropanol, the D values of methyl acetate and ethyl acetate were relatively large, indicating stronger
interactions with the crystal surfaces which were consistent with the values of Eint in the corresponding
solvent systems. Obviously, the diffusion coefficient on the (1 0 −1) face was the largest one among
the six crystal faces for all the three kinds of solvent molecules. This indicated that more solvent
molecules gathered on the (1 0 −1) face and strong interactions existed between the solvent molecules
and the crystal face although the adsorption areas provided by this face were small with the minimum
S value. Thus, for the factors affecting the growth of the (1 0 −1) face, the solvent–crystal interface
interaction was more dominant than the surface roughness. As a result, the (1 0 −1) face manifested
a relatively slow growth of the crystal face and the largest area in real morphology. Apart from the
large D value on (0 0 2) faces, the D values on crystal faces were in reasonable agreement with the
experimental crystal area results, as solute molecules were more likely to adsorb on the faces with
smaller D values, on which solvent molecules take less growth active sites [48]. For example, the (1 1 0)
and (0 1 1) faces disappeared in ethyl acetate with smaller D values (2.11 × 10−9 m2 s−1 and 1.94 ×
10−9 m2 s−1, respectively), while the (1 1 0) and (0 1 1) face with small D values (0.67 × 10−9 m2 s−1 and
0.69 × 10−9 m2 s−1, respectively) did not exist in the final morphology in isopropanol. Despite the high
D values on (0 0 2) faces, it was easier for solute molecules to adsorb on the crystal surface than it was
for the solvent molecules to form a new layer of catechol crystal because their |E’att| values were larger
than the corresponding |Es| values.

Table 5. The diffusion coefficient (D)1 of the solvent molecules on the different catechol crystal faces.

Faces Isopropanol Methyl Acetate Ethyl Acetate

(1 0 −1) 1.09 3.00 2.53
(1 0 1) 0.75 2.25 2.28
(0 1 1) 0.69 2.57 1.94
(1 1 0) 0.67 2.52 2.11
(0 0 2) 0.91 2.88 2.21

(1 1 −1) 0.74 2.82 2.18
1 All D values are in 10−9 m2 s−1.

4.4.4. Solvent Effects on Crystal Aspect Ratios

Discussions on energies and surface structures on solvent–crystal interfaces have pointed out
some reasons for changes in crystal morphology. Apart from these factors, interaction types, especially
hydrogen bonds, are worth discussing in our case since catechol and the three kinds of solvent
molecules possess hydrogen and oxygen atoms to form hydrogen bonds.

The existence of hydrogen bonds is a significant factor affecting the types and the strength of
the interactions on solvent–crystal interfaces, which play a vital role in crystal morphology [49].
Therefore, the radial distribution function (RDF), g(r), was applied to explore the interactions on the
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solvent–crystal interfaces, which described how atom density varied as a function of the distance from
the specified hydrogen or oxygen atom [50].

In general, hydrogen bonds and van der Waals interactions belong to short-range interactions
whose effective intermolecular range is under 5.0 Å. The effective range of hydrogen bonds is usually
defined to be within 3.1 Å, while the range for van der Waals interaction is between 3.1 Å to 5.0 Å [51].
Interactions that are effective above 5.0 Å are called long-range interactions and usually refer to
electrostatic interactions [37]. As mentioned above, the aspect ratio was defined as the length along
the (1 0 −1) face divided by the width along the (1 0 1) face. From Figure 4 we can conclude that the
crystal length along the (1 0 −1) face was decided by the growth of the (1 0 1) face, while the crystal
width along the (1 0 1) face is mainly related to the growth of the (1 1 −1) face. So here we took the
examples of the RDF on the (1 0 1) face and the (1 1 −1) face in all three solvents in order to find the
solvent effects on crystal aspect ratios, with the outermost layer of each face analyzed because of its
proximity to solvent molecules. As shown in Figure 8, the positions of the first sharp peaks in red
were all in the range of 1.70–2.00 Å, indicating that the oxygen atoms of the solvent molecules formed
a strong hydrogen bond with the hydrogen atoms of the catechol molecules on the (1 0 1) face and
the (1 1 −1) face. Therefore, the crystal face growth was inhibited by the solvent molecules adsorbed
around the crystal surface. With different positions and strengths of the peaks, the inhibition resulted
in diverse effects on the crystal face growth, which could be analyzed by the aspect ratios and face
areas in final crystal habits. In particular, as shown in Figure 8a, with larger numbers of sharper peaks
(r = 1.71, 2.49 and 2.87 Å), the (1 0 1) face grew at a slower rate due to the stronger solvent inhibition in
isopropanol compared to those in methyl acetate and ethyl acetate, leading to a shorter crystal length
compared with those in the other two solvents. In other words, compared to that in isopropanol,
the crystal morphology turns longer as a hexagonal tabular shape in ethyl acetate with the relatively
weaker hydrogen bonds on the (1 0 1) face. The results were consistent with the R’hkl values of (1 0 1)
faces in Table 3 which indicated the relative growth rates (1.40 and 19.65 in isopropanol and ethyl
acetate, respectively). In addition, the crystal in methyl acetate had a fusiform-like morphology with
the existence of the (1 1 0) face (the RDF curve shown in Supplementary Materials Figure S2). It is
remarkable that the RDF curves of the (1 1 0) face and the (1 0 1) face showed great similarity in methyl
acetate, but the (1 1 0)face was larger than the (1 0 1) face in the final morphology. Thus, the catechol
crystal habit in methyl acetate was mainly related to the surface structure and the attachment energy
of the crystal faces.

The similar RDF curves of the (1 1 −1) faces in methyl acetate and ethyl acetate showed the same
numbers of peaks, but the peaks (r = 1.81 Å) in ethyl acetate appeared earlier compared to those in
methyl acetate, which indicates the stronger inhibition of the (1 1 −1) face in ethyl acetate. The results
corresponded with the R’hkl values of the (1 1 −1) faces in Table 3 (3.42 and 3.75 in ethyl acetate and
methyl acetate, respectively). The relatively slow growth of the (1 1 −1) face led to a shorter crystal
width in the final morphology, increasing the aspect ratio of catechol crystal in ethyl acetate indirectly.
Therefore, the crystals tended to be longer in ethyl acetate than those in methyl acetate, which supports
the conclusion that the crystal aspect ratio was mainly dependent on the growth of the (1 0 1) and
(1 1 −1) faces. Apart from the peaks within 3.1 Å, several peaks appeared in the range of 3.1–5.0 Å and
above 5.0 Å in all the RDF curves, indicating the existence of strong van der Waals and electrostatic
interactions between the selected atoms.

Above all, it can be concluded that the differences in the aspect ratio of the catechol crystals were
attributed to distinct growth inhibition effects of the three solvents mainly on the (1 0 1) and (1 1 −1)
faces. Strong hydrogen bonds exist between the hydrogen atoms of catechol and the oxygen atoms of
solvents in the three solvents, which becomes a non-negligible factor in catechol morphology, especially
the crystal aspect ratio.
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Figure 8. The radial distribution function (RDF) analysis between catechol and (a) isopropanol,
(b) methyl acetate, (c) ethyl acetate molecules on the (1 0 1) face (left) and the (1 1 −1) face (right).

5. Conclusions

In this study, we successfully simulated the crystal habits of catechol in isopropanol, methyl acetate
and ethyl acetate using the MAE model which takes solvent effects into consideration. The analysis
on the calculated attachment energy indicates that the interactions on solvent−crystal interfaces had
essential effects on catechol crystal morphology in all three experimental systems. Factors such as
surface structure and diversity of interaction types were explored to find their synergy for crystal shapes.

The (1 0 −1) face was the most morphologically dominant crystal face because its relatively flat
surface provided less adsorption sites for both solvent and solute molecules, leading to a relatively
slow face growth. The molecular alignment, roughness and diffusion coefficient analysis on dominant
crystal faces indicates that the (0 0 2) and (0 1 1) faces disappeared in final crystal morphology due to
the competitive adsorption of molecules favorable for solutes to continuously adsorb on the surface.
The RDF curves reveal that several types of interactions contributed to real crystal morphology in
solvent systems, of which the hydrogen bond was a crucial factor to analyze the change in the aspect
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ratios of crystal. The shape distinctions of catechol crystals were mainly attributed to the attachment
energy as well as the diverse strength of hydrogen bonds between solvent molecules and catechol
molecules on (1 0 1) and (1 1 −1) faces. Moreover, the simulated crystal morphology of catechol was
consistent with the crystallized ones obtained from all three solvents, proving the practicability of the
MAE model to select optimal crystal morphology in industrial crystallization using simulation methods.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4352/10/4/316/s1,
Table S1: The cleaved depth and size of catechol crystal faces to form a simulation supercell. Figure S1:
The simulated XRD pattern of catechol crystal. Figure S2: The RDF analysis between catechol and methyl acetate
on the (1 1 0) face.
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Abstract: In this paper, a new method is proposed to solve the solute field of moving grains, and a
Cellular automaton (CA)-Lattice Boltzmann method (LBM)-Semi rebound format(Ladd) coupling
model which can accurately simulate the motion behavior of multiple dendrites is established.
The growth process of microstructure in the solidification process of Al-4.7% Cu alloy ingot was
calculated by Cellular automaton (CA) method, the momentum, heat, and mass transfer processes
were calculated by Lattice Boltzmann method (LBM), and the melt-dendrite sharp interface interaction
was treated by Ladd method. The reliability of the model is verified, and then the growth and
movement of single dendrite and multiple dendrites under the action of gravity field are simulated.
The simulation results show that the growth and movement mode of multiple dendrites are quite
different from that of single dendrite, which is shown in two aspects: (1) the original motion state
of dendrites is changed by the combination of flow field, which slows down the falling speed of
dendrites to a certain extent; (2) the fusion of solute field between dendrites changed the original
growth mode of boundary dendrites and increased their rotation speed.

Keywords: multi-dendrite motion; CA-LBM model; dendritic growth; natural convection; numerical
simulation

1. Introduction

During the solidification process of the alloy, the fine grains formed on the surface of the mold
will fall off, and the solidified dendrite arms will also be remelted and fractured, resulting in a large
number of free equiaxed dendrites in the liquid phase area, which will move under the action of natural
convection and gravity [1]. The movement and falling process of a large number of group grains not
only has an important influence on the formation of positive segregation at the top of ingot, A-type
and V-type segregation [2], but also is the main reason for the formation of triangular cone-shaped
negative segregation at the bottom of large ingot [3,4].Therefore, it is of great significance to add the
calculation of grain movement process into the numerical model of ingot macrosegregation to improve
the prediction accuracy.

At present, the phase field method is mostly used to simulate grain movement in the world.
In 2008, Do-Quang M et al. [5] used the phase field-virtual domain method to simulate the growth and
movement of single dendrite under the action of gravity. In 2012, karagadde and Bhattacharya [6]
used the enthalpy method (EF) to calculate the growth of dendrites, the volume of fluid method
(VOF) to calculate the movement behavior of dendrites, and the immersion boundary method (IBM)
to deal with the solid-liquid interface. The simulation results show that the multi dendrite growth
pattern is significantly different from that of the single dendrite. In 2013, Medvedev et al. [7] used
Phase Field-Lattice Boltzmann method (LBM) coupling model to calculate the dendrite growth and
movement behavior of aluminum copper alloy under the action of shear flow and pipe flow. In 2015,
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Rojas and Takaki [8] used a PF-LBM model to simulate the growth and movement of dendrites under
shear flow, and analyzed the effect of solution flow on the growth and movement of dendrites. In the
same year, Takaki et al. [9] added GPU technology to the program code, which greatly improved the
simulation efficiency and scale, and used the technology to simulate the settlement behavior of single
dendrite in the gravity field. In 2017, Qi et al. [10] proposed a new phase-field model incorporating
dendrite-melt two-phase flow, and modified the boundary layer of growth kinetics equation, so that
it can better reflect the relationship between the growth rate of dendrite tip and the flow direction
of fluid. In 2018, Takaki et al. [11] established a new phase field model to simulate the growth and
movement of multi-dendrite, and coupled this model with lattice Boltzmann to simulate the growth,
movement, collision, and growth behavior after bonding of multi-dendrite.

However, the grid of phase field method is very small and the amount of calculation is huge,
which greatly limits the number of equiaxed dendrites. It is impossible to simulate the solidification
process of ingots with a large number of equiaxed and columnar dendrites [12]. The Cellular automaton
(CA) method has a small amount of calculation and a fast calculation speed, and is undoubtedly more
suitable for calculating multi-dendritic motion behavior. Currently, only the work of Liu et al. [13]
used the CA method to calculate the moving dendrite. He can only simulate the settlement of a single
dendrite, and the dendrite cannot rotate, obviously this is different from the actual situation. This
paper improves the calculation accuracy of the concentration field and simulates the movement of
multiple dendrites.

In addition, the temperature, flow, and solute fields need to be calculated when simulating
dendrite motion in the melt. The LBM method developed in recent years can effectively calculate
the passage process of dendrites in the melt, so it has been widely used. This paper uses the LBM
method to calculate three fields. The dendrite in the melt must interact with the melt during the
movement. This article uses the Ladd method to deal with this effect, because the Ladd method
uniformly processes the solid phase and the liquid phase, so as to avoid the mass and momentum loss
caused by the solid phase node covering the liquid phase node in the process of dendrite movement.
However, the difficulty in dealing with the solid-liquid interaction lies in the calculation of the solute
field. The solute diffusion coefficient of the two phases is quite different, therefore it cannot directly
treat the two phases as a whole to deal with the boundary. Therefore, this paper presents a method to
deal with the solute field of multi grain movement, which realizes the calculation of solute field in the
real sense of dendrite movement.

2. Materials and Methods

In this paper, Al-4.7% Cu alloy is selected as the research object, and the physical parameters are
shown in Table 1.

Table 1. Physical properties of Al-4.7% Cu alloy.

Physical Parameter Symbol Value

Melting temperature Tm (K) 933.3
Liquidus temperature TL (K) 917
Solidus temperature TS (K) 821

Liquidus slope M (m·K/%) −3.44
Thermal diffusivity A (m2·s−1) 2.7 × 10−7

Fluid viscosity N (m2·s−1) 1.2 × 10−6

Diffusivity in liquid D (m2·s−1) 3.0 × 10−9

Partition coefficient k 0.145
Liquid density P (kg·m−3) 2606

2.1. CA Model

The solute equilibrium model (ZS model) proposed by Zhu [14] is used in this paper. The growth
driving force is the difference between the equilibrium crystallization concentration and the actual
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liquid concentration at the interface. The actual liquid concentration CL can be calculated by LBM, and
the equilibrium crystallization concentration Ceq

L can be calculated by the following formula according
to the equilibrium crystallization theory:

Ceq
L = C0 + [TL − Teq

L + ΓK f (φ,θ0)]/m (1)

where C0 is the initial concentration of the alloy; m is the slope of the liquidus; TL is the actual
temperature of the interface; Teq

L is the liquidus temperature at the initial concentration of C0, Γ is
the Gibbs Thomson coefficient; K is the average curvature at the solid/liquid interface, f (φ,θ0) is the
anisotropic function of the interface energy. K can be calculated from the spatial distribution of the
interface solid phase ratio.

K = [(
∂ fS
∂x

)
2

+ (
∂ fS
∂y

)
2

]

−3/2

· [2∂ fS
∂x
∂ fS
∂y
∂2 fS
∂x∂y

− (∂ fS
∂x

)
2 ∂2 fS
∂y2 − (

∂ fS
∂y

)
2 ∂2 fS
∂x2 ] (2)

According to the Gibbs-Thomson formula, the interface energy anisotropy function in Equation
(1) can be expressed as:

f (φ,θ0) = Ψ(φ,θ0) +
∂2

∂φ2 Ψ(φ,θ0) = 1− δ cos[4(φ− θ0)] (3)

where δ = 15ε is the anisotropy coefficient (ε is the anisotropic strength of the interface energy),
ψ(φ,θ0) is the anisotropy function of the interface energy, φ is the angle between the normal direction
of the solid-liquid interface and the horizontal direction, and θ0 is the preferred growth direction. The
anisotropy function ψ(φ,θ0) and the growth angle φ can be calculated from Equations (4) and (5).

ψ(φ,θ0) = 1 + ε cos[4(φ− θ0)] (4)

φ =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
cos−1[

∂ fS
∂x [(

∂ fS
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2
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∂ fS
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∂x [(
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2
+ (

∂ fS
∂y )

2
]
−1/2

]
∂ fS
∂y < 0

(5)

When CL < Ceq
L , the solid fraction increment Δ fs in a time step is calculated by the following formula:

Δ fS =
(Ceq

L −CL)

Ceq
L (1− k)

(6)

In order to partially eliminate anisotropy, this paper uses an improved eight-neighbor capture
method proposed by Zhu [15].

2.2. LBM Model

According to Boussinesq’s approximation, the effect of latent heat and solutes on the density
during the solidification process can be expressed by the following formula:

ρ = ρ0[1− βT(T − T0) − βC(C−C0)] (7)

where ρ0, T0, and C0 represent the initial density, temperature, and concentration of the liquid phase,
respectively, and T and C are the temperature and concentration of the liquid phase at the current
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moment. βT and βC are the volume expansion coefficients of temperature and concentration changes,
respectively. The resultant force of the fluid particles is:

F = gρ0[1− βT(T − T0) − βC(C−C0)] + (−ρ0g)
= gρ0[−βT(T − T0) − βC(C−C0)]

(8)

The distribution function of the flow field can be expressed as:

fi(x + eiΔt, t + Δt) = fi(x, t) +
1
τ f

( f eq
i (x, t) − fi(x, t)) + Fi (9)

where Fi is the component force of the particle under the external force field in the i direction, and its
magnitude is expressed as:

Fi = (1− 1
2τ f

)ωi[3
ei − u

c2 + 9
ei · u

c4
]Δt · F (10)

whereωi is the weight coefficient in each direction, which represents the probability of particles moving
in different directions, which can be expressed as:

ωi =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
4/9 i = 0
1/9 i = 1, 2, 3, 4
1/36 i = 5, 6, 7, 8

(11)

The equilibrium distribution function and relaxation time of the flow field in Equation (9) are
respectively expressed as:

f eq
i (x, t) = ωiρ(1 + 3

ei · u
c2 +

9
2
(ei · u)2

c4
− 3

2
u · u
c2 ) (12)

τ f = 3ν/(c2Δt) + 0.5 (13)

where ν is the dynamic viscosity of the fluid. The macroscopic density ρ and velocity u are obtained by
adding the distribution function.

ρ =
8∑

i=0

fi (14)

u = (
8∑

i=0

ei fi + F · Δt/2)/ρ (15)

The distribution functions of temperature field and solute field are similar to those of flow field:

hi(x + eiΔt, t + Δt) = hi(x, t) +
1
τα

(heq
i (x, t) − hi(x, t)) + Hi (16)

gi(x + eiΔt, t + Δt) = gi(x, t) +
1
τD

(geq
i (x, t) − gi(x, t)) + Gi (17)

where hi(x, t) and gi(x, t) are the distribution functions of temperature field and solute field at the
position x at time t, respectively, and hi(x, t) and gi(x, t) represent the temperature field and the
equilibrium distribution function of the solute field, respectively defined as:

heq
i (x, t) = ωiT(1 + 3

ei · u
c2 +

9
2
(ei · u)2

c4
− 3

2
u · u
c2 ) (18)
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geq
i (x, t) = ωiC(1 + 3

ei · u
c2 +

9
2
(ei · u)2

c4
− 3

2
u · u
c2 ) (19)

The relaxation time τα in the temperature field and the relaxation time τD in the solute field can
be obtained by using the corresponding diffusion coefficients:

τα = 3α/(c2Δt) + 0.5 (20)

τD = 3D/(c2Δt) + 0.5 (21)

where α is a temperature diffusion coefficient, and D is a concentration diffusion coefficient. Macro
temperature and concentration are:

T =
8∑

i=0

hi(x, t); C =
8∑

i=0

gi(r, t) (22)

The source term Hi of the temperature field and the source term Gi of the concentration field can
be expressed as:

Hi = ωiΔT; Gi = ωiΔC (23)

In the formula, ΔT and ΔH respectively represent the latent heat released by the solidification of
the alloy and the excluded solutes.

2.3. Ladd Method to Calculate the Solid-liquid Interface Interaction Force

In Figure 1, xb is the particle boundary point, xl is the liquid phase lattice point of the boundary
node along the c−i direction, xs is the solid phase lattice point of the boundary node along the ci
direction, and ub is the particle velocity. The calculation formulas of xs and xb are:

xs = xl + Δt · ci (24)

ub = Vb + Wb(xb − xc) (25)

where Δt is the time step, Vb and Wb are the translational and rotational speeds, respectively, and xc is
the center of mass of the solid particles. The solid-liquid distribution functions at time t are fi(xl, t)
and f−i(xs, t). After Δt/2 time, the two particles move to the boundary and collide. The distribution
function at this time is:

f−i(xb, t + Δt/2) = fi(xl, t) + 2ω−iρ
c−iub

c2
s

(26)

fi(xb, t + Δt/2) = f−i(xs, t) + 2ωiρ
ciub

c2
s

(27)

xsxl xb

s

ub

Figure 1. Sketch map of half step rebound format.

After the Δt/2 time, the fluid particles bounce to the corresponding lattice points respectively.
At this time, the distribution functions of the liquid phase and solid phase lattice points are:

f−i(xl, t + Δt) = f−i(xb, t + Δt/2) (28)
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fi(xs, t + Δt) = fi(xb, t + Δt/2) (29)

Force exerted by fluid particles on solid particles:

Fi =
Δx2

Δt

[
f−i
(
x f , t + Δt

)
+ fi
(
x f , t
)
− fi(xs, t + Δt) − f−i(xs, t)

]
ci (30)

The total force F on the solid particles is:

F =
Δx2

Δt

∑
xb

∑
i

[ f−i(x f , t + Δt) + fi(x f , t) − fi(xs, t + Δt) − f−i(xs, t)]ci (31)

The force moment on the solid particles is:

Tt =
∑
xb

Fxb(xb − xc) (32)

According to Newton’s second law, the translation speed and rotation speed of the grains can be
calculated respectively as:

V =
F + G

MS
dtW =

Tt

IS
dt (33)

where MS and IS are mass and moment of inertia, respectively, and G is the combined force of gravity
and buoyancy.

2.4. Processing of Solute Fields at Moving Boundaries

In order to accurately calculate the solute field during movement, a solute extrapolation method
for calculating the solute field at the moving boundary is proposed.

As shown in Figure 2, the white and black grid points are the liquid and solid grid points, the solid
ellipse is the position of the dendrite at the previous moment, the dotted ellipse is the current position.
The gray grid points are the covered liquid nodes because of dendrite movement. The concentration
CL of the covered liquid grid points will be distributed in a certain proportion, which is:

ΔC1
L = A ·CLΔC2

L = B ·CLΔC3
L = C ·CL (34)

 
Figure 2. A schematic diagram of solid fall.

ΔC1
L,ΔC2

L, and ΔC3
L respectively represent the concentration assigned to three lattice points along

the direction of dendrite movement. The distance between the lattice points is the grain movement
distance. A, B, and C are the distribution coefficients and satisfy the following relations:

A + B + C = 1A > B > C (35)
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In this paper, the undetermined coefficient method is used, and the distribution coefficients of
different proportions are used to calculate. Then the results are compared with the experimental
results of Liu’s single dendrite drop. The empirical values of A, B, and C are 0.7, 0.2, and 0.1,
respectively. The assigned concentration will be added to the three lattice points along the direction of
dendrite movement.

Cn
L = Cn

L + ΔCn
L (36)

3. Verification

First, the accuracy of the Ladd method for processing moving boundaries is evaluated through
the settlement process of circular particles in an infinitely long pipe. Then, the accuracy of the solute
distribution model established in this paper is verified by calculating the solute field conservation of
the single dendrite in the moving state. The LBM model, the dendrite growth of CA model, and the
rationality of the single dendrite movement model have been confirmed in relevant researches [16,17],
so this article will not be described here.

3.1. Settling of a Circular Particle in an Infinitely Long Tube

The circular particle accelerates to settle down in the infinite tube due to gravity. As the speed
increases, the resistance of the ball increases. When the three forces of resistance, gravity, and buoyancy
are balanced, the particle falls at a uniform speed. Glowinski pointed out in the literature [18] that, for
a circular particle settling in an infinitely long pipe, when its physical parameters are determined, the
settling speed is also determined at a steady state.

When the liquid is at a low Reynolds number, the resistance Ff to circular particles moving in an
infinitely long pipeline is directly proportional to the settlement speed [19] and can be expressed as:

F f = 4πKηv (37)

where v is the falling velocity of circular particles, η is the dynamic viscosity of the fluid, K is the
correction factor, and its value reflects the influence of the resistance of the pipe wall facing the particles.
K is expressed as:

K =
1

ln Wi − 0.9157 + 1.7244(Wi)
−2 − 1.7302(Wi)

−4 + 2.4056(Wi)
−6 − 4.5913(Wi)

−8
(38)

where Wi = W/D, W is the width of a long square tube and D is the diameter of the circular particle.
When particles are in a state of three forces equilibrium, the resistance can be obtained as:

F f =
1
4
πD2(ρS − ρL)g (39)

ρS and ρL are solid density and liquid density, and g is gravity acceleration. According to
Equations (37)–(39), the final falling speed of the circular particle can be calculated as:

v =
D2(ρS − ρ f )g

16Kη
(40)

The size of the circular pipe in this paper is 4 cm× 8 cm. The side length of each grid is 0.01 cm, with
a total of 400 × 800 grids. The particle diameter is taken as 0.48 cm, the fluid density is ρL = 1.0 g/cm3

and the solid density is ρS = 1.02 g/cm3, and the fluid viscosity is η = 0.33 g/(cm·s). The relaxation
time τ is taken as 0.8, and the gravity acceleration is g = 980.0 cm/s2. At the initial moment, the
circular particle are placed at points (2 cm, 6 cm), and they are at rest before the calculation starts.

The simulation results are shown in Figure 3. The particle dropped due to gravity, and two
symmetrical vortices formed on both sides of the particle, which is consistent with what Do-Quang [5]
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described in his literature. According to the simulation value of particle settlement speed, it can be seen
that the simulation results in this paper agree well with the theoretical analytical solution. Therefore,
the method used in this paper can be used to calculate the moving boundary problem.

(a) (b) 

Figure 3. Diagram of circular particle settlement: (a) Flow field; (b) Settlement velocity.

3.2. Calculation of the Solute Field

Figure 4 shows the morphology of dendrite growth under different solute field treatment methods.
Figure 4a is the solute distribution method and Figure 4b is the solute extrapolation method.

In the first method, the lower end of the dendrite grew faster, because the dendrite covered the
original high-concentration solute domain during the settlement of the dendrite. Through the uniform
distribution of solutes, the solute gradient at the upstream end of the dendrite is reduced, so it has
a faster growth rate. In contrast, dendrite growth using the solute extrapolation method was more
uniform. This article compares the two methods to calculate the average regional concentration at the
time of solidification time of 0.3 s, 0.5 s, 0.7 s. It is found that the solute field of Method 1 changes
greatly, and the average solute concentrations at the corresponding moments are 4.682%, 4.673%,
4.658% (standard is 4.7%), solute field conservation is always 4.7% in Method 2. It can be seen that the
solute field treatment in the second method is more accurate.

Figure 4. Dendritic morphology evolution diagram under different methods. (a) Method 1; (b) Method 2.

3.3. Multiple Dendrites Rotation

At the initial time, 5 crystal nuclei with preferential growth angles of 0 and a solid phase rate of
0.2 were placed in the middle of the simulation region. When the number of solidification grids is
3000, the dendrites stop growing. At this time, a uniform rotating flow is applied in the simulation
region. It can be seen from the Figure 5 that the dendrite can maintain its original shape even after
being rotated for multiple turns.

122



Crystals 2020, 10, 70

(a) (b) 

Figure 5. Dendritic morphology before and after rotation (a) Before rotation; (b) After rotation.

This article gives the formula for calculating the solid phase rate error, as follows:

Δ = ( fSin − fS0)/ fS0 × 100 (41)

where fS0 is the initial solid phase rate of the dendrite, fSin is the solid phase rate after dendrite rotation.
According to Equation (41), it is calculated that the change of the solid phase rate of the equiaxed
crystal is maintained within 0.2% after 10 revolutions. In the calculations of this paper, the amplitude
of dendrite rotation is small (rad <1, rad represents the radian of dendrite rotation), so it can be
considered that the numerical model for calculating dendrite rotation established in this paper has no
great influence on the dendrite morphology.

4. Discussion

This article is based on the following assumptions. The melt is an incompressible Newtonian
fluid. The solid and liquid phases have the same thermal conductivity, and the heat transfer boundary
conditions are adiabatic boundary conditions. Solute diffusion only occurs in the liquid phase, there is
no solute diffusion in the solid phase, and the boundary condition for mass transfer is the non-diffusion
boundary condition [13].

4.1. Single Dendrite Movement

As shown in Figure 6, the dendrite arm at the front end of the dendrite grows faster in the
moving state, and a secondary dendrite arm is generated. The upper dendrite arm has a lower speed
and almost stops growing. The reason is that the dendrite movement compresses the lower solute
boundary layer, the concentration gradient becomes larger, and the temperature gradient becomes
lower; the upper solute boundary layer is stretched, the concentration gradient becomes smaller, and
the temperature gradient increases. Therefore, the growth of the dendrite arms at the upstream side
will be further promoted. As the falling speed increases, this asymmetric growth phenomenon becomes
more and more obvious. In actual solidification, when the dendrite grows asymmetrically, the dendrite
will rotate. From Figure 6c2, it can be seen that compared with pure falling dendrites (Figure 6b2),
the former dendrite arms have prominent tips, asymmetric growth is more obvious, and the latter
dendrites are more uniform, which is consistent with the literature [6].

The solute distribution is also closely related to the flow of the solution around the dendrites. It can
be seen from Figure 7 that the flow direction of the solution is different in the three movement states.
The solution near the stationary dendrite flows upward, and the solution far away from the dendrite
flows downward. For a moving dendrite, due to the high viscosity of the solution, a downward pulling
force will be generated on the surrounding solution during the drop of the dendrite. This causes
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the solution near the dendrite to flow downwards and the solution away from the dendrites to flow
upwards. In addition, for moving dendrites, two vortices will be generated behind it.

 

 

Figure 6. Effects of different motion states on dendrite growth. (a1), (b1), (c1) the growth morphology
diagram of dendrite under the condition of stationary, translational falling without rotation, and
rotational falling; (a2), (b2), (c2) the solute distribution diagram of dendrite under the condition of
stationary, translational falling without rotation, and rotational falling.

Figure 7. Flow field distribution in the process of dendrite falling; (a) stationary dendrites; (b) falling
dendrites; (c) falling and rotating dendrites.

It can be seen from Figure 8 that the solution flows faster around the moving dendrites. When the
solidification time is 0.5 s, the flow velocity of the solution around the dendrite in the stationary, pure
falling, and rotating falling states is 0.008 mm/s, −0.01 mm/s, −0.009 mm/s. This is because the rotation
of the dendrite makes the contact surface larger between the lower end and the solution, resulting in
an increase in the resistance of dendrites, which reduces the falling speed of the rotating dendrite to a
certain extent.
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Figure 8. Flow velocity in the process of dendrite falling. (a) Stationary dendrites; (b) falling dendrites;
(c) falling and rotating dendrites.

4.2. Multi-Dendrite Movement

As the dendrites grow, the solute boundary layers around the dendrites come into contact and
fuse with each other to form a high-concentration solute domain. The growth of dendrite arms in
this domain is inhibited, and the growth of dendrite arms away from this domain is promoted. The
asymmetry of the dendrite is aggravated, and the rotation speed of the dendrite is increased.

The rotation of dendrites is different from that of single dendrites during solidification. See
Table 2 for the change of preferential dendrite growth angle. The initial preferred growth angle of
No. 4 dendrite is 0.1 rad. The solutes between the dendrites are close to each other and form a
high concentration solute domain, therefore the growth of the right dendrite arm of No. 4 dendrite
is inhibited, and the growth of the left dendrite arm is promoted. This causes the mass on the left
side of the dendrite to be greater than the mass on the right side, so the dendrite is subjected to
a counterclockwise torque. When the solidification time is 0.4 s, the dendrite rotates 0.3 rad in a
counterclockwise direction. For the No. 1 dendrite, the lower part of the simulated domain is less
affected by the solute field. It starts to rotate at 0.2 s and falls to the bottom at 0.5 s. At this time, the
preferred growth direction of the dendrite is −0.5 rad. For the No. 9 dendrite, the dendrite arm at
the lower end of the dendrite extends to the high-concentration domain, and the growth is inhibited.
Therefore, the dendrite is more symmetrical on the left and right, and the torque is less. During
its movement, the dendrite only rotated 0.2 rad. The No. 6 dendrite is located in the center of the
simulation area. The uncertainty of its growth behavior leads to the complexity of its movement
behavior. It can be seen that the dendrite rotates 0.3 rad clockwise when the solidification time is 0.4 s.
At 0.5 s, the dendrite rotates counterclockwise by 0.1 rad, and the dendrite rotates left and right.

Table 2. Preferred growth angle of dendrites at different times.

Dendrite Rotation Angle (rad)

Time (s) No. 1 No. 4 No. 4 No. 9

0 −0.2 0.1 −0.3 −0.6
0.1 −0.2 0.1 −0.3 −0.6
0.2 −0.3 0 −0.4 −0.7
0.3 −0.4 0 −0.6 −0.8
0.4 −0.5 0.3 −0.6 −0.8
0.5 −0.5 0.5 −0.5 −0.8

Multi-dendritic effects are also manifested in interactions between fluids. As shown in Figure 9a,
as the dendrites grow, the fluid vortices begin to merge, forming a strong convection between the
dendrites. This strong convection hinders the vertical drop of the dendrite and has a lateral force
on the dendrite. The dendrite starts to move laterally, and the grains on both sides have a tendency
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of centrifugal movement. And the movement of the grains in the central domain shows a trend of
swinging left and right.

 

Figure 9. The evolution and concentration distribution of multi-falling-dendrites. (a) t1=200; (b) t2=500;
(c) t3=800; (d) t4=1200.

Figure 10 shows the falling speed of the four dendrites. Each dendrite undergoes a process of
acceleration and deceleration, and their absolute speeds are lower than those of the single dendrites.
It is shown that during the growth of multi-dendritic, due to the interaction between the dendrites,
a part of the gravity is offset and the dendrite’s moving speed is reduced to a certain extent.

 
Figure 10. The falling velocity of dendrite 1, dendrite 4, dendrite 6, dendrite 9.

Compared with the growth of multiple dendrites in the moving state, the growth mode of the
dendrites in the stationary state is much simpler. The growth of the dendrites in the middle of
the simulated domain is suppressed, and the growth of dendrites near the boundary is promoted.
(As shown in Figure 11)
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Figure 11. The evolution and concentration distribution of dendrites without motion. (a) t1 = 200;
(b) t2 = 500; (c) t3 = 800; (d) t4 = 1000.

From the above analysis, the movement behavior of multi-dendrites is related to the melt convection
and solute overlap between the dendrites. In response to this phenomenon, scholars proposed to
apply an external force field (such as an electromagnetic field) to the dendrite to offset gravity, thereby
changing the movement state of the dendrite, and then controlling the solute segregation of the
casting [20,21].

5. Conclusions

In this work, a CA-LBM-Ladd coupling model for calculating multi-dendritic motion was
established, and an extrapolated distribution method for calculating the solute distribution around the
dendrite under the state of dendritic motion in the melt was proposed, which realizes the calculation
of the solute field in the real state of dendrite movement. The CA-LBM-Ladd coupling model was
verified, and then the motion of single and multiple dendrites was simulated using this model. The
simulation results show that: 1) the superposition of the flow fields between the multiple dendrites
causes the movement state to change; 2) the superposition of solute field results in the change of
concentration gradient, changes the growth mode of dendrite, and then changes the movement state.
This is quite different from the growth mode of single dendrite.
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Abbreviations

A detailed list of symbols abbreviations used in this paper is listed and a brief explanation is given.

Symbols Unit Meaning
fs mass% Solid fraction
CL mass% Actual solute concentration at interface
Ceq

L mass% Liquid-phase equilibrium crystallization concentration at the interface
Δ fs mass% Solid fraction increment
k — Equilibrium partition coefficient of solute
C0 mass% Initial concentration of the alloy
TL K Actual temperature of the interface
Teq

L K Equilibrium liquidus temperature
m k/mass% Liquidus slope
Γ m·K Gibbs-Thomson coefficient
K 1/m Average curvature at the solid / liquid interface
ψ — Anisotropic function
ε — Anisotropic strength of interface energy
δ — Anisotropic coefficient
θ0 deg Preferred growth direction
φ deg Growth angle
τ f — Relaxation time of flow field
τα — Relaxation time of temperature field
τD — Relaxation time of concentration field
ν m2/s Fluid viscosity
α m2/s Thermal diffusivity
D m2/s Concentration diffusion coefficient
ρ0 Kg/m3 Initial density of fluid
T0 K Initial temperature
βT K−1 Volume expansion coefficient of temperature change
βC Mass%−1 Volume expansion coefficient of concentration change
ωi — Weight coefficient
ei m/s Discrete velocity
c m/s Lattice velocity
MS Kg Mass
IS Kg·m2 Moment of inertia
g m/s2 Gravitational acceleration
F N The force of fluid on dendrite
Tt N·m Force moment
Fi N The component force of the particle in the i direction
Gi mass% Source term of concentration field
Hi K Source term of temperature field
u m/s Macroscopic velocity
ΔT K Undercooling
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Abstract: A novel shadowgraphic inline probe to measure crystal size distributions (CSD),
based on acquired greyscale images, is evaluated in terms of elevated temperatures and fragile
crystals, and compared to well-established, alternative online and offline measurement techniques,
i.e., sieving analysis and online microscopy. Additionally, the operation limits, with respect to
temperature, supersaturation, suspension, and optical density, are investigated. Two different
substance systems, potassium dihydrogen phosphate (prisms) and thiamine hydrochloride (needles),
are crystallized for this purpose at 25 L scale. Crystal phases of the well-known KH2PO4/H2O system
are measured continuously by the inline probe and in a bypass by the online microscope during
cooling crystallizations. Both measurement techniques show similar results with respect to the crystal
size distribution, except for higher temperatures, where the bypass variant tends to fail due to
blockage. Thiamine hydrochloride, a substance forming long and fragile needles in aqueous solutions,
is solidified with an anti-solvent crystallization with ethanol. The novel inline probe could identify
a new field of application for image-based crystal size distribution measurements, with respect
to difficult particle shapes (needles) and elevated temperatures, which cannot be evaluated with
common techniques.

Keywords: optical measurement techniques; crystal size measurement; inline probe; crystal needles

1. Introduction

Crystallization is widely applied in agricultural, pharmaceutical, or chemical industry, with an
enormous variety of duties and products. Besides purification and concentration of substances,
crystallization is mainly applied to produce a particulate phase exhibiting defined properties.
The particular requirements can be manifold. While for fine chemicals or active pharmaceutical
ingredients (API) the solid-state form is commonly of major interest, a certain crystal size distribution
(CSD) and crystal shape is usually demanded. Any of these particular properties affect the product
functionality [1], as well as other processes in the downstream procedure (filtration, drying, etc.) [2,3].
Hence, control of the crystal size and solid-state form (e.g., polymorphism) is one important challenge
that spreads over all fields of industrial crystallization [4].

Different options like cooling, adding an antisolvent, or evaporation of the solvent can be applied
to create the corresponding driving force for the crystallization process. In order to compensate
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the supersaturation, a solid phase is formed with a specific shape through nucleation or growth,
depending on the thermodynamic state of the system. However, crystallization kinetics are complex,
nonlinearly connected to the driving force, and highly affected by initial conditions, process disturbances
and hydrodynamic effects, which appear during operation.

Beside these fundamental aspects of the solid phase formation, the operation mode of
a crystallization process plays a major role. In pharmaceutical industry the vast majority of
crystallizations are still operated batch-wise since the process design is straightforward and can
be based on the experience of many decades. Usually, a defined seeding strategy, combined with a
controlled cooling policy, are utilized to meet the rigorous product specifications. This is the most
common approach for process development and commercial manufacturing, but it also has various
disadvantages. Batch processes suffer from batch-to-batch variations of the product and potentially
high manufacturing costs, due to dead times for charging and cleaning [5–7]. To overcome these
drawbacks, the crystallization can be carried out continuously, which increases the productivity and
especially the space time yield. Hence, continuous operation has received increasing attention in recent
years as a key element for improving crystallization based production [7–9]. Simple design methods for
continuous crystallizations, like for batch-processes, are still missing. The continuous operation relies
essentially on a precise control of nucleation and crystal growth. Thus, the crystal size distribution
(and shape) must be well known, together with the liquid phase conditions, to reach a certain steady
state, which yields the desired product.

Hence, in order to optimize existing processes, to develop new ones, or to transfer a batch-wise
operation into a continuous mode, it is essential to monitor the solid phase formation together with
the actual state of the liquid phase. The measurement of integral parameters, like temperature or
concentration, is state of the art while determining the solid phase state, e.g., the crystal size is still
quite challenging. Hence, this contribution is concerned with the evaluation of a novel inline probe for
the measurement of CSD. In the first part, the technology is explained and compared to commonly
applied analysis methods. In the following, the experimental approach is introduced, which is used to
investigate the quality and application range of the new probe. Altogether, the results of three different
techniques for the measurement of CSD are compared with the example of two substance systems in a
wide range of operation conditions.

1.1. Particulate Measurement Techniques

The measurement of CSD is a challenging task due to the limited variety of monitoring techniques.
However, the choice of the right measurement principle, with sufficient temporal and spatial resolution,
can be decisive for process control and performance. With respect to this, a comprehensive summary
of available techniques is given in the following paragraphs.

An overview for particulate measurement systems, with multiphase flow, in general is given
elsewhere [10,11], and focusses on the determination of particulate properties like particle size and
shape, flow field visualization, or concentration measurements. In contrast to the broad range of
applications discussed in the cited literature, this article focusses on crystallization. One can distinguish
between offline/atline, online, and inline measurement techniques. Offline measurement systems are
used to analyze samples of the process in a laboratory, resulting in a relatively long deadtime between
sampling and analysis results. Atline measurements are basically offline methods, that are placed close
to the sampling point to minimize transportation distances. Hence, the time of the whole analytical
processes is reduced. Nevertheless, both kinds of measurement operation mode are usually difficult to
automate, often need manual adjustment, and are too slow for an efficient process control. For fast
analysis and direct process control, online and inline measurements are indispensable.

Online measurements are commonly used together with a bypass. A representative sample is
continuously withdrawn from the process into the measurement system and then returned to the
apparatus. Inline techniques, often designed as probes, collect the information at the point of interest.
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The acquired data can be exploited in both cases, either to adjust the process conditions or to serve as
an input for actuators on a model-predictive control [11].

For the evaluation of the transient particulate phase during crystallization processes,
offline/atline approaches are slow and tedious (sampling, washing, etc.), with the drawback of
influence on the particle size distribution (PSD) during the involved procedure. The only alternative is
inline or online determination, to directly control the product properties, which only can lead to high
quality products [3,7,12,13].

The most commonly used quantitative particle measurement methods applied in crystallization are
either laser diffractometer (LD) or focused beam reflectance measurement (FBRM). The LD is a classical
offline technique and measures the refraction of light to determine the diameter of an equivalent
sphere. Therefore, this technique is mostly used for spherical and compact particles, because it is well
known that this technique struggles with non-spherical crystals, especially if these have high aspect
ratios [14,15]. FBRM is the state of the art technique in crystallization, because it is commercially
available and easy to use [4]. A probe that is inserted in the apparatus and measures the chord lengths
of the crystals from backscattered light originating from a fast-rotating laser beam [7,16–24], yielding a
one-dimensional chord length distribution (CLD) instead of a real crystal PSD. The conversion of a
CLD to a PSD is based on models and assumptions, but is lacking for complex and elongated particle
shapes [25–28]. Another limitation of the technique is the one-dimensional distribution, which proves
insufficient at higher dimensions, like with the width and length of a needle-shaped crystal [3,22,29,30].

So far, only optical imaging measurement techniques, together with sophisticated image
processing algorithms, manage to determine efficiently the particle shape of a particulate phase [13,30].
Other noninvasive niche methods rely, for instance, on the use of supersonic wave probes for the
characterization of the dispersed phase [31–33].

In the simplest optical image processing approach, a camera is placed in front of a transparent
reactor [34–36], e.g., a stirred glass vessel, for continuous monitoring. This concept often suffers from
image distortion due to the curved reactor wall, poor contrast ratios, and limitations with respect to the
solid content or suspension density. In addition, the acquired images are mostly evaluated manually,
because their image quality varies in illumination and contrast. In order to benefit from online and
inline techniques, it is important to have an automated, or at least fast, image processing algorithm.
Therefore, it is of major importance to utilize a camera setup that acquires images with high contrast,
sharp edges, and constant image quality.

Online approaches via bypass variants are costly at industrial scale and therefore commonly
applied at laboratory scale. In this case, the suspension is isokinetically withdrawn from the process,
passing a cuvette or flow-through cell for analysis. Hence, high contrast images with constantly sharp
particles can be acquired if the focus is in the middle of the cell. Various publications have demonstrated
the use of this technique for the determination of the PSD for resilient crystals that do not tend to
break [37–39]. Another variant is with a stereoscopic imaging system for reconstruction of the 3D-shape
of crystals [29,30,40].

Other variants are image-giving inline probes, which have been developed and established in
the last twenty years [12,41–45]. These common incident-light probes are inserted into the reactor,
acquiring the information at the point of interest. Available systems use entocentric lenses and are
therefore quite compact, but unfortunately suffer from a small focal plane. As a result, most of the
particles in the measurement area may appear blurry, which can lead to inaccurately imaged particles
and an erroneous PSD. Thus, these are mostly used for qualitative analyses, like monitoring secondary
nucleation or phase transformation, in combination with an FBRM that measures the quantitative
particle chord length [17,18,20,23,46,47].

The ultimate approach is with tomographic methods that have excellent temporal and
spatial resolution, and where applicability is possible even with high solid content and in
opaque media. This measurement principle was developed in human medicine and is completely
noninvasive. Today, this technique is also applied in various fields of process engineering technology.
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Its disadvantages are a high space requirement and high costs, thus only at laboratory scale can
applications be found. The techniques used in this article, beside sieving, are image-based techniques:
an established bypass online microscope and the telecentric shadowgraphic probe for the evaluation of
this new measurement technique. Both imaging techniques are described in detail below.

1.2. Shadowgraphic Optical Probe and Online Microscope

The in situ data of the experimental investigations in this study were recorded with two
measurement systems: a commercial QICPIC online microscope (Sympatec, Germany) installed
in a bypass and a shadowgraphic inline probe. The online microscope was using the transmitted light
technique, where a pulsed light source is vis-à-vis of a camera. The measurement volume was formed
by a flow-through cuvette that was placed between the optics and the light source. The parts were
adjusted, so that the focus plane was in the middle of the cuvette. Thus, particles that were transported
through the cell were captured sharply, with constant image quality.

A peristaltic pump fed the suspension via a temperature-controlled bypass to the cuvette and
back to the crystallizer. The measurement volume had a fixed width of 2 mm given by the cuvette
geometry. The camera and lens provided a square field of view of 5 mm in height and width at a
resolution of 1024 pixel × 1024 pixel. The microscope software supports an autofocus function to adjust
the focus plane of the camera in the middle of the flow cell, alternatively it could be adjusted manually.

The shadowgraphic probe is a further development of the so-called optical multimode online
probe (OMOP) [48,49]. The primary design of the probe is based on a transmitted light technique and
consists of two opposite protection tubes in a measurement flange.

One tube contains the illumination unit and the other one the camera and a telecentric lens.
The light source consists of a LED placed in the focus point of a plano-convex lens, which emits a
parallel light beam. The light beam is passed through the measurement volume between the two
tubes, which are sealed with inspection windows in the front. Through the parallel light, high contrast
images of the particles within the measurement volume can be acquired, even if the particles are
nearly transparent.

In contrast, commercial image-based probes apply an incident light technique with an endocentric
optics. In comparison, these probes have lower contrast ratios and natural image distortion is easily
caused by the illumination and the optics [50,51]. Therefore, image analysis is quite challenging and
requires significant effort to achieve quantitative results [52]. Furthermore, the depicted particles
captured by the camera appear smaller, the larger the distance from the entocentric lens, and need
sophisticated correction. Due to a comparably small focus areas, only a limited number of particles can
be evaluated.

Alternatively, telecentric lenses provide a distant independent image of the particles when using
parallel light. An aperture in the image-sided focus point of the lens filters out non-parallel light beams
and, thus, shadowgraphic pictures are generated by parallel light only. Hence, no prior calibration
is necessary. In addition, these lenses have higher depth of field compared to entocentric lenses,
therefore having a large measurement volume instead of a focus plane. Hence, various versions of
the OMOP for different applications, like capturing droplets [53,54], bubbles [55–57], or sprays [58,59]
were developed.

In order to achieve easier access to an apparatus and to promote industrial applications, two probes
have been designed recently; first, a robust DN 80 variant for industrial applications, with the full
functionality of the two-sided OMOP principle [60]. Second, as a further development, a single sided
endoscopic probe in DN 50 version was designed for laboratory scale [56,61], and was used for the
experiments of this article. The probe has an adjustment mechanism where the position inside the
apparatus and width of the measurement volume can be changed, even during the crystallization
process, to adapt it to the increasing particle concentration (see Figure 1).
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Figure 1. One-sided DN 50 telecentric shadowgraphic probe for laboratory scale published in [56,61].

2. Materials and Methods

2.1. Experimental Setup

For the experiments in this study, the following setup was used for all experiments (Figure 2):

 

Figure 2. Scheme of the 25 L utilized double jacket draft tube crystallizer setup [62].

The temperature-controlled 25 L double jacket draft tube crystallizer was equipped with a
propeller-type stirrer (diameter 150 mm, BASF, Ludwigshafen, Germany) and a PT100 was used to
monitor the temperature (T in Figure 2). In order to measure the liquid phase composition, an attenuated
total reflection Fourier-transform infrared spectroscope (ATR-FTIR, Thermo Fisher Scientific, Waltham,
Massachusetts, USA) was used (FTIR in Figure 2).

The measurement depth of the shadowgraphic probe was set to 2 mm to be consistent with the
flow cuvette of the online microscope. The probe was fitted with a Basler 1440-73 gm camera and a
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1× telecentric lens, and the measurement volume was in the middle between the draft tube and the
reactor wall. The bypass for the online microscope was inserted at the top of the reactor, directly above
the shadowgraphic probe to ensure that the withdrawn suspension was similar. A high bypass flow
rate (≈40 L/h) was chosen to ensure unclassified sampling of the suspension. All bypass tubes were
double jacketed and temperature-controlled by a thermostat, which were set to 1–1.5 K above the
reactor temperature. Details of the QICPIC bypass setup are reported elsewhere [37,62].

Both measurement techniques were capturing 750 images at 25 fps for each measurement point
to monitor the executed experiments. Additionally, solid-free offline samples of the liquid phase
were taken every 5 min, which were analyzed gravimetrically to verify the inline data, and finally a
representative suspension sample was taken from the bottom valve at the end of each experiment to
allow for sieve analyses.

2.2. Substances

In order to analyze different crystal shapes, potassium dihydrogen phosphate (KH2PO4) and
thiamine hydrochloride were used.

KH2PO4 grew bipyramidal, prismatic shaped crystals, depicted in Figure 3a, and thiamine
hydrochloride monohydrate grew needle-like shape, as depicted in Figure 3b.

 

Figure 3. (a) KH2PO4 crystals; (b) Thiamine hydrochloride monohydrate crystals captured by the
shadowgraphic probe during the experiments.

KH2PO4 grows resilient crystals, that are very suitable for validation purposes, because they do
not tend to break in a bypass, during filtration, or sieving. In order to design the crystallization process,
the solubility and the kinetics must be known, especially because KH2PO4 tends to form longer or
shorter body prisms, depending on the operation conditions. The crystallization kinetics in aqueous
solutions and the solubility are well known and reported [62,63]. The latter can be described by the
following polynomial expression:

Csat(T)[wt.−%] = 15.24 wt.−% + 2.06 × 10−1 wt.−%◦C T + 1.01
× 10−2 wt.−%

◦C2 T2 − 1.45 × 10−4 wt.−%
◦C3 T3 + 1.23

× 10−6 wt.−%
◦C4 T4

(1)

Thiamine hydrochloride exists in five solid-state forms, according to the literature [64,65].
The desired form in industrial applications is a pseudo-monohydrate that crystallizes in contact
with water, and contains 0.5 to 1 mole water per mole thiamine in the needle-like shaped crystals
(see Figure 3b).
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However, this monohydrate is metastable at ambient conditions and converts fast into the
thermodynamic stable thiamin hydrochloride hemihydrate. Hence, the solid-liquid equilibrium
of the pseudo-monohydrate is difficult to measure, and therefore barely investigated [65,66].
Fortunately, data of the less-soluble thiamine hydrochloride hemihydrate in some binary solvents
are reported, and therefore the experimental design was based on data of a binary water/ethanol
mixture [67]. Some physiochemical properties of the thiamin hydrochloride and KH2PO4 are shown in
Table 1.

Table 1. Properties of the utilized substances KH2PO4 and thiamin hydrochloride.

Substance Properties Symbol KH2PO4 Thiamine HCl Anhydrate Unit

Solid density ρsolid 2340 1.4 [kg/m3]
Molar mass M 136.09 337.27 [g/mol]

Purity Pr ≥99 ≥98 [%]
Vendor Applichem Sigma Aldrich

2.3. Experimental Procedure

Table 2 depicts the conditions of the executed experiments, one with thiamine hydrochloride
(Exp. 5) and four with KH2PO4 (Exp. 1–4). For Exp. 1–3 the saturation temperature was 35 ◦C and the
cooling rate, the final temperature, and the mass of the seed loading was varied for each experiment
to evaluate the limits, with respect to the suspension density and crystal size. The seed fraction was
sieved and had a normal distributed initial size of 212–300 μm for all experiments, except for Exp. 3.
Smaller seeds with a range of 150–212 μm were used in this case to alter the initial suspension and
optical density, to evaluate the impact of these parameters on the crystal size measurements. The fourth
experiment was carried out with a larger initial concentration (according to a saturation temperature
of 56.5 ◦C), since it is well known that the bypass of online microscopes often tends to block under
these conditions. In addition, an anti-solvent crystallization, Exp. 5, of thiamine hydrochloride was
performed to evaluate the applicability of the shadowgraphic probe to fragile crystal systems.

Table 2. Process conditions of the performed experiments with KH2PO4 and thiamine hydrochloride.

Exp.
ΔT/ Δt
[◦C/h]

TSat

[◦C]
TSeed

[◦C]
Tend

[◦C]
mH2O

[◦C]
mEtOH

[kg]
msolute

[kg]
mseeds

[kg]

Exp. 1—KH2PO4 −7.5 35 34 27 21 - 6.5 0.05
Exp. 2—KH2PO4 −10 35 34 15.5 21 - 6.5 0.1
Exp. 3—KH2PO4 −10 35 34 22 21 - 6.5 0.2
Exp. 4—KH2PO4 −12 56.5 56.4 43 21 - 9.5 0.1

Exp. 5—thiamine hydrochl. - ≈30 - 25 5.6 12 4 -

KH2PO4 was added to the reactor according to Equation (1) (see Table 2), the impeller speed
was set to 250 rpm and the crystallizer was heated a priori for 0.5 h to 5–10 K above the respective
saturation temperature to ensure complete dissolution and equal starting conditions for all experiments.
Afterwards, the clear solutions were slightly subcooled (0.1–1 K) and the seeds were added at
temperature Tseed (see Table 2) and time t = 0 h. Subsequently, cooling was executed as a simple
linear cooling ramp after the seed’s addition, with a certain slope between −7.5 ◦C/h and −12 ◦C/h
(see Figure 4a for an exemplary temperature curve of Exp. 3—KH2PO4). Immediately after seeding
(t = 0 h), the particle size was measured simultaneously every 5 min by the online microscope
and the shadowgraphic probe. The experiments ended at the final temperature, Tend, if either
the suspension density was too high, resulting in too much overlapping of the single crystals,
or excessive nucleation was observed. During the last measurement of the crystal size by the optical
methods an unclassified suspension sample was taken from the bottom valve of the reactor, and was
immediately filtered using a strainer and a filter paper. Then, the filter cake was washed with an
adjusted ethanol/water-mixture to prevent nucleation or dissolution of the crystals through the residual
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mother liquor. Afterwards, the crystals were dried and sieved to determine the mass-based size
distribution. During the experiments with KH2PO4, the state of the liquid phase was monitored by a
calibrated ATR-FTIR and by solid-free liquid samples, which were taken every 5 min, simultaneous to
the particle size measurements (see Figure 4b).

Figure 4. (a) Temperature profile of Exp. 3—KH2PO4: saturation, seeding, linear cooling ramp, and final
temperature. (b) Concentration profile of Exp. 3—KH2PO4: FTIR, offline samples, and saturation curve.

From ATR-FTIR spectra the mass fraction (mKDP/msolution) was calculated by an existing calibration,
successfully applied in the past [68] to evaluate the suspension density, where cFTIR is the concentration
of the FTIR and c0 is the initial concentration:

ρSusp(t) = (c0 − cFTIR(t)) +
mseed

msolution
(2)

S(t) =
cFTIR(t)

csat(T(t))
(3)

The supersaturation, S, is the driving force in crystallization, and was calculated according to
Equation (3), with the concentration at saturation, csat(T(t)).

The experiments started at small supersaturations, which gradually increased due to cooling.
After about 0.6 h sufficient solid surface was present in the crystallizer to counterbalance the
supersaturation generation and the driving force started to decrease, exemplarily shown in Figure 5a
for Exp. 3—KH2PO4.

The concentration of the liquid phase versus temperature in the binary phase diagram for all
KH2PO4 experiments is given in Figure 5b. Exp.1–3 have almost identical conditions with a saturation
temperature of 35 ◦C and only Exp. 4 was saturated at an elevated temperature. A significant influence
of the seed load or the cooling ramp on the concentration profile is not clearly visible due to the fast
crystallization kinetics of KH2PO4.

In addition, a fifth experiment with thiamin hydrochloride was carried out as an anti-solvent
crystallization via primary nucleation. The thiamine hydrochloride was dissolved in water and added
to the reactor. At tstart = 0 h the ethanol was added as the antisolvent. The initial masses were calculated
based on literature data [67]. The experiment was carried out at a constant temperature of 25 ◦C,
and the impeller speed was set to 250 rpm, similar to the experiments with KH2PO4.

The shadowgraphic probe took pictures of the suspension every minute from the beginning,
and after a significant number of crystals were visible (t = 1 h), the online microscope in the bypass
was put into operation.
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Figure 5. (a) Supersaturation profile calculated for Exp. 3—KH2PO4 with the FTIR data, (b) Liquid
phase concentration for Exp. 1–4 KH2PO4, measured with the FTIR depicted in a part of the binary
phase diagram of KH2PO4/H2O. The dashed line is the saturation curve according to Equation (1).

The experiment was carried out until the concentration was too high to identify single crystals.
Taking a suspension sample similar to the experiments with KH2PO4, was not possible since the thin,
needle-like crystals of the thiamine hydrochloride monohydrate broke during filtration and further
handling. A representative sieving analysis was, therefore, not possible and the crystal length and
width were only determined via image processing.

2.4. Image Processing

The pictures of the probe and the microscope were evaluated with an existing MATLAB routine [69].
Based on the difference in contrast between the crystals and the background, the crystals could be isolated
through contrast enhancement and binarization. In addition, a dynamic background subtraction out of
a picture series was carried out to eliminate scratches or immobile adherent particles. The KH2PO4

crystals, especially, have large bright areas in the crystal center (see Figure 3a) that would lead to
erroneous object identification. Therefore, morphological closing and region filling was utilized to fill
the empty areas within the crystals.

The evaluation focuses on single crystals only, assuming agglomerates are of negligible number.
Therefore, two shape descriptors, the numerical eccentricity, ε, (Equation (4)) of an ellipse, and solidity,
s, for the description of the convexity (Equation (5)), were used to exclude agglomerates from
further evaluation.

ε =

√
a2 + b2

a
(4)

s =
A

Aconvex
(5)

The use of these parameters was based on experience and was successfully applied for single
crystals of KH2PO4 in the past. Particles are classified as single crystals if the eccentricity was within 0.4
to 1, and the solidity from 0.95 to 1, respectively. As a result, gas bubbles and overlapping crystals were
excluded in the data evaluation. This was manually crosschecked by comparing the crystal detection
results with the original images. Furthermore, crystals touching the image border were not considered
in the evaluation, since incomplete objects lead to erroneous size calculations. More details about the
algorithm are reported in the literature [69].

In order to evaluate the geometry of the observed objects and to calculate meaningful distributions,
it is necessary to choose a reasonable characteristic length. For slightly elongated bipyramidal crystals
with a square prism body, the width of the square cross-sectional area can be used as a characteristic
length, L, to describe its size. This length can be obtained by the minimal Feret’s diameter, LFmin of
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the projected area of the crystal, but the orientation of the crystal to the picture must be considered.
The relevant orientation for the representation of the minimal Feret’s diameter is given by the rotation
around an axis, passing the two pyramid tips along the elongated direction of the crystal. Imaging a
rotation around this axis, while constantly measuring the minimal Feret’s diameter, gives values
between a minimum and a maximum value, L and

√
2L for LFmin. Assuming that the orientation of the

particles is normally distributed, for the probability of all rotations between the two extreme values,
an arithmetic mean L1 can be described according to:

L ≈ L1 =
2 LFmin

1 +
√

2
(6)

Based on this averaged crystal width of the square prism body, the distributions can be compared
with the sieving analysis, where L1 is measured. There are advanced methods for the correction of
the crystal orientation reported in the literature [36], but for the sake of simplicity and computational
effort, this approach was chosen.

The single crystals detected and measured by the image analysis were sorted in 400 size classes
between 1 and 2000 μm, based on their corrected crystal size, and normalized by the class width,
giving the number distribution, f (L). Normalization by the integral

∫
f j(L)dL yields the density

distribution qj of dimension j:

qj =
f j(L)∫
f j(L)dL

(7)

Additionally, the percentiles, p, were utilized for the comparison of the online microscope and the
shadowgraphic probe’s results according to:

Qj
(
Lp
)
=

∫ Lp

0
qj(L)dL = p (8)

The results were depicted and evaluated in terms of number distribution (j = 0) and mass
distribution (j = 3), mainly, but other characteristic values of distributions can be used, as well [70,71].

Thiamin hydrochloride crystals were characterized utilizing the same algorithm, but without any
correction of the Feret’s diameter for the orientation. The minimal and maximal Feret’s diameter were
interpreted as the width and the length of the needles.

Further, for both substance systems an optical density was calculated based on the acquired
and binarized images of the shadowgraphic probe and the QICPIC. For this purpose, the number
of all black pixels in an image was divided by its resolution. This ratio was used in the following,
called optical suspension density, and helps to interpret the results.

3. Results and Discussion

In the following, the results of Exp. 3 with the highest initial suspension density will be discussed
in detail, because the Exp. 1 and Exp. 2 show similar results and have the same starting saturation
temperature. Furthermore, Exp. 4 will be shown, as it has a higher starting saturation temperature.
Afterwards the results of the thiamine hydrochloride crystals will be discussed.

3.1. Comparison of the Crystal Size Measurement Techniques with KH2PO4 Crystals

Figure 6 gives an example of captured KH2PO4 crystals, with the online microscope in comparison
with the shadowgraphic probe. Both pictures show good contrast ratios, which simplifies the subsequent
image processing. The imaged crystals have clear edges and can be accurately detected and measured
by the algorithm. Thus, the number, q0, and mass, q3, density functions of the distributions could be
calculated as shown in Figure 7. In the number density functions (see Figure 7a,b), the evolution of the
fines content can be visualized, while the mass density function (see Figure 7c,d) serves to illustrate the
evolution of the larger crystal fractions.
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Figure 6. KH2PO4 crystals captured with (a) QICPIC (online microscope with bypass);
(b) shadowgraphic probe (OMOP, inline probe). The images are enlarged for a better view of the edges.

Figure 7. KH2PO4—Exp. 3 distributions (a) q0-distribution shadowgraphic probe; (b) q0-distribution
QICPIC; (c) q3-distribution shadowgraphic probe; (d) q3-distribution QICPIC. Solid lines—percentiles
of the shadowgraphic probe; Dashed lines—percentiles of the QICPIC; yellow and red −0.15 and 0.85
percentile distribution; blue—transient mean sizes of the distribution.
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In general, both techniques give similar distributions. The number distributions show, for t = 0 h
two major crystal fractions, one with about 50 μm and another one with 184 μm. As seen in the
mass distributions, the small fraction is not visible and was probably caused by fine grain KH2PO4

particles in the seeds and dust. After a time of about t = 0.6 h, where the largest supersaturation was
present (see. Figure 5a) a shift in crystal size towards bigger crystals due to growth can be observed
(see Figure 7). Obviously, a certain threshold driving force must be present for the seeds to become
active. Several reasons are known for this behavior, e.g., the crystal surfaces need to heal before
macroscopic growth can take place or impurities block growth centers. However, a detailed study of
the mechanism is not the focus of this article. The q0-distributions (Figure 7a,b) also show that the
number of smaller particles increases at the same time, caused by nucleation. After crystal growth
can be observed, a significant broadening of the seed fraction is visible (see Figure 7c,d for t > 0.6 h),
which can be attributed to growth rate dispersion. This influence can also be seen with a look at the
percentiles, therefore they are shown as the top view in Figure 8, on the 3D diagram in Figure 7. For a
better overview the surface plot is not shown in Figure 8.

Figure 8. (a) Percentiles and mean values of the crystal size distributions from Figure 7
thin lines—percentiles of the q0-distribution; bold lines—percentiles of the q3-distributions;
Solid lines—percentiles and mean values shadowgraphic probe; dashed lines—percentiles and mean
values QICPIC; brown; magenta −0.15 and 0.85 percentile of the corresponding distribution; blue—mean
size of the corresponding distribution. (b) Comparison of the last mass distribution: shadowgraphic
probe, QICPIC, sieve analysis.

The percentiles of the number, and mass density distribution, match well for both optical
measurement techniques (Figure 8a), and show almost identical curves. Hence, an explicit classification
effect of one measurement technique, either caused by the sample withdrawal to the bypass or by the
measurement gap of the inline probe, can be excluded. For t = 0 h, the percentiles match with the
initial size range of the seeds (see Table 3), and confirm a reasonable measurement of the crystal size.
The change of the crystal size can be tracked properly over the whole experimental time. This can be
confirmed with respect to the q3-distributions obtained by the sieve analysis of the suspension sample
at the end of the experiment (see Figure 8b).

Table 3. Mass-averaged crystal widths evaluated with the optical measurement techniques at the start
and the end on Exp. 1–4 KH2PO4.

Mass-Averaged Crystal Width L [μm] at the Start Mass-Averaged Crystal Width L [μm] at the End

Exp. no. Seed Size [μm] Experimental Time [h] QICPIC Probe QICPIC Probe Sieving

Exp. 1 212–300 1.15 257 280 590 584 596
Exp. 2 212–300 2.01 248 257 645 582 660
Exp. 3 150–212 1.42 189 188 303 284 281
Exp. 4 212–300 1.18 258 259 - 347 526
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The comparison shows that the distributions measured by the optical measurement techniques
fit well with the sieve analyses. The fraction of 0–200 μm is underestimated by the sieve analysis
compared to the optical techniques. Probably, a part of the fines is lost during solid/liquid separation,
washing, and sieving. In the range of 450–600 μm a slightly higher density for larger particles in the
sieve analysis is visible. Since the image analysis focuses on single crystals, the agglomerates are
not considered in the imaging techniques. In contrast, the sieve analysis also has agglomerates in
the distribution, therefore this shift can be addressed to a small amount of agglomerates present in
the sample. In summary, both optical measurement techniques are suitable to evaluate crystal size
distributions. The deviations are in the typical error range, except for the final crystal size of Exp. 2.
However, the main sources of deviation in image-based size determination, in general, is the image
conversion and the binarization. About two pixels on the edges was the common deviation during the
capturing by the camera, and an additional two pixel uncertainty occurred during the thresholding
for the binarization. This sums up to four pixel in total, which equals 20 μm with a pixel size of 5 μm
(depending on the camera and the lens used) for both techniques, and is the typical error range for
image-based size evaluation in general.

Several parameters were changed during experiments Exp. 1–3, initial seed loading, seed size, final
process temperature, and the final crystal size, as well as the optical and suspension density. The latter
two cannot be controlled directly but are a result of various process parameters. None of the changes
led to a significant impact on the deviation between both optical measurement techniques, since a
good agreement was found for density functions of all experiments (see Appendix A for the other
detailed results of Exp. 1 and 2). A comparison of the initial seed sizes of all experiments (see Table 3)
confirms a suitable determination of the crystal sizes between the QICPIC and the shadowgraphic
probe. At the end of the experiments where larger crystals occurred, the probe measured slightly
smaller crystal sizes than the QICPIC and the sieve analysis, but the deviations were still in the
deviation of 20 μm mentioned above. Nevertheless, an effect of the measurement window of the
shadowgraphic probe can be assumed. Larger particles tend to touch the image border, especially if
the measurement window is smaller. Because the QICPIC has a larger measurement window (5 mm ×
5 mm) than the probe (5 mm × 3.5 mm), this effect is maybe noticeable. Only Exp. 2 shows significant
deviations for the measured final crystal sizes. For this experiment the percentiles (see Appendix A
Figure A7) are almost identical for both techniques, except at the last two measurement points.
For these measurements the percentiles show a significant drop, and the amount of measured crystals
increases drastically. The supersaturation curve (see Appendix A Figure A8) shows an increase of
the concentration and secondary nucleation occurs, which causes the decrease in the mean crystal
size. Additionally, the probe has more agglomerates in the images, leading to fewer single particles
being detected. A classifying effect may occur within the QICPIC bypass, where these agglomerates
are seen less often, and therefore more single crystals are detected. Although the final crystal sizes
show deviations in Exp. 2, the percentiles confirm a suitable transient crystal size determination up
to the last 10 min. It is not clear if secondary nucleation will affect the measurement in general and
this must be clarified in further investigations. The usage of larger measurement windows with a
sophisticated algorithm for agglomerates can maybe solve this issue.

It is important to consider the number of particles measured in order to have a statistically verified
PSD. Therefore, the total amount of measured crystals for each optical technique is shown, with their
corresponding optical density, in Figure 9a. For the online microscope and the shadowgraphic probe it
is clearly visible that the number of measured particles decreases over time, which is caused by the
increasing number of larger crystals. This is a key issue of image analysis in general as there are particles
in the system that overlap with smaller particles or other particles. Hence, these overlapping clusters
of particles cannot be evaluated by the algorithm, which then leads to erroneous PSD’s. The other
reason is, that comparable larger particles, with respect to the image size, have a higher probability
of being cut off by the measurement window. Therefore, these particles are likewise not detected
and lead to a smaller number of measured particles. Nevertheless, both optical techniques measure
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a few thousand particles for each distribution, guaranteeing a statistically sufficient amount for a
representative distribution. The results also show that the online microscope detects more particles
than the shadowgraphic probe. This is an expectable phenomenon, since the measurement window of
the probe is smaller, due to a smaller camera sensor size, in comparison to the microscope.

 
Figure 9. (a) Quantity of single crystals analyzed (b) the optical and suspension densities during
experiment Exp. 3—KH2PO4.

The suspension density, according to Equation (2), derived from ATR-FTIR data, confirms the
measured increase in crystal size at t = 0.6 h. The optical density based on pixel ratios shows a similar
trend (see Figure 9b), although the optical densities do not match with the mass-based suspension
density. Effects such as the overshadowing of smaller particles caused by larger ones, and overlapping,
affect these values measured with the optical techniques. Therefore, the optical density is additionally
connected to the dispersity of the particulate phase. Furthermore, the suspension density, determined
by the concentration measurement, is a global value, while the optical measurement techniques provide
local information. This means that the optical methods can recognize overall trends in the suspension
density but are not suitable for its representation. Nevertheless, it could be shown that crystal size
evaluation is possible and not affected by the suspension density, at least up to 6% in Exp. 3, and up to
8% in Exp. 2.

The suspension density can either be over- or underestimated with optical methods in comparison
with the suspension density calculated with the FTIR data of Exp. 2, as given in Figure 10. At the
start of the experiment, where a narrow distribution of one crystal size was present, the optical
suspension density was less that the mass-based suspension density. This changed during the
experiment, because the optical density was additionally connected to the dispersity of the system.
Multimodal distributions increase the optical density, especially the fine particle content increases the
particulate content in the pictures, and lead to higher optical densities. As a result, the optical density
cannot be used to determine the suspension density directly, because the particulate state must be
taken into account as well.

3.2. Investigation of KH2PO4 at Elevated Temperature

The experiment EXP. 4—KH2PO4 started at an elevated seeding temperature of 56.4 ◦C.
After seeding, both optical measurement techniques were able to measure the initial crystal size
distribution. After t = 0.5 h the reactor reached a temperature of around 50 ◦C and crystallization
occurred in the bypass of the online microscope, which led to a blockage. Therefore, the bypass was
closed down and only the shadowgraphic probe was used to evaluate the state of the particulate phase
(see Figure 11).

144



Crystals 2020, 10, 740

Figure 10. ATR-FTIR suspension density in comparison to the optical densities (microscope and probe)
based on pixel ratios for Exp. 2—KH2PO4.

Figure 11. q0-distributions of Exp. 4—KH2PO4 (a) shadowgraphic probe; (b) QICPIC; Solid lines—
percentiles shadowgraphic probe; Dashed lines—percentiles QICPIC; yellow and red −0.15 and 0.85
percentile distribution; blue—transient mean sizes of the distribution.

Both principles have a good match with the distributions of the seeds, and similar growth is
visible for both techniques at starting conditions. After the bypass was blocked, the shadowgraphic
probe recognized a broadening of the mass-based distribution, therefore the larger fractions are no
longer visible in the number distribution. This is also caused by nucleation of smaller crystals that are
dominant in number compared to the larger grown seeds. This smaller fraction increased rapidly in
number and therefore, accounts for about 15% of solid fraction in the mass-based distribution. To sum
up, the inline probe can be utilized at conditions where massive nucleation and fast crystal growth
leads to blocking of a bypass-based measurement technique, which requires a precise temperature
control when withdrawing samples. This shows clearly that the probe opens a new field of applications,
where other measurement systems fail.

3.3. Crystallization of Thiamin Hydrochloride Monohydrate

The crystallization of thiamine hydrochloride monohydrate was performed as nucleation from
aqueous solution with ethanol as antisolvent. Nucleation was observed by the shadowgraphic probe
after approximately t = 0.3 h after adding the antisolvent. These crystals were only a few pixels in
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width, and a certain time was necessary to overcome the lower detection limit of the probe, therefore an
exact time cannot be referred. After t = 0.6 h, a representative amount of crystals was visible within the
images. The amount increased significantly up to the time of t = 1 h, when the bypass was put into
operation. As the suspension passed the flow cuvette, the online microscope was not capable of setting
an autofocus automatically, therefore the focus had to be adjusted manually. An example of the images
taken by the optical methods is given in Figure 12.

 

Figure 12. Thiamine hydrochloride (t = 1 h) monohydrate crystals (a) online microscope (b)
shadowgraphic probe. The images are enlarged for a better view of the edges.

The crystals captured with the online microscope appear blurry, without clear edges, and a
proper image evaluation is not possible. In addition, the bypass could only be utilized for a few
minutes before the suspension flow blocked. In contrast, the shadowgraphic probe was still capable of
capturing images with sharp edges and suitable image quality for a crystal size evaluation. For the
present case, the telecentric lens in the shadowgrphic probe shows a clear advantage, because no
focus has to be adjusted, and the depth of field covers the whole measured volume. After t = 1.22 h,
the experiment was ended due to a significant increase in suspension density. At this point even a
qualitative evaluation of the captured images was not possible, either with the online microscope nor
with the shadowgraphic probe. Figure 13 shows images captured by the shadowgraphic probe of the
suspension in different states.

At about t = 1 h the crystals grew as thin needles, as described above. They varied in length and
width but were mostly isolated single crystals. Already a few minutes later (t = 1.16 h), the suspension
density increased significantly, which may have been supported by natural breakage and secondary
nucleation. Hence, the broken crystal pieces increase the total particle number, additionally. Due to the
increased number of crystals, single particles have an increased probability of colliding with each other
and forming agglomerates, which can be seen at the time mark for t = 1 h in Figure 13c,d.

For this state of the system an image evaluation of the crystals is quite challenging and may not
be solved with a conventionally image analysis based on binary object identification, because the thin
needles overlap and single crystals cannot be identified [72]. Interestingly, the needles tend to align
with the flow direction in the measured volume of the shadowgraphic probe, especially at a higher
solid content. Because the gap is comparably small to the vessel, the flow inside the gap is hindered and
mostly laminar, even if the flow around it is turbulent. A group of researchers reported an algorithm
which was utilized to determine the size of high-aspect-ratio crystals. They found that an irregular
alignment hinders clear object detection at a higher solid content [72]. Therefore, the alignment of
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the needle-like crystals in the shadowgraphic probe could be an opportunity to investigate the
crystallization in such difficult systems, with high aspect ratios of the particles.

 

Figure 13. Optical density for the thiamine anti solvent crystallization based on pixel ratios of the
shadowgraphic probe images. The images at the bottom were captured with the shadowgraphic probe
at different experiment times; (a) t = 0.3 h first single crystals, (b) t = 1 h recognizable number of crystals,
(c) t = 1.16 h first agglomerates and increased overlapping of the crystals and (d) t = 1.18 h last possible
measurement point, afterwards the suspension density was too high to capture further images.

Although a crystal size determination with the presented methods was not possible after t = 1 h,
a measurement of the optical suspension density was still possible (see Figure 13).

The optical density shows a rapidly increasing amount of crystals that started at around t = 0.3 h.
From that point, the optical density increased with exponential progression. The width and length
distributions at different experiment times are shown in Figure 14.

The diagram for t = 0 h was made as a reference, where mostly dust was detected. At t = 0.63 h
the first reliable distribution shows that the single needle-like crystals have between 500–1000 μm in
length and 20–40 μm width. At t = 0.97 h the crystal sizes are about the same, while their amount
has significantly increased. The last diagram at t = 1.18 h depicts only a detection of small particles,
which clearly shows that the simple image algorithm that was applied failed to isolate the crystals,
and is the limit in PSD evaluation, at least with the methods that were used.

The comparison between the thiamine hydrochloride and KH2PO4 experiments shows clearly
that the limiting optical density for image-based measurement systems depends on several properties
of the particulate phase, e.g., size, size distribution, and shape. KH2PO4 could be measured up to
an optical density of 8% for the shadowgraphic probe and 11% for the online microscope, with a
suspension density (FTIR) of 7%. The measurement had already failed for thiamine at a value of 3% to
4% optical density of the probe (see Figure 13, t = 1 h). Hence, a clear suspension, or optical density
limit, of application for both utilized techniques cannot be given here. It has to be determined for each
substance system individually, and the methods for the image evaluation must be adjusted for the
specific case in order to maximize the applicability.
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Figure 14. Length and width distributions of the needle-like crystals of thiamine hydrochloride
monohydrate at different time points of Exp. 5, measured with the shadowgraphic probe. (a) measured
crystals in the clear solution, (b) measurement of the first single needles, (c) significant number of
crystals, (d) failed measurement as result of massive overlapping.

4. Conclusions

A novel inline shadowgraphic probe was utilized to determine the transient crystal size
distribution in different crystallization processes, based on acquired greyscale images. For validation,
three experiments in a well-known seeded KH2PO4/H2O cooling crystallization were carried out,
and the crystal size distributions between the new shadowgraphic probe were compared with an
established bypass online microscope and sieve analysis. The measured number and mass distributions
showed a good agreement for both image-based techniques in all three experiments. The percentiles
support the results, as they exhibit similar trends and values with an average deviation of 10–20 μm.
Classifying effects, such as shifts in the crystal size distributions could not be observed up to a
characteristic crystal size of 600 μm. This is confirmed by sieve analyses of suspension samples that
were compared to the final mass-based distributions of the optical techniques. The experiments were
performed for different seed loadings, and hence, different suspension densities up to 8%, and an
optical density up to 11%, without any influence with respect to the measured distributions.
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In addition, a fourth experiment, with the same substances at a higher starting saturation,
temperature was executed. It was shown that the probe can be applied to these elevated temperatures
and conditions, while a measurement with the bypass variant failed due to a blockage within the
bypass tubes.

Needle-like thiamine hydrochloride monohydrate was crystallized from a clear thiamine/water
solution when adding ethanol as an anti-solvent. The process was only investigated using the
shadowgraphic probe, since measurements with the bypass online microscope failed due to blocking.
In addition, the images captured by the online microscope had poor image quality, due to blurry
edges of the imaged objects. The needle-like crystals could be measured in length and width up to a
suspension density of three percent, until the image algorithm based on binarization failed, due to
missing segmentation methods and massive particle overlapping. It was shown that the shadowgraphic
probe can be applied to systems that form fragile crystals, where other techniques fail. It was found
that the needle-like crystals align with the flow direction in the measurement gap, which offers a great
potential for different image processing routines at a higher solid content.

A suspension density limit for the applied techniques cannot be generally determined.
The measured optical density on pixel ratios does not necessarily match with the mass-based suspension
density, but it can identify trends. The optical suspension density is mutually connected to the particulate
state, such as size, distribution, and particle shape, and it must be evaluated for each system individually.

It was shown that the shadowgraphic probe is capable of monitoring the transient evolution
of the PSD in a crystallization processes, with an extended range of operation conditions, and was
compared to an established online bypass variant and sieve analysis. While bypass variants mainly
suffer from blockage at high temperatures and supersaturations, the shadowgraphic probe can be
applied under these conditions. In view of industrial application, it is desirable to extend the range of
operation up to industrial conditions, i.e., suspension density, temperature, pressure, and chemical
resistance. It is well known that image analysis fails at a high solid content, but mathematical
algorithms (e.g., neuronal networks) have significantly developed in the recent years to overcome
this gap. Hence, it is desirable to enhance the analysis range to industrially relevant conditions
(e.g., larger suspension densities). With endoscopic probes, in combination with appropriate image
analysis software, processes can be designed and scaled to industrially relevant size, as the development
is less based on experience than on intrinsic data, including the particulate state.

In the state-of-the-art crystallization processes, the particulate phase is mostly not monitored
and therefore largely unknown, which is one of the key problems in developing continuous
crystallization processes.
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Appendix A

Figure A1. Exp. 1—KH2PO4 distributions (a) q0-distribution shadowgraphic probe; (b) q0-distribution
QICPIC; (c) q3-distribution shadowgraphic probe; (d) q3-distribution QICPIC. Solid lines—percentiles
of the shadowgraphic probe; Dashed lines—percentiles of the QICPIC; yellow and red −0.15 and 0.85
percentile distribution; blue—transient mean sizes of the distribution.

Figure A2. (a) Percentiles and mean values of the crystal size distributions for Exp. 1—KH2PO4

thin lines—percentiles of the q0-distribution; bold lines—percentiles of the q3-distributions;
Solid lines—percentiles and mean values shadowgraphic probe; Dashed lines—percentiles and mean
values QICPIC; brown; magenta −0.15 and 0.85 percentile of the corresponding distribution; blue—mean
size of the corresponding distribution. (b) Comparison of the mass distribution: shadowgraphic probe,
QICPIC, sieve analysis.
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Figure A3. (a) Temperature profile of the Exp. 1—KH2PO4: saturation, seeding, linear cooling
ramp, and final temperature. (b) Concentration profile of Exp. 3—KH2PO4: FTIR, offline samples and
saturation curve.

Figure A4. (a) Quantity of single crystals analyzed (b) the optical and suspension densities during
experiment Exp. 1—KH2PO4.

Figure A5. Concentration profile of (a) Exp. 1—KH2PO4 and (b) Exp. 2—KH2PO4; FTIR, offline samples
and saturation Equation (1).
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Figure A6. Exp. 2—KH2PO4 distributions (a) q0-distribution shadowgraphic probe; (b) q0-distribution
QICPIC; (c) q3-distribution shadowgraphic probe; (d) q3-distribution QICPIC. Solid lines—percentiles
of the shadowgraphic probe; Dashed lines—percentiles of the QICPIC; yellow and red −0.15 and 0.85
percentile distribution; blue—transient mean sizes of the distribution.

Figure A7. (a) Percentiles and mean values of the crystal size distributions for Exp. 2—KH2PO4

thin lines—percentiles of the q0-distribution; bold lines—percentiles of the q3-distributions;
Solid lines—percentiles and mean values shadowgraphic probe; Dashed lines—percentiles and mean
values QICPIC; brown; magenta −0.15 and 0.85 percentile of the corresponding distribution; blue—mean
size of the corresponding distribution. (b) Comparison of the mass distribution: shadowgraphic probe,
QICPIC, sieve analysis.

152



Crystals 2020, 10, 740

Figure A8. (a) Temperature profile of the Exp. 2—KH2PO4: saturation, seeding, linear cooling
ramp and final temperature. (b) Concentration profile of Exp. 3—KH2PO4: FTIR, offline samples and
saturation curve.

Figure A9. Quantity of single crystals analyzed during experiment Exp. 2—KH2PO4.
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Abstract: An efficient data collection method is important for microcrystals, because microcrystals
are sensitive to radiation damage. Moreover, microcrystals are difficult to harvest and locate owing to
refraction effects from the surface of the liquid drop or optically invisible, owing to their small size.
Collecting X-ray diffraction data directly from the crystallization devices to completely eliminate the
crystal harvesting step is of particular interest. To address these needs, novel microplates combining
crystal growth and data collection have been designed for efficient in situ data collection and fully
tested at Shanghai Synchrotron Radiation Facility (SSRF) crystallography beamlines. The design of
the novel microplates fully adapts the advantage of in situ technology. Thin Kapton membranes
were selected to seal the microplate for crystal growth, the crystallization plates can support hanging
drop and setting drop vapor diffusion crystallization experiments. Then, the microplate was fixed on
a magnetic base and mounted on the goniometer head for in situ data collection. Automatic grid
scanning was applied for crystal location with a Blu-Ice data collection system and then in situ
data collection was performed. The microcrystals of lysozyme were selected as the testing samples
for diffraction data collection using the novel microplates. The results show that this method can
achieve comparable data quality to that of the traditional method using the nylon loop. In addition,
our method can efficiently and diversely perform data acquisition experiments, and be especially
suitable for solving structures of multiple crystals at room temperature or cryogenic temperature.

Keywords: microcrystals; microplate; grid scanning; in situ data collection

1. Introduction

In recent years, in order to efficiently obtain the structure of protein, various processing steps of
the protein crystallography have been improved and optimized, especially with the development of in
situ X-ray crystallography [1]. The method of in situ diffraction has been developed to directly collect
datasets from the location where crystals were grown using X-ray diffraction, which eliminates the
process of transferring the crystal sample to nylon loop and avoids the influence of human factors on
the quality of the crystals. This method was originally used to screen crystals and verify the quality of
crystals, but now this method is mainly used to collect multiple data sets to obtain high-resolution
protein structures, because in situ diffraction can greatly improve the efficiency of data collection,
and at the same time, is very suitable for some special crystals. For example, some proteins can only
produce microcrystals, and microcrystals are fragile to transfer with a normal nylon loop. In addition
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to the development of in situ data collection methods, microcrystals are sensitive to radiation damage,
so it is necessary to collect data from multiple crystals in a small wedge and integrate the diffraction
images of multiple crystals into a full dataset. Since the determination of radiation-sensitive crystal
structures requires a large number of crystals, high-throughput data collection methods are also needed
to improve efficiency. A number of successful devices have already been designed for in situ data
collection at different light sources. So far, microfluidic devices [2–4], chips [5], and regular 96-well
crystallization plates [6] are the main methods reported for in situ data collection.

Microfluidic devices including capillaries and nano-droplets are usually used for protein
crystallization and then directly for in situ data collection at room temperature using such devices.
Microfluidic devices provide sufficient convectionless space for high-throughput crystal growth and
screening. For example, Pinker et al. reported a microfluidic device ChipX [7] that can, not only obtain
high-quality crystal and diffraction data, but also perform in situ characterization without directly
processing crystals. Furthermore, the microfluidic device ChipX is good for in situ data collection
for fragile crystals. However, ChipX is not suitable for flash-cryocooling of crystals, which will
cause the liquid to freeze. In addition, the microfluidic device based on capillary is also used for in
situ data collection of protein crystals [8]. It has been reported that two sets of devices containing
aqueous solution and oil respectively are designed to cooperate with the capillary [9]. The aqueous
solution including the protein solution and precipitant is used for protein crystallization, and the oil is
used to separate the aqueous solution to form a separate crystallization environment, and then the
microcapillary containing the crystal is directly installed on the beamline station for data collection
after the crystallization experiment. The in situ method based on nano-droplets is also generally
implemented by the microfluidic device [10]. The crystals in the capillary gradually move to the surface
of the nano-droplets and are fixed near the droplet interface. During the whole process, there is no
special operation to fix the crystals, crystals are fixed by the high surface tension of the droplet and used
for further data collection. Furthermore, the in situ method based on nano-droplets can realize free
interface diffusion crystallization and large-scale preparation of monodisperse crystals, which avoids
crystal accumulation. However, the data is collected in the liquid phase at room temperature so that
the crystal is susceptible to radiation damage [11].

Chip and film were reported to transfer or grow crystals, and then mount them on the goniometer
head for data collection. These methods do not limit the size of crystals. It has a high hitting rate of
X-ray during data collection. The amount of protein used is small and only a few hundred crystals are
needed to obtain a full dataset of protein structures [12–15]. The chip material generally uses quartz
with high light transmittance and low background scattering [16]. X-rays have a high hitting rate to
the crystal using a chip-based sample delivery method. Using micro-nano processing technology,
holes or grooves are etched on the chip, and then the crystal is fixed in the holes and grooves on the
chip for diffraction data collection. Zarrine-Afsar et al. first proposed the application of the chip-based
sample-delivery method for protein crystal data collection [17]. They grew the crystals in situ on a
chip with a polyimide film attached to the lower end. The chip has a grooved array (silicon mesh).
By adding glass beads in the grooved area of the chip, the random orientation of the crystals is induced
by increasing the roughness. The chip can be used for the in situ growth of macromolecular crystals
and serial data collection. When data is collected, it is allowed to rotate at a certain angle, and collect
multiple sets of diffraction data for one crystal. The sample consumption is small and it is increased by
adding glass beads. The surface roughness makes the crystals oriented randomly. Some structures
have been obtained by this method. However, there are chip grids, polyimide films, and crystalline
solutions that will cause high background scattering. A thin film, transferred with crystals, fixed to the
goniometer head for diffraction data collection was reported by Li et al. [18]. Li et al. designed a bracket,
and then attached the polyimide membrane to the resin bracket with SuperGlue. The microcrystals
were transferred from the coverslip to the surface of the polyimide membrane by a micromesh loop,
a glass capillary with a tip diameter less than 100 μm was used to remove excess liquid, and then
crystals were sealed with another polyimide film to protect it from dehydration, but human factors
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are added during the sample transfer. Baxter et al. designed a high-density grid [19], covered with a
polymer film or sleeve, for efficient data collection for multiple crystal samples, incubation chambers
have been developed to support crystallization experiments on grids, but the grid cannot screen the
crystallization conditions because there is only one type of desiccant in the incubation chamber.

Currently, a particular research interest is the possibility of data collection directly from
crystallization plates, normal size 96-well plates are reported for crystal screening and in situ data
collection [20]. With the development of various systems for plate setup and handling, the crystallization
plates have been standardized to achieve compatibility with some beamline platforms, for example,
the Structural Biology Center (SBC) beamline 19-ID, located at the Advanced Photon Source, USA.
Significant progress has been made to provide plates with a low X-ray absorption profile and scattering
properties, such as the MiTeGen In situ–1 Plate (MiTeGen, Inc.). However, with these kinds of methods,
it is difficult to focus and align the crystals to the beam position once the plates rotate to a small
wedge angle.

Here, a set of simple and inexpensive microplates (plate A and B) is designed for screening
crystallization conditions and in situ data collection at room temperature or cryogenic temperature.
Plate A is used for setting drop vapor diffusion crystallization. The assembly of plate B and a specially
designed crystallization plate is applied for the hanging-drop vapor-diffusion method. The 12.5 μm
thick Kapton membranes are used for crystal growth and sealing up the microplates. Lysozyme is used
as the model protein for crystal growth, and lysozyme crystals are used to verify the practicability of
the new device and method. Structure obtained by in situ method is compared with that obtained by
the traditional method. The grid scanning, implemented from Blu-Ice [21] was used at the Shanghai
Synchrotron Radiation Facility (SSRF) BL18U1 beamline for sample location and data collection.
Results show that the devices can be used for screening crystallization conditions and in situ data
collection from multiple crystals.

2. Materials and Methods

2.1. Design for Microplates

As shown in Figure 1, plate A and B are manufactured using a three-dimensional printer. The size
of the microplate depends on the limitation of the goniometer and the spray area of the liquid nitrogen
nozzle. The diameter of the spraying area of the liquid nitrogen nozzle is 6 mm at BL18U1, and the
Y-axis limitation of the goniometer is ±3 cm. In order to enable the crystal samples in the microplate to
be moved to the X-ray optical path, and the crystal samples to be covered by liquid nitrogen cooling gas,
the size of the microplate is designed to be less than or equal to 20 mm. Plate A has five crystallization
chambers, and each crystallization chamber is composed of two protein wells and a reservoir well,
and the common space is designed in the crystallization chamber to support sitting vapor-diffusion
crystallization experiments. Each protein well and reservoir well are hollowed out (Figure 1a), and the
position of the bottom column is on the side of the protein wells to ensure that the bottom center of
plate A and the bottom center of the protein wells are on a straight line (defined as the centerline). It is
worth noting that the distance between any point of the bottom of protein wells and the centerline
does not exceed 1 mm. The reason for this is that the deflection of plate A does not cause the crystal to
deviate from the optical path during data collection. The size of the bottom column is designed to
match the magnetic base to be stably fixed on it, and the size of the reservoir wells can be changed
according to different crystallization conditions. Plate A is sealed by two Kapton membranes for
sitting-drop vapor-diffusion crystallization experiments after loading the protein samples.
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Figure 1. (a) Crystallization plate (Plate A) used for sitting-drop vapor-diffusion crystallization
experiments; (b) Crystallization plate (Plate B) used for hanging-drop vapor-diffusion crystallization
experiments; (c) Incubation chamber for Plate B by covering, crystallization buffers loaded into each
chamber for screening of crystallization conditions for Plate B; (d) Incubation chamber for Plate B by
insertion. (e) Assembly image for Plate B with incubation chamber in Figure 1c; (f) Assembly image
for Plate B with incubation chamber in Figure 1d; (g) three-dimensional device structure of plate A;
(h) three-dimensional device structure of plate B.

Plate B has six large protein wells and twelve small protein wells (Figure 1b). Incubation chambers
(Figure 1c,d) are hollowed out. The hollowing of the reservoir well not only provides a preliminary
observation of the crystal through the microscope but also facilitates the cleaning and secondary use
of the plate. The size of the protein wells (Figure 1b) can be selected to fit different experimental
settings, the bottom center of plate B and the bottom center of large protein wells are on a straight line
(defined as the centerline), and the distance between any point of the bottom of the protein wells and
the centerline does not exceed 1 mm. Unlike plate A, plate B utilizes a specially designed crystallization
plate in the crystallization experiment. The Kapton membrane only needs to seal the side where
the centerline is. After loading the protein samples onto plate B, then plate B was assembled with
the incubation chambers (Figure 1c,d) for hanging-drop vapor-diffusion crystallization experiments
(Figure 1e,f). There are six reservoir wells in the incubation chambers (Figure 1c,d), which is sealed by
the Kapton membrane at the bottom side before loading the crystallization buffers into each well.
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2.2. Crystal Growth

Chicken egg white lysozyme microcrystals smaller than 20 μm were used as testing samples.
We used the controlled variable method to explore the crystallization conditions to grow microcrystals.
For plate A (sitting-drop vapor-diffusion crystallization), the side of the centerline of plate A needs to be
sealed with a Kapton membrane before the crystallization experiment, and then 0.8 μL of crystallization
drops were added to each protein well and 8 μL of reservoir solution was added to each reservoir well.
The lysozyme crystallization drops are prepared by dissolving 10 mg/mL of lysozyme protein in a
reservoir solution. The reservoir solution is a solution with a concentration of 0.2 M citric acid and
0.2 M sodium acetate at a 1:1 ratio, 12% (w/v) NaCl, and then a mix 0.4 μL of a protein sample and
0.4 μL of a reservoir solution. Finally, the other side of plate A was sealed, lysozyme microcrystals
were grown with the sitting-drop vapor-diffusion method, and microcrystals appeared after 6 h of
incubation at 291 K. For plate B (hanging-drop vapor-diffusion method), the crystallization drops and
reservoir solution used were the same as plate A. The side of the centerline of plate B also needs to be
sealed with a Kapton membrane before the crystallization experiment, and then 0.8 μL of crystallization
drops comprised of 0.4 μL of a protein sample and 0.4 μL of a reservoir solution were added to each
large protein well and 0.4 μL of crystallization drops comprised 0.2 μL of a protein sample and 0.2 μL
of a reservoir solution were added to each small protein well. The bottom of the crystallization plate
was sealed with a Kapton membrane and 40 μL of reservoir solution was added to each reservoir
well. Finally, plate B was assembled with the incubation chambers (Figure 1c,d) by covering or
inserting, and lysozyme microcrystals were grown with the hanging-drop vapor-diffusion method.
Microcrystals appeared after 6 h of incubation at 291 K.

2.3. Sample Loading

The bottom of the microplates were coated with glue and tightly fixed into the magnetic base
(Figure 1a,b). For the sitting-drop vapor-diffusion experiment with plate A, the reservoir solution in the
reservoir wells frost at cryogenic temperature and affect the protein wells, therefore, in our experiment,
plate A was directly mounted on the goniometer head for data collection at room temperature.
During the rotation of plate A, it is difficult for the reservoir solution and the crystallization drops
to flow out due to atmospheric pressure and liquid tension in the actual test. For the hanging-drop
vapor-diffusion experiment with plate B, we removed plate B from the incubation chambers (Figure 1c,d),
and then directly added 0.2 μL of glycerol to each large protein well and added 0.1 μL of glycerol to
each small protein well. Finally, the side away from the centerline was sealed with a Kapton membrane,
and then plate B was mounted on the goniometer head for data collection at cryogenic temperature.

2.4. Data Collection

The experiment was carried out at the SSRF beamline BL18U1. The energy used for data collection
was 12.662 keV, the photon flux at the sample point was 6 × 1011 phs/s, and the size of focused beam
used for experiment was 20 × 20 μm2.

Crystals in the microplates were aligned to beam position before collecting data at room
temperature or cryogenic temperature. Firstly, the edge of the membrane was aligned to beam
position at low magnification and then the microplate was rotated by 90◦ to locate the side of the
centerline. Further steps were performed to bring the protein well to the beam and make the crystals
align to beam position at high magnification. At room temperature, we used the optical method
to locate lysozyme microcrystals due to high radiation damage, grid scanning was used to locate
lysozyme microcrystals due to the protection of cryoprotectant at cryogenic temperature. The scanning
area and the type of grid scanning were selected, BluIce system automatically scanned each grid point
in the area with low-dose X-rays after setting the parameters, and then automatically calculated the
initial diffraction value of each grid point and draw the diffraction pattern. Datasets were collected
with a small wedge angle for each crystal.
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Radiation damage is a factor that must be considered for data collection at room temperature
or low temperature. X-rays will affect the life of the crystal. The life of the crystal is considered
as the radiation dose that the crystal can receive without structural changes. Radiation damage is
divided into overall radiation damage and local radiation damage. The overall radiation damage is
not for a specific atom, it is mainly manifested in the diffraction pattern, which makes the resolution of
protein crystals decrease, especially the high-resolution shell. Local radiation damage is the direct
inelastic scattering of X-rays with the sample, through light absorption or Polly Compton scattering.
Local radiation damage breaks some covalent bonds of protein molecules, such as disulfide bonds,
which appear as a small group of atoms in the electron density map. Local radiation damage can cause
researchers to misunderstand the crystal structure. The lifetime of the crystal depends on many factors,
such as luminous flux density, wavelength, and protein sample composition (including molecular
weight, heavy atom content). The absorption of X-ray by heavy atoms is higher than that of other
atoms. Regarding the overall radiation damage, Owen et al. [22] proposed that the decrease in the
diffraction quality of protein crystals produced by synchrotron radiation and the local changes in the
protein structure can be measured by radiation dose. Local radiation damage depends on many factors,
such as the folding of protein structures. This kind of radiation damage is difficult to judge from the
diffraction quality, and can only be found by analyzing the structure. According to the radiation dose
limit, we collected five diffraction images at room temperature and 40 diffraction images at cryogenic
temperature. The exposure time for both was set to 0.5 s with a degree increment of 1◦.

2.5. Data Processing and Analysis

Data collection at room temperature or cryogenic temperature required the use of multiple
crystals to obtain a complete set of data. The crystals were screened on plates A and B, 20 crystals
were selected at room temperature and 10 crystals were selected at cryogenic temperature for data
collection. Each dataset was indexed by XDS [23], and then imported into the BLEND program [24] in
CCP4 [25], and then we combined each dataset for integration and homogenization. We selected the
best combination of data from several sets of data according to the quality of the data. The method
of structure determination was adopted from the molecular replacement program CCP4, the search
model of lysozyme was from the PDB1rcm of the protein database, and then Phenix [26] was used to
refine the structure. The final model was modified by Coot [27].

3. Results and Discussion

3.1. Crystal Growth in Microplates

A typical result of crystal growth in microplate A with sitting-drop vapor-diffusion crystallization
is shown in Figure 2a. Crystals can be clearly viewed from our beamline on-axis-video (OAV) system in
Figure 2b. Conversely, crystal growth in microplate B with the hanging-drop vapor-diffusion method
can also be achieved (Figure 2c,d). Using different desiccant in the reservoir well, we can grow different
crystals in the microplates, which allows us to directly screen the crystallization conditions by the
beamline video system. A typical result of the crystal growth under different crystallization conditions
is shown in Figure 2e,f, which shows that crystallization conditions can be initially screened with
microplate A and B under the microscope system (Figure 2e,f). Moreover, the suspension points or
wells would be screened with grid scanning for further confirmation.
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Figure 2. (a) Crystallization experiments, viewed under low magnification of the microscope, with plate
A, the Kapton membrane is fixed on both sides of plate A to support crystallization experiments.
(b) The growth of lysozyme microcrystals, viewed under high magnification of an on-axis-video system
in a protein well of plate A, the length of microcrystal is less than 20 μm. (c) Crystallization experiments,
viewed under low magnification of the microscope, with plate B, the Kapton membrane is fixed on
the side where the centerline is of plate B to support crystallization experiments. (d) The growth of
lysozyme microcrystals, viewed under high magnification of the on-axis-video system in a protein
well of plate B. (e) The image of crystal growth under different crystallization conditions with plate A.
(f) The image of crystal growth under different crystallization conditions with plate B.

3.2. In Situ Crystal Location

Once crystals were grown in microplate A or B, microplates were mounted on the goniometer
head of the MD2 diffractometer for data collection, and it was important to quickly achieve precise
alignment between the microcrystals and the incident X-rays. Unlike many other in situ data collection
with traditional plates systems, our microplates can be moved into the beam position without adding
any other motor systems. Moreover, crystals can be clearly focused to the beam position with the
beamline centering system. Figure 3a,b shows the typical working position of microplates A and B
at the beamline. However, it is extremely difficult to align the crystal to beam position with normal
96-well crystal plates, because normal sized crystal plates are difficult to rotate 90◦ to align the crystal
to the beam position.
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Figure 3. Microplates mounted on the goniometer head for data collection. (a) Plate A with 10 protein
wells was installed on the goniometer head. (b) Plate B with 18 protein wells was installed on the
goniometer head. Crystal location using different grid scanning types: (c) rectangle scanning area;
(d) oval scanning area; (e) line scanning area; (f) polygon scanning area.

Crystal location results using grid scanning with plate B under cryogenic temperature are shown
in Figure 3. Our results show that the crystal position, located on the Kapton membrane, can be easily
identified by grid scanning. Four grid scanning types (rectangle, oval, line, polygon) can be used
for plate B to promote the crystal location, the grid size, rotation wedge, and exposure time that can
be defined by the user. The Kapton membrane does not affect the crystal location by grid scanning,
moreover, to confirm that there is no effect of Kapton membrane on the crystal location, the effect of
Kapton membrane is investigated in Section 3.3.

The combined use of the in situ diffraction plate and grid scan significantly improves the efficiency
of diffraction data screening and collection. The common data collection of crystals requires each
crystal to be separately installed on the goniometer, centered under the X-ray irradiation, and then
removed and the sample changed. For this experiment, there are hundreds of lysozyme microcrystals
in a protein well, and a set of plates can be loaded with thousands of crystals at the same time.
Grid scanning can scan the entire protein well at once, and then it can quickly determine the position
of all crystals in a protein well and the preliminary diffraction value of that position will be displayed.
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Click the grid point with high diffraction value, and the system will automatically align it with the
optical path, which can greatly reduce the time of sample exchange and positioning.

3.3. Background Scattering

Resolution is used as an important parameter for evaluating the quality of diffraction data and
analyzing the effect of background scattering. The highest-resolution shells are determined using the
following criteria: signal-to-noise ratio [I/σ(I)] > 2, redundancy > 2, completeness > 85%, and Rmerge < 1.

The background scattering of the crystal support material will affect the quality of the diffraction
data of the protein crystal. When the background scattering of the support material is large, it will
increase the noise points of the diffraction data, thereby masking the signal intensity of the diffraction
points of the protein crystal. The selection of the material of the crystal support film requires special
consideration: (1) High temperature resistance; high temperature will be generated after X-ray
irradiation of the film material, which is likely to cause the film of some materials to be burnt and
deformed. (2) High transparency; thin film materials with low light transparency are not conducive
to the positioning of microcrystals. Thin films with high transparency can make the crystals visible
on the microscope on the beamline station, which can efficiently locate the crystal position and
facilitate data collection. (3) Chemical corrosion resistance; the crystal solution may contain corrosive
components, or may easily chemically react with some thin film materials, resulting in the thin film
materials being unusable. (4) Radiation resistance; synchrotron radiation X-ray has a high luminous
flux, so the radiation dose is large, and the selected thin film material should be radiation resistant.
At present, the commonly used films for serial crystallographic experiments based on fixed targets
include Maylar film, polyimide film, synthetic cyclic olefin copolymer (COC), polycarbonate plastic,
and other materials. Mylar film is a kind of polyester film with good light transmittance. The COC
film is resistant to high temperature and chemical corrosion. Polyester film has a high melting point
and good light transmission performance. The polyimide membrane, for example Kapton membrane,
has many advantages and is best suited to all the requirements of our experiment, it is a kind of
membrane with high temperature resistance, good light transmission performance, and chemical
corrosion resistance. When the energy is 9–15 keV, the X-ray transmittance of 12.5 μm thick polyimide
film can reach 99%, and it produces low background scattering under X-ray irradiation. Polyimide film
has very good light transmittance, and microcrystals of approximately 10 μm are visible under the
microscope. Therefore, it is very easy to locate the position of the crystal at the beamline station. Here,
we only use Kapton membrane for our experiment.

In order to explore the influence of the background scattering of the in situ device including the
crystallization drops and Kapton membranes on the quality of the protein crystal diffraction data,
the air diffraction image (Figure 4a) and the in situ device diffraction image (Figure 4b) were collected
respectively. Comparing the background scattering of air with the in situ device, it can be found
that there is little difference between the two experiments (Figure 4a,b). In order to further prove
the influence of the in situ device on the analysis of diffraction data, we collected the diffraction data
of microcrystals by using the in situ device and a nylon loop. From the results of the resolution
signal-to-noise ratio data (Figure 4c,d). It can be seen that there is little difference between the in situ
device and the nylon loop. The in situ diffraction device has a major influence on the signal-to-noise
ratio of the crystal diffraction data at approximately 4 Å, but the difference is basically negligible.
The results show that the method of loading a microcrystal with the in situ device can also obtain
high-quality diffraction data. The in situ device has lower background scattering and will not affect the
quality of the crystal data.

165



Crystals 2020, 10, 798

 
Figure 4. Background noise of air (a) and the in situ device (b) derived from the same coordinate point
of the two diffraction patterns. (c) Signal-to-noise ratio in every resolution shell of the diffraction data
obtained from a single lysozyme crystal in the nylon loop. (d) Signal-to-noise ratio in every resolution
shell of the diffraction data obtained from multiple lysozyme crystals in the microplate.

3.4. Structure Determination with Microcrystals

We used lysozyme microcrystals (less than 20 μm) to verify the in situ microplates, and the data
was collected at the BL18U beamline station of SSRF. When performing the experiments at room
temperature, we used the visual method (Figure 2) to select 20 crystals from plate A for diffraction data
collection. According to the radiation dose limit, five diffraction images were collected for each crystal
(typical pattern in Figure 5b), and the relatively poor diffraction images were deleted, then each set of
data was indexed with XDS. In the end, we selected five data sets with a total of 25 images, and these
images were integrated through the blend program and then used for further structural analysis.
According to the above-mentioned highest resolution criteria, we finally got the highest resolution of
2.15 Å. When performing the experiments at cryogenic temperatures, we used grid scanning (Figure 3)
to select 10 crystals from plate B for diffraction data collection. A total of 40 diffraction images were
collected from each crystal (typical pattern in Figure 5c). The data processing is the same as above.
Finally, four data sets with 40 images were integrated through the blend program and then we got the
highest resolution of 1.98 Å.
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Figure 5. Typical diffraction pattern collected from crystal mounted by Nylon loop at 100 K (a) and the
microplate A at room temperature (b) and the microplate B at 100 K (c).

In order to compare with the common method, the nylon loop was used for diffraction data
collection. We used the same method to cultivate lysozyme microcrystals, and then the same data
acquisition strategy was used to collect data from lysozyme at cryogenic temperature. According to the
aforementioned data processing method, we finally integrated 60 diffraction images (typical pattern in
Figure 5a) and obtained the highest resolution of 1.96 Å. The comparison of data collection through the
in situ microplates and the data collection through the nylon loop is shown in Table 1.

Table 1. Statistical analysis of lysozyme using a nylon loop and the in situ plate for data collection.
The data collection for multiple crystals was performed at a low temperature (100 K) and room
temperature (RT), respectively.

Nylon Loop (100 K) Microplates (RT) Microplates (100 K)

Data collection
Dominant size in sample (μm) <20 <20 <20

Number of data sets 1 5 4
Number of images 60 25 40

Space group P 4 2 2 P 4 2 2 P 4 2 2
Unit cell

a, b, c(Å) 79.33 79.33 36.94 79.21 79.21 37.83 79.80 79.80 36.96
a, b, c (◦) 90.00 90.00 90.00 90.00 90.00 90.00 90.00 90.00 90.00

Energy (keV) 12 12 12
Resolution range (Å) 39.66–1.96 37.83–2.15 39.90–1.98

Number of unique reflections 8169 6796 7439
Completeness (%) 94.9(86.9) 97.5(95.9) 87.7(84.6)

Rmerge (%) 4.5(46.4) 10.8(88.0) 9.6(52.0)
<I/σ(I)> 19.8(4.8) 8.8(2.0) 25.3(3.9)

Redundancy 4.5(3.9) 3.6(2.9) 2.5(3.1)

In this experiment, we developed an efficient method for sample delivery and data collection
for multicrystals. A Kapton membrane was utilized for crystal growth and sealing up the microplate.
A complete dataset can be obtained after merging multiple datasets and the structure can be solved.
Comparing the in situ microplates with the single nylon loop, the data collected using the in situ
microplates at cryogenic temperature have the same good quality as the data collected using a single
nylon loop, but the data collected using the in situ microplates at room temperature demonstrate
worse resolution and signal-to-noise ratio, which is because the quality of crystals is affected at room
temperature (Table 1). Moreover, electronic density comparation shows that there is no significant
difference between results from nylon loop at 100 K and those from microplate B at 100 K. However,
we do observe that there is a slight disappearance of electronic density obtained from microplate A
at room temperature (F38 blue), compared with those from the nylon loop at 100 K (F38 green) or
microplate B at 100 K (F38 red) (Figure 6). Our signal-to-noise analysis and electronic density analysis
show that the quality of crystals is affected by radiation damage at room temperature. However,
the discrepancy does not significantly affect the results.

167



Crystals 2020, 10, 798

 
Figure 6. Enlargement of the three typical lysozyme residues and view of the extra electron density
observed after partial refinement using the data set collected from crystal mounted by the Nylon loop at
100 K (green) and microplate A at room temperature (blue) and microplate B at 100 K (red). (a) View of
Lysozyme W28 residue. (b) View of Lysozyme F38 residue. (c) View of Lysozyme Y57 residue.

In summary, this new method based on microplates realizes the in situ growth and simultaneous
sample loading of multiple crystals, and it also realizes the rapid localization of crystals and the
efficient data collection. On the premise that the in situ device has little effect on the data quality and
low background scattering, we obtained comparable data quality to that of the traditional method
with the nylon loop.

The in situ microplate including plate A and plate B has three advantages compared to the
common commercially available in situ plate. First of all, except for the side parts of the microplate,
the in situ microplate can almost perform a 360-degree data collection on the crystal without deviating
from the optical path, and it can also be rotated at a full angle for rapid centering. The second is
that the microplates are easy to manufacture and operate. The manual loading operation of the in
situ microplate is the same as that of the ordinary nylon loop, which means that extra motors are not
required, and it will not be limited by extra motors in most cases. The high-resolution structure of the
protein can be obtained, and the manufacture of the in situ plate is fully customizable, which is suitable
for most beamline stations. Third, the in situ microplates can support the cultivation of one protein
under multiple crystallization conditions and the in situ cultivation of multiple proteins. This is not
only suitable for the integration of multiple data sets of microcrystals, but also for multiple sets of data
collection for multiple large crystals. Our microplate can save time for changing samples, and has the
function of screening crystallization conditions.

However, the in situ microplates also have the following problems. When the in situ microplates
are used to screen protein crystallization conditions, few crystallization conditions can be screened
at a time, and it is only suitable for the fine screening of protein crystallization conditions. The size
of these in situ microplates is affected by the limitation of the motor of the SSRF beamline BL18U1.
In order to reduce costs, we use low-precision 3D printing technology and choose white resin materials,
so far, we manually add protein samples to each well, therefore, the size of the protein wells are larger
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than chip device, the distance between the two protein wells is also longer than chip device. If the
researcher needs to screen more protein crystallization conditions, the in situ microplates can also be
designed to have more protein wells and crystallization chambers by adopting mechanical spotting or
using higher-precision processing technology, but the design of the in situ microplates needs to meet
requirements mentioned in the previous section.

Furthermore, the automation level of the fixed target serial crystallography method based on the
thin film in this research is far from enough, and the automatic sample delivery and data collection of
crystals is still not fully automatic. In the future, the automatic data collection of crystals should be
further improved. At the same time, these methods have not yet resolved protein crystals of unknown
structure. These methods should be used to further test protein crystals of unknown structure to
improve these methods.

4. Conclusions

In recent years, there has been a growing interest in collecting X-ray diffraction data directly from
the crystallization plates to eliminate the crystal harvesting step. The use of the microplates and the grid
scanning at SSRF enables efficient data collection and crystallization condition screening. Hundreds of
crystals can be mounted on the goniometer head simultaneously by microplates, which bypasses
the tedious step of mounting single crystals by a user or robot, and microcrystals can be efficiently
aligned to the beam position for data collection. Additionally, the experiments can be conducted at
room temperature and cryogenic temperature. Furthermore, this method is particularly attractive for
fragile or optically invisible microcrystals. Our microplates are suitable for data collection for solving
structures of multiple crystals at room temperature or cryogenic temperature.
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Abstract: Many processes to produce fine chemicals and precursors of pharmaceuticals are still
operated in batchwise mode. However, recently, more producers have taken a change to continuous
operation mode into consideration, performing studies and trials on such a change, while some have
even already exchanged their production mode from batchwise to continuous operation. In this
paper, the stepwise development from an initial idea to industrial implementation via laboratory
testing and confirmation is revealed through the example of an organic fine chemical from the
perspective of a crystallization plant manufacturer. We begin with the definition of the objectives
of the project and a brief explanation of the advantages of continuous operation and the associated
product properties. The results of the laboratory tests, confirming the assumptions made upfront, are
reported and discussed. Finally, the implementation of an industrial plant using a draft tube baffled
(DTB) crystallizer and the final product properties are shown. Product properties such as crystal size
distribution, crystal shape, related storage stability and flowability have successfully been improved.

Keywords: fine chemicals; continuous crystallization; crystal shape; process design; DTB crystallizer;
scale up

1. Introduction

The worldwide demand for pharmaceuticals, food and feed additives and their precursors
is growing due to a growing global population and demographic changes. Crystallization is a
major unit operation with regards to the separation and especially the purification of products of
the pharmaceuticals, food and fine chemicals industry. Nowadays, many of these chemicals are
produced in a batchwise operation mode [1]. The main disadvantages of batchwise operations are
the innate system batch-to-batch variability and a lower process efficiency compared to continuous
crystallization processes [2,3]. Schaber et al. [4] found savings of 9–40% of the production costs
using continuous crystallization processes. In relation to expiring patents, competitiveness requires
optimized process design with regards to operational costs and investments and/or beneficial product
properties like crystal size, crystal size distribution, crystal shape and therefore product storage stability
and free-flowing ability.

In general, several main requirements exist with regards to crystallization processes, which partly
influence one another (see Figure 1). For the crystallization of APIs, (Active Pharmaceutical Ingredients)
additional requirements like polymorphism and chirality may exist, which are not applicable for the
fine chemical examined within this case study.
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Figure 1. Main requirements for industrial crystallization processes.

From plant manufacturers or engineering companies’ perspectives, all these requirements are
defined by the customer or by the market in which the product is used and the crystallization process
as well as the chosen equipment is to be designed to meet those requirements.

The phase diagram is thermo-dynamically fixed; however, side compounds or impurities are well
known to have an influence on the solubility of organic products [5]. The solubility of the organic
substance in this case study was suppressed by increasing the impurity concentrations expressed by
the concentration factor shown and discussed further in Section 3.1.1.

Continuous evaporative crystallization processes with recycled mother liquor are mainly
characterized by the concentration factor α, which is, hereafter, defined as the ratio of the final
impurity concentration in the purge ci

Purge and initial impurity concentration in the feed ci
Feed.

α =
ci

Purge

ci
Feed

(1)

The yield of a process and the purity of the product show opposing trends and, unless one applies
an additional process step or technology, increasing both at the same time is not possible [6]. Therefore,
it is crucial to understand whether both requirements—yield and purity—can be fulfilled at the same
time for a single-stage process or if an additional step needs to be added. Different process options like
first crop–second crop or re-crystallization will be discussed in Section 4 of this paper.

The crystal size and crystal size distribution are other important properties for crystalline products
that could be affected by retention time, temperature and impurity concentrations [6,7]. Most of
the studies for the crystal sizes derived from continuous crystallization processes are performed
using Mixed Suspension and Mixed Product Removal (MSMPR) crystallizers [8–10]; however, for the
crystallization of inorganic substances, different crystallizer types have been developed in order to
increase the crystal size.

The draft tube baffled (DTB) crystallizer, as a Cleared Suspension Mixed Product Removal
(CSMPR) type was designed to increase the crystal size by limiting the mechanical energy input to the
suspension (secondary nucleation limitation) and by an efficient crystal fines destruction in the outer
heating circuit [11].

Another important requirement is the shape of the product crystals. Thcrystal shape determines
the major properties like bulk density, dust formation, storage ability and free-flowing ability on the
one hand, and directly influences the purity of a crystalline product by changing the final moistures of
continuous separation, e.g., by centrifugation, on the other [12]. Differences in crystal shape result
from the different growth rates of the specific faces of a crystal [13]. It is well known from the literature
that even traces of impurities could change the crystal shape by adsorption to specific faces of a crystal
for inorganic [14] as well as organic [15] products. The theoretical basis of this will not be discussed
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further due to our focus on the industrial implementation of the results; however, reference is made to
the literature discussing the main theories of impurity-induced change in crystal shape [13,16].

A further major advantage of using a DTB crystallizer for a continuous crystallization process
is the possibility of influencing crystal shape next to crystal size and crystal size distribution. By
applying an adequate retention time, it is possible to mechanically shape the crystals by abrading their
edges. The resulting fines of such desired secondary nucleation are redissolved in the outer heating
circuit. Comparable considerations are taken into account by Kwon et al. using a fines trap, which is
comparable to the clarification zone of the DTB crystallizer [17].

Comparable objectives were defined for the case study presented here, which was elaborated in
cooperation with a well-known international chemical producer. The main objective was a change
from existing batchwise crystallization to a continuous crystallization process.

Furthermore, the possibility of improving the above listed product properties was part of this
study. In particular, the former market product showed a strong tendency to build agglomerates
during storage and transport, which was related to the broad crystal size distribution and the elongated
crystal shape of the product (see Figure 2). While changing the process from batchwise to continuous
operation, an improvement in product properties was a major reason why we chose a proper crystallizer
type and specific, well-defined process parameters.

Figure 2. Optical characterization of commercial market product (broad crystal size distribution and
elongated crystal shape).

Intense laboratory trials were performed in the GEA Messo GmbH (Duisburg, Germany) in-house
research and development center using original feed samples supplied by the production facilities. A
two-step approach for laboratory development was applied.

The initial step involves multi-stage batchwise evaporation/crystallization trials to observe the
effect of increasing concentration factors α on important physical and chemical parameters like densities
and boiling point elevations, on the solubility of the product substance and on the crystal size/crystal
size distribution. The second step comprises continuous crystallization tests in a bench-scale DTB
crystallizer, applying process parameters defined based on the results of step 1 before fixing all relevant
process parameters and scaling up to the industrial plant.

In particular, for continuously operated crystallization plants aiming at a high yield, the effect
of the accumulating impurities present in the feed solution are crucial for both process and product
design and, as such, were tested. It was observed that the accumulating impurities have an effect on the
solubility of the product’s substance, while also changing the shape of the crystals from cubic shapes
to increasingly needle-like shapes. In particular, for continuous crystallization processes, a balance
must be found between the yield of the process, defined by the final purge, on the one hand, and the
required product purity, which also includes properties like crystal size or crystal shape, on the other.
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2. Materials and Methods

2.1. Discontinuous Multi-Stage Crystallization

The experimental setup for the discontinuous multi-stage crystallization (see Figure 3a) consists
of a double-jacketed round-bottom durane glass beaker with a volume of two liters. The energy
for the evaporation is transferred by using hot water, which is provided by an external thermostat
circuit (Julabo MA12, Seelbach, Germany). A top-mounted motor-driven stirrer (IKA Eurostar 100
control, Stauffen, Germany) is used for the adequate mixing of the process liquor and the crystals.
The condensate section consists of a glass-made surface condenser with an intermediate receiver,
“Anschütz-Thiele”, and a graduated receiver. A membrane vacuum pump (Gardner Denver, Ilmenau,
Germany) provides the necessary pressure underneath and regulates the operating pressure and
therefore the temperature in the evaporation chamber.

Figure 3. (a) Experimental setup for discontinuous multi-stage crystallization tests; (b) sampling procedure.

The process temperature of 60 ◦C was monitored by an integrated temperature probe (PT-100) and
was adjusted by the corresponding pressure defined by the vacuum pump. After reaching saturation,
a defined amount of seed crystals was added to the solution and evaporative crystallization continued
at a constant temperature until the desired concentration factor α was reached. For de-supersaturation
purposes, the suspension was further agitated for 1h at the selected process temperature.

Subsequently, a mother liquor sample was taken through a glass filter by pressure filtration
(see Figure 3b) and, finally, the suspension was separated into wet crystals and mother liquor by
centrifugation, applying the conditions summarized in Table 1.

Table 1. Parameters of solid–liquid separation by centrifugation used for the laboratory test (lab sieve
drum centrifuge SIEVA2, Hermle Labortechnik GmbH, Wehingen, Germany.

Parameter Value Unit

Drum size diameter 140 mm
Paper filter (inlet) PP/Heidland -

Pore size 7 μm
Separation time 120 s
Rotation speed 5500 rpm

G-force 2200 g
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2.2. Continuous Crystallization in Bench-Scale Draft Tube Baffled (DTB) Crystallizer

In order to ensure the proper transfer of the findings of our discontinuous tests into the design of
the industrial plant, an intermediate confirmation step was executed, using continuous crystallization
in a lab-scale DTB crystallizer. The general setup is shown in Figure 4.

Figure 4. Experimental setup for continuous crystallization tests (laboratory scale draft tube baffled
(DTB) crystallizer).

The DTB crystallizer is a Cleared Suspension Mixed Product Removal (CSMPR) type, which is a
specific crystallizer type developed to produce coarser crystals compared to Mixed Suspension
and Mixed Product Removal (MSMPR) type crystallizers such as, e.g., the Forced Circulation
(FC) crystallizer.

The bench-scale DTB crystallizer used for the continuous test work has essentially the same setup
as the industrial unit that will be applied; however, it is built of glass. The main circulation is realized
by an agitator (top-mounted) within the central pipe. The mother liquor overflow is taken from an
internal clarification zone and contains mainly fine crystals generated by secondary nucleation. The
mother liquor is transported by an external circulation pump through the heat exchanger, which
introduces the required heat for evaporation provided by a thermostat. Due to the temperature and
therefore the solubility increase, the fines are dissolved within the mother liquor before re-entering the
crystallizer. The setup of the condensation system is equal to that used for the discontinuous tests
described in Section 2.1.

The feed is tempered by a thermostat and is continuously added to the top of the crystallizer,
while the suspension is removed discontinuously from the bottom of the crystallizer by inducing a
proper vacuum. The solid–liquid separation by centrifugation is performed with equal parameters, as
described in Section 2.1.

Optical characterization was done using microscope Zeiss Photomikroskop II (Oberkochen,
Germany).

The process solution was prepared according to heat and mass balance, which were based on
the results of the discontinuous multi-stage crystallization trials. After setting the temperature and
pressure, seed crystals were introduced and the continuous operation was maintained for at least
10 hours.
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3. Results

3.1. Discontinuous Multi-Stage Crystallization

The main purpose of the discontinuous multi-stage crystallization trials was to observe the effect
of increasing the concentration factor, α, on the most important parameters listed below, which were
used to design the industrial process and equipment:

• The solubility of the product (relevant for process yield);
• The purity of the product (> requested product purity);
• The crystal shape of the product;
• The boiling point elevations, densities and viscosities (not shown here).

3.1.1. Effect of Concentration Factor α on Solubility of Product Substance

With increasing concentration factors, the concentration of impurities or side compounds in the
mother liquor increase accordingly (if not co-crystallizing or volatile). This normally has an impact on
the solubility of the product. Figure 5 shows the observed depressive effect on product solubility of an
increasing concentration factor.

Figure 5. Solubility of the product as function of the concentration factor of soluble impurities/
byproducts during multi-stage crystallization at 60 ◦C in aqueous solution (blue) and the solubility of
the product in pure water at 60 ◦C (orange).

The solubility of the product is decreasing linearly in this matrix, with an increasing concentration
factor corresponding to the concentration of impurities/byproducts. This information is crucial to close
the overall heat and mass balance, as it affects the potential process yield. The extrapolated curve
is not going to affect the solubility of the pure product substance in water, as the feed solution used
for the tests contained impurities (feed solution is determined by α = 1). No data between 1 < α < 2
are available, as the feed solution was undersaturated and needed to be pre-concentrated before any
crystallization take place.

3.1.2. Effect of Concentration Factor α on the Purity of the Product

To maximize the yield of a continuous crystallization process, the concentration factor should be
set as high as possible. However, with an increasing level of impurities, the achievable purity decreases.
The requested purity on a dry basis was defined as >99.3%.
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A critical concentration factor could be observed, above which the requested purity could no
longer be achieved in a single-stage process. Under these apparent conditions, and considering the
washing of the crystal cake with pure water in a centrifuge (15% compared to the solids), the critical
concentration factor was identified to be ~3.8 (Figure 6).

Figure 6. Purity of the product as function of the concentration factor of soluble impurities/byproducts
after multi-stage crystallization with crystal washing (15% compared to solids) (blue) and the requested
purity (orange).

3.1.3. Effect of Concentration Factor α on Crystal Shape

The main source of impurities within the product are derived from the adherent mother liquor,
which could be reduced to a certain extent by the washing of the crystal cake in a centrifuge. The
amount of adherent mother liquor is defined by the physical parameters of the solution, like density
and (especially) viscosity on the one hand, and on the crystal size, shape and surface conditions of the
solid crystals on the other.

Further to its effect on the final moisture of the cake, the shape of the crystalline product is very
important for parameters such as the tendency to build up dust, free-flowing ability and storage stability.

It was observed that an increasing impurity level led to a change in the crystal shape from a
compact shape to an increasingly needle-like shape (Figure 7a–d). As the tests were executed with
the original feed solution, containing a defined matrix of impurities, no comparison to the product
crystallized from a pure solution is available. Identifying the responsible impurity from the matrix of
different impurities was not within the scope of the test, as this is fixed by upstream processes and
cannot easily be adjusted.

The needle-like shape of the product crystals creates various difficulties, as follows:

• Undesired crystal shape, storage ability and angle of repose;
• Increased crystal breakage during solid–liquid separation, drying and bagging (dust formation);
• Increased moisture content after solid–liquid separation (negative impact on crystal purity) [18].

It was observed that a concentration factor of α = 3 already led to an elongated crystal shape at
a still sufficient purity. The elongated shape is the defining parameter, with regards to limiting the
concentration factor of the industrial unit.
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Figure 7. (a) Crystals after washing for a concentration factor of two. (b) Crystals after washing for a
concentration factor of three. (c) Crystals after washing for a concentration factor of four. (d) Crystals
after washing for a concentration factor of five.

3.2. Continuous Crystallization in DTB Crystallizer

Based on the results of the multi-stage discontinuous crystallization trials, the final heat and
mass balance, as well as the crystallizer design, were defined, to serve as a basis for the continuous
crystallization tests. Due to the negative impact of the present impurities on the crystal shape, and
due to the required product purity, the concentration factor within the continuous crystallization was
limited to 2.5 for the continuous tests.

The major parameters to be confirmed are the achievement of the crystal size, crystal size
distribution and the purity of the final product.

The purity of the crystalline product (after washing with 15% water based on the solid amount)
on a dry basis was analyzed to be above 99.7%. This is in accordance with the limit of 99.3% purity on
a dry basis, which was defined by the customer.

Three major product aspects were observed for the product from the continuous laboratory-scale
DTB crystallizer, which are as follows:
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• The size of the product crystals increased to d´> 1400μm (see Figure 8) without nucleation (no
cycling behavior expected for the industrial DTB at this crystal size [19]), while d´ is defined as
d36.8;

• The increased retention time resulted in a rounded crystal shape (the rounding effect was induced
mainly by the attrition caused by the internal circulation pump);

• The dissolving of fine crystals (produced by attrition) in the outer heating circuit resulted in a
narrower crystal size distribution.

Figure 8. (a) Crystals after 1.5h of continuous crystallization in bench scale DTB (d´ = 956μm); (b)
crystals after 6h (d´= 1149 μm); (c) crystals after 10h (d´= 1435 μm).

3.3. Implementation of Industrial DTB Crystallizer Unit

After the confirmation of the initial findings by continuous crystallization trials, the process,
including the heat and mass balance, the design of equipment and further relevant basic engineering
deliverables, was elaborated by GEA Messo GmbH. The industrial-scale continuous crystallization
plant was then successfully installed at the customer’s site (Figure 9).

Figure 9. (a) Scheme of an industrial DTB crystallizer, by GEA Messo GmbH. (b) Crystals from the
industrial DTB crystallizer (crystal size d´ = 1980 μm)

The performance of the crystallization plant was fully achieved with regards to product purity
as well as product yield on the one hand, and product parameters like crystal size and crystal size
distribution on the other.
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4. Discussion

A variety of the literature deal with the heat and mass balance of industrial crystallization
processes [13,16,20,21].

Figure 10 shows a schematic and simplified mass balance for an evaporative continuous
crystallization process with an exemplary concentration factor of 10. Both the yield of the process as
well as the purity of the product are a function of the concentration factor α. For the chosen example,
the dependencies of the process yield and product purity are shown in Figure 11. Depending on the
requirements defined by a producer or the market, only a certain working range for α is acceptable
because, otherwise, the yield would be too low (α < αcritical) on the one hand, or the purity would be
to low (α > αcritical) on the other.

Figure 10. Simplified block balance of an evaporative crystallization process (concentration factor of 10).

Figure 11. Theoretical definition of a concentration factor range to cover both a requested purity of the
final product (orange curve) and a requested yield of the process (blue curve) (from α = 5 . . . 10).
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From the results of the multi-stage discontinuous tests, it can be clearly seen that the concentration
factor would need to be limited to maximum α = 4 to avoid endangering the requested purity of 99.3%
(on a dry basis). However, due to the strong effect on crystal shape (needle-like shape), it was decided
that we would keep the concentration factor α even lower, below 2.5.

This limits the process yield for single-stage processes, which was not crucial for the case study
presented here, as the client could recycle the purge from crystallization into an upstream process
outside of the battery limit of the crystallization.

When there is no overlap for the concentration factor with regards to yield and purity, and
intensive cake washing within solid–liquid separation is not enough to achieve a critical yield, there
are, nevertheless, various concepts to achieve such a critical yield.

Two major concepts should be introduced here: the so-called first crop–second crop concept and
the re-crystallization concept [21].

For the first crop–second crop concept, the product is crystallized to a certain concentration factor
in the first crop crystallization, respecting the critical value of α with regards to purity. In order to
increase the yield of the overall process, the mother liquor of the first crop crystallization is further
concentrated, and an out-of-specification product is generated in the second crop crystallization step.
This impure product is dissolved in the feed solution (if undersaturated) or by the addition of a solvent,
and is recycled for the first crop crystallization. The final overall process purge is taken from the second
crop crystallization.

For the re-crystallization concept, an out-of-specification product (raw product) is produced by
an initial crystallization step, applying high concentration factors. The product is subsequently
totally dissolved in the solvent and completely re-crystallized in a second crystallization step,
producing a product with the requested purity (pure product). The purge is taken from the first raw
crystallization step.

From plant manufacturing or engineering companies’ perspectives, the concentration factor α is
the most crucial factor for continuous evaporative crystallization processes, as it enables the balance of
the outer process.

.
mFeed =

.
mProduct +

.
mCondensate +

.
mPurge (2)

The concentration factor, as one possible dimensionless characterization of the grade of
concentration, is defined between one, standing for no evaporation and therefore no crystallization
occurrence, and infinity, standing for a complete evaporation of all solvents, leaving a dry and solid
product next to the solvent removed by evaporation.

By increasing the concentration factor, the concentration of impurities increases in the mother
liquor of the crystallization, which causes several effects in relation to our case study:

1) The solubility of the product linearly decreases with the increasing concentration factor (the
concentration of impurities in the mother liquor). This is a well-known thermodynamic effect,
which is documented for many inorganic and organic substances. No further parameters known
to influence the solubility, like temperature or pH-value, were investigated during this study,
while the specific species in the impurity spectrum, which are responsible for the observed effect,
were not identified.

2) The purity of the product linearly decreases with the increasing concentration factor, which was
expected according to the theoretical approach discussed above. Similar results were presented
by Alvarez et al., introducing a distribution coefficient (DC), defining the ratio of impurities in
the product and the impurities in the mother liquor, showing a linear dependency [10].

3) With an increasing concentration factor and therefore an increasing concentration of impurities
in the mother liquor, the shape of the product crystals changed to an increasingly needle-like
shape. This is related to the interaction of the impurities with the specific surface of the crystal,
changing its growth rate. Theoretically, those slow-growing faces determine the shape of the
product crystals, as the fastest growing surfaces will disappear over time [21].
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It must be highlighted here that all parts of the study were carried out to gain specific required
knowledge on the relevant process and product parameters that will enable an engineering company
to scale up this process to an industrial plant. Neither a complete parameter study, nor repetitions
satisfying statistical approaches, could be performed.

5. Conclusions

The pathway from an initial idea to industrial implementation was successfully shown for an
organic model substance, containing the following main steps:

• The initial idea to change from batchwise-operated to continuously operated crystallization,
assessing the feasibility of producing a desired product with regards to crystal size, crystal size
distribution and crystal shape;

• Discontinuous multi-stage crystallization trials to identify the major physical and chemical
parameters, checking the effect of the increasing concentration factor on product purity, crystal
shape and physical and chemical parameters (e.g. solubility), alongside the definition of the
critical concentration factor;

• Continuous crystallization trials using a laboratory DTB crystallizer to confirm the findings of the
discontinuous tests and, finally, to generate the mass and heat balance, as well as the design of the
industrial crystallizer unit;

• The implementation of the industrial unit at a customer production site, based on the results of
the above described laboratory tests.

This stepwise approach was successfully performed for the given model project, and for several
other organic products, as well as inorganic products. Furthermore, the demonstrated stepwise
approach could be used as a blueprint for any other crystallization project involving a change from
batchwise to continuous operation mode, by considering specific product properties like crystal shape
or crystal size distribution, or to increase the yield of an existing crystallization process.

Author Contributions: Conceptualization, C.M., H.P. and R.B.; methodology, H.P.; validation, C.M., H.P. and
J.S.; formal analysis, C.M., H.P.; investigation, H.P., J.S.; writing—original draft preparation, C.M., H.P. and
R.B.; writing—review and editing, C.M., H.P. All authors have read and agreed to the published version of
the manuscript.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Sen, M.; Rogers, A.; Singh, R.; Chaudhury, A.; John, J.; Ierapetritou, M.G.; Ramachandran, R. Flowsheet
optimization of an integrated continuous purification-processing pharmaceutical manufacturing operation.
Chem. Eng. Sci. 2013, 102, 56–66. [CrossRef]

2. Chen, J.; Sarma, B.; Evans, J.M.B.; Myerson, A.S. Pharmaceutical Crystallization. Cryst. Growth Des. 2011, 11,
887–895. [CrossRef]

3. Plumb, K. Continuous processing in the pharmaceutical industry changing the mindset. Chem. Eng. Res.
Des. 2006, 83, 730–738. [CrossRef]

4. Schaber, S.; Gerogiorgis, D.I.; Ramachandran, R.; Evans, J.M.B.; Barton, P.I.; Trout, B.L. Economic Analysis of
Integrated Continuous and Batch Pharmaceutical Manufacturing: A Case Study. Ind. Eng. Chem. Res. 2011,
50, 10083–10092. [CrossRef]

5. Capellades, G.; Wiemeyer, H.; Myerson, A.S. Mixed-Suspension, Mixed-Product Removal Studies of
Ciprofloxacin from Pure and Crude Active Pharmaceutical Ingredients: The Role of Impurities on Solubility
and Kinetics. Cryst. Growth Des. 2019, 19, 4008–4018. [CrossRef]

6. Variankaval, N.; Cote, A.S.; Doherty, M.F. From form to function: Crystallization of active pharmaceutical
ingredients. AIChE J. 2008, 54, 1682–1688. [CrossRef]

184



Crystals 2020, 10, 542

7. Vetter, T.; Burcham, C.L.; Doherty, M.F. Regions of attainable particle sizes in continuous and batch
crystallization processes. Chem. Eng. Sci. 2014, 106, 167–180. [CrossRef]

8. Zhang, D.; Xu, S.; Du, S.; Wang, J.; Gong, J. Progress of Pharmaceutical Continuous Crystallization. Engineering
2017, 3, 354–364. [CrossRef]

9. Su, Q.; Nagy, Z.; Rielly, C. Pharmaceutical crystallization processes from batch to continuous operation using
MSMPR stages: Modelling, design, and control. Chem. Eng. Proc. 2015, 89, 41–53. [CrossRef]

10. Alvarez, A.J.; Singh, A.; Myerson, A.S. Crystallization of Cyclosporine in a Multistage Continuous MSMPR
Crystallizer. Cryst. Growth Des. 2011, 11, 4392–4400. [CrossRef]

11. Wöhlk, W.; Hofmann, G. Types of crystallizers. Int. Chem. Eng. 1984, 24, 419–431.
12. Garg, J.; Arora, S.; Garg, J. Spherical crystallization: An overview. Int. J. Pharm. Technol. 2014, 4, 1909–1928.
13. Myerson, A.S. Handbook of Industrial Crystallization, 2nd ed.; Butterworth-Heinemann: Woburn, MA,

USA, 2002.
14. Buchfink, R. Effects of impurities on an industrial crystallization process of ammonium sulfate. Ph.D. Thesis,

Martin-Luther-University, Halle (Saale), Germany, 2 May 2011.
15. Winn, D.; Doherty, M.F. Modeling crystal shapes of organic materials grown from solution. AIChE J. 2000, 46,

1348–1367. [CrossRef]
16. Mullin, J.W. Crystallization, 3rd ed.; Butterworth-Heinemann: Oxford, UK, 1993.
17. Kwon, J.S.-I.; Nayhouse, M.; Christofides, P.D.; Orkoulas, G. Modeling and control of crystal shape in

continuous protein crystallization. Chem. Eng. Sci. 2014, 107, 47–57. [CrossRef]
18. Wakeman, R. The influence of particle properties on filtration. Sep. Purif. Rev. 2007, 58, 234–241. [CrossRef]
19. Hofmann, G.; Wang, S.; Widua, J.; Wöhlk, W. Zyklische Korngrößenschwankungen in Massenkristallisatoren.

In Proceedings of the Fachausschuss Kristallisation, Strasbourg, France, 27–28 March 2000. (In German).
20. Hofmann, G. Kristallisation in der Industriellen Praxis; Wiley-VCH: Weinheim, Germany, 2004. (In German)
21. Beckmann, W. Crystallization Basic Concepts and Industrial Applications; Wiley-VCH: Weinheim, Germany, 2013.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

185





crystals

Article

Systematic Investigations on Continuous Fluidized
Bed Crystallization for Chiral Separation

Erik Temmel 1,2, Jonathan Gänsch 1,*, Andreas Seidel-Morgenstern 1,3 and Heike Lorenz 1

1 Max Planck Institute for Dynamics of Complex Technical Systems, Sandtorstraße 1, 39106 Magdeburg,
Germany; seidel@mpi-magdeburg.mpg.de (A.S.-M.); lorenz@mpi-magdeburg.mpg.de (H.L.)

2 Sulzer Chemtech Ltd., Gewerbestraße 28, 4123 Allschwil, Switzerland; erik.temmel@sulzer.com
3 Otto von Guericke University Magdeburg, Institute of Process Engineering, 39106 Magdeburg, Germany
* Correspondence: gaensch@mpi-magdeburg.mpg.de

Received: 27 April 2020; Accepted: 11 May 2020; Published: 14 May 2020

Abstract: A recently developed continuous enantioseparation process utilizing two coupled fluidized
bed crystallizers is systematically investigated to identify essential correlations between different
operation parameters and the corresponding process performance on the example of asparagine
monohydrate. Based on liquid phase composition and product crystal size distribution data, it is
proven that steady state operation is achieved reproducibly in a relatively short time. The process
outputs at steady state are compared for different feed flow rates, supersaturations, and crystallization
temperatures. It is shown that purities >97% are achieved with productivities up to 40 g/L/h. The
size distribution, which depends almost exclusively on the liquid flow rate, can be easily adjusted
between 260 and 330 μm (mean size) with an almost constant standard deviation of ±55 μm.

Keywords: fluidized bed; continuous; preferential crystallization; chiral separation; racemate
resolution; enantiomer; asparagine monohydrate

1. Introduction

Recently, continuous crystallization has again become the focus of many research activities.
Efforts have been made to develop design rules based on comparing it with the corresponding
batch process [1,2] or to elucidate basic mechanisms, for example, the impurity incorporation and
carryover [3]. Additionally, novel concepts, applying to example slug-flow [4], oscillatory baffled [5,6],
Couette-Taylor [7,8] or fluidized bed crystallizers [9–12], as well as columns with static mixers [1] or
coiled flow inverters [13], have been developed lately. These concepts exploiting tubular crystallizers
in general are not superior nor applicable for every substance system or separation problem. They have
specific benefits and drawbacks [1] compared to the well-known mixed-suspension, mixed-product
removal (MSMPR) concept but have given new input to the topic of continuous crystallization and
have widened the field of application for the food, agriculture, and pharmaceutical industries.

Fluidized bed crystallizers (FBCs) have recently been successfully exploited in wastewater
treatment to recover phosphate [9,10], sulfates and magnesia [11], or boron [12] from diluted aqueous
solutions. All of these studies aimed at a full conversion of the pollutant ions in the liquid phase to
form a salt and utilized afterward the surface of fluidized, inert particles to collect the fine precipitate.
FBCs can be also applied, however, for separations where the substance of interest has a similar or the
same concentration as the impurity, as is the case for enantioseparations [14].

This process is then based on Preferential Crystallization, which is often applied as an efficient and
inexpensive option for the production of pure enantiomers from the racemic, i.e., 50:50, mixture [2,15].
The classical variant is, nevertheless, an unstable process carried out in the metastable zone of the
respective ternary substance system, consisting in this case of two enantiomers, D and L, dissolved
in a solvent. Seeds of the desired enantiomer are utilized to selectively remove this species from the
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liquid phase. Hence, the dissolved mass of the seeded component decreases while the mass fraction of
the counter-enantiomer increases. Consequently, the supersaturation of the counter-enantiomer also
increases in most cases, which forces this species to nucleate after a certain induction time. A complete
separation with the maximum yield is, hence, only achievable if the process is interrupted at the right
time shortly before the nucleation.

To increase robustness, productivity, and yield of the classical variant, two opposite Preferential
Crystallizations can be carried out in two vessels only connected via a continuous liquid phase
exchange [16]. In this way, the selective removal of the enantiomers in the respective crystallizer
is counterbalanced and a racemic liquid phase composition maintained, which reduces the risk
of nucleation.

The application of fluidized bed crystallizers together with the coupled Preferential Crystallization
principle, as shown in Figure 1, provides two additional benefits. Firstly, the flow rate of the feed
entering the columns from the bottom drags small crystals out of the process at the top. Hence,
contamination of the product can be avoided to a certain extend even if the counter enantiomer
nucleates since the nuclei follow the liquid flow. Secondly, a product classification can be achieved by a
conical shape of the columns. Then the liquid velocity profile varies over the height of the crystallizers
and only a specific crystal size is present at the product outlet. This process allows, hence, for a
continuous production of pure enantiomers with a high productivity and a specific, adjustable product
crystal size. In previous studies, the feasibility of steady-state operation of this process was shown
without considering the process dynamics [17] and only based on the liquid phase composition for a
specific operation point [14,17]. However, no systematic investigation also based on the periodically
harvested product crystals has been conducted.

Figure 1. Principle scheme of a coupled Preferential Crystallization carried out in two fluidized bed
crystallizers for the separation of the D- and L-enantiomer from the racemic (50:50) mixture provided
in the feed tank (adapted from [2]).

In this work we, first, prove the achievability of steady-state operation on the example of
D-/L-asparagine monohydrate based on the liquid phase composition as well as the periodically
harvested product crystal size distribution. Furthermore, the required startup time to reach the
steady-state will be estimated for different operation conditions and the high reproducibility of the
results will be demonstrated. On this basis, consecutively the dependence of productivity, purity, and
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yield on the process conditions, feed flow rate, supersaturation, and crystallization temperature, will
be systematically studied.

2. Materials and Methods

2.1. Substances

For the fluidized bed crystallization experiments, racemic asparagine monohydrate (rac Asn·H2O)
and the respective enantiopure D- and L-Asn·H2O were purchased from Sigma Aldrich (Purity >99%,
Steinheim, (Baden-Württemberg), Germany). Both were used without further treatment. Deionized
water (Millipore, Milli-Q Advantage A10) was used as solvent and for washing of the crystalline product
together with ethanol, which was purchased from VWR Chemicals (Purity >99.7%, Fontenay-sous-Bois,
France).

Solubility data of the D-/L-Asn·H2O/ water system was mainly determined in [18]. The accuracy
was confirmed by additional measurements in [19] where also the parameters of polynomial (Equation
(1)) were estimated to describe the saturation concentration, xsat, as a function of temperature and
composition. As shown in Figure 2, asparagine monohydrate forms a conglomerate, as a requirement
for the application of Preferential Crystallization directly from a supersaturated racemic liquid phase.

xsat,i

(
T,

xj

xSolvent

)
= 0.0104 + 1.0584× 10−4·T + 2.4432× 10−5·T2+0.0312· xj

xSolvent
. (1)

where
T = temperature [◦C]

x =mass fraction [-]

for
i = D-Asn·H2O, L-Asn·H2O and j = D-Asn·H2O, L-Asn·H2O � i

Figure 2. Upper 20% section of the ternary phase prism of the asparagine monohydrate enantiomers in
water at different temperatures. All axes are given in mass fractions × 100 (wt%). Black and white
dots—solubility data from [18] and [19], respectively. Red and blue surface—fitted solubility surface
of D-Asn·H2O and L-Asn·H2O, respectively. Reprinted with permission from [19]. Copyright 2020
American Chemical Society.

The selective removal of the seeded enantiomer during Preferential Crystallization leads to an
altering of the liquid phase composition during the course of the separation process. Hence, the driving
forces of both enantiomers change and a different supersaturation calculation also need to be applied.
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Thus, Equation (2) is utilized in the present study to describe the supersaturation, S, as a function of
temperature and composition.

Si(T, xi) =
xi

xsat,i

(
T,

xj
xSolvent

) (2)

for
i = D-Asn·H2O, L-Asn·H2O and j = D-Asn·H2O, L-Asn·H2O � i

2.2. Experimental Setup

All separation experiments were performed in the setup shown in Figure 3. The plant consisted
of two tubular crystallizers (C1 and C2, Figure 3) with an individual volume of approximately 0.5 L
and a total height of 1130 mm. Each double-jacketed tubular crystallizer was composed of a conical
section in the lower part and a cylindrical section in the upper part of the columns. Thus, the fluid
velocity of a liquid phase passing through the crystallizers changes with the height of the columns
due to the increasing diameter in the conical section. At the transition between the upper and lower
section, where the diameter is the largest, the fluid velocity becomes constant again over the height of
the cylindrical part.

Figure 3. Process scheme with the main components of the utilized continuous fluidized bed plant.

The temperature inside the columns was measured at the inlet, in the middle, and at the outlet via
resistance thermometers (Pt100s). Temperature control was ensured by two thermostats connected to
the respective middle Pt100s. In this study, the middle temperature is referred to as the crystallization
temperature for the sake of simplicity, even though a temperature gradient will be present over the
height of the columns due to the fluid flow.

Both crystallizers were coupled via heated steel pipes and flexible heated hoses with a
double-jacketed feed tank on the scale of 7.5 L. A propeller-type stirrer was utilized in this tank
during the separation experiments to suspend a certain excess mass of racemic solid phase in a solution
saturated at a defined initial temperature. This excess of solid phase served to re-saturate the depleted
mother liquors from the crystallizers during the process to ensure constant initial conditions at the inlet
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of the columns. The temperature within the feed tank was again measured by a Pt100 and controlled
by a thermostat.

Clear saturated racemic solution was withdrawn during the process from the feed tank via glass
filters and was pumped continuously from the bottom through the tubular crystallizers using gear
pumps. The rotation speed of these gear pumps was controlled by Coriolis mass flowmeters to ensure
a constant volumetric flowrate.

To harvest the product, each column had a product outlet at a height of 365 mm, close to the end
of the conical section. The product removal was realized periodically due to the scale of the plant,
using solenoid valves, which were controlled by photoelectric barriers as described in the next section.

Due to the mild mixing conditions of the particulate phase, secondary nucleation will not be
sufficient to counterbalance the loss of crystals of the periodically continuous product removal. Hence,
a continuous seeding strategy was necessary, which also supports Preferential Crystallization by
providing enantiopure crystals. Thus, the largest particles present at the bottom of the crystallizer
columns were withdrawn via peristaltic pumps into a bypass. They were pumped, subsequently,
through high-speed dispersers, which were utilized as mills working on the rotor-stator principle.
Afterward, the ground crystals were fed back as seed material to the process.

2.3. Experimental Procedures and Operation Parameters

In the following the experiments performed are described with their operation parameters and
objectives, and performance parameters for process evaluation are introduced (Section 2.3.1). Since
starting and operation procedure is crucial for achieving a successful continuous racemate resolution,
the procedure along each experiment, especially the crystallization progress and the periodical product
removal, are explained and the used analytics are depicted (Section 2.3.2)

2.3.1. Study of Operation Parameters and Process Evaluation

Altogether, seven experiments were planned and carried out for 8 h in this first attempt to
systematically investigate the influence of the operation conditions on the process performance. In
continuation of the previous study [14], a saturation temperature of 35 ◦C was chosen for most of the
experiments (Tsat, Table 1). The first three processes (Exps. 1–3, Table 1) were used to determine the
operation window of the process with respect to the crystallization temperature (Tcrys, Table 1).

Table 1. Process conditions and objectives of all experiments.

Exp.
Tsat

[◦C]
Tcrys

[◦C]

F
[L/h]

Initial Seed Crystals
Objective of Investigation

Sieve Fraction
[μm]

mSeed

[g]

1 35 27 10 90–125 6.28 steady-state, operation window
2 35 30 10 212–300 15 steady-state, operation window
3 35 31, 32 10 90–125 6.28 operation window

4 35 30 10, 12 212–300 15 volumetric flowrate, residence
time

5 35 30 12, 14 212–250 15 volumetric flowrate, residence
time

6 24.6 20 12 250–355 20 crystallization temperature

7 35 30 12 250–355 20 steady-state

The data of Exp. 2 were additionally utilized to determine the required time to reach steady-state
operation. It was found that after two product withdrawals (process time approximately 2 h) all
process characteristics became constant. Hence, some of the later experiments were split into two
periods, where two sets of process parameters (compared, for example, to the volume flow of Exp. 4)
were tested for 4 h each, to enhance the time efficiency of the investigation. Exps. 4 and 5 were carried
out to evaluate stepwise the influence of the volume flow rate (F, Table 1) between 10 and 14 L/h. In
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Exp. 6, the supersaturation was kept constant but the saturation and crystallization temperature were
reduced by approximately 10 K to investigate the influence of reduced crystallization kinetics. In
Exp. 7 the central test point was run again, Tsat = 35 ◦C, Tcrys = 30 ◦C, and F = 12 L/h, to evaluate the
standard deviation of all process characteristics for a longer time period.

Every reached operation point was evaluated based on the normalized volume related product
crystal size distributions, q3 (Equation (3)), their mean sizes, L3 (Equation (4)), and their respective
standard deviation, sL3 (Equation (5)), as well as the achieved yields, Y, and productivities, Pr
(Equations (6) and (7), respectively) calculated from the product masses and the time window between
two withdrawals.

q3(zk) =
μk

Δzk
(3)

L3 =
N∑

k=1

zk·μk (4)

sL3 =

√√√ N∑
k=1

(
zk − L3

)2·μk (5)

where

μk =mass fraction of sieve class k [-]
zk = characteristic length of sieve class k [μm]
Δzk =width of sieve class k [μm]

Y =
mprod

mtheo
(6)

Pr =
mprod

Δt·Vtot
(7)

where

mprod =mass of withdrawn product crystals [g]
mtheo = theoretical maximum of product mass [g]
Δt = time window between two withdrawals [h]
Vtot = total volume of tubular crystallizer [L]
(C1 = 0.478 L, C2 = 0.511 L)

2.3.2. Start and Operation Procedure, Crystallization Progress, and Analytics Used

The starting point of all experiments was the preparation of the feed suspension. Therefore, the
solvent was filled into the feed tank and circulated via the gear pumps through the columns and
via the peristaltic pumps through the comminution bypasses. The required racemic solute mass for
saturating the aqueous solution at the desired temperature of each experiment (Table 1, Tsat) plus
200 g racemic excess solid was afterward filled in the feed tank, and the suspension heated to Tsat,
which was kept constant throughout the whole experiments. To avoid any risk of nucleation within
the columns during the preparation step, the coolant temperature of the double jackets was set to one
Kelvin above Tsat. After the mother liquor within the feed tank reached Tsat, the coolant temperature
of the double jackets was set to one Kelvin below Tsat. In parallel, the heating hoses were set to 40 ◦C to
prevent any nucleation or clocking within the tubes: all other steel pipes (Figure 3) were appropriately
heat traced to prevent clocking. The liquid flow was stopped for seeding each column from the
top (Figure 3, port) with a certain mass (Table 1, mSeed) of one of the pure, crystalline enantiomer
once the respective temperatures were reached. In all experiments, crystallizer C1 was seeded with
D-Asn·H2O and crystallizer C2 with L-Asn·H2O. Immediately after seed addition, the pumps were
started again to fluidize the present crystals and to prevent nucleation in the stagnant fluid phase. After
this initial seeding, both crystallizers were subsequently cooled to the planned operation temperature
(Table 1, Tcrys). The fluidized seed crystals in both columns started to grow according to the present
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supersaturation. Hence, they settled constantly due to their increasing mass towards the crystallizers’
bottoms. All crystals, which reach the fluid phase inlet, were withdrawn into the inline seeding bypass,
where they were ground. The generated crystal fragments were fed back to the process merged with
the liquid inlet stream.

If the process conditions are chosen appropriately, the crystal fragments will grow (Figure 4a)
large enough to settle within the cylindrical part and thus stay in the process. Then the overall crystal
mass increases and the process progresses. The growing seeds start to settle, subsequently, on the top
of the initial solid mass and the crystal bed increases in height.

Figure 4. (a) Schematic detail drawing of the progressing process at the height of the product outlet.
The seed crystals move through the fluidized crystal bed until they are grown to a size at which they
settle at the top of the bed. (b) Microscope photograph of washed product crystals.

The product withdrawal was initiated when the crystal bed first blocks the upper photoelectric
barrier (L1, Figure 4a). The solenoid valve (V1, Figure 4a) was opened at this point and the crystal
product is harvested until the lower photoelectric barrier (L2, Figure 4a) was not blocked by the
fluidized crystal phase anymore. Afterward, the valves were closed and the crystallization progressed
until the crystal bed height was large enough for the next product withdrawal. This periodic procedure
continued and the process progressed towards its dynamic steady-state. Immediately after the product
withdrawal, the product crystals were filtered and washed with an ethanol-water mixture (40 wt% EtOH,
60 wt% H2O). The dried product crystals (Figure 4b) were afterwards analyzed via high performance
liquid chromatography (HPLC), X-ray powder diffraction (XRPD), and sieve analysis to evaluate each
operation point with respect to process performance parameters (purity, yield, productivity, and size
distribution, Equations (3)–(7)). The specifications of the applied analytics are given in Table 2.

Table 2. Specifications of the applied analytics.

Analysis Specification

HPLC Crownpak CR(+) (4 × 150 mm, particle size 5 μm) column with Dionex
Ultimate 3000 system (Thermo Scientific). Perchloric acid/water
(pH = 1) as the eluent. The flow rate, UV wave length, column

temperature and injection volume were 0.4 ml/min, 200 nm, 5 ◦C and
1 μL, respectively.

XRPD X’Pert Pro diffractometer (PANalytical GmbH, Germany), 2-theta range
of 5–40◦, step size 0.017◦, step time 50 s

Sieve analysis Retsch, AS 200 digit, amplitude 1.8 mm, sieving time 20 min, sieve mesh
widths: 0, 90, 125, 180, 212, 250, 300, 355, 400, 500, 630, 710, 800 μm.
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The recycled, concentration-depleted mother liquor causes partial dissolution of the solid racemic
excess within the feed tank. To minimize additional distortions of the feed concentration, and thus of
the process, a piecewise addition of new solid excess material is required. Since the average product
crystal mass of one withdrawal is approximately 20 g per column, subsequently, 50 g of racemic solid
excess material was added to the feed tank after every product withdrawal.

3. Results and Discussion

3.1. Continuous Operation and Steady-State Analysis

Along the continuous operation, quantities of the liquid phase, such as volumetric flowrate and
local temperatures, were measured and, as seen in Figure 5a,b, controlled appropriately. Figure 5
also depicts the temporal evolution of the fluid density (Figure 5c), measured via the Coriolis mass
flowmeter, and the D-Asn enantiomeric proportion of the liquid phase within the feed tank and at
the crystallizer outlet (Figure 5d), determined via HPLC offline samples. As seen in Figure 5c,d,
these measured quantities also show no discernible trends during the whole experiment. Thus, the
applied operation procedure successfully prevents fluctuations or depletions of the feed concentration.
Furthermore, the depleted D-Asn enantiomeric proportion at the crystallizer outlet indicates the
selective removal of the seeded enantiomer due to the Preferential Crystallization.

Figure 5. Evolution of the saturation temperature, Tsat, crystallization temperature, Tcrys (a), volumetric
flowrate (b), liquid phase density of the feed solution, ρliq (c), and enantiomeric proportion of the
D-Asn·H2O in the liquid phase at the crystallizer outlet and within the feed tank (d), of Exp. 7 (C1)
over time, with t = 0 indicating the initial seeding point. Spikes occurring in the flowrate and solution
density courses can be attributed to air bubbles passing the Coriolis mass flowmeter (data shown are
raw data without any curve treatment).

The temporal evolution of the above introduced process performance parameters, product crystal
mean size, L3, standard deviation of the product crystal size distribution, sL3, and productivity, Pr, are
illustrated in Figure 6 for Exp. 7. As shown in Figure 6, all process performance characteristics reached
almost constant values after approximately 2 h process time. During the following 6 h operation time
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the mean product crystal size varies between 315 to 321 μm with a respective standard deviation
between 57 and 60 μm. The calculated productivities range in the same time between 30 and 37 g/L/h,
while the product purity exceeds 98% for the whole experiment.

Figure 6. Evolution of mean product crystal size, L3 (a), its respective standard deviation, sL3 (b),
productivity, Pr (c), and product purity, Pur (d), of Exp. 7 (C1) over time, with t = 0 indicating the initial
seeding point. Illustrated are the values of the process characteristics for every product withdrawal as
points with their corresponding time window as line.

3.2. Reproducibility of Steady-State Results

The central point (DoE, design of experiments) of the investigated operation window (operation
parameters, Tsat = 35 ◦C, Tcrys = 30 ◦C and F = 12 L/h) was evaluated during Exps. 4, 5, and 7. The
corresponding operation parameters were used for the first period of experiments 4 and 7 (4 h), though
different seed crystal sizes (Exp. 4: 212–300 μm, Exp. 7: 250–355 μm) were added for initialization.
In Exp. 5, another operation point was tested before going to the central point. Figure 7 depicts the
steady-state product crystal size distribution, q3 (Equation (3)), and the steady-state productivity, Pr,
for both crystallizers, C2 and C1 (Figure 7a,b) for the three experiments. The average mean values, L3,
and standard deviations, sL3, of the steady-state product crystal size distribution are also given. The
comparison of Exps. 4 and 5 shows that differences between the product crystal sizes are below 4%
and thus negligible. In contrast, the scattering range of the productivity values for each evaluated
operation point is approximately 8–10 g/L/h (≈ 30%). Responsible for this broad scattering are the
dynamics of the periodic product withdrawal, since during each withdrawal an unknown and varying
crystal mass remains within the outlet ports of the crystallizer. This crystal mass is removed from
the tube after each withdrawal via a cleaning step with pure solvent and is, thus, not quantifiable.
Several experimentations to capture and quantify this crystal mass led to the assumption that it varies
between 1 and 3 g, which consequently reduces the evaluated productivity by approximately 2–10 g/L/h.
However, the productivity values of Exps. 4 and 5 scatter within a common range, considering the
previously mentioned deviation.
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Figure 7. Steady-state crystal size distributions, q3, with their respective mean values and standard
deviations, as well as the corresponding productivities, Pr, of crystallizer C2 (a) and C1 (b) for Exps. 4,
5, 7.

As indicated in Figure 7, the high-speed dispersers were maintained before Exp. 7. During the
process, the maintained disperser tools were placed in cylindrical steel vessels, through which the
suspended crystals of the bypass flow. Since the disperser tools do not cover the whole cross section
area of these vessels, crystals carried by the surrounded flow might not be comminuted. Thus, the
maintenance could cause changes in the amount and size distribution of the generated seed crystals
and affect the cyclic steady-state and its reproducibility. As seen in Figure 7, the product crystal size
distributions and the productivities of Exp. 7 slightly differ from the respective results of Exps. 4 and 5,
which shows exceptionally good reproducibility.

Comparing the results of crystallizer C2 with the corresponding data of crystallizer C1 (Figure 7a,b)
shows that C2 produces somewhat smaller product crystals with higher productivities. This trend was
persistent throughout all experiments. It indicates that both crystallizers differ in their hydrodynamics
due to small differences resulting from their hand manufacturing. Furthermore, the total volume of C2
is 511 ml and, thus, significantly larger than C1 with a total volume of 478 ml. Due to the classifying
effect of the conically shaped crystallizers, a larger diameter of C2 would lead to smaller product
crystals assuming similar flow rates. These smaller crystals have a higher specific crystal surface,
which enhance the total crystallization rate and, thus, the productivity.

The comparison of Exps. 4, 5, and 7 prove that the utilized pilot plant generates reproducible
results. Furthermore, the three experiments clearly prove that, when starting from different initial
conditions, the same operation points can be independently reproduced. The reproducibility of a
further operation point (operation parameters, Tsat = 35 ◦C, Tcrys = 30 ◦C, and F = 10 L/h) was also
verified (see Appendix A, Figure A1).

3.3. Influence of Volumetric Flowrate

To study the influence of the volumetric flowrate and the resulting residence time of the liquid
phase, three operation points with different volumetric flowrates, F = 10, 12, and 14 L/h, were
investigated during Exps. 2, 4, 5, and 7. A constant saturation temperature (35 ◦C) and a constant
crystallization temperature (30 ◦C), were ensured during all experiments. It was observed that at the
lowest flowrate, F= 10 L/h, incrustations at the top of both crystallizers occurred and spread significantly
faster than at the other operation points. The incrustation layer detached after a certain time, and
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settled towards the crystallizer bottom and the milling bypasses, where they were comminuted.
The subsequently detected decrease of the product purity indicates that the incrustations are induced
by nucleation of the counter-enantiomer. To achieve a successful racemate resolution at lower flowrates
and, thus, higher residence time of the liquid phase, the risk of nucleation could be reduced by setting
lower supersaturation.

Figure 8a depicts the mean product crystal size distributions with their respective mean values
and standard deviations for the three volumetric flowrates, from Exps. 4 and 5. As seen, the product
crystal size distributions differ regarding the obtained product crystal size; with increasing flowrate the
mean crystal size increases significantly from 267 to 300 and 330 μm. As expected, higher volumetric
flowrates and, thus, higher fluid velocities, cause larger product crystals. Thus, our results verify the
results of former studies [17].

Figure 8. Mean steady-state crystal size distributions, q3, with their respective mean values and
standard deviations (a), productivities, Pr (b), and yields, Y (c), for three different volumetric flowrates,
F = 10, 12, and 14 L/h. Given results are from crystallizer C2 for Exps. 4 and 5.

Figure 7b,c shows the influence of the volumetric flowrate on productivity and yield. As shown,
a higher volumetric flowrate leads to lower productivity and yield. This can be correlated to the
larger crystals and the resulting lower total crystal surface of the fluidized bed. A second reason is
that the higher volumetric flowrate reduces the residence time of the seed crystals and, thus, reduces
their growing period. Consequently, a higher amount of seed crystals is discharged at the top of
the crystallizers. Comparing productivity and yield with respect to the total decrease shows that
productivity decreases by approximately 33% whereby yield decreases by approximately 50%. This
disproportion is attributed to the increasing throughput rate of the mother liquor, and consequently its
decreased depletion.

3.4. Influence of Supersaturation

The first three experiments (Exps. 1–3, Table 1) were utilized to identify a suitable operation window
and, hence, four different supersaturation values were tested. A constant volumetric flowrate (10 L/h)
and saturation temperature (35 ◦C) were ensured during all three experiments. The crystallization
temperature was set to Tcrys = 27, 30, 31, and 32 ◦C, which corresponds to supersaturations of S =
1.40, 1.23, 1.18, and 1.13, respectively. Significant gain of the fluidized crystal bed height was not
observed during 90 min operation time using the lowest driving force (1.13), and, thus, no product
withdrawal could be realized. Previous studies [19] proved that crystal growth of Asn·H2O still takes
place at this supersaturation. The absent gain of the crystal bed height could be explained by the
reduced growth rate of the seed crystals, which are mainly discharged at the top of the crystallizer as a
consequence. Nucleation within the tubular crystallizers and a significant decrease of the product
purity were observed at the highest supersaturation (1.40). Thus, the operation window is limited by a
maximum supersaturation, where nucleation of the counter-enantiomer prevents continuous racemate
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resolution, as well as a minimal supersaturation, where seed crystals are mainly discharged due to
insufficient growth.

The steady-state results of the applied supersaturations are presented in Figure 9 regarding the
product crystal size distributions and their characteristics (Figure 9a), productivity (Figure 9b), and
yield (Figure 9c). As depicted in Figure 9a, the influence of the supersaturation on the product crystal
size is negligible, which again verifies the classifying effect of the fluidized bed. The standard deviation
of the product crystal size distribution increases slightly at higher supersaturations. Figure 9b,c shows
that the supersaturation clearly enhances both productivity and yield, which correlates with the growth
kinetics (dotted lines) of the given substance system [19].

Figure 9. Mean steady-state crystal size distributions, q3, with their respective mean values and
standard deviations (a), productivities, Pr (b), and yields, Y (c), for four different supersaturations,
S = 1.40, 1.23, 1.18, and 1.13, and the same saturation temperature and volumetric flowrate. The
respective crystallization temperatures, Tcrys = 27, 30, 31, and 32 ◦C, are indicated. The dotted lines
(b and c) represent the change with respect to the operation point at Tcrys = 30 ◦C, assuming the
withdrawn product mass is proportional to the growth rate [19]. Given results are from crystallizer C1
for Exps. 1–3.

3.5. Influence of Crystallization Temperature

In Exp. 6 the crystallization temperature was reduced to Tcrys = 20 ◦C. To guarantee an
approximately constant supersaturation of 1.23, the saturation temperature was adjusted to 24.6 ◦C.
Figure 10 depicts the steady-state results of Exp. 6 together with the respective results of Exp. 4
(Tcrys = 30 ◦C, Tsat = 35 ◦C) for the same volumetric flowrate (12 L/h).

As seen in Figure 10a, an influence of the crystallization temperature on the product crystal size
was not observed. At the lower crystallization temperature, the standard deviation decreases by
almost 15%, hence, the selectivity of the size classifying effect is improved. Since the crystal growth
rate decreases with the crystallization temperature, the crystal growth and the standard deviation
show the same correlation as in the previous section. This correlation leads to the assumption that
the crystal growth counteracts the size-classifying effect and thus its selectivity. The influences of the
crystallization temperature on productivity and yield are depicted in Figure 10b,c. As expected, a
lower crystallization temperature leads to both lower productivity and yield. The observed decreases
of productivity and yield are in good agreement with the studied correlation between crystal growth
kinetics (dotted lines) and crystallization temperature [19].
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Figure 10. Mean steady-state crystal size distributions, q3, with their respective mean values and
standard deviations (a), productivities, Pr (b), and yields, Y (c), for two different crystallization
temperatures, Tcrys = 20 and 30 ◦C, at the same supersaturation and volumetric flowrate. The dotted
lines (b) indicate the change with respect to the central point at Tcrys = 30 ◦C, assuming the withdrawn
product mass is proportional to the growth rate [19]. Given results are from crystallizer C2 for Exps.
4, 6.

4. Conclusions

In the present experimental parameter study, seven experiments were performed to investigate the
continuous fluidized bed crystallization at twice 0.5 L scale for racemate resolution at its steady-state.
Each experiment was conducted for 8 hours to ensure constant conditions. As verified, after a relatively
short operation time (approximately 2 hours), the utilized pilot plant reaches a cyclic steady-state,
where product crystals with constant crystal size distribution and productivity can be periodically
withdrawn. The reproducibility of the steady-state results was proven and sensitivities of the utilized
pilot plant on the steady-state results were identified. In particular, it was observed that changes of
the high-speed disperser slightly effect the steady-state results in terms of productivity and product
crystal size distribution. Nevertheless, the steady-state results were shown in the present study to
have exceptionally good reproducibility.

It was proven that the steady-state product crystal size mainly depends on the volumetric flowrate,
and thus can be easily adjusted (in this work between 260 and 330 μm). All products, withdrawn
at steady-state, have a narrow crystal size distribution (standard deviation <60 μm) and a low fines
content. Thus, the size classifying effect of the conically shaped tubular crystallizers and its selectivity
is verified. Productivity and yield increase with supersaturation, whereby it was shown that the
continuous racemate resolution is limited by a certain maximal and minimal supersaturation. At too
low supersaturation, the seed crystals grow insufficiently and are mainly discharged at the top of
the crystallizer. At too high supersaturation, the respective counter-enantiomer nucleates and, thus,
contaminates the resolution product. Furthermore, the limitations regarding the supersaturation are
not fixed values and also depend on the volumetric flowrate. In particular, the nucleation probability
increases with higher supersaturation and lower volumetric flowrates. A decrease of productivity was
observed at lower supersaturation and higher volumetric flowrates, and thus, higher fluid velocities.
These observed correlations enhance the expectation that the location and width of the operation
window and, thus, the process performance, are tunable via geometrical aspects of the conically shaped
tubular crystallizer [20].

The utilized pilot plant enables continuous racemate resolution with enantiomer purities above
97% and productivities up to 40 g/L/h for each enantiomer, which is far above productivities documented
by other studies [14,21]. Since the process was not optimized at all, productivities higher than 40 g/L/h
are to be expected. Thus, the coupled fluidized bed crystallization was proven to be an excellent
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technology for continuous enantioseparation, which facilitates high purities and the robust production
of both enantiomers simultaneously.
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Appendix A

Figure A1. Steady-state crystal size distributions, q3, with their respective mean values and standard
deviations as well as the corresponding productivities, Pr, of crystallizer C2 (a) and C1 (b) for Exps. 2, 4.
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Abstract: An integrated biocatalysis-crystallization concept was developed for the continuous
amine transaminase-catalyzed synthesis of (S)-1-(3-methoxyphenyl)ethylamine, which is a valuable
intermediate for the synthesis of rivastigmine, a highly potent drug for the treatment of early
stage Alzheimer’s disease. The three-part vessel system developed for this purpose consists of
a membrane reactor for the continuous synthesis of the product amine, a saturator vessel for
the continuous supply of the amine donor isopropylammonium and the precipitating reagent
3,3-diphenylpropionate and a crystallizer in which the product amine can continuously precipitate as
(S)-1-(3-methoxyphenyl)ethylammonium-3,3-diphenylpropionate.

Keywords: amine; biocatalysis; enzyme; process intensification; crystallization; enantioselective

1. Introduction

In recent years, biocatalytic synthesis reactions have made a significant impact in the scientific
community and have even replaced existing chemical pathways in industrial processes. The main
advantages are often higher stereo-, regio- and chemoselectivities, while mild reaction conditions and
environmentally friendly solvents such as water can be applied. The high selectivity of biocatalysts
results also frequently in less or even no side reactions, which itself yields higher process and atom
efficiencies. In addition, recent scientific and technological advances in enzyme engineering allow
the relatively fast design and production of tailor-made biocatalysts for a specific process [1–7].
Furthermore, downstream-processing from biocatalyst-based reaction systems remains an issue and is
a major economic factor in the overall process. This problem originates mostly from the presence of
water-soluble proteins, buffer salts, biocatalyst-based cofactors, remaining unreacted substrates and
co-substrates, which have to be removed efficiently to ensure high product purities. The purification
from such complex mixtures is typically achieved by multiple extractions and further purification
steps [8].

In contrast, selective crystallization techniques provide a more selective product isolation approach
from complex mixtures, especially aqueous solutions and was integrated in this study directly into
the biocatalytic synthesis process [9]. In the presented study this is utilized at the synthesis of
(S)-1-(3-methoxyphenyl)ethylamine, which is a valuable intermediate for the synthesis of rivastigmine,
a highly potent drug for the treatment of early stage Alzheimer’s disease (Scheme 1). Studies have
shown that the (S)-enantiomer is more potent as the (R)-enantiomer and preferably the enantiomerically
pure (S)-form should be administered to avoid complications [10–13].
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Scheme 1. Investigated biocatalytic transamination reaction and the inclusion of a reactive crystallization
step for the synthesis of rivastigmine; R = –CH2–CHPh2.

The applied amine transaminase from Ruegeria pomeroyi catalyzes the transfer of the amine group
from the donor amine isopropylamine (IPA) to the carbonyl compound 3-methoxyacetophenone
(3MAP), forming (S)-1-(3-methoxyphenyl)ethylamine (3MPEA) and acetone (Ac) as a co-product [14,15].
The biocatalytic transformation forming 3MPEA itself is very enantioselective but suffers from
an unfavorable reaction equilibrium [16]. These limitations in amine transaminase-catalyzed
reactions are often overcome by classical (bio)chemical solutions to remove the co-product from
the equilibrium or using specifically tailor-made donor amines to shift the reaction to the product
side [17–28]. These chemically-driven options offer higher yields but require often a complex
process control, additional (bio)catalytic reaction systems, additional chemicals and eventually
lead to lower atom efficiencies [29]. As a crystallization-based alternative we apply our recently
developed in situ-product crystallization approach in the amine-transaminase-catalyzed reaction [16,30].
This reactive crystallization approach removes the product amine 3MPEA from solution by forming
an ammonium salt with a suitable carboxylate anion that exhibits a very low solubility. Additional
chemical reactants or (bio)catalysts are not required and a simplified downstream-processing approach
via filtration is possible.

2. Materials and Methods

2.1. Chemicals

All chemicals were obtained from Acros (Fair Lawn, NJ, USA), TCI Chemicals (Tokyo, Tokyo
Prefecture, Japan), Aldrich (St. Louis, MO, USA), Alfa Aesar (Haverhill, MA, USA) and ABCR
(Karlsruhe, Baden-Württemberg, Germany) and were used as received. Deionized water was used
throughout this study.
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2.2. Biocatalyst

Amine transaminase from Ruegeria pomeroyi (as ECS-ATA08) was obtained as whole cell lyophilizate
(Enzymicals AG (Greifswald, Mecklenburg-Vorpommern, Germany)) and was used as received
during this study. The activity of 364 U/g was determined using the conversion of 2.5 mmol/L
1-phenylethylamine and 2.5 mmol/L pyruvate to acetophenone and alanine in 50 mM phosphate buffer
pH 8.0 with 0.025 mmol PLP and 0.25 %(v/v) DMSO at 25 ◦C. One unit of enzyme activity is defined as
the formation of 1 mmol acetophenone per minute, which was observed spectrophotometrically at
245 nm with ε(acetophenone) = 11.852 L/(mol·cm).

2.3. Donor Amine Salt Synthesis

39.6 g 3,3-diphenylpropionic acid (3DPPA) were dissolved in 500 mL methyl tert-butyl ether (MTBE)
in a 1 L round flask. Then 16.0 mL isopropylamine (IPA) were added to the stirred solution with a syringe
and the resulting suspension was stirred overnight. MTBE and excess IPA were evaporated afterwards
with a rotary evaporator to obtain the donor salt isopropylammonium 3,3-diphenylpropionate
(IPA-3DPPA).

2.4. Solubility Measurements

Solubilities were measured in 10 mL 50 mM phosphate buffer with an excess of the respective
solid salt to obtain a saturated solution. The resulting mixture was adjusted to the desired pH
value and shaken for 7 days at 160 rpm and 30 ◦C. The pH was re-adjusted daily with NaOH
and HCl, if required. The resulting mixture was then filtered to obtain a clear, saturated solution.
For pH-dependent measurements a sample was diluted (typically 20×) for the absorption measurement
of 3DPPA at 249 nm and compared with a calibration curve of 3DPPA in 50 mM phosphate buffer at
the same pH (3DPPA concentration range: 3–0.5 mM, 1 cm cuvette path length). For temperature
dependent solubility measurements, 25 mM 2-[4-(2-hydroxyethyl)piperazin-1-yl]ethanesulfonic acid
buffer (HEPES) at pH 7.5 was used. After 7 days a 1 mL sample was taken, evaporated and the amount
of salt determined gravimetrically with the subtraction of the amount of HEPES.

2.5. Reactor Setup

Two Plane flange vessels with a tempering jacket and a bottom drain valve of 250 mL (Pfaudler
GmbH, Germany) were used as crystallizer and saturator. The membrane reactor consists of two
Teflon chambers separated by a polyvinylidene fluoride transfer membrane (PVDF) with a cut-off of
0.2 μm (Bio-Rad Laboratories GmbH, Germany) (Figure 1). The vessels were connected with PharMed
- BPT and Tygon LMT - 55 tubes (Saint - Gobain, France), tempered with the cooling bath thermostat
Huber CC-K6 attached to a Pilot ONE control panel (both by Peter Huber Kältemaschinenbau AG,
Germany) and stirred with overhead stirrers MICROSTAR 7.5 control. The membrane reactor was
stirred with magnetic stirrers (IKA Werke, Germany). Two peristaltic pumps—Hei-FLOW Precision 01
(Heidolph Instruments, Germany)—were used to transfer the mother liquors from the saturator to
the membrane reactor and from the crystallizer to the saturator. To ensure a constant filling level in
the membrane reactor, an overflow was integrated from which the reaction solution can flow into the
lower positioned crystallizer. In order to keep the solid salts in the saturator and the crystallizer, 11 μm
filters have been placed at the inlet of the tubes.
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Figure 1. Design of the membrane reactor with polyvinylidene fluoride membrane (PVDF).

2.6. Membrane Reactor Procedure

In the membrane reactor, 857 μL IPA (100 mM) and 596 mg HEPES buffer (25 mM) were added to
100 mL water and the pH was adjusted to 7.5. This solution was divided equally into both chambers
of the reactor. After the addition of 2.85 g donor salt (100 mM) and 566 mg product salt (26 mg for
saturation and 540 mg as seed crystals) to the salt chamber, the reactor was stirred until the dissolved
salts were homogeneously distributed in both chambers. To start the reaction, 124 mg pyridoxal
5’-phosphate (PLP) (5 mM) and 1.37 mL substrate 3′-methoxyacetophenone (3MAP) (100 mM) were
added to the salt chamber and 1.56 g amine transaminase (ATA) (6 U/mL) to the biocatalyst chamber.
During the reaction the formed product (S)-1-(3-methoxyphenyl)ethylamine (3MPEA) can diffuse
through the membrane and result in crystal growth with 3DPPA on the product salt seed crystals,
while the cells containing the ATA are retained by the membrane. Every 24 h samples were taken from
both chambers of the reactor and measured by gas chromatography.

2.7. Triple Vessel Procedure

5.14 mL IPA (100 mM) and 3.57 g HEPES buffer (25 mM) were added to 600 mL water and the
pH was adjusted to 7.5. From this solution, 80 mL were added to each of the two chambers of the
membrane reactor and the remainder divided between the saturator and the crystallizer. 10.3 g donor
salt (=̂ 60 mM, if it would be fully dissolved) was then added to the saturator and 1 g product salt was
added to the crystallizer (159 mg for saturation and 841 mg as seed crystals) (see Figure 2). By switching
on the pumps (2.5 L/h) and stirrers (200 rpm), the partially dissolved salts can be distributed throughout
the system, while crystalline salt is retained by the filters in the respective vessels. To start the reaction,
741 mg PLP (5 mM) and 8.24 mL 3MAP (=̂ 100 mM) were added to the saturator and 1.56 g ATA
(1 U/mL) to the biocatalyst chamber of the membrane reactor. Samples were taken regularly from the
biocatalyst chamber of the membrane reactor and measured by gas chromatography, to re-adjust the
3MAP concentration to the initial concentration of 100 mM, based on the observed conversion. As long
as solid donor salt is still present in the saturator, it is not necessary to add additional material.
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Figure 2. Reaction scheme of the continuous transaminases-catalyzed reaction with in situ donor salt
dissolution (left) and product salt crystallization (right) in separated vessels.

2.8. Sampling

Samples of the suspension (500 μL) were taken periodically and 50 μL conc. NaOH was added to
completely solve the undissolved salts and quench the reaction. Then 500 μL cyclopentylmethyl ether
(CPME) was added to extract substrate and product, mixed by a vortex mixer and then centrifuged
(2 min, 3000 rpm) to improve phase separation. From the organic layer, 200 μL was taken and was
diluted with 800 μl CPME, combined with 200 μL of a 25 mM n-decane solution in CPME (internal
standard) and subsequently analyzed by gas chromatography.

2.9. Chromatography

Concentration was measured with a Trace 1310 gas chromatograph by Thermo Scientific (Dreieich,
Germany), equipped with a 1300 flame ionization detector and an Agilent Capillary HP-5 19091
J-433 (0.25 mm × 30 m × 0.25 μm). n-Decane was used as internal standard in all measurements.
Temperatures of injector and detector were set to 250 ◦C. Temperature profile started at 90 ◦C, followed
by a heating rate of 2 K/min to 100 ◦C, 20 K/min to 130 ◦C, 2 K/min to 138 ◦C and 20 K/min to 160 ◦C.

2.10. X-ray Powder Diffraction (XRPD)

Solid samples were measured via x-ray powder diffraction (XRPD) to discriminate the solid
composition of donor salt and/or product salt. Powder x-ray diffraction data were collected on
a Stoe Stadi-P with germanium-monochromatised Cu-Kα-radiation (λ = 1.5418 Å) in horizontal
transmission/Debey-Scherrer geometry. The x-rays were detected with a position sensitive detector
in the 2Theta range from 5 to 35◦. The 40 kV high voltage and 40 mA current were generated by a
Seifert high voltage generator (ID 3003). The equipment was controlled and the raw data were handled
with the software STOE WinXPOW (version 2.25, 2009). The position of the 2Theta and ω-circle were
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adjusted with the (111)-reflex of crystalline silicon (2Theta = 28.44◦). All samples were measured as
flat preparation between two layers of poly acetate foil. The sample was spun around its center during
the measurement and the ω-circle was also spun with 1/2 2Theta.

2.11. Nuclear Magnetic Resonance (NMR)

1H NMR and 13C NMR spectra were recorded with a Bruker AVANCE 250 II, AVANCE 300 III
and AVANCE 500. Chemical shifts are reported in parts per million relative to the solvent peak as
an internal reference. Splitting patterns are indicated as follows: s, singlet; d, doublet; t, triplet; m,
multiplet (see Appendix A).

3. Results and Discussion

Initial studies of the integrated use of crystallization in amine transaminase-catalyzed reactions
included a direct application of a carboxylic acid, which yields the crystallization of the product
amine salt but specifically avoids the crystallization of the donor amine isopropylamine as its salt
(donor salt) [16]. This application of this concept results in a moderate apparent shift of the reaction
equilibrium towards the product side but is unfortunately often limited to batch reactions and relatively
low substrate concentrations due to a continuously increasing amount of solid product salt stopping
the entire reaction.

In this study we present an alternative continuous approach towards this reactive
crystallization, which intentionally includes the presence of the originally undesired donor amine
salt isopropylammonium 3,3-diphenylpropionate. The donor amine salt dissolves continuously
and thus release stoichiometric amounts of isopropylammonium and 3,3-diphenylpropionate into
solution. Any excess beyond the solubility limit remains as a dispersed solid phase in the reaction
mixture. This basically limits the amount of amine in solution to an absolute minimum, in contrast
to conventional approaches using high excesses of isopropylamine in solution, which may cause
limited enzyme stability [30,31]. Similarly, the substrate 3MAP is continuously dissolved in the
solution up to its solubility limit, ensuring a constant 3MAP concentration in the aqueous solution
throughout the process. Consequently, the reaction equilibrium in solution is based on the aqueous
phase concentration since it is only accessible by the biocatalyst. The conversion towards the products
leads to a continuous removal of the educts from the aqueous solution, which is adjusted to the original
concentration due to the above mentioned solubility equilibrium. The reaction cycle is closed by the
final continuous crystallization of the product amine salt, which removes in stoichiometric amounts
the dissolved 3,3-diphenylpropionate anion. The only byproduct is acetone, which evaporates quite
easily from solution due to its high vapor pressure at 30 ◦C [30]. Applications at large scale will
require additional solutions to remove acetone effectively from solution to avoid a full stop of the
in situ-product crystallization and the inhibition of the biocatalyst, for example, via stripping with an
inert gas.

The presence of two solid salt phases requires a separation into two vessels to avoid an undesired
mixing. In this work we present a triple vessel system, which separates both solid phases and the
catalyst from each other, which enables the above mentioned continuous reaction mode (Figure 2).
A membrane reactor is applied to retain the biocatalyst (amine transaminase from Ruegeria pomeroyi)
behind a polyvinylidene fluoride membrane (PVDF), while the filtered mother liquor is pumped via
peristaltic pumps through a crystallizer for product salt crystallization, a saturator for donor salt
saturation and eventually back into the membrane reactor to close the loop. An exception is the
connection between the membrane reactor and the crystallizer, which is directly fed by an overflow
from the higher positioned membrane reactor.

3.1. Salt Solubilities

The solubility difference between both salts, donor salt and product salt, is the main parameter
within the shown reaction mode. The donor salt must have a significantly higher solubility than the
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product salt, which will only then crystallize selectively from solution. Using the 3,3-diphenylpropionate
(3DPPA) as the anion results in a solubility difference of approx. 50 mM between the donor salt
(IPA-3DPPA) and the product salt (3MPEA-3DPPA) (Figure 3). For the investigated biocatalytic reaction
system the concentration of the donor salt remains for above pH 7 and 30 ◦C, at >50 mM, while the
product salt is considerably less soluble at approx. 5 mM, depending on the chosen pH in solution
(Figure 3A). These results are comparable with the model product amine salt 1-phenylethylammonium
3,3-diphenylpropionate in an earlier study [30]. Please note that the shown concentrations may be
altered by the presence of other salts such as other buffer components, impurities and especially the
additionally used isopropylamine. Changes in temperature will also affect the solubilities of these
two main salts, however the observed effect is relatively small. As shown in Figure 3B at pH 7.5 no
significant effect is visible and the donor salt remains strongly more soluble than the product amine
salt. The choice of temperature is fortunately mostly controlled by the temperature optimum of the
biocatalyst itself, which limits the choice of reaction temperature to a narrow range at 30 ◦C.

(A) (B) 

Figure 3. pH- and temperature-dependent solubility profile of the donor salt IPA-3DPPA and product
salt 3MPEA-3DPPA; (A) pH dependency in 50 mM phosphate buffer at 30 ◦C; (B) temperature
dependency in 25 mM HEPES buffer pH 7.5.

3.2. Single Membrane Reactor

The central membrane reactor is the key component within the triple vessel concept. The applied
membrane primarily retains the biocatalyst (whole E. coli cells) in the biocatalyst chamber from the
remaining solution and both solid salts, IPA-3DPPA and 3MPEA-3DPPA, in the salt chamber (Figure 4).
During the reaction, IPA-3DPPA is continuously consumed as the amount of product salt increases
and eventually accumulates as the only solid phase.

The dissolved reactants diffuse freely between both chambers and a relevant diffusion limitation
was not observed (full equilibrium conditions can be achieved within ca. 10 min). This approach
provides an alternative to classical encapsulation and immobilization approaches and thus prevents
undesired deactivation or diffusion problems of the biocatalytic reaction system [32–36]. The applied
PVDF transfer membrane is fully biocompatible and was described by Wachtmeister et al. in 2014 for a
lyase-catalyzed reaction [37]. In addition, the use of a membrane reactor offers a simple adjustment
of the biocatalytic synthesis system without interfering with the solid salt phases, including the
addition or a full exchange of the biocatalyst during the reaction. In addition, the accumulation of
inactivated biocatalyst in combination with an undesired mixing with the product salt is prevented,
which simplifies downstream processing enormously to a simple filtration step.
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Figure 4. Reaction flow in the membrane reactor.

As shown in Figure 5, a batch experiment of the membrane reactor, without any connection to a
saturator and crystallizer, allows the conversion of 55 mM 3MAP to the corresponding product amine
salt 3MPEA-3DPPA. The product salt accumulates exclusively in the salt chamber, while the donor salt
IPA-3DPPA is consumed in parallel in the salt chamber. A small amount of the product amine is always
present in the biocatalyst chamber, which relates to the solubility limit of the product salt in solution.
Eventually the reaction stops at approx. 55 mM product concentration due to an accumulation of
acetone in the aqueous phase due to the absence of an active acetone removal step, which equals the
equilibrium position of this biochemical reaction. Due to absence of an any observable substrate and
product inhibition at the chosen reaction conditions, the only rate determining step is the available
catalytic activity of the biocatalyst, which leaves a lot of room for optimization. Transport through the
membrane and crystal growth are always significantly faster and did not limit the overall process.

Figure 5. 3MPEA concentration curve in the chambers of the membrane reactor, 30 ◦C, 25 mM HEPES
buffer pH 7.5, 100 mM 3MAP, 100 mM IPA-3DPPA, 100 mM additional isopropylamine and 5 mM PLP
(within entire solution).
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3.3. Combined Triple Vessel Concept

To permanently separate the salts from each other, the salt chamber of the membrane reactor is
replaced by a flow-through chamber connected to two other vessels (see Figure 2). The donor salt is
placed in the so-called saturator, which is placed directly before the membrane reactor. Here it can
dissolve the donor salt continuously up to the solubility limit to keep the isopropylammonium and
3,3-diphenylpropionate concentrations in solution constant, which is later lowered by the biocatalytic
reaction and the product crystallization step. The product salt is formed in the crystallizer, which
is positioned after the membrane reactor and facilitates a constant crystal growth due to a slightly
oversaturated product salt solution coming from the membrane reactor. Throughout the reaction
donor salt is constantly consumed by dissolution in the saturator and equally product salt collected by
crystal growth in the crystallizer. In the solution all concentrations are at an almost steady state except
the above mentioned small oversaturation of the product salt and small undersaturation of the donor
salt directly after the membrane reactor. In contrast to the single membrane reactor, an accumulation
of acetone and thus limited equilibrium conversion seems not to be present here due the high surface
area of the vessels and probably the applied tubing, which are permeable to acetone. In total, 1 g of
biocatalytically produced product amine salt was obtained throughout the reaction. By dissolving
the product salt in a basic solution, the product amine can be extracted into cyclopentylmethyl ether
(CPME). By adding HCl, the hydrochloride of the product amine can be precipitated and filtered off,
which was described in an earlier study [30]. The system remained fully stable over 33 h with a constant
process productivity of 1.2 g/(L·d) (Figure 6). After 33 h an undesired product salt crystallization
occurred in the biocatalyst chamber, which decreased overall productivity significantly. The crystal
morphology between donor salt (platelets) and product salt (needles) is clearly different (Figure 7).

Figure 6. Product formation in the combined triple vessel concept; 30 ◦C, 25 mM HEPES buffer
pH 7.5, 100 mM 3MAP, 60 mM IPA-3DPPA, 100 mM additional isopropylamine and 5 mM PLP
(within entire solution).

The product salt was easily obtained from the reaction solution by a simple filtration and a single
rinse with distilled water. The solid phase does not contain any cell or protein residue. The purity was
determined by NMR with >99.5% and the enantiomeric excess was determined by high-performance
liquid chromatography with >99.5%. XRPD analysis also showed that no donor salt formation occurred
in the crystallizer and similarly no product salt was found in the saturator (Figure 8).
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Figure 7. Crystal morphology of donor salt (left) and product salt (right).

 

Figure 8. X-ray powder diffraction (XRPD) -analysis of donor and product salt; reference substances
and samples from combined triple vessel concept.

4. Summary and Conclusions

In this study we reported the development of a continuously operated amine transaminase-catalyzed
reaction, which is based on the integration of a reactive crystallization step for the in situ-removal of the
product amine as a product salt. The presented concept involves the use of a membrane reactor, which
retains the whole cell biocatalyst and two separate vessels for the application and collection of the donor
salt (saturator) and product salt (crystallizer). The saturator provides a constant concentration of the
required donor amine salt isopropylammonium 3,3-diphenylpropionate simultaneous to the crystallizer
that collects the product amine salt (S)-1-(3-methoxyphenyl)ethylammonium 3,3-diphenylpropionate.

In conclusion, the shown triple vessel concept with its central membrane reactor and final
crystallizer allows to overcome the very unfavorable chemical reaction equilibrium of the amine
transaminase-catalyzed reaction in a continuously operated vessel concept. A fully stoichiometric
reaction was achieved, which is not obtained in classical reaction concepts using isopropylamine as
donor amine. The spatial separation of biocatalyst, saturator and crystallizer allows a full control of these
components, including its separate removal and recycling after usage. The shown concept achieves very
high product purity by the integrated crystallization step with only very few downstream-processing
steps. The application of the membrane reactor provides a localization of the biocatalyst and prevents
the use of potentially harmful immobilization techniques. The herein achieved space-time-yield of
1.2 g/(L·d) is directly correlated with the applied biocatalyst activity, which will increase in parallel
with higher biocatalyst loadings. Future studies will also target the optimization of the shown concept
in order to improve process productivity in such a continuous reaction mode. This primarily includes
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techniques to prevent the undesired nucleation by an optimized reactor design and the use of purified
enzyme within the biocatalyst chamber.

Author Contributions: Conceptualization, J.v.L. and D.H.; methodology, D.H., P.K. and E.T.; formal analysis, D.H.
and J.v.L.; investigation, D.H. and J.v.L.; writing—original draft preparation, D.H.; writing—review and editing,
J.v.L. and E.T.; visualization, D.H. and J.v.L.; supervision, J.v.L.; project administration, J.v.L.; funding acquisition,
J.v.L. All authors have read and agreed to the published version of the manuscript.

Funding: Funding by German Research Foundation (DFG, grant LA 4183/1-1), the Central Innovation Program
SME of the Federal Ministry for Economic Affairs and Energy (ZIM, grant number 16KN073233) and the Leibniz
ScienceCampus Phosphorus Research Rostock (grant CryPhos), is gratefully acknowledged.

Acknowledgments: The authors thank Hubert Bahl and Ralf-Jörg Fischer for their continuous support in
microbiology, Dirk Michalik and Heike Borgwaldt for their assistance with NMR measurements, Martin Köckerling
and Florian Schröder for their assistance with XRPD-measurements and Sandra Diederich and Rike Thomsen for
technical and experimental support. We acknowledge financial support by Deutsche Forschungsgemeinschaft
and Universität Rostock within the funding programme Open Access Publishing.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviation

3DPPA 3,3-Diphenylpropionic acid
3MAP 3′-Methoxyacetophenone
3MPEA (S)-1-(3-Methoxyphenyl)ethylamine
3MPEA-3DPPA (S)-1-(3-Methoxyphenyl)ethylammonium 3,3-diphenylpropionate (product salt)
ATA Amine transaminase
CPME Cyclopentylmethyl ether
HEPES 2-[4-(2-Hydroxyethyl)piperazin-1-yl]ethanesulfonic acid
IPA Isopropylamine
IPA-3DPPA Isopropylammonium 3,3-diphenylpropionate (donor salt)
NMR Nuclear magnetic resonance
PLP Pyridoxal 5’-phosphate
PVDF Polyvinylidene fluoride transfer membrane
XRPD X-ray powder diffraction

Appendix A

Appendix A.1. NMR-Data

Appendix A.1.1. Donor Salt IPA-3DPPA
1H-NMR (373.2 K, DMSO-d6, 500.13 MHz, δ in ppm): 7.29–7.09 (m, 10H, Ar H), 4.47 (t, J = 7.7 Hz,1H, CH),

3.07 (m, J = 6.4 Hz, 1H, CH), 2.86 (d, J = 7.7 Hz, 2H, CH2), 1.05 (d, J = 6.4 Hz, 6H, CH3), NH3
+ not given

13C-NMR (373.1 K, DMSO-d6, 125.76 MHz, δ in ppm): 172.8 (CO2), 144.7 (Ar), 127.7 (Ar), 127.2 (Ar), 125.4
(Ar), 46.9 (CH), 41.9 (CH2), 41.6 (CH), 23.2 (CH3)

Appendix A.1.2. Product Salt 3MPEA-3DPPA
1H-NMR (373.1 K, DMSO-d6, 500.13 MHz, δ in ppm): 7.32–6.74 (m, 14H, Ar H), 5.16 (s, 3H, NH3

+), 4.46 (t,
J = 7.8 Hz, 1H, CH), 4.01 (q, J = 6.7 Hz, 1H, CH), 3.76 (s, 3H, O–CH3), 2.97 (d, J = 7.8 Hz, 2H, CH2), 1.29 (d, J = 6.7
Hz, 3H, CH3)

13C-NMR (373.2 K, DMSO-d6, 125.76 MHz, δ in ppm): 172.0 (CO2), 159.0 (Ar), 149.2 (Ar), 143.9 (Ar), 128.5
(Ar), 127.8 (Ar), 127.1 (Ar), 125.5 (Ar), 117.7 (Ar), 111.5 (Ar), 111.3 (Ar), 54.6 (O–CH3), 50.0 (CH), 46.5 (CH), 40.1
(CH2), 24.9 (CH3)
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Abstract: Simple but robust growth of spherical BaTiO3 nanoparticles with uniform nanoscale sizes
is of great significance for the miniaturization of BaTiO3-based electron devices. This paper reports a
TiO2-seeded hydrothermal process to synthesize spherical BaTiO3 nanoparticles with a size range of
90–100 nm using TiO2 (Degussa) and Ba(NO3)2 as the starting materials under an alkaline (NaOH)
condition. Under the optimum conditions ([NaOH] = 2.0 mol L−1, RBa/Ti = 2.0, T = 210 ◦C and t = 8 h),
the spherical BaTiO3 nanoparticles obtained exhibit a narrow size range of 91 ± 14 nm, and the
corresponding BaTiO3/polymer/Al film is of a high dielectric constant of 59, a high break strength of
102 kV mm−1, and a low dielectric loss of 0.008. The TiO2-seeded hydrothermal growth has been
proved to be an efficient process to synthesize spherical BaTiO3 nanoparticles for potential capacitor
energy-storage applications.

Keywords: spherical BaTiO3 nanoparticle; hydrothermal synthesis; nanoscale TiO2 seed; crystal
growth; dielectric property

1. Introduction

Barium titanate (BaTiO3) has been an important material in the manufacture of electronic
components for many years due to its unique properties of high dielectric constant, high ferroelectricity,
and piezoelectricity [1–5]. BaTiO3-based ceramics are of a wide range of potential applications in
ferroelectric random access memory (FRAM) [6], photoelectric humidity sensors [7], solid oxide fuel
cells [8], superconductors [9], ferromagnets [10,11], high capacitance capacitors [12–14], pyroelectric
detectors [15], and magneto resistors [16]. Especially, tetragonal BaTiO3 ceramics are widely used
in multi-layer ceramic capacitors (MLCC) [17], thermistors [18], and piezoelectric sensors [19].
Conventional methods used to prepare BaTiO3 ceramics are solid-state reaction processes using
TiO2 and BaCO3 as the raw materials at an elevated temperature of more than 1200 ◦C. The large
size and low purity of the BaTiO3 ceramics obtained by the solid-state reaction have limited their
applications in nanotechnological fields.

The miniaturization of electronic components and nanotechnology makes it necessary to synthesize
nanometer-scale BaTiO3 materials, including nanowires [20] and nanoparticles [21], with scientific
appeal and technical urgency. Device miniaturization and high dielectric constant can be achieved
by controlling their microstructures and compositions, which are strongly dependent on the phase,
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uniformity, surface area, and size of the BaTiO3 materials [22–24]. For the applications in MLCC, BaTiO3

powders are usually used as dielectric fillers and blended with a polymer to a fabricate composite
film with a compact and flexible surface. In order to manufacture a reliable BaTiO3-based MLCC,
high-quality BaTiO3 powders with high purity, high crystallinity, high dispersibility, and uniform
small size are the precondition. The BaTiO3 fillers with a narrow particle-size distribution and suitable
phases are in favor of obtaining a compact composite film with a lower content of pores, and the dense
and homogeneous BaTiO3 phase in polymer matrix can lead to higher dielectric properties of the
composite films [25]. R.K.Goyal et al. found that the dielectric constants of the composite films filled
with tetragonal BaTiO3 powders are higher than those of the films with cubic BaTiO3 fillers; whereas
the effect of crystal phase on the dielectric losses presents an opposite trend that the composite filled
with a cubic BaTiO3 filler shows a lower dielectric loss than that of the tetragonal BaTiO3 composite
film [26]. Therefore, a high-quality BaTiO3 filler is important for high performance composite dielectric
films, and a recent investigation on the synthesis of BaTiO3 nanocrystals via various processes has
become one of the hot topics.

There have been a number of methods developed to prepare high-quality BaTiO3 powders [27].
As mentioned above, the conventional route used to prepare BaTiO3 powders is via a solid-state
reaction between BaCO3 and TiO2 at a high temperature of 850–1400 ◦C [28]. This solid-state method
is easy in operation and allows for mass production, but there are a number of serious drawbacks in
the control of particle-size (morphology) and compositional purity. Ball-milling is usually used to
mix BaCO3 and TiO2. It is not only time-consuming and labor-intensive but also easy to introduce
impurities [29]. As an alternative to the solid-state process, various "wet chemical" methods, including
sol-gel process [30,31], hydrothermal method [32], micro-emulsions [33], and oxalate process [34] have
been developed to synthesize BaTiO3 powders. These methods can produce high-purity, uniform,
ultrafine BaTiO3 powders. Because of the complexity of operation, multi-stage, and relatively high cost,
most of these methods are mainly used at the laboratory level. It should be noted that the hydrothermal
process is a promising method to synthesize BaTiO3 powders with controllable morphology and
chemical uniformity.

The hydrothermal method can use various processing conditions in the synthesis of BaTiO3

powders including the sources of barium and titanium in an aqueous medium under crystallization
or amorphous state, the hydrothermal temperature and time, and morphology-controlled agents.
Because of the diversity of the factors that affect the synthesis of BaTiO3 nanoparticles, hydrothermal
methods are full of opportunities to improve their quality in phase composition, dimensions, and
morphology. Li et al. [35] reported the synthesis of tetragonal BaTiO3 nanocrystals using TiCl4 (or
TiO2) as the source of titanium, BaCl2 as the source of barium, and polymer(vinylpyrrolidone) (PVP)
as the surfactant. Grendal et al. [36] used two titanium sources of amorphous titanium dioxide and a
Ti-citrate complex solution to synthesize BaTiO3 nanoparticles with a size range of 10–15 nm at different
hydrothermal temperatures and times. Zhao et al. [37] used cetyltrimethylammonium bromide (CTAB),
Ba(OH)2·8H2O, and tetrabutyl titanate as the precursors to synthesize BaTiO3 nanocrystals via a
self-assembly process. Ozen et al. [38] reported the hydrothermal synthesis of tetragonal BaTiO3

nanocrystals from a single-source amorphous barium titanate precursor in a high concentration sodium
hydroxide solution via a homogeneous dissolution-precipitation reaction. From the above cases, one
can see that different hydrothermal parameters and growth mechanisms can effectively adjust the
formation of BaTiO3 nanocrystals. In addition, a single cubic phase of BaTiO3 can be formed at a low
alkalinity, and a tetragonal phase of BaTiO3 is easily formed under a strong alkaline condition [39].

With the motivation of preparing cubic/tetragonal BaTiO3 nanocrystals with a spherical
morphology, this paper herein develops a TiO2-seeded hydrothermal process to grow BaTiO3

nanocrystals using Ba(NO3)2 and TiO2(P25) as the barium and titanium sources, respectively. This
synthesis is conducted under a strong alkaline NaOH aqueous solution (pH = 13.6), and the factors
that affect the formation of BaTiO3 nanocrystals are systematically investigated. The major influencing
factors involve molar Ba/Ti ratios, hydrothermal temperature, and hydrothermal time, and their effects
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on the morphology, particle size, and phase composition of the BaTiO3 nanoparticles are investigated.
The possible growth mechanisms are discussed. The BaTiO3/polymer/Al films containing the BaTiO3

nanoparticles obtained under the optimum conditions are of a high dielectric constant of 59, a high
break strength of 102 kV mm−1 and a low dielectric loss of 0.008. This work achieves this aim to
seek optimum methods to synthesize spherical BaTiO3 nanoparticles with potential applications in
capacitor energy-storage and other electric devices.

2. Materials and Methods

2.1. Chemicals and Settings

Barium nitrate (Ba(NO3)2, analytical grade) was purchased from Tianjin Shengao Chemical
Reagent Co., Ltd (Tianjin, China). Titanium dioxide (TiO2, P25, chemically pure) was purchased from
Degussa. Sodium hydroxide (NaOH, analytical grade) was purchased from Tianjin Komi Chemical
Reagent Co., Ltd (Tianjin, China). Ethanol (analytical grade) was purchased from Tianjin Kaitong
Chemical Reagent Co., Ltd (Tianjin, China). Distilled water was used in all the experiments. The
drying oven (XMTD-8222) was purchased from Shanghai Jinghong Experimental Equipment Co.,
Ltd (Shanghai, China). The desktop high-speed centrifuge (H1850) was purchased from Hunan
Xiangyi Centrifuge Co., Ltd (Xiangtan, China). The polymer (ceramic glue), a silicon-containing
heat-resistant resin, was purchased from the IPINRU Chen Yu Technology Co., Ltd (Chengdu, China,
Product No. CYN-01 with a curing temperature of ~220 ◦C). A silane coupling agent (KH550,
NH2CH2CH2CH2Si(OC2H5)3) was purchased from Guangzhou Yuantai Synthetic Material Co., Ltd
(Guangzhou, China). Al foils (thickness = ~12 μm, tensile strength ≥ 180 MPa, ductility ≥ 15%) were
purchased from Shenzhen Kejing Star Technology Co., Ltd (Shenzhen, China).

2.2. Growth of Spherical BaTiO3 Nanoparticles

BaTiO3 samples were synthesized via a hydrothermal process using TiO2 (P25) nanoparticles as the
Ti source and seeds. The synthetic process of the BaTiO3 nanocrystals is shown in Figure 1. Teflon-lined
autoclaves with a volume of 100 mL were used as the reaction vessel. Typically, 6.0 g of NaOH and
1.5 g of TiO2 nanoparticles were first added into 75 mL of distilled water under magnet stirring; then
a given amount of Ba(NO3)2 was added to the above suspension containing TiO2 nanoparticles and
NaOH under magnetic stirring. In the final suspensions, the molar ratios of Ba(NO3)2 to TiO2 (RBa/Ti)
were kept at 1.6–2.0, and the molar concentration of NaOH was about 2 mol L−1. The pH values of the
as-obtained suspensions before hydrothermal treatment were about 13.6. The prepared suspensions
were then transferred into the Teflon-lined steel autoclaves. After carefully sealing, the autoclaves
were heated in an oven at 150–210 ◦C for 2–16 h. After the hydrothermal reaction, the autoclaves
were cooled naturally, and the solid samples were collected using a centrifugal machine (5000 rpm,
5 min), followed by washing with water for more than three times and drying at 120 ◦C for 24 h. The
as-obtained BaTiO3 solids were ground into powders using an agate mortar. These white powders, i.e.,
BaTiO3 nanocrystals, were collected and used for characterization. The detailed processing parameters
for the synthesis of BaTiO3 nanocrystals are listed in Table 1. It was assumed that TiO2 added was
completely converted into BaTiO3, and the theoretical mass could be calculated. The yield of BaTiO3

was the ratio of the actual mass of the BaTiO3 sample to their corresponding theoretical mass.
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Figure 1. Schematic of the hydrothermal synthesis of BaTiO3 nanocrystals using TiO2 (P25) nanoparticles
as the seeds and Ti source.

Table 1. A summary of experimental conditions for hydrothermal synthesis of BaTiO3 nanoparticles.

Sample [NaOH] (mol L−1) RBa/Ti
Hydrothermal

Temperature (◦C)
Hydrothermal
Duration (h)

Particle Size
(nm)

S1 2 1.6 200 8 97 ± 15
S2 2 1.8 200 8 93 ± 24
S3 2 2.0 200 8 91 ± 22
S4 2 2.5 200 8 98 ± 26
S5 2 2.0 150 8 85 ± 15
S6 2 2.0 165 8 74 ± 13
S7 2 2.0 180 8 88 ± 10
S8 2 2.0 210 8 91 ± 14
S9 2 2.0 210 2 76 ± 17
S10 2 2.0 210 4 90 ± 15
S11 2 2.0 210 12 100 ± 20
S12 2 2.0 210 16 103 ± 20

2.3. Preparation of BaTiO3/Polymer/Al (BPA) Films

To determine the possibility of the as-obtained BaTiO3 nanocrystals to form a uniform film
for capacitor energy-storage application, we chose sample S8 (in Table 1) as an example to prepare
BaTiO3/polymer/Al films (BPA films, Figure 2) using the similar method reported in our previous
work [25]. Typically, the BaTiO3 nanocrystals (S8) were mixed with a silicon-containing heat-resistant
resin (CYN-01), and then some silane coupling agent (KH550) was added into the above mixture.
Dimethylacetamide (DMAc, Guangzhou Jinhuada Chemical Reagent Co., Ltd., Guangzhou, China))
was used as the solvent. The mass ratio of MBaTiO3:MDMAc:MPolymer:MKH550 was kept at 100:45:25:4.
The as-prepared mixture was ultrasonically treated for 30 min for a uniform slurry. The above slurry
was coated on an Al foil by a bar coater (T-300CA) and a coating rod (D10-OSP010-L0400) from
Shijiazhuang Ospchina Machinery Technology Co., Ltd (Shijiazhuang, China)). The as-formed films
were then dried in an oven at 220 ◦C for 10 min and finally used for the test of dielectric properties.
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Figure 2. A schematic diagram of the BaTiO3/polymer/Al film for capacitor cells.

2.4. Characterization of BaTiO3 Nanocrystals and BPA Films

The X-ray diffraction (XRD) patterns of the BPA composite films and BaTiO3 powders were
recorded by a DX-2700BH X-ray diffractometer (Dandong, China) using Cu Kα irradiation. The
morphologies and particle sizes of the BaTiO3 samples were measured using a scanning electron
microscope (SEM, Hitachi S-4800, Japan). The particle-size distribution was statistically analyzed
according to the SEM images. The pH values of the suspensions were measured using a pH meter
(PHS-2C). The yields of the BaTiO3 samples were calculated according to the ratios of experimental
BaTiO3 mass to its theoretical mass on the basis of Ba conservation. Fourier-transform infrared (FT-IR)
spectra were recorded on a Bruker–Equinox 55 spectrometer in a wavenumber range of 4000–400 cm−1

using the KBr technique. The dielectric constant (ε) and loss (tanδ) of the BPA films were measured
using a high-precision high-voltage capacitor bridge (QS89, Shanghai Yanggao Capacitor Co., Ltd.,
Shanghai, China), and the frequency during dielectric performance test was kept at 10 Hz. The
breakdown strengths of the BPA films were measured using a withstand voltage tester (GY2670A,
Guangzhou Zhizhibao Electronic Instrument Co., Ltd., Guangzhou, China).

3. Results and Discussion

The TiO2-seeded growth process of BaTiO3 nanocrystals is shown in Figure 1. The commercially
available TiO2 (P25) nanoparticles, with a mixed phase of anatase and rutile and a size range of
20–25 nm, are used as the Ti source and seeds in the synthesis of BaTiO3 nanocrystals via a conventional
hydrothermal process in a strongly basic aqueous solution. In this synthesis, TiO2 nanoparticles can
first react with NaOH and form insoluble titanate species (e.g., Na2TiO3), which then act like the crystal
nucleus to form BaTiO3 nanocrystals by reacting with Ba2+ ions under the hydrothermal conditions.
We systematically investigated the effects of molar ratios of Ba/Ti (RBa/Ti), hydrothermal temperature
(T/◦C) and time (t/h) on the phase, morphology and particle size of the BaTiO3 nanocrystals.

3.1. Influence of Molar Ba/Ti Ratio

In order to verify the effect of the molar Ba/Ti ratio on the formation of BaTiO3 nanoparticles, we
synthesized a series of samples with various RBa/Ti values from 1.6 to 2.5, and the other hydrothermal
conditions were kept as the same: sodium hydroxide concentration [NaOH] = 2.0 mol L−1 (pH = 13.6),
T = 200 ◦C, and t = 8 h. The typical results of these samples are shown in Figure 3.
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Figure 3. X-ray diffraction (XRD) patterns (a,b), particle sizes and yields (c,d), and scanning electron
microscope (SEM) images (e–h) of the BaTiO3 samples obtained with various molar Ba/Ti ratios
(RBa/Ti = 1.6–2.5) under hydrothermal conditions at 200 ◦C for 8 h ([NaOH] = 2.0 mol L−1, pH ≈ 13.6).

Figure 3a,b shows the XRD patterns of the BaTiO3 samples synthesized at different molar Ba/Ti
ratios. From Figure 3a, one can find that all the samples show seven distinct peaks at around 21.98,
31.36, 38.64, 44.92, 50.58, 55.86 and 65.44◦, corresponding to the (100), (110), (111), (200), (210), (211) and
(220) reflections of the cubic BaTiO3 phase, respectively, according to the JCPDS card no. 31-0174 [40].
No peaks belonging to other identifiable impurities can be found in all the samples obtained, indicating
the as-obtained BaTiO3 samples are pure. As Figure 3b shows, the peak at about 45◦ can be divided
into two diffraction sub-peaks at 44.9 and 45.3◦, attributable to the (200) and (002) reflections of the
tetragonal BaTiO3 species, respectively [41]. With the increase of the RBa/Ti value from 1.6 to 2.5, the
peaks near 45◦ become wider and wider, suggesting that a higher RBa/Ti value is favorable in forming a
tetragonal BaTiO3 phase.

Figure 3c shows the plots of particle size dependent on the RBa/Ti values. When RBa/Ti = 1.6–1.8,
the particle sizes are 90–100 nm (97 ± 15 nm for RBa/Ti = 1.6 and 93 ± 24 nm for RBa/Ti = 1.8), but the
uniform degree is not high. Figure 3d shows the yields of BaTiO3 samples synthesized with various
RBa/Ti values after hydrothermally treating at 200 ◦C for 8 h ([NaOH] = 2.0 mol L−1). One can see that
the yields of all the samples are close to 100%, indicating the complete conversion of TiO2 to BaTiO3

nanocrystals. The formation of a small amount of crystal water may make the BaTiO3 yield a little
larger than 100% according to the TiO2 amount [42].

Figure 3e–h shows the typical SEM images of the BaTiO3 samples obtained with various RBa/Ti

values ([NaOH] = 2.0 mol L−1, T = 200 ◦C, t = 8 h). According to the SEM observations, when
RBa/Ti = 2.0 (Figure 3g), the particle size of the BaTiO3 sample is 91 ± 22 nm, and it shows a more
uniform solid spherical particle morphology. When RBa/Ti = 2.5 (Figure 3h), the particle size of the
BaTiO3 sample is 98 ± 26 nm, and one can see that it shows obviously clean-cut crystal faces for the
BaTiO3 particles, suggesting a higher degree of crystallinity and favorable formation of the tetragonal
BaTiO3 phase.

Taking the results of XRD and particle-size distribution into account, we can tentatively conclude
that a higher Ba/Ti ratio is more favorable in forming tetragonal BaTiO3 nanocrystals with a more
uniform size.
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3.2. Influence of Hydrothermal Temperature

The effect of hydrothermal temperature on the synthesis of BaTiO3 nanoparticles was investigated
by changing the hydrothermal temperature from 150 to 210 ◦C under the conditions: RBa/Ti = 2.0,
t = 8 h and [NaOH] = 2.0 mol L−1, and Figure 4 shows their characterization results of XRD and SEM.

 
Figure 4. XRD patterns (a,b), particle sizes and yields (c,d), and SEM images (e–h) of the BaTiO3

nanocrystals obtained with RBa/Ti = 2.0 under hydrothermal conditions at 150–210 ◦C for 8 h
([NaOH] = 2.0 mol L−1, pH ≈ 13.6).

Figure 4a,b shows the typical XRD patterns of the BaTiO3 samples obtained at different
hydrothermal temperatures. From Figure 4a, one can see that all the BaTiO3 samples show similar XRD
patterns, all peaks of which can be attributed to the cubic BaTiO3 phase (JCPDS card no. 31-0174), and
no impure XRD peaks are found, indicating that the formation of pure BaTiO3 crystals. The partially
enlarged XRD patterns located in 2θ = 44–46◦ (Figure 4b) show the XRD peaks become wider and
wider with the increase of hydrothermal temperature from 150 to 210 ◦C, and can be sub-divided to two
peaks at 44.9◦ and 45.3◦, attributable to the (200) and (002) reflections of the tetragonal BaTiO3 phase.

Figure 4c shows the particle-size distribution plot versus hydrothermal temperature (T). When
T = 150 ◦C, the particle sizes of the as-obtained BaTiO3 nanocrystals are 85 ± 15 nm. When T = 165 ◦C,
the particle size of the as-obtained BaTiO3 is about 74 ± 13 nm, seeming to become smaller, but their
uniformity is low. When the temperature increases to 180 ◦C, the particle size of the as-obtained BaTiO3

is 88± 10 nm, and the morphology of the BaTiO3 particles becomes relatively uniform. When T = 210 ◦C,
the particle size of the as-obtained the BaTiO3 sample is 91 ± 14 nm, just a slight increase. As Figure 4c
shows, the particle sizes of the BaTiO3 samples obtained at various hydrothermal temperatures are
kept almost constant at about 80–90 nm.

Figure 4d shows the plot of the yield of the BaTiO3 sample versus the hydrothermal temperature.
One can see that during the hydrothermal temperature of 150–180 ◦C, the yield is close to 100%;
when the hydrothermal temperature is 210 ◦C, the yield slightly decreases because of the complete
dehydration reaction in the elevated temperature.

Figure 4e–h shows the typical SEM images of the BaTiO3 samples synthesized under various
hydrothermal temperatures for 8 h ([NaOH] = 2.0 mol L−1, RBa/Ti = 2.0): (e) 150 ◦C, (f) 165 ◦C, (g)
180 ◦C, and (h) 210 ◦C. One can see that all the BaTiO3 samples consist of spherical nanoparticles. With
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the increase of hydrothermal temperature, the as-obtained BaTiO3 samples exhibit a higher degree of
crystallinity indicated by the clean-cut crystal planes.

According to the XRD patterns (Figure 4a,b) and SEM images (Figure 4e–h), we find that a higher
hydrothermal temperature is helpful to form tetragonal BaTiO3 nanocrystals with more uniform
spherical morphology. For safety’s sake, the hydrothermal temperature is chosen as 210 ◦C for the
synthesis of BaTiO3 nanocrystals in the following investigation. Cautions: the working temperature
limit of a PTFE hydrothermal reactor is usually about 220 ◦C, and a too high temperature will
cause explosion.

3.3. Influence of Hydrothermal Time

The effect of hydrothermal time on the formation of BaTiO3 nanocrystals (Figure 5) are investigated
under the conditions: RBa/Ti = 2.0, T = 210 ◦C, [NaOH] = 2.0 mol L−1, and t = 2–16 h. Figure 5a,b shows
their XRD patterns. As Figure 5a shows, the XRD peaks of all the samples can be assignable to the
cubic/tetragonal BaTiO3 phase with no other identifiable impurity peaks. The partially enlarged XRD
patterns in Figure 5b shows the details that the XRD peaks at around 45◦ become wider and wider as
the hydrothermal time increases from 2 h to 16 h, indicating that the BaTiO3 sample obtained with a
longer hydrothermal time has more tetragonal BaTiO3 species.

Figure 5. XRD patterns (a,b), particle sizes and yields (c,d), and SEM images (e–i) of the BaTiO3

nanocrystals obtained with RBa/Ti = 2.0([NaOH]=2.0 mol L−1, pH ≈ 13.6) by hydrothermally treating at
210 ◦C for various times (t = 2–16 h).

Figure 5c shows the BaTiO3 sample gradually changes from small nanoparticles (~70 nm) to large
ones (~100 nm) as the hydrothermal time is prolonged from 2 h to 16 h. Figure 5d shows the yield
plot of the BaTiO3 nanocrystals versus hydrothermal time. With a short hydrothermal time of 2 h, the
BaTiO3 yield is about 92% because of the incomplete reaction. When the hydrothermal time increases
to 4–16 h, the yields of the BaTiO3 samples is close to 98%.

Figure 5e–h shows the SEM images of the BaTiO3 samples obtained with various hydrothermal
times (RBa/Ti = 2.0, T = 210 ◦C, [NaOH] = 2.0 mol L−1). The BaTiO3 samples obtained with short
hydrothermal times of 2–8 h, as shown in Figure 5e–g, exhibit a spherical shape; when the hydrothermal
time increases to 12–16 h, as Figure 5h,i shows, the as-obtained BaTiO3 samples take on a planar
polyhedral morphology. It is interesting that the particle sizes of the BaTiO3 samples are close to
100 nm and not changed obviously with the prolonging of hydrothermal time to 16 h. In addition, as
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Figure 5i shows, the BaTiO3 nanoparticles obtained by hydrothermal treating at 210 ◦C for 16 h are
uniform in particle size and well dispersed.

Figure 6 shows the FT-IR spectra of the BaTiO3 samples synthesized with different hydrothermal
times (RBa/Ti = 2.0, T = 210 ◦C, [NaOH] = 2.0 mol L−1). The bands at 3431 and 1568 cm−1 can be
attributed to the stretching mode of the adsorbed water molecules and O–H groups, indicating that the
surfaces of the BaTiO3 nanocrystals contain some adsorbed water and –OH groups. The weak band at
1400 cm−1 can be attributed to the stretching mode of the C–O groups because of the incorporation of
CO2 into the basic solution. The broad and strong absorption bands at 562 cm−1 is attributed to the
normal vibration of Ti–OI stretching, and the weaker and sharper absorption bands near 438 cm−1

can be attributed to the normal vibration of Ti–OII bending. When the hydrothermal time is extended
from 2 h to 16 h, the bands at 562 and 438 cm−1 become stronger and sharper, indicating that the
BaTiO3 nanocrystals with a high degree of crystallinity are formed. According to the XRD patterns
(Figure 5a,b), SEM images (Figure 5e–i) and FT-IR spectra (Figure 6), the BaTiO3 nanocrystals obtained
by hydrothermal treating at 210 ◦C for more than 8 h are of uniform spherical morphologies with a size
range of 95–100 nm and high degree of crystallinity. Therefore, the optimum hydrothermal parameters
for the synthesis of BaTiO3 nanocrystals can be RBa/Ti ≥ 2, T ≥ 200 ◦C, t ≥ 8 h. The as-obtained BaTiO3

nanocrystals are of a mixture of cubic and tetragonal phases and exhibit a uniform spherical particulate
morphology with a size range of 90–100 nm. The as-obtained spherical BaTiO3 nanocrystals show a
high performance in ceramic capacitor for energy-storage applications.

Figure 6. Typical FT-IR spectra of the BaTiO3 nanocrystals obtained by hydrothermally treating at
210 ◦C for various times (2–16 h) with RBa/Ti = 2.0 and [NaOH] = 2.0 mol L−1.

3.4. Understanding of Growth Mechanism

In the hydrothermal synthesis of BaTiO3 nanocrystals, TiO2 (P25) nanoparticles are used as the
solid-state Ti source and seeds for crystal growth. The possible growth mechanism of the BaTiO3

nanocrystals by the hydrothermal process is shown in Figure 7. TiO2 nanoparticles first react with
OH− ions in a strong alkaline solution to form a soluble titanium hydroxide complex, which can form
a negatively charged Ti–O chain. These negatively charged Ti–O chains attract positively charged Ba2+

225



Crystals 2020, 10, 202

or BaOH+ ions to form BaTiO3 nuclei, on which the excess Ba2+ species continue to grow in the strong
alkaline solution under the hydrothermal conditions for a long time. The possible reactions for the
growth of BaTiO3 nanocrystals can be described as follows:

TiO2(P25) + OH− → TiO(OH)2 (1)

TiO(OH)2 + OH− + H2O→ Ti(OH)6
2− (2)

Ti(OH)6
2− + Ba +→ BaTiO3 + H2O (3)

 

Figure 7. Possible growth mechanism for the synthesis of BaTiO3 nanocrystals under the hydrothermal
conditions using TiO2 nanoparticles (P25) as the seeds and Ti source.

Using TiO2 (P25) nanoparticles as the seeds and Ti source for the synthesis of BaTiO3 nanocrystals,
the negatively charged Ti–O chains are first formed on the surface of TiO2 (P25) particles in the
strong alkaline solution, and the whole TiO2 (P25) nanoparticles are then gradually transformed to the
[Ti(OH)x]4−x species. The negatively charged Ti–O chains (i.e., [Ti(OH)6]2−) react with Ba2+ ions to
form BaTiO3 nanocrystals under hydrothermal conditions. The large spherical particles in situ formed
on the TiO2 (P25) nuclei may overcome the agglomeration because of their weak attraction to each
other. The small particles can be self-regulated by the interaction of van der Waals torque (Casimir
Torque) under high-temperature Brownian motion via the orientation attachment mechanism [43].
During the long hydrothermal reaction, smaller crystals dissolve and re-deposit on larger particles for
orientation attachment and crystal extension via the Ostwald ripening process. Therefore, the growth
mechanism for the formation of BaTiO3 nanoparticles may involve the following steps: (1) TiO2 (P25)
nanoparticles are transformed to [Ti(OH)x]4−x species in the strong alkaline solution; (2) Ba2+ ions
reacts with [Ti(OH)x]4−x species to form BaTiO3 nanocrystals; (3) small BaTiO3 nanocrystals grows to
large ones via the Ostwald ripening process and the orientation attachment mechanism.

3.5. Dielectric Properties of the BPA Film with BaTiO3 Nanoparticles

The spherical BaTiO3 nanoparticles with a size range of 91 ± 14 nm (S8 in Table 1) obtained under
the optimum conditions ([NaOH] = 2.0 mol L−1, RBa/Ti = 2.0, T = 210 ◦C and t = 8 h) were used to
prepare BaTiO3/polymer/Al (BPA) composite films to verify the feasibility of the BaTiO3 sample in
capacitor energy-storage applications.

The typical XRD patterns, SEM image and dielectric properties of the typical BPA films with the
BaTiO3 sample (S8) are shown in Figure 8. Figure 8a shows the XRD patterns of the BaTiO3 sample,
polymer/Al foil, and BPA film. According to the JCPDS card (No. 99-0005), the diffraction peaks at
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2θ = 38.47◦, 44.72◦, and 65.09◦ correspond to the (111), (200), and (220) of the Al foil, respectively. The
XRD pattern of the BPA film is a superposition of the BaTiO3 sample and Al foil, and no other impurities
are found in the BPA film. Figure 8b shows a typical SEM image of the BPA film. The film exhibits a
uniform distribution of BaTiO3 nanoparticles. Figure 8c gives the dielectric properties of the BPA films
with spherical BaTiO3 nanoparticles. As the statistical results show, the average dielectric constant
of the BPA films reaches 59, the average dielectric loss reaches 0.008, and the average breakdown
strength reaches 102 kV mm−1. These electrical properties are much higher than those of the previous
reports [44–49]. The TiO2-seeded hydrothermal process is an efficient process to synthesize spherical
BaTiO3 nanoparticles for potential capacitor energy-storage applications.

 
Figure 8. XRD, SEM, and dielectric properties of the typical BaTiO3/polymer/Al films (BPA) films
with BaTiO3 nanocrystals (S8): (a) XRD patterns (A-BaTiO3 nanocrystals, B-Polymer/Al film and
(C)-BaTiO3/polymer/Al (BPA) film); (b) the typical SEM image of the BPA film; (c) typical electric
properties of the BPA films.

We compared the dielectric constant, dielectric loss, and breakdown strength of the BPA films
with those of the literature reports [25,31,44,46,49,50], and the results are shown in Table 2. One
can find that the BPA films with the TiO2-seeded BaTiO3 nanocrystals exhibit an excellent balanced
dielectric performance.

Table 2. Comparisons of dielectric constant, dielectric loss and breakdown strength of the composites
containing BT particles.

Fillers Polymer Matrix Dielectric Constant Break Strength Dielectric Loss Reference

BT microparticles Resin 32 20.8 V/μm 0.014 [25]

BT microparticles Resorcinol and
formaldehyde 16.6 / 0.019 [31]

PDA coated BT
nanoparticles

(100 nm)/BN nanosheets

Poly(vinylidene fluoride
-chlorotrifluoroethylene) 11.7 425 MV/m 0.10 [44]

Sphere-like TiO2
nanowire clusters

Poly(vinylidene
fluoride-co

-hexafluoropylene)
11.9 160 kV/mm 0.048 [46]

CaCu3Ti4O12@TiO2
nanofibers

In suit prepared
polyimide 5.85 236 kV/mm 0.025 [49]

PVP coated BT
nanoparticles (100 nm)

Poly(vinylidene
fluoride) 80.4 240 kV/mm 0.085 [50]

BT microparticles Resin 59 102 kV/mm 0.008 This work
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4. Conclusions

TiO2 (P25) nanoparticle assisted hydrothermal process has been developed to synthesize BaTiO3

nanocrystals in a strong alkaline solution (pH = 13.6) using TiO2 (P25) and Ba(NO3)2 as the starting
materials and NaOH as the mineralizer. The particle sizes, morphologies, and phases of the BaTiO3

nanocrystals have been controlled by changing the molar Ba/Ti ratio, the hydrothermal temperature,
and time. The XRD and SEM results indicate that a high Ba/Ti ratio (≥2.0), a high hydrothermal
temperature (≥200 ◦C), and a long hydrothermal time (≥8 h) are favorable in forming a mixture of
cubic/tetragonal BaTiO3 nanocrystals with a uniform, well-dispersed spherical particulate morphology
(90–100 nm). Under the optimum conditions ([NaOH] = 2.0 mol L−1, RBa/Ti = 2.0, T = 210 ◦C
and t = 8 h), the as-obtained spherical BaTiO3 nanoparticles have a narrow particle size range of
91 ± 14 nm. It should be emphasized that the particle size and morphology of the BaTiO3 nanocrystals
are kept relatively stable when the hydrothermal conditions change in a proper range, suggestive of
a robust and efficient process toward spherical BaTiO3 nanocrystals. The growth mechanism of the
TiO2-assisted hydrothermal process for the synthesis of BaTiO3 nanocrystals has been attributed to the
dissolution-crystallization, Oswald ripening, and oriented attachment process. The BaTiO3/polymer/Al
films containing the above BaTiO3 nanoparticles are of a high dielectric constant of 59, a high break
strength of 102 kV mm−1, and a low dielectric loss of 0.008. The TiO2-seeded hydrothermal process
developed here is an efficient process to synthesize spherical BaTiO3 nanoparticles for potential
capacitor energy-storage applications.
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Abstract: The hydrophilicity of cellulose nanocrystals (CNCs) is a major challenge for their processing
with hydrophobic polymers and matrices. As a result, many surface modifications have been proposed
to hydrophobize CNCs. The authors showed in an earlier study that grafting alcohols of different
chain lengths onto the surface of CNCs using toluene diisocyanate (TDI) as a linker can systematically
hydrophobize CNCs to a water contact angle of up to 120◦ depending on the alcohol chain length.
Then, the hydrophobized CNCs were used to mechanically reinforce poly(butylene succinate) (PBS),
which is a hydrophobic polymer. As a result of hydrophobization, PBS/CNCs interfacial adhesion
and the composite mechanical properties significantly improved with the increasing CNC contact
angle. Continuing on these results, this paper investigates the impact of CNC surface properties on
the crystallization behavior of PBS using differential scanning calorimetry (DSC). The results showed
that the crystallization temperature of PBS increased from 74.7 ◦C to up to 86.6 ◦C as a result of CNC
nucleation activity, and its value was proportionally dependent on the contact angle of the CNCs.
In agreement, the nucleation activity factor (φ) estimated using Dobreva and Gutzow’s method
decreased with the increasing CNC contact angle. Despite the nucleation action of CNCs, the rate
constant of PBS crystallization as estimated using the Avrami model decreased in general as a result
of a prevailing impeding effect. This decrease was minimized with increasing the contact angle of the
CNCs. The impeding effect also increased the average activation energy of crystallization, which was
estimated using the Kissinger method. Moreover, the Avrami exponent (n) decreased because of CNC
addition, implying a heterogeneous crystallization, which was also apparent in the crystallization
thermograms. Overall, the CNC addition facilitated PBS nucleation but retarded its crystallization,
and both processes were significantly affected by the surface properties of the CNCs.

Keywords: cellulose; nanocrystals; modification; poly(butylene succinate); crystallization; kinetics

1. Introduction

Cellulose nanocrystals (CNCs) are rod-shaped nanoparticles with a thickness of 3–10 nm and a
length of few hundreds of nanometers [1]. They can be extracted from pulp fibers, microcrystalline
cellulose, and wood using a variety of reagents including strong acids, bases, oxidizing agents,
and ionic liquids [2–4]. CNCs have shown great potential in a wide range of applications due to their
advantageous mechanical properties, high surface area, biocompatibility, and biodegradability [5,6].
Furthermore, the possibility to modify their surfaces has led to CNCs with a wide range of surface
properties and functionalities [7,8]. Due to their mechanical strength, CNCs have often been used
to reinforce synthetic and bio-based polymers [9–11]. One main obstacle is the poor interfacial
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adhesion between CNCs and their matrices, which results in weak interfaces and reduced mechanical
reinforcement [12,13].

Most of the commonly used polymers such as polyolefins are hydrophobic, while CNCs are
hydrophilic. Two main approaches have been used to overcome this issue. One approach relies on
the use of compatibilizers or coupling agents such as maleic anhydride-grafted-polyethylene (MAPE)
for nanocellulose/polyethylene composites [14,15]. The other approach reduces the hydrophilicity of
CNCs by reacting the surface hydroxyls with a variety of hydrophobic chemicals through relatively
simple reactions such as acetylation and carbanilation or through grafting bulkier chemicals and
polymers [16–18]. In a previous report by the authors, the surface properties of CNCs were tailored
by grafting alcohols of different chain lengths onto their whole surface (almost all available surface
hydroxyls, i.e., a degree of surface modification of ca. 100%) using 2,4-toluene diisocyanate (TDI) as
a linker (Figure 1) [19]. Four alcohols were explored: ethanol, 1-butanol, 1-hexanol, and 1-octanol.
As a result of this surface modification, CNCs with a tailored water contact angle of up to 120◦ were
prepared, which was a result of growing a hydrophobic shell around the CNCs. These modified CNCs
were used to reinforce poly(butylene succinate) (PBS), a hydrophobic polymer. The resultant composite
showed improved interfacial adhesion, which was dependent on the alcohol chain length as confirmed
by microscopic and thermomechanical investigations. This approach was proved to be simple for
tailoring the surface properties of CNCs by only varying the alcohol chain length. It is also expected to
improve the interfacial adhesion between CNCs and other hydrophobic matrices.

Figure 1. Tailoring the hydrophilicity of cellulose nanocrystals (CNCs) by grafting alcohols of different
chain lengths on the CNC surface using toluene diisocyanate (TDI) as a linker.

PBS, which is produced by the polycondensation of succinic acid and butanediol, has shown
great potential in many applications including automotive and packaging industries due to its similar
properties to polyolefins and its advantageous biodegradability [20–23]. It still suffered some drawbacks
in terms of its mechanical and gas barrier properties and its slow crystallization [24]. In order to
modulate its properties, PBS has been processed with a variety of polymers, fibers, microparticles,
and nanoparticles including CNCs, starch nanocrystals, silicon nitride, carbon nanotubes, calcium
carbonate, etc. [25–27]. This resulted in significant changes in its mechanical, morphological, optical,
and thermal properties [28–32], which were strongly influenced by the size and distribution of the
generated spherulites upon PBS crystallization [33]. Therefore, the impact of many of these “modifiers”
on the crystallization kinetics of PBS has been isothermally and non-isothermally investigated using
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Avrami and Ozawa models and their combination [34,35]. In general, the modifiers or nanofillers
acted as nucleating agents, and their nucleation activity was dependent on their amount, size, and
morphology [36–38]. For instance, Filizgok et al. studied the influence of the shape of different
carbon-based nanoparticles on the crystallization kinetics of PBS and showed that carbon nanotubes
have a stronger nucleation activity than carbon black and fullerene [39].

This paper studies the crystallization kinetics of PBS upon the addition of CNCs of different
surface properties to shed more light on the impact of interfacial adhesion on the nucleation activity of
CNCs in PBS composites.

2. Materials and Methods

2.1. Materials

The CNC suspension with a solid content of 10.4% w/w was purchased from the University
of Maine, which was prepared following a sulfuric acid-mediated procedure. Ethanol, 1-butanol,
1-hexanol, 1-octanol, acetone, toluene, triethylamine (TEA), and chloroform were purchased from
VWR (Darmstadt, Germany) and stored over A3 or A4 molecular sieves, which were purchased from
Carl Roth (Karlsruhe, Germany) and regenerated before use. 2,4-toluene diisocyanate (2,4-TDI) was
purchased from TCI Chemicals (Eschborn, Germany) and bio-based poly(butylene succinate) was
purchased from PTTMCC (Bangkok, Thailand) (commercial name is BioPBSTM).

2.2. Hydrophobization of CNCs by Grafting Alcohols of Different Chain Lengths onto Their Surfaces

The CNCs were reacted with TDI following the method of Habibi and Dufresne after minor
modifications [40] and the optimum conditions suggested by Abushammala [41,42]. First, 9.6 g of 10.4%
CNC suspension (equivalent to 1.0 g of dried CNCs) was solvent-exchanged from water to anhydrous
acetone using a washing/precipitation procedure (three times) and then to anhydrous toluene using
the same procedure (twice). The precipitation was performed using a Sigma 3-16P centrifuge (5000
rpm for 30 min) (Sigma Laborzentrifugen, Osterode am Harz, Germany). After the final washing with
anhydrous toluene, the precipitated CNCs were transferred to a 100 mL round-bottom flask using
46.3 mL of anhydrous toluene. To them, 3.3 g of 2,4-TDI and 3.0 mL of triethylamine (TEA) as catalyst
were added. The reaction proceeded at 35 ◦C in a nitrogen environment. After 24 h, the reaction
mixture was centrifuged to isolate the TDI-carbamated CNCs (CNCs-TDI) from the unreacted TDI and
TEA. Then, the CNCs-TDI were washed three times with anhydrous toluene before transferred to 50
mL of anhydrous ethanol and stirred for 24 h at room temperature to allow a complete grafting of
ethanol onto the CNC surface. Then, the CNCs were collected by centrifugation and dried at 60 ◦C
under vacuum to a constant mass. The reaction was repeated to assure reproducibility. The reaction
was also performed using 1-butanol, 1-hexanol, and 1-octanol instead of ethanol to produced CNCs
with different surface properties. The produced CNCs are referred to in this paper as CNCs-TDI-Eth,
CNCs-TDI-But, CNCs-TDI-Hex, and CNCs-TDI-Oct, respectively. Following this procedure, almost
every CNC surface hydroxyl had an alcohol chain attached to it. This has been confirmed in a previous
paper by the authors [19].

2.3. Water Contact Angle Measurements

Powdered samples of the neat and modified CNCs were pressed in an FT-IR mold to obtain discs
(diameter: 1 cm) of smooth surfaces. The water contact angle was determined by placing a water
droplet (volume of 15 μL) on each disc surface using OCA20 equipment (DataPhysics Instruments
GmbH, Filderstadt, Germany). The standard tangent procedure was used to determine the contact
angle. To assure reproducibility, the measurements were performed in triplicate.
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2.4. Processing of the Modified CNCs with PBS

First, 0.25 g of the modified CNCs was dispersed in 20 mL of chloroform using the ultrasonicator
UW2200 (power of 10% of 2200 W for 20 s) (Bandelin Electronic, Berlin, Germany). Then, 4.75 g of PBS
was added and stirred to a complete dissolution. The homogeneous mixture was transferred to an
aluminum dish and heated gradually to 135 ◦C for 24 h to evaporate the chloroform and melt the PBS.
Then, the samples were cooled down to room temperature to obtain films containing 5% (w/w) of CNCs.
They are referred to in the paper as PBS+CNCs-TDI-Eth, PBS+CNCs-TDI-But, PBS+CNCs-TDI-Hex,
and PBS+CNCs-TDI-Oct. The dispersibility of the CNCs was confirmed using scanning electron
microscopy and published somewhere else [19]. It is important to mention that it was not possible to
prepare films using the unmodified CNCs because of their high hydrophilicity.

2.5. Crystallization and Melting Behavior of Neat and CNC-Reinforced PBS Using Differential Scanning
Calorimetry (DSC)

The crystallization and melting behavior of the neat and CNC-reinforced PBS was investigated
using the differential scanning calorimeter DSC 3+ (Mettler Toledo, Giessen, Germany). Around 10
mg of each sample was heated from −60 to 135 ◦C in a nitrogen environment to destroy the thermal
history of the sample. Afterwards, it was cooled down to −60 ◦C then heated again to 135 ◦C using a
heating/cooling rate of 10 ◦C/min. This procedure was repeated using different heating/cooling rates
of 8, 6, and 4 ◦C/min, and the measurements were performed in duplicate to assure reproducibility.
The crystallization temperature (Tc) and melting temperature (Tm) were determined as the peak of the
crystallization and melting curves, respectively. The degree of crystallinity of PBS (X) was calculated
from the enthalpy of melting (ΔHm) of the sample in comparison to the enthalpy of melting of 100%
crystalline PBS (110.3 J/g) [43]. For the CNC-reinforced PBS samples, the ΔHm values were adjusted to
account for CNC mass.

3. Results and Discussion

A previous work by the authors has shown that grafting alcohols of different chain lengths onto
the surface of CNCs using TDI as a linker is a relatively simple process for tailoring CNC surface
properties [19]. As a result of this grafting, the water contact angle of the modified CNCs increased to
34◦ ± 4, 52◦ ± 3, 104◦ ± 1, or 120◦ ± 5 using ethanol, 1-butanol, 1-hexanol, or 1-octanol, respectively.
In comparison, the water contact angle of PBS is 77◦ ± 3. This systematic reduction in hydrophilicity
allowed the dispersion of CNCs in hydrophobic matrices such as PBS, which is in general not possible
for unmodified CNCs. Moreover, thermomechanical studies showed that the surface modification had
a direct positive impact on the reinforcement capabilities of the CNCs, as it improved their interfacial
adhesion with PBS. The improvement increased with increasing the chain length of the grafted alcohol.
In this paper, we performed further studies to investigate the impact of interfacial adhesion on the
crystallization kinetics of PBS using the modified CNCs as filler.

The non-isothermal crystallization and melting behaviors of the neat and CNC-reinforced PBS
were studied using DSC at four cooling/heating rates (4, 6, 8, and 10 ◦C/min) (Figure 2 and Table 1). The
results showed that crystallization took place at higher temperatures for the reinforced PBS compared
to the neat one due to the nucleation activity of the modified CNCs. A similar behavior has been
observed for PBS composites using other nanofillers such as carbon nanotubes [39]. It is interesting that
the nucleation activity of the modified CNCs was dependent on the chain length of the grafted alcohol.
Using a cooling rate of 10 ◦C/min, the crystallization temperature (Tc) of the reinforced PBS was 82.2,
83.4, 84.5, and 86.6 ◦C using CNCs-TDI-Eth, CNCs-TDI-But, CNCs-TDI-Hex, and CNCs-TDI-Oct
compared to 74.7 ◦C for neat PBS. This means a stronger interaction between PBS molecular chains and
the modified CNCs with higher degrees of hydrophobization. The homogeneity of the crystallization
process was also affected by the addition of the CNCs. Compared to the typical single crystallization
peak of the neat PBS, the crystallization peak of the reinforced PBS had shoulders on its both sides.
These shoulders indicate a special interaction between the CNCs and PBS during nucleation (first
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shoulder) and secondary crystallization (second shoulder), which resulted in accelerating both of them.
However, the shape of the primary crystallization peak does not look significantly different for the
neat and reinforced PBS despite taking place at significantly higher temperatures. This implies that the
interaction of the CNCs with PBS changes as crystallization progresses.

Figure 2. The crystallization exotherms of neat and reinforced poly(butylene succinate) (PBS (left))
(PBS+CNCs-TDI-Oct (right)) at different cooling rates (4, 6, 8, and 10 ◦C/min).

Table 1. The crystallization and melting parameters of neat and reinforced PBS at different cooling rates.

Sample B (◦C/min) Tc (◦C) Tm (◦C) ΔHm (J/g PBS) X (%)

PBS

4 80.2 ± 0.1 115.7 ± 0.0 55.1 ± 0.4 49.9 ± 0.4
6 78.0 ± 0.3 115.6 ± 0.0 56.2 ± 0.1 51.0 ± 0.1
8 76.2 ± 0.1 115.5 ± 0.0 59.6 ± 0.2 54.0 ± 0.2
10 74.7 ± 0.1 115.7 ± 0.1 62.3 ± 0.5 56.5 ± 0.5

PBS+CNCs-TDI-Eth

4 85.8 ± 0.1 115.6 ± 0.1 53.8 ± 0.6 48.8 ± 0.5
6 84.6 ± 0.1 115.6 ± 0.0 55.6 ± 0.1 50.4 ± 0.1
8 83.4 ± 0.2 115.7 ± 0.1 56.6 ± 0.7 51.3 ± 0.6
10 82.2 ± 0.1 115.8 ± 0.0 58.9 ± 0.4 53.4 ± 0.3

PBS+CNCs-TDI-But

4 87.6 ± 0.0 115.7 ± 0.1 55.6 ± 0.9 50.4 ± 0.8
6 85.8 ± 0.0 115.5 ± 0.0 57.0 ± 0.4 51.7 ± 0.3
8 84.6 ± 0.3 115.6 ± 0.0 58.1 ± 0.5 52.6 ± 0.4
10 83.4 ± 0.1 115.9 ± 0.1 58.8 ± 1.1 53.3 ± 1.0

PBS+CNCs-TDI-Hex

4 88.6 ± 0.1 115.5 ± 0.3 56.2 ± 0.5 50.9 ± 0.4
6 87.1 ± 0.1 115.6 ± 0.3 59.3 ± 0.4 53.8 ± 0.3
8 85.1 ± 0.2 115.7 ± 0.4 63.3 ± 0.9 57.4 ± 0.9
10 84.5 ± 0.3 115.8 ± 0.5 65.3 ± 0.3 59.2 ± 0.3

PBS+CNCs-TDI-Oct

4 91.7 ± 0.4 115.7 ± 0.1 56.8 ± 0.5 51.5 ± 0.5
6 89.5 ± 0.6 115.5 ± 0.0 59.7 ± 0.8 54.2 ± 0.7
8 87.9 ± 0.4 115.6 ± 0.0 64.9 ± 1.4 58.8 ± 1.3
10 86.6 ± 0.1 115.9 ± 0.1 67.3 ± 1.0 61.0 ± 0.9

In terms of PBS melting behavior, the melting temperature was not affected by the CNCs (around
115 ◦C for all samples). However, the crystallinity was slightly affected. The PBS samples reinforced by
CNCs-TDI-Eth and CNCs-TDI-But showed a slightly lower crystallinity than neat PBS, while those
reinforced by CNCs-TDI-Hex and CNCs-TDI-Oct showed higher crystallinity. It was dependent on the
alcohol chain length of the modified CNCs, which could be a result of the higher nucleation activity of
the modified CNCs with increasing the chain length of the grafted alcohol. Overall, the crystallinity
values are in accordance with those reported in the literature [34].
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To estimate the nucleation activity of nucleating agents, a simple method was proposed by
Dobreva and Gutzow [44]. They proposed the nucleation activity factor φ, which varies from 0 to 1
and represents the ratio between the heterogeneous and homogenous nucleation parameters, B* and B,
respectively (φ = B*/B). B* and B can be estimated by plotting lnβ versus the reciprocal of (Tm − Tc)2

according to the following equation (C is a constant):

lnβ = − B

(Tm − Tc)
2 + C.

when applied on the crystallization of neat and CNC-reinforced PBS, straight lines were obtained
(Figure 3), and the slope was either the B value for the neat PBS or the B* value for the reinforced PBS.
Then, the nucleation activity factor was calculated (Table 2). According to the results, it is clear that PBS
nucleation was accelerated in the presence of CNCs in general, as the B* values of the reinforced PBS
were all lower than the B value of neat PBS. Moreover, the nucleation activity was dependent on the
surface properties of the CNCs as it increased with increasing the chain length of the grafted alcohol.
This implies that stronger PBS/CNCs interfacial adhesion results in stronger nucleation activity, as
suggested earlier in Table 1.

Figure 3. Nucleation activity determination for the neat and reinforced PBS using Dobreva and
Gutzow’s method.

Table 2. The estimated nucleation activity values for neat and reinforced PBS.

Sample B or B* φ

PBS 4638 ± 112 -
PBS+CNCs-TDI-Eth 3821 ± 62 0.82
PBS+CNCs-TDI-But 2907 ± 177 0.63
PBS+CNCs-TDI-Hex 2398 ± 16 0.52
PBS+CNCs-TDI-Oct 1605 ± 63 0.35

B value for the neat PBS and B* values for the reinforced PBS.
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To shed more light on the interaction between the modified CNCs and PBS, the crystallization
kinetics of the composite samples were studied using the Avrami model [45]. It is one of the most
commonly used models to describe the crystallization process of semi-crystalline polymers. It expresses
the relative crystallinity of a polymer (X(t)) as a function of time (t) according to the following equation
(where Z is the crystallization rate constant and n is the Avrami exponent) [46]:

X(t) = 1− exp(−Ztn).

The Avrami exponent describes the mechanism of the crystallization process, and it is a term of
two components: the dimensionality of crystal growth (nd) and the time dependence of nucleation
(nn). The value of nd can be 1, 2, or 3 depending on if the crystal growth takes place in 1D, 2D, or
3D, respectively. The value of nn is close to 1 when nucleation is homogenous and close to 0 when
nucleation is heterogeneous. As a result, the value of n is in the range from 1 to 4 (nd + nn) [47].
The crystallization rate constant and Avrami exponent can be estimated from the slope and intercept of
the logarithmic version of Avrami equation [48]:

ln[− ln(1−X(t))] = n ln t + lnZ.

The crystallization profiles of PBS and reinforced PBS at different cooling rates were all sigmoidal
similar to the profiles of many other semi-crystalline polymers (Figure 4) [49]. The sigmoidal shape
represents the different stages of crystallization. At first, nucleation takes place (first 60 s) followed
by a rapid crystal growth (next 60–120 s) and ends by secondary crystallization (the last 30–60 s) [50].
Expectedly, crystallization took a shorter time to completion using higher cooling rates. It was also
observed that the heterogeneity of crystallization seen in Figure 2 for the reinforced PBS did not
significantly affect the smoothness of its crystallization profile because the relative crystallinity is
cumulative. During the nucleation stage (first 60 s), the reinforced PBS samples reached higher relative
crystallinity compared to neat PBS as a result of the nucleation action of the CNCs. This may explain
the right shoulder of the crystallization peak of the reinforced PBS samples (Figure 2). However,
crystallization took a longer time as a result of the hindrance imposed on the motion of the PBS chains
by the surrounding CNCs (impeding effect).

Figure 4. Plots of relative crystallinity with time at different cooling rates for neat PBS (left) and
PBS+CNCs-TDI-Oct (right).

To quantitatively assess the impact of the CNCs on PBS crystallization, the Avrami kinetic
parameters were estimated by plotting the logarithmic version of the Avrami equation (Figure 5
and Table 3). The crystallization of the reinforced PBS samples followed the Avrami model better
than neat PBS. It deviated mainly in the beginning due to the slow nucleation of neat PBS (as
also observed in Figure 2) and due to ignoring the role of secondary crystallization in the Avrami
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model [46]. In the reinforced PBS samples, the nucleation activity of the CNCs compensated for this
deviation by accelerating PBS nucleation. The Avrami exponent for the neat PBS decreased upon CNC
reinforcement, indicating increased crystallization heterogeneity. Avrami exponent values close to 4
imply a three-dimensional crystal growth and homogeneous nucleation (neat PBS), while values closer
to 3 implies also three-dimensional growth but following a heterogeneous nucleation (reinforced PBS).
This is in accordance with the crystallization curves of the neat and reinforced PBS in Figure 2. When it
comes to the crystallization rate constant (Z), it was lower for the reinforced PBS samples compared to
the neat PBS due to the hindrance imposed by the CNCs on the migration and diffusion of the PBS
chains to the growing crystals [51]. This was also evident from the higher half-time of crystallization
(t 1

2
) values. This hindrance became less significant by reducing the hydrophilicity of the CNCs. It was

the highest for the PBS sample reinforced by CNCs-TDI-Eth and diminished for the sample reinforced
by CNCs-TDI-Oct. This may imply an optimum interfacial adhesion between PBS and CNCs-TDI-Oct,
which supported a hindrance-free mobility of PBS chains during crystallization.

Figure 5. Avrami curves describing the crystallization of neat PBS (left) and PBS+CNCs-TDI-Oct (right)
at different cooling rates.

Table 3. Avrami crystallization kinetics parameters of neat and reinforced PBS at different cooling rates.

Sample B (◦C/min) n Z t 1
2

(min)

PBS

4 3.6 ± 0.1 0.05 ± 0.03 2.0 ± 0.1
6 3.7 ± 0.0 0.19 ± 0.03 1.5 ± 0.1
8 3.8 ± 0.1 0.30 ± 0.02 1.3 ± 0.1
10 3.8 ± 0.0 0.39 ± 0.02 1.1 ± 0.1

PBS+CNCs-TDI-Eth

4 3.4 ± 0.0 0.03 ± 0.00 3.0 ± 0.0
6 3.4 ± 0.0 0.11 ± 0.04 2.1 ± 0.0
8 3.4 ± 0.0 0.12 ± 0.01 1.7 ± 0.1

10 3.3 ± 0.0 0.29 ± 0.03 1.4 ± 0.0

PBS+CNCs-TDI-But

4 3.4 ± 0.1 0.03 ± 0.01 2.6 ± 0.2
6 3.2 ± 0.2 0.08 ± 0.01 1.9 ± 0.1
8 3.7 ± 0.2 0.20 ± 0.02 1.7 ± 0.0

10 3.5 ± 0.2 0.32 ± 0.03 1.3 ± 0.0

PBS+CNCs-TDI-Hex

4 3.7 ± 0.1 0.07 ± 0.01 2.6 ± 0.0
6 3.4 ± 0.1 0.10 ± 0.02 1.7 ± 0.0
8 3.1 ± 0.2 0.31 ± 0.04 1.3 ± 0.1

10 3.0 ± 0.1 0.33 ± 0.05 1.1 ± 0.0

PBS+CNCs-TDI-Oct

4 3.2 ± 0.1 0.03 ± 0.01 2.0 ± 0.2
6 3.6 ± 0.3 0.14 ± 0.01 1.7 ± 0.0
8 3.1 ± 0.0 0.30 ± 0.02 1.3 ± 0.0

10 3.4 ± 0.1 0.40 ± 0.04 1.1 ± 0.1
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It is possible to estimate the average activation energy (Ea) of crystallization for neat and reinforced
PBS following Kissinger’s method (R is the universal gas constant and βo is the exponential factor):

lnβ = − Ea

R ∗ Tc
+ lnβo.

The estimated crystallization activation energy of neat PBS was 169 ± 5 kJ/mol (Figure 6). This
value is in accordance with the values reported in the literature [36]. It increased to 266 ± 16 kJ/mol
when PBS was reinforced by CNCs-TDI-Eth. This implies that crystallization was hindered, although
the addition of the modified CNCs in general facilitated PBS nucleation. However, the activation
energy was dependent on the surface properties of the CNCs. It decreased with increasing the chain
length of the grafted alcohol. The activation energy was 236 ± 8, 225 ± 5, and 196 ± 11 kJ/mol using
CNCs-TDI-But, CNCs-TDI-Hex, and CNCs-TDI-Oct, respectively. These conclusions agree with those
made based on the estimated Avrami kinetics parameters (Table 2).

Figure 6. Kissinger plot to determine the activation energy of crystallization of neat and reinforced PBS.

In summary, the crystallization behavior of PBS was significantly affected by the addition of CNCs,
which was dependent on their surface properties (Table 4). In general, CNC addition increased PBS
crystallization temperature as a result of the nucleation activity of CNCs. The nucleation activity of the
CNCs increased with the increase in their contact angle upon hydrophobization, which could be a
result of the improved interaction between PBS and CNCs. Despite the significant improvement in
PBS nucleation, its crystallization kinetics were slower as indicated by the drop of Z value and increase
of t 1

2
and Ea. This outcome indicates that the impeding effect of the CNCs was stronger than their

nucleation activity, which as a result hindered the molecular motion of PBS chains and decelerated
overall crystallization. However, the impeding effect of CNCs became less significant with reducing
their hydrophilicity. In terms of the PBS melting temperature and crystallinity, the CNCs did not have
a significant impact on them.
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Table 4. Summary of the impact of CNC surface properties on the crystallization of PBS (at 10 ◦C/min).

Sample Contact Angle (◦) Tc (◦C) Tm (◦C) X (%) n Z t 1
2

(min) Ea (kJ/mol) φ

PBS 77 74.7 115.7 56.5 3.8 0.39 1.1 169 -
PBS+CNCs-TDI-Eth 34 * 82.2 115.8 53.4 3.3 0.29 1.4 266 0.82
PBS+CNCs-TDI-But 52 * 83.4 115.9 53.3 3.5 0.32 1.3 236 0.63
PBS+CNCs-TDI-Hex 104 * 84.5 115.8 59.2 3.0 0.33 1.1 225 0.52
PBS+CNCs-TDI-Oct 120 * 86.6 115.9 61.0 3.4 0.40 1.1 196 0.35

* Contact angle of the CNCs not the composite.

4. Conclusions

The impact of CNC surface properties on the crystallization behavior of PBS in CNC-reinforced
PBS composites was investigated using differential scanning calorimetry. The surface properties of
the CNCs were tailored by grafting alcohols of different chain lengths on their surface using TDI as
a linker. The water contact angle of the modified CNCs increased to 34◦, 52◦, 104◦, or 120◦ using
ethanol, 1-butanol, 1-hexanol, or 1-octanol, respectively. Compared to neat PBS, the crystallization
thermograms of the PBS composites showed a heterogeneous crystallization behavior with increased
crystallization temperature as a result of CNC nucleation activity, which was proportionally dependent
on the contact angle of the CNCs. However, the estimated Avrami kinetic parameters and Kissinger
activation energy of crystallization showed that the impeding effect of CNCs is prevailing, resulting in
retarded crystallization. The impeding effect was less significant for the CNCs with higher contact
angles. Overall, the surface properties of CNCs had a crucial role in the crystallization behavior of PBS
and can be advantageous to tailor its properties.
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