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Jesus C. Hernández

Nonlinear Voltage Control for Three-Phase DC-AC Converters in Hybrid Systems: 
An Application of the PI-PBC Method
Reprinted from: Electronics 2020, 9, 847, doi:10.3390/electronics9050847 . . . . . . . . . . . . . . . 107

Md. Rifat Hazari, Effat Jahan, Mohammad Abdul Mannan and Junji Tamura

Coordinated Control Scheme of Battery Storage System to Augment LVRT Capability of
SCIG-Based Wind Turbines and Frequency Regulation of Hybrid Power System
Reprinted from: Electronics 2020, 9, 239, doi:10.3390/electronics9020239 . . . . . . . . . . . . . . . 129

Massimo Merenda, Demetrio Iero, Riccardo Carotenuto and Francesco G. Della Corte

Simple and Low-Cost Photovoltaic Module Emulator
Reprinted from: Electronics 2019, 8, 1445, doi:10.3390/electronics8121445 . . . . . . . . . . . . . . 143

Moses Kang, Gihwan Yoon, Seonri Hong, Jinhyeong Park, Jonghoon Kim and Jongbok Baek

Coordinated Frequency Stabilization of Wind Turbine Generators and Energy Storage in
Microgrids with High Wind Power Penetration
Reprinted from: Electronics 2019, 8, 1390, doi:10.3390/electronics8121390 . . . . . . . . . . . . . . 157

v



F. Sanchez-Sutil, A. Cano-Ortega, J.C. Hernandez and C. Rus-Casas

Development and Calibration of an Open Source, Low-Cost Power Smart Meter Prototype for
PV Household-Prosumers
Reprinted from: Electronics 2019, 8, 878, doi:10.3390/electronics8080878 . . . . . . . . . . . . . . . 177
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Abstract: The use of renewable energy sources (RESs) is a need of global society. This editorial, and
its associated Special Issue “Grid-Connected Renewable Energy Sources”, offer a compilation of some
of the recent advances in the analysis of current power systems composed after the high penetration
of distributed generation (DG) with different RESs. The focus is on both new control configurations
and novel methodologies for the optimal placement and sizing of DG. The eleven accepted papers
certainly provide a good contribution to control deployments and methodologies for the allocation
and sizing of DG.

Keywords: renewable energy conversion; power conditioning devices; renewable energy policies;
power quality; computations methods; control strategies; electric vehicle charging; energy management
systems; ancillary services; monitoring; prognostic and diagnostic

1. Introduction

A significant share of the electricity presently produced worldwide is generated by
centralized systems based on conventional fossil fuel plants or nuclear power. Nonetheless,
energy systems across the globe are undergoing a significant transformation as society
transitions towards the widespread use of clean and sustainable energy sources. Thus,
renewable distributed generation (DG) can play a major role in the future world’s energy
generation. As a result, the architecture of energy generation is rapidly shifting from
centralized to decentralized power plants. Instead of depending on only one energy source,
a wide range of types can be used. This will eventually lead to the extensive inclusion
of power electronics based on non-synchronous or renewable DG. The grid-interactive
power converters involved will significantly improve the flexibility, controllability, and
efficiency of conventional power systems. Smart control strategies can thus enable energy
management capabilities as well as the provision of ancillary services to the grid from
renewable DG. Nevertheless, maintaining a reliable and safe power system poses significant
challenges. The optimization of the allocation and sizing of renewable DG is also an
important task in this context.

2. A Short Review of the Contributions in This Issue

To cover the above-mentioned promising areas of research and development, this Spe-
cial Issue collects the latest research on relevant topics, and more importantly, addresses cur-
rent issues related to more sustainable, safer, and more resilient power systems. This Special
Issue received fifteen submissions, of which eleven were accepted for publication. Various
topics are addressed in these manuscripts, mainly on energy storage and photovoltaic and
wind power technologies. The contents of these papers are summarized hereafter.

In the paper “Intermittent Renewable Energy Sources: The Role of Energy Storage in
the European Power System of 2040” [1], the authors address the challenges of variable
renewable energy integration in Europe in terms of the power capacity and energy capacity
of stationary storage technologies.

Two papers discuss the issues related to the time framework. In article [2], the
enhanced time delay compensator approach manages varying time delays inherent to
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communications schemes in power systems. This introduces the perspective of network
latency instead of dead time. The potential provision of advanced energy services from
the small grid-connected renewable DG is described in article [3]. This work shows
that the smart meter roll-out in household-prosumers offers an easy access to granular
meter measurements for future advanced energy applications. The development and
calibration of a smart meter prototype is adjusted as required in the provision of advanced
energy services.

The grid integration of renewable DG is increasingly pursued all over the world
due to several technical, economical, and environmental benefits. Consequently, three
articles work on the optimal placement and sizing of DG in distribution networks. The
work done by S. Katyara et al. [4] exploits genetic algorithms for the proper placement
of a new DG; meanwhile, the energy management is designed using a fuzzy inference
system. A hybrid master–slave optimization procedure is proposed in article [5]. In the
master stage, the discrete version of the sine–cosine algorithm determines the optimal
location of the DG. In the slave stage, the problem of the optimal sizing of the DG is solved
through the implementation of the second-order cone programming equivalent model to
obtain solutions for the resulting optimal power flow problem. Still on the topic of DG, the
comparison between AC and DC distribution networks to provide electricity to rural and
urban areas from the point of view of grid energy losses and greenhouse gas emissions
impact is analyzed in [6]. Results confirm that power distribution with DC technology is
more efficient than its AC counterpart.

Electrical system performance can be enhanced to maximize economic benefits by
incorporating an appropriate electric energy control scheme. Accordingly, this Special
Issues includes four papers focused on converter control. The research in [7] introduces an
LC impedance source bi-directional DC–DC converter by redesigning after rearranging the
reduced number of components of a switched boost bi-directional DC–DC converter. This
novel design decreases the stress on the capacitor voltage compared to existing topologies
in literature. The second paper, [8], proposes a proportional-integral passivity-based
controller to regulate the amplitude and frequency of the three-phase output voltage in
a DC–AC converter with an LC filter. The third paper, [9], authored by Md.R. Hazari
et al., presents a novel control scheme for a battery-based energy storage system (ESS) in
coordination with an SCIG-based wind turbine generator (WTG), which improves the low
voltage ride through capability. A closely related work of [9] is [10], which automatically
identifies the frequency stabilization by WTG and ESS. The work models a control scheme
that shares their releasable and absorbable energies between both sources.

Another range of topics is addressed in this Special Issue. Thus, a microcontroller-
based PV source emulator is presented in [11]. This modeling and design is based on a
completely new technique, which consists in subtracting an adequate amount of current
from a fixed direct current source so as to reproduce the desired I–V characteristic.

3. Future

While the potential of grid-connected renewable DG has been extensively recognized
by the research community, several significant obstacles still remain, and therefore, research
and technology are essentials tools for attaining a new energy paradigm, which is going
towards the responsible and careful use of the environment’s resources. In the future, it can
be expected that more friendly and pollution-free energy sources will be required in large
amounts for sustainable societies. In this circumstance, for the optimal planning of DG in
electrical distribution networks, appropriate converter control strategies and approaches
should be ready.
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Abstract: Time-delay is inherent to communications schemes in power systems, and in a closed loop
strategy the presence of latencies increases inter-area oscillations and security problems in tie-lines.
Recently, Wide Area Measurement Systems (WAMS) have been introduced to improve observability
and overcome slow-rate communications from traditional Supervisory Control and Data Acquisition
(SCADA). However, there is a need for tackling time-delays in control strategies based in WAMS. For
this purpose, this paper proposes an Enhanced Time Delay Compensator (ETDC) approach which
manages varying time delays introducing the perspective of network latency instead dead time; also,
ETDC takes advantage of real signals and measurements transmission procedure in WAMS building a
closed-loop memory control for power systems. The strength of the proposal was tested satisfactorily
in a widely studied benchmark model in which inter-area oscillations were excited properly.

Keywords: power systems analysis; interconnected power systems; latencies; time-delay effects;
wide area monitoring systems

1. Introduction

Wide Area Measurement Systems (WAMS) bring information to the control center in
modern power systems to improve observability for achieving stability and security [1,2].
WAMS are integrated by Phasor Measurement Units (PMU) and a sophisticated com-
munication infrastructure [3–7]. This communication infrastructure is based on several
standards, interoperability of devices, language, and agents involved in the procedure.
Also, this infrastructure involves protocols such as TCP/IP and UDP/IP to provide redun-
dancy, guarantee information integrity, solve traffic problems, and tackle failures of some
links [8–11]. For observability purposes, WAMS is better than traditional supervisory con-
trol and data acquisition (SCADA). Unfortunately, the measurements managed by WAMS
reach the control center with time-delay due to the size of large power systems monitored
as well as procedures such as filtering, digitalization, time stamping, and labeling [8,12].
The time-delay is problematic in closed loop control for power systems; i.e., time-lapse in
the backward channel is an important issue that emerges with undesirable effects on the
performance of transferred power due to inter-area oscillations and frequency oscillations,
among others [13–17].

There are many authors who are committed to tackling the time-delay problem in
power systems, but the main problem remains unsolved. In the most common perspective,
the time compensators were used considering time-lapse as a dead-time phenomenon.

Electronics 2021, 10, 208. https://doi.org/10.3390/electronics10020208 https://www.mdpi.com/journal/electronics
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In this direction, one of the first time-delay strategies for compensation was the Smith
Predictor (SP), primarily used in chemical process [18–20]. In [19], Chaudhuri et al. imple-
mented a unified SP to design a damping control, but its success dependeds strongly on the
exactitude of the model. Then, they proposed a unified Smith phasorial time-delay compen-
sator which runs fast with few calculations; nonetheless, it only works well for small values
of delay [21]. Moktari developed a time compensator based on fuzzy logic, which works
well for higher values of time delays close to tens of milliseconds; however, it fails in cases
of disturbances associated with tripping lines [22]. Another more sophisticated perspective
considers the complexities of actual WAMS. For instance, [23] obtains time-delay values
from isolated arriving signals using time-stamp from the data package. The authors of [10]
employ the knowledge of the WAMS only to simulate the communication procedure in
a Hardware In the Loop (HIL) test but leave these data out of the compensation strategy.
The first perspective presented above fails because it considers time-delays as a dead-time
phenomenon, as in a chemical process; in the second perspective, the complexity of WAMS
is considered, but no capitalization of the valuable information available from the commu-
nication process is carried out. Generally, recent investigations suffer from misconceptions
in modeling and simulating scenarios of time-delay performance [24–26]. Following with
the literature revision, the authors in [27] obtain worthy results using buffers and a wide-
area power oscillation damper (WPOD) to compensate for delays and packet dropouts;
nevertheless, the implementation is based on a straightforward model for single-input
single-output applied in a Double-Fed Induction Generator (DFIG). Another drawback in
the proposal: it takes a long time to stabilize signals (more than 20 seconds) with dangerous
power explorations (more than one hundred percent and negative values). Consequently,
the main gap in the literature to be filled is the absence of a definitive proposal to face power
system oscillations increased by time-delays, considering a more realistic performance of
WAMS with high values for network latencies [10,28–31].

There are previous contributions to the aforementioned gap: our early works include
an adapted Model Predictive Control (MPC) capable of dealing with the nonlinear large-
scale nature of delayed power system (power systems with delays in WAMS) to maintain
stability; then, we introduced time-delay compensation suitable for tackling fixed and
varying values of latencies [32–34]. This paper contributes in time compensation strategies
for reaching a memory closed loop control in delayed power systems; furthermore, this
work details the WAMS’ performance to offer the background needed for the proposal (to
run more realistic simulations). The strategy is named Enhanced Time-Delay Compensation
(ETDC): it features a Kalman-based time-compensator and a time-organized database of
measurements. The ETDC introduces the concept of the Most Updated Available (MUA)
information, which is the key value to feed the MPC. The inclusion of historic data in the
control closed loop leads to a memory controller to face latencies.

The paper is organized as follows: Section 2 summarizes the general problem of
latencies in communications, including some details of their behavior, typical values,
and shape. Subsequently, a typical performance of time-delays is illustrated, which will
be considered for simulations. Section 3 describes the model of power systems with
delays in the backward channel to offer a better picture of the control problem from a
math perspective, thereby allowing us to hypothesize the possible solution. Then, in
Section 3.2, the Enhanced Time-Delay Compensation is introduced, and some statements
are made to study the convenience of the solution. Finally, the results of the simulation
(Section 4), conclusions, and further works (Section 5) are presented.

2. Latencies in Wams Communications Infrastructure: Reaching a More
Realistic Model

2.1. The General Delayed Communication Infrastructure

At present, energy management systems (EMS) have been improved with the in-
troduction of Phasor Measurement Units (PMUs) and their supporting infrastructure.
PMUs are fundamental elements of the modern Wide Area Measurement Systems (WAMS),
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whose capabilities allow the development of Wide Area Monitoring and Control Systems
(WAMCS) [3,34–36].

Secondly, signals from several PMUs installed in different locations are gathered with
Phasor Data Concentrators (PDCs) to run an additional routine of synchronization; then,
each PDC sends the new data packet to the super PDC (SPDC) or directly to the control
center. However, these signals do not arrive at the same time due to the inherent latency
of communication channels. For this reason, before running the synchronization, PDC
manages the absence of simultaneity of the arrival of signals with the assistance of either
TCP/IP or UDC/IP protocol. Despite this compensatory mechanism, the total latency
increases [8,9].

The measurements are taken with electrical sensors in substations and main buses;
then, they are synchronized with PMUs and sent to the control center. The resulting
information packet complies with C.37.117.7 and IEC 61850 standards [37]. This procedure
includes not only metering but also filtering, processing, digitalization, and time-stamp
labelling. Obviously, this procedure add delays to the signal and it is considered the first
component of the latency in WAMS.

In cases of a wide area power system, the utilities gather the information of PMUs
and other regional PDCs through a Super PDC (SPDCs). Then the SPDCs send the sig-
nals to the control center. The time spent by the SPDCs in this process increases the
time-delay [8,9,38]. Finally, at the control center, all the signals are gathered to allow control
in Wide Area Monitoring Protection and Control (WAMPaC) [6,9].

Another important component of latencies is the signal flying time to travel through
the medium and routers at each link. Their stochastic behaviour contributes to the total
time delay [35].

In addition to the aforementioned physical infrastructure, the TCP/IP protocol, as well
as C.37.117.7 and IEC 61850 standards, are introduced in power system communications to
provide flexible, reliable, and standardized communications [8,37]. Standards C.37.117.7
and IEC 61850 provide values of satellite-synchronized time-stamp for each measurement
in the WAMS. This time stamp is valuable in the proposal because it allows to determine
each signal latency value, which is subsequently included in the compensation scheme.
Now, the TCP/IP protocol is responsible for the information interchange among the agents
in the communication network. Based on the protocol, the sender always guarantees the
reception of the data packets in the final destination. Despite this guaranteed reception,
some authors have focused their efforts on the need to face a non-existent loss of data
packets [39].

The aforementioned WAMS description shows the capabilities of the power systems’
communication infrastructure. In WAMS, the well-structured packets transferred with
TCP/IP should be organized in databases due to their useful information (e.g., time stamps),
with the purpose of improving power system control and time compensators.

2.2. Behavior and Modeling of the Random Time Delays in the Pmu Communication Infrastructure

The communication infrastructure can be understood as a net of devices intercon-
nected through communication links. They collect and process information in some
topological nodes. Two major delay components are considered to describe the latency.
Firstly, τv denotes the total time delay produced by the devices mentioned in the previous
section (PMU, PDC, SPDC). Secondly, τlink is the total additional latency due to the links of
the communication process; τlink is related to the weather conditions and the medium and
is generally greater than τv [35]. The sum of these values is given by:

τd = τv + τlink, (1)

Table 1 shows the typical corresponding ranges of τd for different communication
links in power systems.
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Table 1. Ranges of Latencies in Communications [40].

Communication Link Associated Delay τd (ms)

Fiber-Optic cables 100–150
Microwave Links 100–150
Power line carrier (PLC) 150–50
Telephone lines 200–300
Satellite link 500–700

The development of tools to deal with delayed systems requires clarity of the network
latencies. The time-delay is stochastic and unpredictable; however, it is possible to model
time delays with a probability density function as in [8]. The authors in [8] gathered
empirical data, and then they made a goodness-of-fit test. They found that Gaussian shape
properly models the time delay behavior of τd with a formal math representation given by:

τd = N (μG, σG), (2)

The advantages of the τd representation in (2) are a better description of the varying
time-delay and the possibility of running more realistic simulations. Figure 1 illustrates an
example: the histogram of events called DG with a mean value μG = 300 ms and standard
deviation σG = 60 ms. The maximum value for the time delay in this set is close to 550 ms.
Typical values μG and σG presented in [8,40] were adapted for this research to include the
effects of the latencies in the simulation of the power systems’ behavior.

Figure 1. Typical behavior of latencies in a Phasor Measurement Unit (PMU)-based communication system.

3. The Enhanced Time-Delay Compensator for Time-Delayed Power Systems Control:
Modeling the Problem to Propose a Solution

In this section, we derive the math model of the closed loop considering the power
system with its nonlinearities because the proposed control must act over the actual
nonlinear power system. The math model includes the behavior of network latencies in
the feedback channel and the control law based on the estimated delayed states. Based on
this model, it was possible to determine the complexities involved in the whole problem to
hypothesize a solution. Then, in Section 3.2, the structure of the ETDC is described, taking
into consideration the WAMS’ description in Section 2 and the math model in Section 3.1.
Following this, ETDC consistency and stability are studied trough some statements at the
end of Section 3.2.
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3.1. Time-Delayed Power Systems Modeling

The present paper proposes a formal model to include the nonlinearities of power
systems and the variability of time-delays, which is made with the purpose to provide
a more appropriate representation of the WAMS communications infrastructure. The
formulation for modeling the dynamic behavior of nonlinear power systems is as described
by (3)–(7):

ẋ(t) = f (x(t), u(t)), (3)

In this case, u(t) denotes the feedback control law. Basically, Equation (3) describes a
memoryless closed loop strategy and if the control law is u(t) = γ(x(t)), then it turns into:

ẋ(t) = f (x(t), γ(x(t))), (4)

Equation (4) represents the ideal case with a proper control law and accessibility to ac-
tualized states. Hence, considering the latency in communications in the feedback channel
affecting u(t), the nonlinear problem formulation turns into the autonomous model:

ẋ(t) = (x(t), γ(x(t − τd))), (5)

Now, by including the expression for τd denoted by (2):

ẋ(t) = (x(t), γ(x(t −N (μG, σG)))), (6)

Equation (6) gathers two emerging difficulties to be tackled in real applications on
power systems. The first is the power system’s nonlinear nature (including parameter-
changing, uncertainties and its large number of variables); the second is associated with
time delays in the closed loop control strategy. In this regard, although the nonlinearity
was successfully addressed in [32,33], the dead time misconception is yet to be faced.

Finally, the computation of the control law in Equation (4) requires the values of x(t).
The typical way to obtain the states in such a complex system is by using state estimators
like Kalman filters. Basically, estimators derive estimated values of states, x̂(t), from output
signals y(t). Hence, Equation (6) turns into:

ẋ(t) = (x(t), γ(x̂(t −N (μG, σG)))), (7)

Note the following: Equation (7) establishes the complexity of the problem, which is
highly nonlinear, and the controller must use estimated states x̂(t) instead of actual states
x(t). In addition, it is included the stochastic behaviour of the time-delay trough N (.).
From this point, a valuable strategy must keep values of (7) as close as possible from (4) to
achieve a good performance.

3.2. The Enhanced Time-Delay Compensator

This section shows an improved time compensator named Enhanced Time-Delay
Compensator (ETDC), which is more suitable for practical power systems and represents
a major improvement when compared to previous research in two main aspects: (a) it
manages varying values of latencies under a new paradigm that re-evaluates the dead time
misconception and (b) incorporates real WAMS operational elements.

As mentioned in the introduction, time-delay compensation is a strategy included
in the closed loop controllers to obtain actualized states for the feedback control law in
which signals reach the controller with a retard [18–20,41,42]. The main objective of a
time compensator is to reduce the error e(ti) = x̂(ti) − x(ti) at a given time ti, where
x̂(ti) is calculated by the time compensator and x(ti) represents the actual and unknown
states. In the compensation strategy, the vector x̂(ti) is calculated from the delayed values
x(ti − τd) [18–20]. Most compensators work satisfactorily under two main conditions:
the precise model of the system and the knowledge of the constant time-delay value.
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However, it is almost impossible to have an exact model of the system. Consequently, the
implementation of those compensators in real systems has been thwarted: instabilities
emerge even with small errors in the model [18,41,43]. The challenge at this regard is
identifying how to compensate delayed signals without adding instabilities: here ETDC
plays an important role. In Figure 2, the traditional scheme of compensations is illustrated.

Figure 2. The Enhanced Time-Delay Compensator scheme.

The proposed ETDC is composed by two main components to be presented: the
Sliding Prediction Block, and the added database. By this way, in the closed loop control
the ETDC compensates the network latencies; next, signals are delivered to the control
strategy. Then, control signals are sent to the power system.

The first component of the ETDC is the Sliding Prediction Block. The authors have
been developing tools for damping oscillations in power systems with delays in their
communication [33]. As a previous contribution, a time-delay compensator called Sliding
Prediction Block (SPB) has been developed. It performs properly with the Model Predictive
Control (MPC) strategy adapted to power systems. The SPB is as follows: the classic
Kalman filter is fed by the couple y(ti)-u(ti) to obtain x̂(ti). The novelty here is: SPB is
fed by the delayed states x̂(ti − τd) and the known historical control sequence U(ti) =
[u(ti − τd) . . . u(ti − τm) . . . u(ti)]. The values of x̂(ti − τd) are obtained by a previous
Kalman filter fed by y(ti − τd)-u(ti − τd). Another Kalman filter stage is used recursively
to obtain x̂(ti) from x̂(ti − τd) . Then, the states are brought to the control strategy.

The second main component of the ETDC is the database which allows keep old
measurements. Discrete time is considered for the description. The database takes arriving
signals {x̂(ki − θd); θd} and lists them according to the value of the time delay (here, θd
is the corresponding time-delay for the delayed signal x̂(ki − θd)). The less-delayed data
packet is allocated at the top of the list and denoted by {x̂(ki − θdm); θdm}. This packet will
become the Most Updated Available state, x̂MUA, and it allows the building of a memory
control strategy for delayed power systems. Then, x̂MUA is delivered to the SPB for the
time-compensation. The listing procedure is possible owing to the processing of signals
during PMU measurements in compliance with IEEE C37.118 data formatting. Basically,
from a specific signal, the PMU takes measurements and organizes them into data packets.
Within the information included in the data packet, the time stamp is crucial for both the
listing and time compensation.

The Algorithm 1 illustrates the ETDC with the two components. As shown, the
simplicity of the procedure allows fast calculations and easy-implementation; also, it is
higly scalable. In brief, the strength of the ETDC lies in his simplicity, with very good results.

10
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Algorithm 1: Enhanced Time-delay Compensator.
Data: Read the information of the power system.

1 Require: Delayed states x̂(ki − θd); Time Delay θd; Buffered Control Signal U(ki);
2 Ensure: Estimated states x̂(ki);
3 Initialize: iter = 1;
4 θd; xDEL ← x̂(ki − θd);
5 if iter = 1 then

6 xMUA ← xDEL;
7 θdm ← θd;
8 iter = iter + 1;
9 else

10 BEGIN Database sorting and Listing;
11 read database (θdm, xMUA);
12 if θdm + 1 ≥ θd then

13 xMUA ← xDEL;
14 θdm ← θd;
15 else

16 xMUA ← xMUA;
17 θdm ← θdm + 1;
18 end

19 END Database sorting and Listing BEGIN Sliding Prediction Procedure;
20 for j = ki − θd to j = ki − 1 do

21 x(j + 1) = A(j) + Bu(j);
22 x̂(ki) ← x(j + 1);
23 end

24 END Sliding Prediction Procedure
25 end

26 iter = iter + 1.;
Result: Return x̂(ki)

Now, once the signals are compensated by the ETDC, the signals are brought to the
robust control strategy. In the case of this work, it was used Model Predictive Control
(MPC). As illustrated below, all the strategy is coherently implemented considering the
functioning of the MPC. According to Figure 3, the outputs of the Power System are
measured, then, data packages are sent to the control center; and they arrive with network
latencies. The output and control signals are used by the Kalman filter to obtain the states.
Here, ETDC acts to compensate the time-delay in order to obtain an estimation of the
current states. This work’s main contribution is providing a very good estimation that
allows a good performance of the closed control loop strategy. The MPC receives the
estimated states to create the control sequence.

Model Predictive Control is responsible for the control task. The MPC strategy creates
a time evolution of the states in a horizon of prediction using as initial condition the values
of x̂(ki) and the state-space model of the power system [44,45]. There, the evolution of the
states are dependent from the control signals U(k). Thereby, an optimal control problem
is built considering an objective function and several constraints. The objective function
includes minimization of efforts in control signals and the error in reference, the variable of
interest here is the control signal. Physical limits and other considerations are included
in the set of constrains. In this way, we derive a convex problem to be solved by any
optimization technique [45–47]. The solution is a sequence of control signals in time, the
first of which is applied to the power system. This procedure is made recursively at each
sampling time using values of x̂(ki) by the ETDC as the initial condition [44,45].

The whole compensation scheme proposed here, including database and SPB, is
illustrated in Figure 3.
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Figure 3. The Enhanced Time-Delay Compensator scheme.

Due to the ETDC, values of time-delay for the compensation strategy has quantitative
reductions that can be established by comparison of the datasets from x̂DEL and x̂MUA
(see signals in Figure 3). As an example, we took the Gaussian test-data called DG of
the Section 2 (Figure 1) and built with all the signals x̂DEL (in Figure 3). Those signals
were processed by the proposed storage block of the ETDC; so a new set of data DW was
obtained (corresponding to the set of signals x̂MUA in Figure 3). The resulting histogram of
events for the DW dataset had Weibull shape with lower means values than the original
sets. The dataset DW (obtained with the MUA processing) has mean value μW = 254 ms
being almost 50 ms smaller than the mean value μG = 300 ms for the dataset DG (without
the MUA processing). The data dispersion of the same set of data is also reduced and the
maximum value for the latencies after the MUA processing is less than 400 ms, as Figure 4
shows. That is, while a traditional compensator is fed by signals with time-delays around
550 ms (histogram without MUA processing), with the same dataset, the ETDC will feed
the SPB with time-delays under 400 ms (histogram of latencies with MUA processing)
improving the performance of the compensator.

Figure 4. Time Delay shape after using enhanced time delay compensator (ETDC) compared with Sliding Prediction
Block (SPB).

12



Electronics 2021, 10, 208

The use of the x̂MUA information not only provokes changes in the shape of the data,
but also enhances the performance of the SPB. Time-compensator routines are related
with the time delay that needs to be compensated for; hence, the computational burden is
lowered because x̂MUA are less delayed. Additionally, the error in prediction is improved
due to the reduction of the horizon time.

In order to offer information about the convenience of the solution based on the
database added to the SPB compensation strategy, some statements are made by
the authors.

Firstly, for the compensation procedure in discrete time k, a possible statement is: let
Ω be an invariant set for x(k) and x̂(k), let X be the time evolution of real states for the
autonomous system x(k + 1) = f (x(k), γ(x(t))), and X̂; the resulting trajectory of the time
compensator with a representation x̂(k + 1) = F(x̂(k)); both X and X̂ exist in the interval
of time [ki, ki + The] and have x0 = x(ki) ∈ Ω as the initial condition. The represents the
horizon of evolution. Additionally, the relationship between f (·) and F(·) includes the
error E(·):

f (·) = F(·) + E(·), (8)

Given a small scalar ε > 0, and with associated value δ > 0, which defines a set of
functions β:

β = {F(x̂(k))|‖F(x̂(k))− f (x(k), γ(x(k)))‖ < δ}, ∀ k ∈ [ki, ki + The], (9)

The states trajectory derived by the compensator satisfies the following:∥∥X̂ − X
∥∥ ≤ ε, ∀ k ∈ [ki, ki + The], (10)

As such, with limited E(·), it corresponds to an appropriate representation F(·) of the
real system f (·). Then, X̂ and X are close trajectories remaining in the invariant set Ω.

Secondly, regarding the error in the compensation, a statement could be formulated:
let ζ = ‖x̂(ki + The)− x(ki + The)‖ be the error between x̂(ki + The) and x(ki + The) at the
end of the time interval [ki, ki + The]. Let [ki, ki + Tdb] be a new interval for the evolution of
x(k) and x̂(k). Given a small scalar value for ζ > 0, and with the same associated value of
δ > 0 for the same compact set of functions β (see Equation (9)), the final values obtained
by the compensator satisfy:

‖x̂(ki + Tdb)− x(ki + Tdb)‖ < ζ, ∀ Tdb < The, (11)

This means that although the trajectories X̂ and X are close in the time interval
[ki, ki + The], there is a small value ζ > 0, due to the error E(·) in the model representation.
In addition, for shorter horizons of evolution Tdb, the difference between the values x̂(ki +
Tdb) and x(ki + Tdb) at the end of the interval is limited by ζ, according to Equation (11).
In practical terms: the shorter the horizons of evolution to be compensated, the lower the
error in the compensated signal.

The previous statements support an important achievement owing to the ETDC
reducing the value of network latencies; the compensated signals are closer to the real ones,
hence they accomplish the reduction of the error.

Finally, the block diagram of Figure 5 includes the proposed ETDC into the power
system control of the control center. The closed loop is built with the communication
system feeding the control center, which, in turn, acts over the nonlinear power system
(Equations (3)–(6)). The state estimator is also illustrated; and since the state estimator
receives delayed measurements values, y(t − τd), it obtains delayed values of the states
x̂(t − τd). With the incorporation of the database, the strategy leads to a kind of nonlinear
memory controller [48,49].
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Figure 5. ETDC + Model Predictive Control (MPC) scheme for time delayed Power Systems.

4. Application Test

4.1. Test System and Scenarios

Kundur’s benchmark system was used to validate the approach [1]. Despite its small
size, this test system performances well in real inter-area oscillations due to time-delays
in a single channel; in this system, we can create a scenario with oscillations specifically
provoked by time-delays in WAMS. The IEEE 14 bus system and NETS 39-Bus system
could be used to validate multiple channel time-delay and to control multiple sources of
oscillations in furtherworks. Kundur’s test system has two coherent generation areas with
four machines (Figure 6), each one with its corresponding governor and Automatic Voltage
Regulator (AVR). Two tie-lines guarantee power interchange between both areas; in case of
a tie-line tripping, the other one preserves the connectivity. Using the time-delay model
from Section 2, the simulations for the communications of the monitoring loop were run
with latencies varying from 100 ms to 500 ms [8]. During the monitoring process, a single
PMU collected and transmitted data to the control center.

G1 G3

G2 G4

PMU

Communication
Infrastructure

Centralized
Control

413 MW

Figure 6. Kundur’s test system with the control strategy.
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As illustrated in Figure 7, the block diagram of the power system to be managed is a
Multiple Input Single Output (MISO) representation, in that we have a power system with
four inputs (supplementary signals sent by the control scheme to the four generators) and
one output measured by the WAMS (inter-area power flow).

POWER SYSTEM

(Multiple Input Single Output
Problem Block)

G1

G2

G3

G4

Inter-Area
Power Flow

Supp. signals to generators
from the controller

Figure 7. Multiple Input Single Output (MISO) representation of the power system.

In order to control the test system, the centralized scheme was employed with the pro-
posed approach described in Section 3.2. As illustrated in Figure 6, the centralized controller
receives the measure from the inter-area power flow, then it sends four supplementary
control signals to G1, G2, G3, G4.

Two strong disturbances were simulated for the power system in a steady state. The
first one consisted of a three-phase fault with a tie-line tripping; the inter-area oscillation
modes took place in the test system. Then, the steady state was reached, and an additional
level of higher stress was provoked with an abrupt change of power reference in the non-
tripped tie line. In Figure 8, the inter-area oscillation modes are shown, excited due to the
three-phase fault; the figure shows power flow response in low frequency oscillations with
and without Power System Stabilizer (PSS).

Figure 8. Inter-area oscillations in power flow after three-phase fault.

4.2. Performance Comparison between Spb + Mpc and Etdc + Mpc

Simulations were run with the same test system controlled by two different strategies:
(a) the SPB + MPC and (b) the proposal of this paper ETDC + MPC. Both faced three
different sequential conditions of operation: (1) initial steady state with a transferred power
of 413 MW, (2) a three-phase failure at t = 1 s, (transient condition I) and (3) change of
power reference with ΔP = +25 MW at t = 10 s (transient condition II), once the system
returns to steady state.
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In the case of SPB + MPC, the compensation scheme considers the arriving signal with
its corresponding time delay to obtain the current states without using databases. Hence, it
works as a memoryless scheme of compensation and control.

Using SPB + MPC (case a), and due to the failure with line tripping, the active power
flow reached a dangerous overshoot of 13.8% at t = 2.5 s, with real value of 471 MW
(Figure 9). Subsequently, SPB + MPC stabilized the power flow close to the initial pre-fault
value in a time close to t = 6.2 s. With respect to the power system behavior following the
change of reference (ΔP = +25 MW), the power flow reached a steady state with a new
reference of 438 MW after undergoing a second overshoot of 2.66% (calculated with the
new reference).

Figure 9. Comparative performance using SPB + MPC and the enhanced ETDC + MPC.

Secondly, using ETDC + MPC (case b), the overshoot was 8.4% at t = 2.5 s, with a real
value of 447.6 MW (Figure 9). After the first overshoot, the ETDC + MPC reached a steady
state t = 3.8 s. Then, once the reference was changed, the overshoot reached a value of
2.5% followed by the settling time at 15 s. Table 2 illustrates the values.

Table 2. Overshoot and Settling Times in the two Transient Conditions Introduced

Transient Condition
Overshoot (%) Settling Time (s)

SPB + MPC EDTC + MPC SPB + MPC ETDC + MPC

I 13.8 8.4 6.2 3.8
II 2.66 2.5 17.4 15.2

Next, five different tests were performed with different changes of power reference to
add more stress to the controller. The aforementioned test conditions (1)–(3) (Section 4.2)
are kept for the sake of comparison. In all the cases, the overshoot after failure was less
abrupt (8.9% variation close to 450 MW); then, the active power reached a steady state
value close to the initial power reference (see Figure 10). The error after some seconds
was less than 4 MW with a downward tendency as in the previous test. At time t = 10 s,
Figure 10 depicts the behavior of the power flow in the face of reference changes. The five
changes in the references and their respective errors are reported in Table 3. The approach
can even manage changes in references with ΔP = 30 MW.
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Figure 10. Power flow controlled by ETDC + MPC.

Table 3. Errors obtained changing references.

New Reference and ΔP (MW) Associated Error (MW)

390 (ΔP = −23) 2.8
400 (ΔP = −13) 2.6

413 (ΔP = 0) 2.5
423 (ΔP = 10) 2.5
438 (ΔP = 25) 3.0
443 (ΔP = 30) 3.2

5. Conclusions and Future Works

The communication infrastructure in power systems based on PMUs, PDCs, SPDCs,
protocols, and standards create a complex but useful monitoring system. Thus, WAMS,
WAC, WAMC, and finally WAMPaC can be supported by that infrastructure.

The communication infrastructure has an inherent delay due to both the devices and
the links, and this issue produces instability problems in the closed loop control strategy.
The model of the total latency is not deterministic but stochastic, and the shape of the time
delays in typical power communication systems is Gaussian.

Use of the database derived from the MUA concept yields a delayed signal pre-
processing to reduce the maximum time delay and mean values. The resulting shape of
time delays after using MUA is Weibull. This implies less effort for the time compensation
strategies, and, especially, the reduction of latencies leads to better convergence and
performance of both the time compensator and the MPC. Improvements achieved are
backed up by the results.

The database introduced complies with IEC C.37.117.7, IEC 61850 and TCP/IP, which
is the underlying path of the proposed memory controller. Hence, delays were faced as
network latencies instead of dead time.

The MPC with the time compensation scheme increases the transfer capabilities in tie
lines on the test system; but with the enhanced time delay compensator (ETDC + MPC),
it is possible to reduce overshoots and dangerous power excursions. In fact, the achieved
reduction of overshoot (almost 39%) implies less stress over the thermal limits and less risk
of isolating due to the activation of protection relays.

Further works should examine the performance of the tool considering larger power
systems, with several channels (each one with its own stochastic time delay behavior).
It is also important to consider the time delay in the control signals during the sending
procedure from the control center to generators.
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Abbreviations
Acronyms and variables
MPC Model Predictive Control
PDC Phasor Data Concentrator
SPDC Super Phasor Data Concentrator
SPB Sliding Prediction Block
PMU Phasor Measurement Unit
ETDC Enhanced Time Delay Compensator
τd Time delay
u(t) Control signal
x(t) states of the power system
x(t − τd) delayed states
x̂r(t − τd) delayed estimated states
WAMS Wide Area Monitoring System
WAMC Wide Area Monitoring and Control
WAMPaC Wide Area Monitoring Protection and Control
PSS Power System Stabilizer
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Abstract: With the rising load demand and power losses, the equipment in the utility network often
operates close to its marginal limits, creating a dire need for the installation of new Distributed
Generators (DGs). Their proper placement is one of the prerequisites for fully achieving the benefits;
otherwise, this may result in the worsening of their performance. This could even lead to further
deterioration if an effective Energy Management System (EMS) is not installed. Firstly, addressing
these issues, this research exploits a Genetic Algorithm (GA) for the proper placement of new DGs in
a distribution system. This approach is based on the system losses, voltage profiles, and phase angle
jump variations. Secondly, the energy management models are designed using a fuzzy inference
system. The models are then analyzed under heavy loading and fault conditions. This research
is conducted on a six bus radial test system in a simulated environment together with a real-time
Power Hardware-In-the-Loop (PHIL) setup. It is concluded that the optimal placement of a 3.33 MVA
synchronous DG is near the load center, and the robustness of the proposed EMS is proven by
mitigating the distinct contingencies within the approximately 2.5 cycles of the operating period.

Keywords: DG placement; evolutionary algorithms; energy management; fuzzy controller

1. Introduction

Notwithstanding the modernization of the existing power system, its operation, con-
trol, monitoring, protection, and communication are still challenging aspects to address.
Further, the improper placement of the equipment responsible for the performance, safety,
and security improvement (i.e., capacitor banks, Distributed Generators (DGs), protective
relays, etc.) may result in increased power losses, power quality worsening, and ineffective
coordination of the protection devices [1,2]. Amongst all the factors, the level of threat
varies, but surely, the non-optimal location and sizing of DGs pose some of the most
serious threats, not only to the utility, but also to the end-users. Apart from the fact that
the DGs mostly rely on non-conventional energy sources and are environmentally friendly,
their exponential growth may still lead to voltage instability, false tripping, power losses,
short-circuit level increase, reverse power flow, and faster equipment degradation [3,4].

Prior to the installation of new DGs, many technical data, as well as the environmental
and regulatory characteristics of the distribution system need to be analyzed. Amongst the
many parameters, the key ones deciding the effectiveness of the DGs placed in the already
existing networks are the voltage profiles, system losses, and power flows [5]. However,
investigations into the behavior of the power system under normal and fault conditions
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require thorough load flow studies and contingency analysis. These affect the power system
operation differently, and if the installed protection schemes do not function in a timely
manner, the fault situation may result in either islanding or even complete blackout [6,7].
Therefore, to alleviate the adverse effects of different contingencies with the existence
of DGs in the network, designing a proper Energy Management System (EMS) is highly
required.

The EMS is an optimal control strategy, designed to regulate the energy flow in the net-
work based on the network characteristics, as shown in Figure 1, wherein the sources
are the group of existing energy providers in the network, storage represents the energy
preserved during the off-load periods, loads are scheduled as pre-defined from the load
curves and also dynamically integrated on run-time, and optimal control indicates the se-
ries of actions taken to ensure the optimal energy flow and regulation. The EMS provides
promising functionalities to regulate the power system instabilities and contingencies
within the previously defined constraints [8,9]. Furthermore, the EMS can manage the load
profile of the power system following the available energy sources and thus minimizes
unnecessary energy usage, extra operational costs, and the prevailing safety issues. An
effective EMS makes a significant difference in the power system operation and efficiency,
after the proper placement of DGs, by mitigating the undesirable situations, i.e., network
unbalance conditions, system faults, islanding, etc. [10,11].

Figure 1. General sketch of the energy management system for the optimal allocation of resources in accordance with the
network conditions.

Proper placement of DGs and the use of different energy management strategies in
the distribution system have been well studied in the literature [12–15], but the close rela-
tionship between the two optimization problems, i.e., optimal DG placement and energy
management, has not been investigated under different network conditions. In this regard,
an analytical approach was proposed in [16] for the proper placement of DGs in a radial
network with the aim of minimizing the total power loss without exploiting admittance
matrices. The method is computationally promising and robust for a single DG, but its accu-
racy and performance are compromised for multiple DGs in more complex utility networks.
Similarly, a loss sensitivity factor together with the meta-heuristic technique was discussed
in [17] for optimal sizing and siting of new DGs sequentially. This suggested approach,
however, uses a multi-dimensional cost function for the search algorithm, but is slow and
computationally expensive for a large network. Therefore, an efficient and modular algo-
rithm for large power systems was discussed in [18]. The suggested idea exploits quadratic
programming to identify and select the optimal position and size of the DG based on
the active loss minimization, power balance compensation, and voltage limits’ satisfaction.
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The algorithm uses a passive optimization and controller, which limit its application to
networks with the least penetration of DGs and a lack of an effective EMS. To address
the issue of energy management in micro-grids with environmental uncertainties related
to properly installed DGs, a framework was presented in [19] that uses a fuzzy prediction
model as an inference to predict the dynamic characteristics and uncertainties of available
energy sources. The method, however, exploits the notion of fuzzy logic to deal with
the probabilistic nature of network uncertainties, but still lacks an active controller to make
decisions in the transient conditions. Hence, active controller schemes were presented
in [20,21] that make use of a fuzzy inference system for battery management and fault
classification. However, their application is limited to contingency detection and regulation,
and this motivates us to extend the benefits of the fuzzy controller for power system energy
management as well.

To the best of our knowledge, there is no single framework available that initially
applies a path search algorithm to optimally place the new DGs using the key parameters
of the network highlighted earlier and then under different network conditions, exploiting
the supervised learning approach to realize the energy management strategies to lessen
the adverse effects during distinct contingency scenarios. Overall, the key contributions
of this work are (1) using a GA for the proper placement of new DGs using three critical
system parameters, i.e., power loss, voltage profile, and phase angle jump, (2) designing
the energy management system using a fuzzy controller with 12 inference rules, (3) testing
the proposed framework on a system against its performance at different load and fault
conditions, and finally, (4) validating the effectiveness and robustness of the proposed
approach) it is compared with three other state-of-the-art techniques, i.e., Tabu Search (TS),
Artificial Bee Colony (ABC), and ACO.

The subsequent sections of this work are organized as follows: Section 2 presents
the proposed methodology and problem formulation for distinct network conditions.
Section 3 examines the results achieved with the application of the proposed framework
under different case scenarios. Finally, Section 4 gives the final conclusions and remarks on
possible extensions of the presented work.

2. Research Methodology

The test system used to experimentally evaluate the performance of the proposed
framework is shown in Figure 2. It consists of 132 kV grid stations supplying a 11 kV
distribution feeder through a 26 MVA, 132/11 kV transformer. The feeder energizes
different loads, i.e., industrial, commercial, and residential, rated at 1.1 MVA, 2.0 MVA,
and 2.5 MVA with power factors of 0.94, 0.9, and 0.86, respectively. The residential load is
connected through a 10 MVA, 11/0.4 kV step-down transformer. A synchronous generator
(DG) of 3.33 MVA at a power factor of 0.953 is installed in the distribution network using
a transformer of 8 MVA, 0.4/11 kV at distinct locations, determined by the search algorithm,
as marked by the respective buses in Figure 2.

Figure 2. One line diagram of the test system.
23
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However, in this research, a radial system is considered to analyze the performance
of the proposed framework owing to the nature and characteristics of existing feeders
in distribution networks. However, the proposed framework can also be applied to mesh
networks, having the benefits of ensuring the reliability and continuity of supply under the
contingency condition in contrast to radial systems with minor modifications. The network
characteristics determined and the load flow analysis carried out in subsequent sections
for the radial system in Figure 2 need to be changed according to [22].

2.1. Network Characteristics

Based on the same voltage regulation of the utility network and the new DG, the mag-
nitude of the voltage sag at the point of connection in Figure 2 can be calculated using
Equation (1) [23].

Vsag = VN − (
ZN

ZDG
)× IF (1)

where Vsag is the voltage sag due to system contingencies as reported
in Figure 3, VN and ZN are the voltage and impedance of the utility network, respectively,
ZDG is the impedance of the installed DG system, and IF is the magnitude of the fault
current. The voltage sag eventually results in a phase angle jump and that is determined
by Equation (2), with XN , RN , XDG, and RDG representing the reactances and resistances
of the utility network and installed DG, respectively.

Δθ = tan−1(
XN
RN

)− tan−1(
XN + XDG
RN + RDG

) (2)

Figure 3. Different system contingencies and associated voltage sag estimations. (a) Normal condition, (b) fault condition at
the utility bus, (c) fault condition for the transmission network near the utility, and (d) fault condition for the transmission
network near the DG.

If XN
RN

= XDG
RDG

, it is a so-called zero phase angle jump condition. The jump in angle
occurs when the X/R ratio of the utility network and DG system are mismatched during
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the system operation. Thus, it is desirable to have the least phase angle jump in the voltage
to ensure the maximum contribution of the DG system in the network. With the maxi-
mum contribution of the DG system, the total system losses occurring are governed by
Equation (3) [24], with PL and QL representing active and reactive line losses, respectively,
i the respective bus number, and IN and IDG the network and DG currents, respectively.

PL + jQl = (IN + IDG)
2 × [(RN + RDG) + j(XN + XDG)] (3)

2.2. Distributed Load Flow Algorithm

A high R/X ratio, unbalanced loading, and the distributed nature of utility net-
works make some load flow techniques such as Gauss–Seidel, Newton–Raphson, etc.,
inefficient [25]. Hence, specialized algorithms such as the Backward/Forward Sweep (BFS)
method are required for load flow analysis of radial distribution networks. Such techniques
are based on Kirchhoff’s Current Law (KCL), which defines the current injections into
the network as Equation (4) [26].

Ii
j = (

Pi
j + jQi

j

Vi
j ) (4)

where Ii
j, Vi

j, Pi
j, and Qi

j represent the current, voltage, and active and reactive power,
respectively, at the ith bus during the jth iteration. Applying KCL to the test system
in Figure 2 results in the Bus Injection to Branch Current (BIBC) matrix in Equation (5) [26]:

⎡
⎢⎢⎢⎢⎣

BA
BB
BC
BD
−BE

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎣

1 1 1 −1 1
0 1 1 −1 1
0 0 1 −1 1
0 0 0 −1 1
0 0 0 0 1

⎤
⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎣

IA
IB
IC
ID
IE

⎤
⎥⎥⎥⎥⎦ (5)

The current variations at all the buses due to either load changes or faults causing
corresponding voltage changes are defined by the Branch Current to Bus Voltage (BCBV)
matrix in Equation (6) [26].

⎡
⎢⎢⎢⎢⎣

VA
VA
VA
VA
VA

⎤
⎥⎥⎥⎥⎦−

⎡
⎢⎢⎢⎢⎣

VB
VC
VD
VE
−VF

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎣

ZAB 0 0 0 0
ZAB ZBC 0 0 0
ZAB ZBC ZCD 0 0
ZAB ZBC ZCD ZDE 0
ZAB ZBC ZCD 0 ZDF

⎤
⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎣

BA
BB
BC
BD
BE

⎤
⎥⎥⎥⎥⎦ (6)

2.3. Problem Formulation

The first objective of this research is to find the optimal location and size of a new DG
in the utility network, which reduces the overall system losses and improves the voltage
profile. Therefore, the objective function of this problem can be formulated as Equation (7),

F(XDG, PDG, QDG) = min(γ1Vsag + γ2SL + γ3Δθ) (7)

where ∑3
i γi = 1 and γ ∈ [0, 1] is the weighted coefficient. The optimization prob-

lem defined in Equation (7), with its members defined in Equations (1)–(3), has equal-
ity, inequality, and bound constraints. The equality constraints are explained using
Equation (8), which states that the sum of the utility power (SN) and DG power (SDG)
should be equal to the sum of the total system load (SLoad) and losses (SL) in order to
maintain the balance of power and ensure the system stability. However, the load profile
considered in Equation (8), which in this case is a combination of industrial, commercial,
and residential entities with a cumulative capacity of 5.6 MVA at different power factors, is
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assumed to be fluctuating at a steady rate from 2.5 MW to 5.0 MW within the scheduled
time frame.

SN + SDG = SLoad + SL (8)

With the successful integration of the DG with the utility network, the system losses
need to be lower than the allowed thermal limits of the lines. Therefore, the X/R ratio of
the new DG ( XDG

RDG
) should be less than the cumulative X/R ratio of the load and utility

( XL
RL

+ XN
RN

), satisfying the phase angle jump condition, as described by the inequality
constraint in Equation (9).

XDG
RDG

<
XL
RL

+
XN
RN

(9)

Further, it is assumed that the location of the new DG (XDG) is near the load center, so
the iteration of the GA always starts from Bus-B (XBus−B) and ends at Bus-E (XBus−E), as
defined by Equation (10).

XBus−B ≤ XDG ≤ XBus−E (10)

Moreover, the size of the new DG (SDG) may be less than or equal to the total connected
load (SLoad), but should be always greater than the system losses (SL), as explained by
Equation (11).

SL < SDG ≤ SLoad (11)

The voltage at all the buses (VBus) should be within the defined lower (VLow) and upper
(VHigh) tolerance limits of ±10%, which define the bound constraint using
Equation (12) together with Equations (10) and (11) on the objective function in Equation (7).

VLow ≤ VBus ≤ VHigh (12)

As a part of the optimization problem, the financial constraints also need to defined
for the optimal placement of new DGs and the possible return in terms of loss reduction.
The capital cost (Cc) in $/h upon installing a new DG is defined by Equation (13):

Cc = α1SDG
2 + α2SDG + α3 (13)

where α1, α2, and α3 are the cost coefficients, and their values not only depend on the size
and nature of the incoming DG, but also the characteristics of the utility network under
investigation. In this research, their values are chosen as 0.1, 0.23, and 0.34, respectively.
Based on these values, the cost of installing a given synchronous DG of size 3.33 MVA is
about 2.125 $/h. Hence, the daily return (R) achieved in $ on the loss reduction after an
optimal integration of DG is determined by Equation (14):

R = ΔPL × ER × TD (14)

where ΔPL is the change in the active power loss of the network, ER is the tariff rate of
supplied energy, and TD is the time duration of DG operation. The values of ER and TD
selected for this research are 0.015 $/kWh and 24 h, respectively.

2.4. Genetic Algorithm

The Genetic Algorithm (GA) is a biologically-inspired method based on Darwin’s
principle, which evaluates the best possible set of solutions for the fitness of human
beings [27]. The main reason for using GA for our application is its parallel search for points
from the population. Therefore, it cannot be trapped into a local optimum like conventional
techniques, which search for a single point in each iteration. The GA is a probabilistic
approach rather than a deterministic and does not involve any derivatives or auxiliary
data, but uses fitness parameters to search for the optimal solution.

The GA outputs different chromosomes as shown in Figure 4 for the optimal location
and size of the DG based on the constraints of the objective function in Equation (7) for
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maximizing the voltage profile of the system and minimizing the power losses. Evaluating
the objective function using two operators, mutation and crossover, the new set of chro-
mosomes is generated. The crossover operator is used to find the best possible parameter
space, and the mutation operator guards the resultant information such that it is encrypted.
The stopping criteria for GA are based on two conditions, i.e., either the value of the objec-
tive function calculated from the new set of chromosomes is less than the pre-defined error
or the maximum number of iterations for the system has been reached. In this research,
the crossover and mutation operators (C and M) are assigned probabilities of 0.7 and 0.2,
respectively. The algorithm is initialized with a set of 15 chromosomes for 36 iterations,
and the final set of chromosomes in Figure 4 defines the best possible location and size of
the new DG, obtained with the optimal solution of the objective function in Equation (7).

Figure 4. Final set of chromosomes for the optimal location and size of the new DG determined with
the application of the GA.

2.5. Fuzzy Inference System

A Fuzzy Inference System (FIS) is based on if-then conditions to make approximations
of complex nonlinear functions, representing the trends of network variables. The FIS
mainly consists of five major functionalities for exploiting qualitative features of human
reasoning and decisions in terms of data sets without considering their quantitative aspects
in particular, as shown in Figure 5, where the fuzzification module transforms the numerical
values of the system variables, i.e., current, voltage, and power, into fuzzy values by
leveraging a knowledge base having pre-defined rules with the respective correspondence
of the variables defined using membership functions. Such fuzzy values are given as the
input to the decision making unit, which acts as an inference engine to generate switching
sequences according to the network conditions. The resultant switching sequences are
de-fuzzified using information from the knowledge base, to make them compatible with
the tripping operation of appropriate breaker.

Figure 5. Proposed fuzzy inference system for effective energy management strategies in utility
networks.

The input variables to the FIS in this research use the Gaussian membership function,
which is defined by Equation (15):

fi,j(xi) = exp{−1
2
(

xi − μj

σj
)2} (15)
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where xi represents the system variables and μj and σj are the mean and variance of the
Gaussian function, respectively. Further, the set of rules is defined considering the first order
Sugeno formulation, and the corresponding output is thus given by Equation (16) [28].

y =
∑N

m=1 τm(rVp + sIp + tPload + uPo + v)

∑N
m=1 τm

(16)

where N is the total number of rules developed, which in this case is 12. Vp, Ip, Pload, and
Po are the voltage profile, system current, load demand, and cumulative power output of
the sources, respectively. r, s, t, u, and v are the parameters of the inference engine, and τm
is the triggering instant of the respective rule.

The proposed framework for the optimal placement of new DGs and effective energy
management under normal and contingency conditions is summarized in Algorithm 1.

Algorithm 1: DG placement and energy management.
input : Vp, SL −→ voltage profile and system losses
output : y −→ optimal control strategy
while (Vsag|SL|Δθ ≤ limits) −→ F do

f unction(XDG, PDG, QDG) −→ (Location, Size)
XDG := Location
pDG, QDG := Size
if SLosses < SDG ≤ Sdemand|Xsource ≤ XDG ≤ Xload then

O(location, size);
else

φ−→discard chromosome;
end

end
foreach (XDG, PDG, QDG) ∈ E−→cumulative energy production do

f unction(τm, Vp, Ip, Pload, Po) = y;
if IN = IF|SN + SDG + Sbattery = Sload + Slosses −→ contingency detection then

return(t, ψ) −→ switching patterns;
else

φ−→no abnormality;
end
y = trans f ormation(t, ψ)

end

In Algorithm 1, the GA and FIS are leveraged together in a unified framework to not
only increase the benefits of integrating new DGs, but also to regulate the power flow
under different network conditions to optimally meet the load demands. The input to
the framework is the voltage profile, which includes variations in its magnitude (Vsag) and
phase angle (Δθ) and the system losses (SL), and the output is the desired switching profile.
For all the input variables of the test network in Figure 2 determined using distributed load
flow algorithms using Equations (4)–(6), if their values are less than or equal to the pre-
defined norms, the GA computes the optimal location and size of the incoming DG using
Equation (7) provided all the constraints in Equations (8)–(12) are satisfied; otherwise,
the GA output is discarded, and the loop repeats until it achieves the desired outcome.
Once the optimal location and size of the new DG is determined, then different contingen-
cies are simulated similar to real-time conditions, i.e., load deviations, islanding, faults, etc.
Under such scenarios, the cumulative supply from the DGs and grid sources is checked
against the desired load profile and losses to generate controlled switching sequences
using the FIS. Abnormality is detected using the current profile of the system, and if it is
found, the FIS either trips the associated breakers or regulates the energy flow to minimize
the adverse effects of the given contingency. Conversely, if the system operates in the
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normal condition given that the sum of the supply from the DGs and grid is equal to the
sum of the load demand and system losses, the FIS remains inactive.

3. Results and Discussion

In the proposed framework, the environment is initially created in Simulink, as a first
step to test the idea, and it is then validated on a Power Hardware-In-the-Loop (PHIL)
setup in real time as a proof of concept for practical results, as shown in Figure 6. In
Figure 6, the power system simulator replicates the characteristics of the utility network
defined in Figure 2. The PXI platform simulates the response of the DG technology, while
the grid control server implements the optimization techniques (FIS, GA, etc.) to regulate
the system operation and performance, and the communication system simulator is used
to develop a communication path between different interfaces. Further, it uses Phasor
Measurement Units (PMUs) that measure the magnitudes of the voltage, current, and
phase angle jump. The results presented in the following subsections are the final outcomes
from the PHIL setup in Figure 6.

Figure 6. Power Hardware-In-the-Loop (PHIL) setup for DG placement and energy management in
the utility network under normal and contingency conditions.

3.1. Optimal Location and Size of the DG

The installation of a new DG however has positive impacts on the network perfor-
mance, thereby reducing the power losses and improving the voltage profile. However,
based on the optimal location and size of the DG, the characteristics of the utility network
change accordingly. In order to evaluate the performance of the test network in Figure 2
against the power losses, voltage sag, and Phase Angle Jump (PAJ), the following three
distinct scenarios are considered.

3.1.1. Normal Condition

Under the normal condition, the integration of the DG improves the system perfor-
mance as shown in Figure 7. The power loss at Bus-C beforehand is about 154.654 kW, as
shown in Figure 7a, and reduces to 103.789 kW when the DG is connected at Bus-E near
the load center, which gives an instant return of approximately $0.793 per hour. Due to
the radial nature of the test network in Figure 2, the voltage drop however should increase,
as we move away from the sources. However, due to the presence of the DG, it is still under
the permissible limits of ±10%, as illustrated in Figure 7b. Moreover, the value of the PAJ
varies with the deviations in the combined X/R ratio of the feeder and DG with respect
to the source, and its minimum value occurs at Bus-E, as indicated in Figure 7c. Based
on all such network characteristics, the best location of the new DG during the normal
condition is found to be at Bus-E near the load center with the optimal size of 3.1735 MW

29



Electronics 2021, 10, 172

and 1.136 MVAr, determined using the GA, as shown in Figure 7d. It is evident from
Figure 7d that the network characteristics intersect at Bus-E after 30 iterations, specifying
the optimal location and size of the new DG.

Figure 7. Characteristics of the system under the normal condition for proper placement and sizing of the new DG: (a)
power losses at different buses, (b) voltage profile of the system, (c) Phase Angle Jump (PAJ) variations, and (d) GA outcome
over 30 iterations.

3.1.2. Fault Condition

With the inception of symmetrical fault in the network, a huge amount of current starts
to flow. Under such conditions, the DG should not be operated, otherwise it will contribute
to the fault current and may even not only harm the network, but also itself. The isolation
of the DG during fault conditions depends on its dedicated protection scheme, and if it
fails to operate, this results in the DG continuing to supply power, which is hazardous for
the network personnel. For fault conditions, if the fault occurs near the source, the amount
of power loss, that is 278.93 kW, is higher than that occurring near the load center at
Bus-G, i.e., 195.75 kW, as shown in Figure 8a, which gives a savings of approximately
$ 1.248 per hour. It can be seen from Figure 8a that there is not a big difference between
the losses at Bus-G and Bus-E. Further, the voltage limits are also violated at both, and
among all, the best voltage profile is maintained at Bus-E, i.e., 0.7812 p.u., as illustrated in
Figure 8b. Moreover, the PAJ excursions, shown in Figure 8c, are highest at Bus-C and
lowest at Bus-E, i.e., 73.7509 radians. In view of such system characteristics, the optimal
location of the DG is determined to be at Bus-E with a size of 3.1735 MW and 1.009 MVAr.
However, during the fault condition, the desired solution using GA is obtained after 32
iterations, when the network characteristics intersect each other, which in this case again is
at Bus-E, as illustrated in Figure 8d.
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Figure 8. System performance under fault condition for the optimal location and size of the new DG: (a) power losses at
different system buses, (b) system voltage profile, (c) the trend of PAJ at various buses, and (d) GA output over 32 iterations.

3.1.3. Islanding Condition

During the islanding condition, a power imbalance occurs owing to the fact that the
DG alone is unable to supply all three types of connected loads, i.e., industrial, commercial,
and residential, as shown Figure 2. Under such a scenario, the power loss in the system is
low (with a reduction of about 26.707 kW, which gives a return of $0.4 per hour) because
a lesser amount of current flows, as shown in Figure 9a, but unfortunately, the voltage
profile is worse, violating the allowable tolerance limits due to the extra loading on the DG,
as illustrated in Figure 9b. Further, the PAJ variations are least at Bus-C under such a condi-
tion, as presented in Figure 9c. Due to the network characteristics, a compromise decision
is made to decide the best possible location and size of the new DG. However, the amount
of power losses is least and the voltage profile is better at Bus-E; on the other hand, the PAJ
deviations are small at Bus-C. Therefore, the best location during the islanding found using
GA is at Bus-D with a size of 3.1735 MW and 1.009 MVAR, as shown in Figure 9d. It is
evident from Figure 9d that the desired results are obtained after 35 successful iterations
of the GA.
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Figure 9. System profile during the islanding condition for the optimal location and size of the new DG: (a) power losses at
different buses, (b) voltage profile of the system, (c) PAJ variations at different buses, and (d) GA output over 35 iterations.

3.2. Energy Management System

The performance of the utility network during the fault and islanding conditions
is extremely compromised if corrective measures are not taken in a timely and efficient
manner. However, even with the proper placement and size of the new DG, such adverse
effects diminish, but still prevail in the system for a long time if proper strategies are
not designed. Further, the reliability and robustness of the system against the fault and
islanding conditions are lost and thus require designing an adaptive and efficient EMS to
deal with them effectively, with the aim of improving the system performance. The energy
management strategies proposed, designed, and validated under normal and contingency
states are presented in Figure 10. The FIS is used for generating the different switching
schemes, as shown in Figure 11 for the proposed strategies in Figure 10.
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Figure 10. Energy management strategies for different operating conditions: (a) normal state, (b) fault condition, (c) balanced
islanding condition, and (d) imbalanced islanding condition.

Figure 11. Switching patterns generated using the fuzzy inference system for circuit breakers under different operating
conditions.

3.2.1. Normal Condition

Under the normal condition, when all the network constraints are within the pre-
defined limits and the system is operating efficiently, the proper placement of the DG
reduces the system losses and improves the voltage profile. The energy management
strategy designed for such a network condition is presented in Figure 10a. In this scenario,
the protection schemes of the DG and the main supply are inactive, and the energy breaker
is responsible for energy management under abnormal conditions, while the demand
breaker is used to meet the increased load demands during the critical situations. Both of
these breakers are disconnected during the normal condition. In the normal state, the main
supply and DG collectively meet the power demands of end-users, as shown in Figure 11,
with both the energy and demand breakers being switched off.
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3.2.2. Fault Condition

When the faults occur in the system either at the transmission or at the distribution
side, the protection schemes of the mains and DG need to function in timely manner and
thus isolate the sources. Under this condition, the energy generated by the DG may be
stored for later use when the faults are removed, and this necessitates using an Energy
Storage System (ESS). The energy management strategy designed to deal with different
fault conditions is proposed in Figure 10b. In this condition, the energy breaker remains
closed, and the demand breaker is open until a fault is present in the system. With the fault
occurring near the load center at 0.1 s in Figure 12, the fuzzy logic controller instantly
detects it in Figure 11 due to the abrupt changes in the network current and trips the main
and DG circuit breakers, while the energy breaker remains closed to store the DG’s energy.
When the fault is cleared at 0.2 s, the main and DG breakers get closed after a 1.5 cycle
delay, caused by the fuzzy logic controller and circuit breaker operating time sequences, as
shown in Figure 13. In Figure 13, at 0.3 s, the network is restored to its normal state after
the fault elimination. Further, at 0.35 s, the grid is disconnected, and the network enters
into an islanding mode; thus, the power flow from the grid drops to approximately zero.

Figure 12. Current flows from different power system actors when fault occurs near the load center with the proposed
energy management system using the fuzzy inference system. The dotted plots illustrate the short circuit current with no
energy management strategy being active.

Figure 13. Profile of the power flow from the mains. At 0.3 s, the system returns to its normal state. At 0.35 s, the grid is
disconnected, and the system enters the islanding condition, while the power flow from the grid drops approximately to
zero.
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3.2.3. Islanding Condition

When the main supply to the network is lost, this results in islanding conditions, and
the DG may be allowed to supply the load alone, if its output matches the energy demand.
However, if a power mismatch occurs, the DG needs to be taken out of the system, and the
reliability of the network to supply the load is thus lost. To address this problem, the energy
management strategy is designed and discussed in Figure 10c. This scenario is called bal-
anced islanding, which represents the condition that the cumulative energy of the DG and
ESS are able to cope with the given load requirements, as shown in Figure 11. In Figure 11,
the main breaker trips after 0.35 s; the grid supply is disconnected, and the network op-
erates in the balanced islanding condition. Initially, the system loading is larger than
the DG output, and the ESS switches on to meet the additional energy demand, as shown
in Figure 14. In Figure 14, after 0.35 s, the system operates in islanding mode, with both
the DG and ESS supplying the load, as illustrated in Figure 15. The close-up view of the
voltage profile in Figure 14 confirms that the cumulative supply from the DG and ESS is
more stable than the grid and DG together. This is due to the obvious reason that the main
source is at distance from the load center and causes more power losses, while the ESS and
DG are installed near the load premises.

Figure 14. Voltage profile at the DG bus under different system conditions. The voltage under the normal condition is 1 p.u.,
and with the fault inception it dips down to 0.52 p.u. After 0.35 s, the system is in islanding mode with both the DG and
battery system supplying the load. After 0.45 s, the load is increased and results in a voltage collapse.

During the imbalance islanding in Figure 10d, when the cumulative power of the
ESS and DG is unable to meet the load demand, the DG needs to be disconnected from
the system using its dedicated protection scheme. However, the ESS, having the fewer
stability issues as compared to the DG system, continues to supply energy to emergency
and critical loads, i.e., street lights, hospitals, etc., via its direct link. It is evident from
Figure 11 that when the load on the distribution side is increased after 45 s in Figure 15, it
causes unbalanced islanding and huge voltage collapse in Figure 14. Therefore, the DG
breaker trips at 49 s while the ESS continues to supply the sensitive loads.
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Figure 15. DG output under different system conditions. Until 0.35 s, a load of 5000 kW is shared equally among the mains
and DG. At 0.35, the mains are tripped, and the system enters the islanding mode with the load greater than the DG, and
thus, the ESS is switched in, to tackle the energy difference. At 0.45 s, the load is further increased, which causes the power
imbalance with the DG’s output constantly decreasing, which represents its being out of synchronism.

3.3. Comparative Analysis

To validate the performance of the proposed framework, it is compared with other
existing approaches in Table 1. In Table 1, the Tabu Search (TS) algorithm, which is
commonly used for evaluating the combinatorial optimization task, is exploited for the
optimal placement of the DG in [29], based on improving the system voltage and reducing
the line losses under a uniformly distributed load profile. This search algorithm has a higher
convergence rate and hence takes less processing time to reach the desired results within
fewer iterations. On the other hand, the Artificial Bee Colony (ABC) algorithm, used for the
optimal sizing and location of the DG in [30], takes a longer time to converge and is also
computationally expensive because it is based on the intuitive foraging behavior of honey
bees. However, the Ant Colony Optimization (ACO) algorithm, inspired by the behavior
of ants of reaching the target while following the shortest path, was used in [31] for the
proper placement of new DGs. This algorithm has a compromising performance in terms
of reducing the voltage deviations; otherwise, it is better than ABC. Overall, the suggested
technique is not only robust against system abnormalities using the FIS, but it also tries
to maximize the system performance, thereby reducing line losses and voltage variations
(sag and phase angle jump) with the optimal placement of the DG using the GA. Further,
the proposed framework is also computationally efficient and converges in a reasonable
time to the desired outcomes.

Table 1. Comparative analysis for the optimal placement of the DG and energy management control. TS, Tabu Search; ABC,
Artificial Bee Colony.

Technique
Loss

Reduction (%)

Voltage
Deviation

(p.u.)

Number of
Iterations

Energy
Imbalance

(%)

Detection
Period

(Cycles)

Computational
Time (s)

TS [29] 51.47 0.02142 26 NA NA 9.87
ABC [30] 53.63 0.03468 73 NA NA 12.43
ACO [31] 35.55 0.04213 62 NA NA 11.56

Proposed Framework 45.32 0.01176 34 13.28 2.50 11.65

NA—Not Applicable; loss reduction (%)—decrease in the percentage of existing line losses with the integration of each new DG; voltage
deviation (p.u.)—the ability to maintain the voltage profile within the pre-defined IEEE regulation limits, i.e., ±5%; number of iterations—
steps taken by the search algorithm to reach the final outcome; energy imbalance (%)—exploiting all the available energy sources to
meet the load demand effectively; detection period (cycles)—operating duration of switching-sensing elements to detect the abnormality
in the system; computational time (s)—processing resources consumed by the respective technique to reach the desired end goal.
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4. Conclusions

This research proposed a framework that in the first steps exploited the genetic algo-
rithm in order to determine the optimal placement and sizing of the distributed generators
in the utility network under distinct system conditions. The GA together with load flow
analysis made decisions on the basis of three critical parameters of the network: power
losses, voltage profile, and phase angle jump. Under all investigated system conditions
(normal operation, fault, and islanding), the best possible location was always decided
to be near the load center, at Bus-E, with the optimal size of 3.33 MVA, in accordance
with the system constraints. Even though the proper placement and sizing of the newly
installed DG were not guaranteed, the excellent performance of the investigated power
system—especially under the fault and islanding conditions—thus make it necessary to
design a proper energy management system.

All the energy management strategies, under all the investigated system conditions,
were designed using a fuzzy inference system. Amongst all proposed strategies, it was
observed that the FIS with the proper membership functions and rules implemented was
able to correctly detect, monitor, and regulate the abnormalities in a way that allowed
the performance of the network to be optimized and the energy to be stored for emergency
use. The switching patterns, generated by fuzzy controllers, were used to operate all four
different circuit breakers (the main one, DG, energy, and demand breakers) sequentially,
according to the network characteristics—determined through a load flow study. Eventu-
ally, in order to validate the effectiveness and robustness of the proposed approach against
abnormalities, it was compared with other existing state-of-the-art methods, and we found
that it integrated new DGs optimally and also regulated the energy flow according to
the network conditions.

A possible extension, to the above presented research, is to use the Markov decision
process for the optimum location and sizing of mixed (inverter- and non-inverter-based)
DGs in a complex distribution network involving the combination of radial and mesh
topologies. Furthermore, for a autonomous and adaptive energy management system,
deep neural networks together with the forest of trees approach can be applied to deal with
the environmental and network uncertainties and the dynamic nature of PVs or wind-based
DG systems at run-time under severe network contingencies.
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Abstract: This paper deals with the problem of the optimal placement and sizing of distributed
generators (DGs) in alternating current (AC) distribution networks by proposing a hybrid master–
slave optimization procedure. In the master stage, the discrete version of the sine–cosine algorithm
(SCA) determines the optimal location of the DGs, i.e., the nodes where these must be located, by
using an integer codification. In the slave stage, the problem of the optimal sizing of the DGs is solved
through the implementation of the second-order cone programming (SOCP) equivalent model to
obtain solutions for the resulting optimal power flow problem. As the main advantage, the proposed
approach allows converting the original mixed-integer nonlinear programming formulation into a
mixed-integer SOCP equivalent. That is, each combination of nodes provided by the master level SCA
algorithm to locate distributed generators brings an optimal solution in terms of its sizing; since SOCP
is a convex optimization model that ensures the global optimum finding. Numerical validations of
the proposed hybrid SCA-SOCP to optimal placement and sizing of DGs in AC distribution networks
show its capacity to find global optimal solutions. Some classical distribution networks (33 and
69 nodes) were tested, and some comparisons were made using reported results from literature.
In addition, simulation cases with unity and variable power factor are made, including the possibility
of locating photovoltaic sources considering daily load and generation curves. All the simulations
were carried out in the MATLAB software using the CVX optimization tool.

Keywords: distributed generation; mixed-integer nonlinear programming; optimal power flow;
second-cone programming; discrete-sine cosine algorithm; metaheuristic optimization

1. Introduction

Electrical distribution networks are entrusted with providing electricity services to
the end users in medium- and low-voltage level in rural or urban areas [1]. These grids
are typically operated with a radial configuration to reduce investment, maintenance and
operative costs [2]. However, the radial configuration produces higher power losses in
contrast to meshed configurations; also, the nodal voltage rapidly worsens, as the nodes are
far from the substation [3]. To mitigate these higher power losses, the literature proposes
multiple approaches to know: (i) optimal placement of shunt capacitors [4], (ii) optimal
reconfiguration of the distribution grid [5], (iii) optimal selection/substitution of the calibers
of the conductors [6,7], (iv) optimal placement and sizing distributed generators [8–10],
among others. Each one of these approaches allow dealing with power losses minimization;
nevertheless, the most effective approach for dealing with this power loss corresponds
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to the optimal placement and sizing of DGs since reductions higher than 50% have been
reported for this methodology [11].

The optimal placement and sizing of DGs in electric distribution networks is a complex
and large-scale mixed-integer nonlinear programming (MINLP) problem. This MINLP
structure of the optimization problem complicates the possibility of finding the global
optimal solution due to the non-convexity shape of the solution space [12]. For this reason,
in this research, we propose a combination of a metaheuristic approach with a second-order
cone programming (SOCP) formulation to address this problem with excellent numerical
performance as will be presented in the results section.

Due to the importance of having mathematical optimization in distribution systems
analysis, here, we propose a new hybrid optimization approach based on the discrete
version of the sine–cosine algorithm, i.e., (DSCA) added to the SOCP formulation to solve
the exact mixed-integer nonlinear programming (MINLP) formulation of the problem of
the optimal location and sizing of DGs in AC distribution networks [13]. This hybrid
optimization approach called DSCA-SOCP is motivated by the following facts: (i) the
exact MINLP structure makes it impossible to find the global optimal solution for this
problem with the current optimization approaches even using metaheuristic; this situation
occurs since the studied problem contains binary variables regarding the placement of
the DGs and the continuous part associated with their sizing, which is formulated as
an optimal power flow problem being non-convex due to the presence of trigonometric
functions in its formulation where it is not possible to ensure global solution with non-
convex methods [14,15]. The union of both problems (integer and nonlinear continuous)
increases the possibility of branch and bound methods or metaheuristics to be stuck in
local optimal solutions [16]; and (ii) the conventional metaheuristic approaches to solve the
MINLP problem deals with the optimal power flow problems using controlled random
procedures [8], which are inadequate approaches (they do not guarantee the global optimal
solution); in opposition, the convex optimization allows to find it with duality zero gap [17].

Based on the aforementioned problems with conventional metaheuristic approaches,
we propose a hybrid DSCA-SOCP programming to solve the studied problem using a
master–slave optimization strategy, where the master stage is entrusted with determining
the subset of nodes where DGs will be located, and the slave stage solves the resulting
optimal power flow problem to determine their optimal sizes. The main advantage of the
proposed approach is that the SOCP programming ensures the global optimal solution for
each nodal combination provided by the DSCA [18], which implies that if the best subset
of nodes is identified by the master stage, the global optimal solution for the problem of
the optimal placement and sizing of DGs in AC distribution networks will be guaranteed
(this will be confirmed in the results section) [19].

The problem of the optimal placement and sizing of distributed generation in AC
distribution networks to minimize active power losses in all the branches of the grid
has been largely studied in the last two decades [20]. Most of the proposed approaches
in literature work with master–slave algorithms based on metaheuristic optimization
techniques [8]. Some of the recent approaches in this field of study are listed in Table 1.

The common denominator of these approaches is that these references work with
hybrid master–slave optimization approaches to solve the exact MINLP model in two
stages, i.e., a discrete part of the algorithm is entrusted with determining the location of the
DGs and the continuous part deals with the dimensioning problem via optimal power flow
analysis [21]. However, no evidence about the combination of the convex optimization
approach for the continuous part and the discrete sine–cosine algorithm for the integer part
has been found after the revision of the state-of-the-art, and this gap has been exploited in
this paper as an opportunity of research.

40



Electronics 2021, 10, 26

Table 1. Recent optimization methods for optimal placement and sizing distributed generators (DGs) in alternating current
(AC) distribution networks.

Acronym Optimization Method Reference Year

GA-PSO Genetic algorithm and particle swarm optimization [22] 2012
LSFSA Loss sensitivity factor simulated annealing [23] 2013
MINLP Mixed-integer nonlinear programming formulation [9] 2014
TBLO Teaching learning based optimization [11] 2014

QOTBLO Quasi-oppositional teaching learning based optimization [11] 2014
HSA-PABC Harmony search algorithm and particle artificial bee colony algorithm [4] 2014

RBFNN-PSO Radial basis function neural network and particle swarm optimization [24] 2015
GA-IWD Genetic algorithm and intelligent water drops [25] 2016

AHA Algorithmic heuristic approach [26] 2016
KHA Krill-herd algorithm [27] 2016

PBIL-PSO Population-Based Incremental Learning and particle swarm optimizer [8] 2018
ABCA Artificial bee colony algorithm [28] 2018

HTLBOGWO Hybrid teaching–learning based optimization-grey wolf optimizer [29] 2019
MSSA Mutated salp swarm algorithm [30] 2019

CHVSA Constructive heuristic vortex search algorithm [31] 2019
GAMS General algobraic modeling system [12] 2020

CBGA-VSA Chu and Beasley genetic algorithm and vortex search algorithm [21] 2020

Remark 1. In the revision of the state-of-the-art, only the methodologies called MINLP proposed
in [9] and GAMS presented in [12] work with the exact model of the problem by implementing
branch and bound in conjunction with interior point methods to solve the problem. However, due to
the non-convexities of the solution space, these are stuck in local optimums.

To avoid being stuck in local optimum solutions, our approach combines the efficiency
of conic programming with easily implementable metaheuristic to find the global optimal
solution of the problem using a master–slave optimization approach. The main advantage
of the SOCP is that if the combination of the nodes where DGs will be located is fixed,
the optimal sizing provided by the SOCP approach remains equal (repeatability property),
which is not ensured with conventional metaheuristics used for optimal power flow
analysis.

Based on the review of the state-of-the-art presented in the previous section, the main
contributions of our proposal can be summarized as follows:

� The reformulation of the exact mixed-integer nonlinear programming model into a
mixed-integer one by transforming its continuous, i.e., optimal power flow, into a
convex formulation via second-order cone programming.

� The presentation of the discrete version of the sine–cosine algorithm to address the
integer part of the MISOCP approach by using an integer codification that contains
the nodal numbers as decision variables.

� The hybridization of the SCA and the SOCP programming has the capability of finding
the global optimal solution with low computational effort in both test feeders studied.
Numerical results show improvements regarding classical mataheuristic methods
available in literature, including exact MINLP approaches.

It is worth mentioning that the proposed optimization approach deals with the opti-
mal placement and sizing of DGS in AC distribution networks considering the load peak
conditions by assuming that the distributed generators are fully dispatchable as recom-
mended in [9]. In addition, no considerations are made regarding the total distributed
generation since we are interested in finding the best possible reduction in the active power
losses in the distribution network without penetration limitations. Finally, we consider
the possibility of installing three distributed generators since this is the most common
assumption in literature [32]. In addition, three simulations cases are analyzed: (i) the
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optimal location and sizing of the DGs considering unity power factor, (ii) variable power
factor, and (iii) daily load and photovoltaic solar curves.

The remainder of this document is organized as follows: Section 2 presents the
exact mixed-integer nonlinear problem formulation of the optimal location and sizing of
DGs in AC distribution networks with radial structure. Section 3 presents the proposed
hybrid optimization methodology with master–slave structure, where the master slave
is entrusted with solving the location problem by implementing the discrete version of
the sine–cosine algorithm, and the slave stage is entrusted with determining the optimal
sizes of the DGs by using a SOCP formulation. Section 4 presents the main features of the
test feeders which are composed of 33 and 69 nodes, with radial structure and operated
with 12.66 kV at the substation node. Section 5 presents the numerical achievements of the
proposed optimization approach regarding the optimal location and sizing of DGs with
their corresponding analysis and discussion. Section 6 shows the main concluding remarks
as well as some possible future works derived from this research.

2. MINLP Formulation

The problem of the optimal location and sizing of distributed generation in AC distri-
bution networks can be formulated as a mixed-integer nonlinear programming (MINLP)
problem. The objective function of this problem corresponds to the minimization of the
active power losses in the distribution network, which is subjected to a set of nonlinear
constraints regarding active and reactive power balance equations, device capabilities and
voltage regulation bounds, among others. Here, we present the MINLP formulation in
the complex domain in order to simplify the proposed optimization approach that will be
presented in Section 3. The complete MINLP model is presented below.

Objective function: The objective function that represents the problem of the optimal
placement and sizing of DGs in AC distribution networks corresponds to the total power
losses caused by the current flow in all the branches of the network. This objective function
is formulated as presented in Equation (1).

min ploss = real

{
∑

i∈N
∑

j∈N
V
�
i YijVj

}
, (1)

where ploss is the objective function value, Vi and Vj are the voltage values (magnitude
and angle) in the nodes i and j, respectively; Yij is the complex admittance value of the
nodal admittance matrix that relates nodes i and j. Note that N represents the set that
contains all the nodes of the network, and (·)� represents the complex conjugate operator
applied to the argument.

Set of constraints: The set of constraints that intervene in the problem of the optimal
placement and sizing of DGs in AC distribution networks are described as follows:

S
s,�
i + S

dg,�
i − S

d,�
i = V

�
i ∑

j∈N
YijVj, {i ∈ N}, (2)

where S
s,�
i is the apparent power generation in the slack node connected at bus i, Sdg,�

i
corresponds to the apparent power generation provided by the DG connected at node i,
and S

d,�
i represents the apparent power consumption at node i.

Expression (3) is associated to the voltage regulation bounds in all the nodes of the network.

‖Vi − 1‖ ≤ γ, ∀i ∈ N , (3)

where γ is the maximum deviation given by the regulatory policies, which is usually
between 0.05 pu and 0.10 pu. Note that in the case of the substation, Vi = 1 + j0 pu.

42



Electronics 2021, 10, 26

The capacity of the existing and newly distributed generators is upper and lower
bounded as follows:

Ss
i ≤ S

s
i ≤ Ss

i , ∀i ∈ N , (4)

xiSgd,new ≤ S
dg
i ≤ xiSgd,new, ∀i ∈ N , (5)

where
xi ∈ {0, 1}, ∀i ∈ N , (6)

which denotes the binary variable of the problem, which has a value of 1 if a DG is installed
at node i or 0. There is a limit to the number of DGs that can be installed in the system,
which is given by (7),

∑
k∈N

xi ≤ NDGs, (7)

where NDGs is the total number of distributed generators available for installation in the
AC distribution network.

Remark 2. The structure of the optimization model (1) to (7) exhibits a nonlinear non-convex
structure with the presence of binary variables regarding the location of the DGs in a particular
node of the grid. However, the nonlinear structure of the power balance equations in (2) is the most
challenging constraint since it does not guarantee the global optimum finding even if all the binary
variable combinations are explored.

Figure 1 summarizes the main characteristics of the MINLP model that represents the
problem of the optimal placement and sizing of DGs in AC radial distribution networks.

Convex Equations
(1), (3)–(5) and (7)

xi ∈ {0, 1}
Binary

Non-convex
Equation (2)

MINLP

Figure 1. Characterization of the optimization model.

To address the nonlinear part of the optimization model described in Figure 1, we
propose the reformulation of the nonlinear part of the model (i.e., power balance equations)
into a second-order cone equivalent, while the binary part of the model is addressed
through a metaheuristic approach as is presented in the following section.

3. Proposed Hybrid Optimization Approach

To solve the problem of the optimal placement and sizing of DGs in AC distribution
networks, we propose a hybrid master–slave optimization algorithm. The master stage
employs the metaheuristic sine–cosine algorithm (SCA) to solve the binary problem, i.e., the
location of the distributed generators on the grid. In the slave stage the optimal power
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flow problem is reformulated as a second-order cone programming (SOCP) in order to
guarantee the global optimum finding for each nodal combination providing for the SCA.

3.1. Slave Stage: SOCP Approach

The SOCP approach corresponds to a branch of the convex optimization where conic
constraints allow for the reformulation of products between variables in order to trans-
form nonlinear optimization problems into convex ones [18]. In the case of the optimal
power flow analysis, the SOCP formulation permits to find the global optimal solution
with zero gap when this is compared to the exact nonlinear programming power flow
formulation [17]. Here, the SOCP formulation is presented to address the problem of the
optimal sizing of DGs supposing that their locations have been previously informed by the
master stage. To obtain the SOCP model, let us define a new auxiliary variable as follows

Vij = V
�
i Vj, (8)

where if we multiply in both sides for V�
ij, we have

∥∥Vij
∥∥2

= ‖Vi‖2∥∥Vj
∥∥2, (9)

Now, if we define a new vector of U with entries vi = ‖Vi‖2, then we reach the
following result

∥∥Vij
∥∥2

= vivj, (10)

which can be rewritten as follows∣∣∣∣Vij
∣∣∣∣2 = uiuj,∣∣∣∣Vij
∣∣∣∣2 = 1

4
(
ui + uj

)2 − 1
4
(
vi − vj

)2,∣∣∣∣Vij
∣∣∣∣2 + 1

4
(
vi − vj

)2
= 1

4
(
vi + vj

)2,∣∣∣∣
∣∣∣∣ 2Vij
vi − vj

∣∣∣∣
∣∣∣∣ = vi + vj.

(11)

Note that Equation (11) is still a non-convex equality constraint, however, as recom-
mended in [18], this can be relaxed as a second-order constraint by replacing the equality
symbol by an inequality one as presented below:

∣∣∣∣
∣∣∣∣ 2Vij
vi − vj

∣∣∣∣
∣∣∣∣ ≤ vi + vj. (12)

Now, to rewrite the continuous part of the studied problem, let us substitute (8) into (1)
and (2), which produces the following linear objective function and constraint, respectively.

min ploss = real

{
∑

i∈N
∑

j∈N
YijVij

}
, (13)

S
s,�
i + S

dg,�
i − S

d,�
i = ∑

j∈N
YijVij, {i ∈ N}, (14)

Remark 3. The SOCP reformulation allows reaching the global optimal solution of the optimal
power flow problem associated with the optimal sizing of the DGs, since the resulting optimization
model is essentially linear with an only conic constraint.
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Note that the characteristics of the studied optimization model depicted in Figure 1
can be redefine by eliminating the non-convex constraint based on the proposed SOCP
formulation as presented in Figure 2.

Convex Equations
(3)–(5), (7), (8)
and (12)–(14)

xi ∈ {0, 1}
Binary

MI-SOCP

Figure 2. Mixed-integer second-order cone programming (SOCP) equivalent model for the problem
of the optimal location and sizing of distributed generators in distribution networks.

Note that the SOCP approximation is given as a function of Vij and vi instead of
the voltages Vi. Notwithstanding, it is possible to recover the original voltages by the
following two-step procedure: First, the voltage magnitude is computed as Vi =

√
vi.

This value exists, and it is real since ui ≥ 0. Second, the angle of the voltages is calculated
from θij = ang(Vij) in a forward iteration, starting from θ1 = 0. Therefore, a power flow
calculation is not required after the optimization problem is solved.

3.2. Master Stage: Discrete SCA

The master stage is entrusted with solving the integer part of the optimization problem,
i.e., to define the location of all the DGs. Here, we adopt the discrete version of the sine–
cosine algorithm, which works with a reduced population by using an integer codification
to represent the optimization problem [21].

The SCA is an optimization technique that works with a population which evolves
by using trigonometric functions and variable radius in order to explore and exploit the
solution space [33]. This optimization algorithm has been employed to solve different
continuous domain problems, such as optimal power flow in power and distribution
systems [34,35], parameter estimation in photovoltaic modules [36], optimal design of
bend photonic crystal waveguides [37], and general solution of nonlinear non-convex
optimization problems [38] among others. The main aspects of the implementation of the
discrete SCA are described in the following subsections.

Initial Population

The SCA is a metaheuristic optimization technique that works with an initial popula-
tion that is evolving through the iterative procedure by sine and cosine rule. The structure
of the initial population for the proposed SCA is defined as follows

Nt =

⎡
⎢⎢⎢⎣

n11 n12 · · · n1NDGs
n21 n22 · · · n2NDGs

...
...

. . .
...

nM1 nM2 · · · nMNDGs

⎤
⎥⎥⎥⎦ (15)

where t is the iterative counter, which is fixed as zero for the initial population, and M is
the number of individuals in the population. Remember that NDGs represents the number
of DGs available for installation.
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Note that each element inside of the initial population is created as follows:

nij = round(2 + rand(1)(n − 2)) (16)

where n is the total number of nodes in the AC distribution network. Observe that the
function round(·) takes the near integer part of the number and rand is a random number
between 0 and 1 generated with a normal distribution. It is worth mentioning that node 1
is not considered in the population since it corresponds to the slack node. In addition, this
codification guarantees the feasibility in the integer part of the solution space.

Remark 4. To maintain the feasibility of the solution space during the generation of the initial
population we ensure that each one of the components of the individual Nt

i is different to the
remainder components, i.e., nij 
= nik, ∀k = 1, 2, ..., NDGs, and k 
= j.

3.3. Fitness Function Evaluation

The SCA evolves through the solution space typically using a modification of the
objective function named fitness function [39]. This helps deal with possible infeasibilties
of the decision variables [40]. However, due to the continuous part for the problem is
formulated as a SOCP model; most of the constraints are directly fulfilled during the
solution procedure via interior point methods. In this sense, the structure of the fitness
function selected in this research takes the same form of the objective function. Note that
this function is evaluated for each individual in the population, i.e., ploss

(
Nt

i
)
, in order

to identify the best individual in the current population. This individual is called Nt
best.

Observe that in this research the best individual corresponds is the one who has the lower
objective function value.

3.4. Evolution of the Population

The evolution of the of the population in the SCA algorithm is governed by trigono-
metric functions with a simple evolution rule as presented in Algorithm 1. Note that this
evolution strategy takes the probability of 50% to evolve with sine or cosine trigonometric
function (see r1 parameter). In addition, r2 controls the effect of the iteration counter
in the modification of the population by presenting a linear decreasing rule; r3 allows
the evaluation of the sine or cosine function in all the points of the unitary circle, and r4
introduces the importance of the best current individual in the evolution of the individual
Nt

i to generate the next population.

3.5. Stopping Criterion

To finalize the searching procedure of the discrete version of the SCA, one of the
following two conditions must be satisfied.

� If the total iterations tmax are reached, the SCA ends its iterative search and reports
the best solution in the current population, i.e., Ntmax

best .
� If during kmax consecutive iterations the objective function does not improve, the it-

erative search of the SCA ends, and the best solution in the current population is
reported, i.e., Nt

best .

3.6. Proposed Master–Slave Optimization Algorithm

The proposed master–slave optimization strategy to solve the problem of the optimal
location and sizing of DGs in AC distribution networks based on the hybridization of the
discrete version of the sine–cosine algorithm and the SOCP reformulation is summarized
in Algorithm 2.
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Algorithm 1: Evolution steps in the sine–cosine algorithm (SCA).
Result: Evolution of the Individuals in the Population
i = 1;
while i ≤ M do

r1 = rand, r2 = 1 − 1
tmax

;
r3 = 2πrand, r4 = rand;
if r1 ≤ 1

2 then

Yi = Nt
i + r2 sin(r3)

∣∣r4Nt
best − Nt

i

∣∣;
else

Yi = Nt
i + r2 cos(r3)

∣∣r4Nt
best − Nt

i

∣∣;
end

for j = 1 : NDGs do

if
(
Yij < 2 || Yij > n

)
then

Yij = round(2 + rand(1)(n − 2));
end

if
(
Yij < 2 || Yij > n

)
then

Yij = round(2 + rand(1)(n − 2));
end

Evaluate the objective function value for the potential individual, i.e., ploss(Yi);
end

if ploss(Yi) < ploss
(

Nt
i
)

then

Nt+1
i = Yi;

end

end

Algorithm 2: Proposed master–slave optimization approach.
Result: Optimal location and sizing of DGs
Define the AC grid parameters;
Define tmax, kmax, M and make t = 0 and k = 0;
while t ≤ tmax do

if t = 1 then

Create the initial population, i.e., Nt;
Evaluate the fitness function of each individual, i.e., ploss

(
Nt

i
)
;

Select the best current solution individual, i.e., Nt
best;

end

while i ≤ M do

Apply the evolution strategy defined in Algorithm 1 to update the current population, i.e., to obtain Nt+1
i ;

end

if Nt
best = Nt+1

best then

k = k+1;
else

k = 0;
end

if t ≥ tmax || k ≥ kmax then
Report the best solution of the current population, i.e., Nt

best and solves the SOCP for it to determine the
optimal sizes of the DGs.

end

end

Remark 5. Since the proposed hybrid SCA-SCOP depends on a metahueristic search in the master
stage, statistical evaluation is required to determine its efficiency regarding the optimal solution
finding capabilities. Here, we adopt 100 consecutive evaluations to the determine the general
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distribution of the solution findings by using maximum, minimum, mean and standard deviation
indicators [21].

4. Test Feeders

The computational validation of the proposed master–slave hybrid optimization
algorithm to the optimal location and sizing of DGs in AC distribution is made in two
classical distribution networks tests: 33 and 69 nodes. These grids works 12.66 kV at
substation. The electrical connection between nodes in these test feeders are presented in
Figures 3 and 4, respectively, while its parametric information can be consulted in [12]. It is
worth mentioning that these test feeders are considered urban distribution networks that
fed industrial users modeled as constant power consumption [8].
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Figure 3. Electrical connection of nodes in the 33 node test feeder.
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Figure 4. Electrical connection of nodes in the 69 node test feeder.

For both test feeders we consider as recommended in [21] the possibility of locating
three distributed generators which will be sized at the peak load condition, we considered
the voltage and power base values of 12.66 kV and 1000 kW, respectively. In addition,
for the 33-node test feeder each DG was limited from 300 kW to 1200 kW, while for the
69-node test feeder these bounds were relaxed from 0 kW to 2000 kW, respectively.

5. Computational Validation

This section presents the computational validation of the proposed hybrid optimization
approach based on the discrete version of the sine–cosine algorithm and the second-order
cone programming model to deal with the problem of the optimal placement and sizing of
distributed generators in AC distribution networks. We implement the proposed solution
methodology on a personal computer AMD Ryzen 7 3700U, 2.3 GHz, 16 GB RAM with 64-bits
Windows 10 Home Single Language using the MATLAB programming environment.

To compare the proposed hybrid optimization algorithm regarding objective function
performance, we selected multiple metaheuristic optimization techniques reported in
literature. These methodologies have been listed in Table 1. In the implementation of the
proposed DSCA-SOCP approach, we have considered 50 iterations and a population of four
individuals; in addition, 100 consecutive evaluations are made to validate the efficiency of
the algorithm to reach the optimal solution and calculate the average processing time. Note
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that these parameters were found after multiple simulations that have allowed to identify
an adequate trade-off between simulation times and the quality of the final solution.

5.1. Numerical Validation Considering Unity Power Factor
5.1.1. Results in the 33-Node Test Feeder

Table 2 reports the optimal placement and sizing of the distributed generators located
in the 33-node test feeder after applying the proposed hybrid DSCA-SOCP (see last row) as
well as the comparison with the literature reports.

Table 2. Optimal location and sizing of DGs in the 33-node test feeder for the proposed and compara-
tive approaches.

Method ploss (kW) Location Node Size (MW)

GA-PSO 103.3600 {11,16,32} {0.9250,0.8630,1.2000}
LSFSA 82.0525 {6,18,30} {1.1124,0.4874,0.8679}
MINLP 72.7862 {13,24,30} {0.8000,1.0900,1.0500}
TLBO 75.5400 {10,24,31} {0.8246,1.0311,0.8862}

QOTLBO 74.1008 {12,24,29} {0.8808,1.0592,1.0714}
HSA-PABC 72.8129 {14,24,30} {0.7550,1.0730,1.0680}

GA-IWD 110.5100 {11,16,32} {1.2214,0.6833,1.2135}
AHA 72.8340 {13,24,30} {0.7920,1.0680,1.0270}
KHA 75.4116 {13,25,30} {0.8107,0.8368,0.8410}
MSSA 72.7854 {13,24,30} {0.8010,1.0910,1.0530}

CHVSA 78.4534 {6,14,31} {1.1846,0.6468,0.6881}
CBGA-VSA 72.7853 {13,24,30} {0.8018,1.0913,1.0536}

GAMS 72.8129 {14,24,30} {0.7550,1.0730,1.0680}

DSCA-SOCP 72.7853 {13,24,30} {0.8018,1.0913,1.0536}

The results in Table 2 illustrate that:

• There are three methods that finds the best optimal solution for the 33-node test feeder
which are the MSSA, the CBGA-VSA and the DSCA-SOCP, which find a final power
losses of about 72.7853 kW by installing DGs in nodes 13, 24 and 30 with power
generations of 801.8 kW, 1091.3 kW and 1053.6 kW, respectively.

• The maximum reduction of the power loss is achieved by the aforementioned three
methods (including our proposal) with a total reduction of about 65.50% regard-
ing the base case, i.e., 210.9876 kW, while the worst approach corresponds to the
GA-IWD with a reduction of about 47.62%. These results imply that all the remain-
der literature methods (see Table 1) have found solutions contained between these
extreme solutions.

• The best solutions show that the best nodes to locate DGs are 13, 24 and 30; however,
the second-best solution reported in this table is found when node 13 is changed by
node 14 as reported by the GAMS and HSA-PABC algorithms with a small variation
regarding final power losses of about 27.60 W.

It is worth mentioning that the results in Table 2 show that some methods identify
the best optimal nodes for optimal locating DGs (see the AHA and the MINLP methods),
however, due to the non-convexities in the dimensioning stage, i.e., optimal power flow,
these methods present sub-optimal solutions since the nonlinear search approach (in some
cases continuous metaheuristics) is stuck in local optimums. This situation does not occur
at least with our proposal since each potential location for generators is optimally solved
via SOCP which guarantees the optimal finding based on its convex structure. This implies
that if we evaluate the same combination of nodes multiple times the optimal sizes of the
DGs will be equal for each one of the evaluations (optimal solution), which confirms the
efficiency of the convex optimization, i.e., SOCP, in power systems analysis.
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5.1.2. Results in the 69-Node Test Feeder

The numerical behavior of the proposed DSCA-SOCP method for the 69-node test feeder
is reported in Table 3 (see last row), where it is compared with multiple literature reports.

Table 3. Optimal location and sizing of DGs in the 69-node test feeder for the proposed and compara-
tive approaches.

Method ploss (kW) Location Node Size (MW)

GA-PSO 84.5909 {21,61,63} {0.9105,1.1926,0.8849}
LSFSA 72.1120 {18,60,65} {0.4204,1.3311,0.4298}
MINLP 69.4090 {11,17,61} {0.5300,0.3800,1.7200}
TLBO 72.4157 {15,61,63} {0.5919,0.8188,0.9003}

QOTLBO 71.6345 {18,61,63} {0.5334,1.1986,0.5672}
HTLBOGWO 71.7281 {18,61,62} {0.5330,1.0000,0.7730}

GA-IWD 80.9100 {20,61,64} {0.9115,1.3926,0.8059}
AHA 69.6669 {12,21,61} {0.4710,0.3120,1.6890}
KHA 69.5730 {12,22,61} {0.4962,0.3113,1.7354}
MSSA 69.4077 {11,18,61} {0.5260,0.3800,1.7180}

CHVSA 69.4088 {11,17,61} {0.5284,0.3794,1.7186}
GAMS 72.7900 {12,61,64} {0.8131,1.4447,0.2896}

CBGA-VSA 69.4077 {11,18,61} {0.5268,0.3801,1.7190}

DSCA-SOCP 69.4077 {11,18,61} {0.5268,0.3801,1.7190}

The numerical values in Table 3 help conclude that:

� The same three methods found in the 33-node test feeder has global optimization
capabilities, i.e., the MSSA, the CBGA-VSA and the proposed DSCA-SOCP, since
these reach the best solution for the 69-node test feeder with a final power loss of
69.4077 kW by installing the DGs in nodes 11, 18 and 61 with power injections of
526.80 kW, 380.10 kW, and 1719.00 kW, respectively.

� Some near optimal solutions are found with other approaches such as MINLP, AHA,
KHA and CHVSA since all of them provide solutions lower than 70 kW in the final
power losses. However, these methods are stuck in local optimums since, in the case
of the MINLP and the CHVSA approach, the node 18 (in the global optimal solution)
was changed for the node 17. In addition, the AHA and KHA methods identify nodes
12, 21(22) and 61 as the best possible generators location, which also implies that in
the solution of the discrete problem (i.e., master optimization stage), these are also
stuck in local optimums.

� Regarding the total improvement of the power losses, we can observe that the proposed
method allows reaching a total power loss reduction of about 69.15% (the same result
for the MSSA and the CBGA-VSA methods), while the worst behavior regarding power
losses minimization occurs for the GA-PSO with 62.40%. These extremes imply that all
the other solutions are contained on this interval with a bandwidth of about 6.75%.

5.1.3. Additional Comments

For both test feeders it is important to mention that: (i) the proposed optimization
method reaches the solution of the optimal problem of placement and sizing of DGs in AC
distribution networks in the 33-node test feeder after 350 s of simulation, and in the case
of the 69-node test feeder, this processing time was about 580 s; (ii) after 100 consecutive
evaluations in both test feeders, the proposed DSCA-SOCP approach finds with the 30%
of effectiveness in the 33-node test feeder and 20% in the case of the 69-node test system;
and (iii) the differences between the best and the worst solution in both test feeders are
about 2 kW, which implies that most of these solutions are indeed better than the current
literature solutions presented in Tables 2 and 3.

Regarding voltage profiles, it is important to highlight that the minimum voltage
regulation in the 33-node test feeder is 9.62% and in the 69-node test feeder is about 9.08%
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previous to the optimal location of the DGs; however, after solving the MISOCP model
with the proposed DSCA-SOCP approach, these regulations have improved until 3.13%
and 2.10 % (note that the best possible regulation in a distribution is 0%, which implies that
percentages close to zero are high-quality solutions). These results confirm the effectiveness
of including DGs in AC distribution networks for improving voltage profiles since these
are close to 1.00 pu in contrast to the base case.

It is worth motioning that, numerically speaking, the proposed DSCA-SOCP is equiv-
alent to the CBGA-VSA approach reported in [21]; however, note that the main difference
between both methods is associated with the continuous part of the MINLP model, i.e., the
sizing of the DGs, since our approach solves these using an exact optimization method
based on convex optimization, which implies that the sizes of the DGs are optimal; never-
theless, in the case of the VSA approach, this optimal property cannot be ensured due to
the heuristic nature of this algorithm.

5.2. Numerical Validation Considering Variable Power Factor

To verify the effectiveness of the proposed hybrid DSCA-SOCP approach to determine
the optimal location and sizing of DGs in radial distribution networks, here we consider
the possibility of installing from 1 to 3 DGs, leaving free the total amount of reactive power
injection as recommended in [9]. Tables 4 and 5 present the optimal solutions reported
in literature for the improved analytical (IA) method, the particle swarm optimization
(PSO) and the exact MINLP approach, all of which have been reported in [9] for the 33-
and 69-node test feeders.

Table 4. Optimal location and sizing of the DGs considering variable power factor capabilities in the 33-node test feeder.

Method Nodes Active Power (MW) Reactive Power (MVAr) ploss (kW)

IA 6 {2.6370} {1.6340} 68.1570
MINLP 6 {2.5580} {1.7610} 67.8540

PSO 6 {2.5570} {1.7460} 67.8570

DSCA-SOCP 6 {2.5585} {1.7614} 67.8560

IA {6, 30} {1.8000, 0.9000} {1.1150, 0.5570} 44.8400
MINLP {13, 30} {0.8190, 1.5500} {0.4340, 1.2400} 29.3100

PSO {12, 29} {0.8180, 1.6990} {0.5660, 1.1910} 39.1000

DSCA-SOCP {13, 30} {0.8457, 1.1377} {0.3988, 1.0643} 28.5040

IA {6, 14, 30} {0.9000, 0.6300, 0.9000} {0.5570, 0.3900, 0.5570} 23.0500
MINLP {13, 24, 30} {0.7660, 1.0440, 1.1460} {0.4110, 0.5520, 0.8590} 12.7400

PSO {13, 24, 30} {0.7640, 1.0680, 1.0160} {0.5350, 0.6130, 0.6910} 15.0000

DSCA-SOCP {13, 24, 30} {0.7940, 1.0700, 1.0297} {0.3734, 0.5172, 1.0115} 11.7400

Table 5. Optimal location and sizing of the DGs considering variable power factor capabilities in the 33-node test feeder.

Method Nodes Active Power (MW) Reactive Power (MVAr) ploss (kW)

IA 61 {1.8390} {1.2840} 23.2480
MINLP 61 {1.8280} {1.3000} 23.3150

PSO 61 {1.8180} {1.2500} 23.2480

DSCA-SOCP 61 {1.8285} {1.3006} 23.1460

IA {17, 61} {0.5400, 1.7990} {0.3770, 1.2563} 7.4564
MINLP {17, 61} {0.5220, 1.7350} {0.3590, 1.2380} 7.2086

PSO {17, 61} {0.5240, 1.7430} {0.3710, 1.1840} 7.4564

DSCA-SOCP {17, 61} {0.5221, 1.7347} {0.3532, 1.2385} 7.2013

IA {17, 50, 61} {0.6300, 0.9000, 0.9000} {0.3900, 0.5570, 0.5570} 5.0911
MINLP {11, 17, 61} {0.4940, 0.3790, 1.6740} {0.43540, 0.2570, 1.1950} 4.2801

PSO {18, 50, 61} {0.5078, 0.6996, 1.7351} {0.3440, 0.4740, 1.1580} 5.01911

DSCA-SOCP {11, 17, 61} {0.4944, 0.3790, 1.6744} {0.3534, 0.2515, 1.1955} 4.2682
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From results in Tables 4 and 5 it is possible to observe that:

� The exact MINLP approach and the proposed DSCA-SOCP approach identify the
same subset of nodes to locate DGs for all the simulation cases in the 33- and 69-node
test feeders.

� The inclusion of the reactive power capability of the DGs significantly improves the
total power losses minimization regarding the unity power factor case. For example,
for the case of three distributed generators, the total power loss passes from 72.7853 kW
to 11.7400 kW; while for the 69-nodes, this change is from 69.4077 kW to 4.2682 kW.

� The solution with only one generator in the 33- and 69-node test feeders shows that
the inclusion of reactive power improves the total active power losses in both systems,
when three DGs are located considering unity power factor. This situation can be
attributed to the positive effects of the moderated reactive power injections in the
voltage profile behavior of the grid [10].

It is worth mentioning that the proposed DSCA-SOCP approach allows to reach the
best optimal solutions compared to the comparative methods even if the location of the
generators is the same as can be seen in Tables 4 and 5, since this hybrid approach ensures
the optimal solution finding of the OPF problem associated with the sizing of the DGs by
using a SOCP formulation, which is not the case with the PSO and IA algorithms. However,
in the case of the MINLP approach, we can observe that the results presented by this
method in the 33- and 69-node test feeders are comparable with the proposed DSCA-SOCP
approach, and the difference in some decimals can be attributed to precision errors between
both methodologies.

To verify that under the peak load condition all the voltage profiles in both test feeders
fulfill their bounds, these are depicted in Figure 5. In this picture it is possible to observe
that, in the case of the of the 33-node test feeder (see Figure 5a), when the distributed
generation with reactive power capabilities is installed in the network, all the voltages
increase and overpass 0.95 pu, which implies that the voltage regulation in this network
is about 4.20% with one and two DGs and less than 1.00% in the case of the three DGs.
In the case of the 69-bus test feeder (see Figure 5b), when distributed generators are located
considered reactive power injections, we can observe that for one DG the regulation of the
grid is about 2.00% caused by voltage drops in nodes 66 to 69, while for the two and three
DGs the voltage regulation is lower than 1.00%.

It is worth mentioning that for both test feeders, when two or three DGs are used, all
the voltage profile are very close to the substation voltage, which causes the line voltage
drops to be very small, producing low power losses as can be observed in Tables 4 and 5.

5.3. Optimal Location of Renewable Energy Sources

To observe the effectiveness and robustness of the proposed approach to deal with
renewable energy resources and variable load profiles, here, we study the problem of the
optimal location of renewable energy resources in radial distribution networks. To do so,
we consider that in the 69-node test feeder the possibility of installing three photovoltaic
distributed generators considering a daily generation and load curves. These curves are
depicted in Figure 6.

In this simulation scenario, the proposed DSCA-SOCP is compared with the large-
scale nonlinear optimization package widely known as GAMS and the MINLP solves
BONMIN, COUENNE and DICOPT. The results of this comparison is reported in Table 6.
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Figure 5. Voltage profile behavior in the 33- and 69-node test feeders when DGs with active and reactive power capabilities
are installed: (a) 33-bus test feeder and (b) 69-bus test feeder.
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Figure 6. Daily behavior of the demand and solar photovoltaic generation.

Table 6. Optimal location and sizing of the DGs considering variable power factor capabilities in the
33-node test feeder.

Method Nodes Active Power (MW) Eloss (kWh/day)

Base case — — 2666.2860
GAMS-BONMIN {27, 61, 64} {0.4366, 1.6744, 0.3253} 2046.0656

GAMS-COUENNE {12, 18, 61} {0.4990, 0.3808, 1.9254} 2030.5272
GAMS-DICOPT {11, 17, 64} {0.6900, 0.4194, 1.6626} 2074.0086

DSCA-SOCP {11, 18, 61} {0.5384, 0.4200, 1.8818} 1747.1748

The results in Table 6 demonstrate that: (i) with the location of three photovoltaic
sources the proposed approach, i.e., the DSCA-SOCP approach, reduces the daily energy
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loss per day to about 919.1112 kWh/day, i.e., 34.47%; while the best GAMS approach
using the COUENNE solver finds a reduction of 23.84%. These solutions demonstrate that
the MINLP solvers in GAMS are stuck in local optimal solution in comparison with the
optimal solution found by the DSCA-SOCP and (ii) in all the solutions reported in Table 6
nodes higher than 60 show the high power injection regarding photovoltaic penetration,
and it can be observed that these nodes are more sensitive to active power injections when
compared with the remainder of buses.

6. Conclusions and Future Works

The problem of the optimal location and sizing of DGs in AC distribution networks
was explored in this research from the point of view of the hybrid optimization by propos-
ing a master–slave optimization algorithm. The original MINLP model was rewritten as a
MISOCP problem, where the master stage was entrusted with determining the optimal
location of the DGS (i.e., discrete optimization problem), while the slave stage is entrusted
with solving the sizing problem, i.e., the optimal power flow problem. The master stage
was addressed with a new formulation of the sine–cosine algorithm in its discrete form,
while the slave stage was formulated as a SOCP problem. The main advantage of using
convex optimization for the optimal sizing of the DGs is that this approach guarantees
global optimal solution for each nodal combination provided in the master stage.

Numerical simulations demonstrate that the proposed hybrid DSCA-SOCP approach
allowed reaching the global optimal solution for both test feeders, which implies power loss
reductions to about 65.50% and 69.15% for the 33- and 69-node test feeders, respectively.
It was possible to establish that those solutions are indeed the global optimal ones for the
test feeders considered since an exhaustive approach was made, i.e., the evaluation of the
complete solution space: this has been demonstrated.

Evaluations considering active and reactive power in the distributed generation for
both test feeders demonstrates that apparent power injections improve the grid perfor-
mance by reducing grid power losses more than 90% for two or three distributed generators,
with voltage regulation lower than 1.00% in the case of installing three distributed gener-
ators. In addition, the possibility of installing photovoltaic generation considering daily
production and demand curves was tested in the 69-bus test feeder for the DSCA-SOCP
approach and MINLP solvers available in GAMS, where it was observed that the proposed
approach allows reducing daily energy losses by about 34.47%, while GAMS solvers are
stuck in local optimal solutions with reductions lower than 25%, which demonstrates the
efficiency of the proposed optimization for installing renewable energy resources in AC
distribution networks.

Regarding processing times, both test feeders have been solved using less than 600 s.
The time consumed for our approach illustrates the efficiency to solve the complex MINLP
formulation by using an MISOCP equivalent with capabilities of optimal finding after
100 consecutive evaluations.

Lastly, the following researches can be derived from this proposal: (i) the applica-
tion of the proposed MISOCP model to the problem of voltage stability improvement in
distribution networks by including renewable distribution generation; (ii) the solution of
the MISOCP model with branch and bound methods to guarantee the global optimum
finding without requiring consecutive evaluations and statistical tests; and (iii) to propose
a MISOCP formulation for the problem of the optimal location and selection of battery
energy storage systems and distributed generators in AC distribution networks, including
devices’ costs during the planning horizon.
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Abstract: This research deals with the efficiency comparison between AC and DC distribution
networks that can provide electricity to rural and urban areas from the point of view of grid
energy losses and greenhouse gas emissions impact. Configurations for medium- and low-voltage
networks are analyzed via optimal power flow analysis by adding voltage regulation and devices
capabilities sources in the mathematical formulation. Renewable energy resources such as wind and
photovoltaic are considered using typical daily generation curves. Batteries are formulated with a
linear representation taking into account operative bounds suggested by manufacturers. Numerical
results in two electrical networks with 0.24 kV and 12.66 kV (with radial and meshed configurations)
are performed with constant power loads at all the nodes. These simulations confirm that power
distribution with DC technology is more efficient regarding energy losses, voltage profiles and
greenhouse emissions than its AC counterpart. All the numerical results are tested in the General
Algebraic Modeling System widely known as GAMS.

Keywords: alternating current networks; direct current networks; optimal power flow; non-linear
optimization; control of power electronic converters

1. Introduction

1.1. General Context

Presently electrical distribution networks are essential systems in economic development around
the word [1,2]; these grids are also responsible for distributing energy from large-scale power systems to
all end users at medium and low voltage levels [3], which implies that in terms of size, the distribution
networks are the lengthiest infrastructure inside of the power system [4,5]. This is important since
higher losses can be presented at distribution networks in comparison to power systems (transmission
and sub-transmission networks), e.g., in the Colombian context, energy losses at distribution networks
can be between 6% and 18% while losses at transmission networks can be between 1% and 2% [6].
Recent advancements in power electronics, renewable energy, and energy storage technologies have
made distribution networks be focused on the current modernization of power systems. In this
sense, three main tendencies can be identified as follows: (i) expanding the existing distribution
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networks using conventional AC technologies considering AC–DC inverters to interface the distributed
energy resources [7]; (ii) Use of DC feeders to expand distribution networks taking the advantages
of renewables and batteries that can work directly under the DC paradigm [8]; (iii) design hybrid
distribution networks using AC and DC feeders taking the advantages of these technologies regarding
reliability and security in the network operation, particularly in the new microgrids environment [3].
To analyze these possible distribution network configurations, power flow and optimal power flow
models (steady-state analysis) appear to be essential tools in the literature [9]. These methods (convex
and heuristics) determine the state variable (voltage magnitudes and angles) for a particular load
condition being applicable to AC and DC networks with minimal changes [3].

1.2. Motivation

The analysis of electrical distribution networks from the point of view of power flow and optimal
power flow is a fundamental step to validate the efficiency of these grids regarding energy losses,
voltage profiles and conductor chargeability. In this sense, this research is motivated in the analysis of
electrical distribution networks using AC or DC technologies in order to identify their performance
regarding efficiency in terms of energy losses and greenhouse gas emissions, when it is selected one of
both technologies for distributed electricity at medium-voltage level [2].

1.3. Brief Literature Survey

Electrical distribution networks had been designed under the AC paradigm for decades [10,11];
however, presently multiple reports can be found where distribution networks are analyzed under the
DC paradigm, some of them are recompiled below.

The authors of [3] have presented an optimal power flow model for multi-terminal DC networks
in medium-voltage levels where the energy losses in power converters have been added with
quadratic constraints. These constraints allow the obtaining of an equivalent convex optimization
model easily solved with semidefinite programming. In Reference [12] an optimization model for
optimal phase-balancing in DC low-voltage distribution circuits with a bipolar configuration, which is
represented through a Mixed-Integer Non-Linear Programming (MINLP) multi-objective model,
has been presented. Numerical results demonstrated that phase-balancing reduces energy losses
significantly when compared to the benchmark case. The authors of [13] have proposed the optimal
location of photovoltaic sources in DC networks to minimize the total greenhouse gas emissions of CO2

in rural networks. The proposed optimization model has an MINLP structure and it was solved through
the General Algebraic Modeling System (GAMS) optimization software. In Reference [8,14] three
approaches for optimal operation of battery energy storage systems in DC networks using day-ahead
economic formulations, have been presented. The main idea of those works is the minimization of
the daily energy purchasing costs in slack nodes by using metaheuristic and convex optimization
methods with excellent results when these are compared to the benchmark cases. In Reference [15] a
convex optimization model added to a branch and bound approach to solve the problem of optimal
reconfiguration of DC networks, has been proposed. The main advantage of this approach is that the
global optimal solution is guaranteed via second-order cone optimization, applied to a study case using
real-time simulations. The authors in [16] have proposed a MINLP model for optimal location and
reallocation of battery energy storage systems in DC grids to reduce the daily energy losses and the total
energy purchasing costs in the conventional sources. Numerical results demonstrated that the location
of the batteries is dependent on the performance index used as the objective function, i.e., energy losses
or energy purchasing costs; in this sense, authors have demonstrated a multi-objective compromise
between both objectives. All the simulations were carried-out in the GAMS optimization package.

Regarding AC distribution networks multiple works related with power system planning and
operation have been proposed in scientific literature. Some of these works are: optimal reconfiguration
of distribution networks [17–19], optimal location of shunt capacitor banks and distributed
generators [20–22], optimal selection of wire gauges in radial distribution networks [23–25],
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optimal location and coordination of protective devices [26–28], optimal location and operation of
battery energy storage systems [7,14,29], and optimal planning of AC distribution networks including
new substations [5,30].

It is important to mention that for all aforementioned approaches regardless the operation
technology, i.e., AC or DC paradigms, the concepts of power flow and optimal power flow analyses
are essential to determine their operative conditions [31]. This clearly implies that these concepts
can be used to address both technologies and compare them regarding greenhouse gas emissions,
energy purchasing costs and grid energy losses as will be addressed in this contribution.

1.4. Contribution and Scope

The main contributions of this research can be summarized as follows:

� The comparison from the point of view of power flow and optimal power flow analyses of
AC and DC technologies energy distribution at medium-voltage levels, considering renewable
energies and battery energy storage systems under an economic dispatch environment.

� The derivation of the multiperiod power flow model for DC distribution networks from the
classical and well-known AC model by presenting the necessary simplifications, which are also
presented in a tutorial style for solution purposes through the general algebraic modeling system
(i.e., GAMS) optimization package.

� The use of power electronic converters to interface the DC power distribution system with AC
loads to provide the reactive power demanded by the load. This is made by using control
strategies that guarantees asymptotic stability during closed-loop operation taking advantage on
the passivity-based control design and the Hamiltonian model often found in power converters.

Additionally, the main considerations taken into account in the development of this work are:
(i) to make distribution AC and DC technologies it is supposed that all the loads in the AC grid operate
with unity power factor (only applicable for AC loads), (ii) in the case of loads connected in the DC
grid that require reactive power support (e.g., motors), these are interfaced via power inverters that can
provide this support without affecting the operative condition of the DC grid, and (iii) a low-voltage
grid operating with 240 V and 60 kW of load is considered to present the effect of the AC or DC
distribution network in residential applications, while a medium-voltage grid (12.66 kV) allows to
compare AC and DC technologies when considerable reactive power appear in loads.

Observe that this research is focused on the efficiency comparison between AC and DC grids
from the point of view of the distribution stage, i.e., when AC or DC technologies are used to transfer
power from conventional and renewable generators to loads and batteries; for this reason, we assume
that power losses in all the conversion stage are similar when these devices are interfaced in AC and
DC grids, which allows us to consider them as equals in both scenarios for comparison purposes in
the distribution layer.

Please note that we include ahead in this paper a section dedicated to the analysis of voltage
source converters since these devices are essential in the DC distribution paradigm [3]. We introduced
these devices with a classical passivity-based controller that operates these devices in the inversion
mode, i.e., these are used to provide AC power to three-phase loads assuming a constant voltage
source in the DC side [32]. However, these devices can also be used as the main sources when AC
conventional networks interface with DC distribution feeders [33].

1.5. Organization of the Document

The remainder of this document is rearranged as follows: Section 2 presents the complete
mathematical formulation of the multiperiod optimal power flow problem for AC grids as well
as the necessary simplifications to derive the equivalent DC model. Section 3 presents the main
characteristics of the GAMS software to solve non-linear non-convex optimization problems with a
small test feeder composed by six nodes and five lines that operates with 240 V to to meet a total load
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about 60 kW. Section 4 presents the integration of three-phase loads in DC networks using voltage
source converter interface. In addition, a general control design to guarantee sinusoidal voltage profile
in the AC load regardless the active and reactive power consumption via passivity-based control
methods is presented. Section 5 presents all the numerical information regarding the medium-voltage
distribution network analyzed, which is composed by 33 nodes, 32 lines and operates with a nominal
voltage of 12.66 kV. This system has four renewable generators (two photovoltaic-based generators
and two wind turbines), and three battery energy storage systems (note that these renewable sources
and battery energy storage systems are indeed composed by DC sub-networks interfaced with power
electronic converters to manage the power transferred (absorbed) to (from) the DC or AC distribution
networks). Section 6 presents all the numerical simulations on the 33-nodes test feeder considering
multiple simulation cases. Section 7 shows the main conclusions derived from this work as well as
some possible future works.

2. Mathematical Formulation

To compare electrical AC and DC distribution to provide electrical service in rural areas we
assume that all the power consumptions have unity power factor and the voltage profile for both
technologies is the same. The main characteristic of the proposed formulation is that the distribution
network lacks of a voltage controlled node, since the operation is governed by the best coordination
between renewable, batteries, and fossil fuels that guarantees the power supply to all the loads during
a daily operative scenario. Regarding possible objective function in rural isolated areas two operative
scenarios are considered: (i) minimization of the total grid energy losses, and (ii) minimization of the
greenhouse emissions by diesel generators. Both objective functions are formulated under an optimal
power flow environment.

In the case of the mathematical model of the battery energy storage systems we assume a linear
representation to facilitate the implementation in GAMS environment based on the simplified model
proposed in [34] which considers that in the conversion stage all the energy losses are neglected,
i.e., 100% of efficiency in all the power electronic interface [7,14]; nevertheless, if more accurate battery
models are required, then, references [35,36] can be consulted.

2.1. Optimal Power Flow Model in AC Grids

The Optimal power flow (OPF) problem in AC networks is a classical non-linear non-convex
optimization problem due to the presence of the active and reactive power balance equations.
Here, we consider OPF formulation presented in [7] to analyze distribution networks without constant
voltage suppliers. The complete formulation of the OPF problem for AC grids is presented below:

Objective Functions

min zac
ge = ∑

t∈T
∑

i∈N
Tge

i pdg
i,t Δt, (1a)

min zac
loss = ∑

t∈T
∑

i∈N
∑

ij∈N
Yijvi,tvj,t cos

(
δj,t − δi,t + θij

)
Δt, (1b)

where zac
ge and zac

loss are the objective function values related to the amount of greenhouse emissions
and energy losses per day, respectively. Tge

i represents the quantity of CO2 emitted to the atmosphere

in kg
kWh by a diesel generator connected at node i, pdg

i,t is the active power delivered by the diesel
generator connected at node i in the period of time t; Δt is the length of the period of time considered
(typically 1 h). Yij is the value of the admittance that relates nodes i and j, which have voltages vi,t and
vj,t at each period of time t. δi,t (δj,t) is the angle of the voltage at node i (j) in the interval of time t,
and θij is the angle of the admittance between nodes i and j. Please note that N and T are the sets that
contains all the nodes in the grid and the total of periods of time of the operation horizon.
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Set of Constraints

The power balance equations in the AC power flow are related to the amount of active and
reactive power injected at each node i in each period of time t. These take the following form:

pdg
i,t + prs

i,t + pb
i,t − pd

i,t = vi,t ∑
j∈N

Yijvj,t cos
(
δi,t − δj,t − θij

)
, (2a)

qdg
i,t + qrs

i,t + qb
i,t − qd

i,t = vi,t ∑
j∈N

Yijvj,t sin
(
δi,t − δj,t − θij

)
, (2b)

where prs
i,t and qrs

i,t are the active and reactive power generation by renewable sources connected at
node i in the period of time t; pb

i,t and qb
i,t are the active and reactive power capabilities in batteries

and pd
i,t and qd

i,t represent the active and reactive power demands, respectively. Please note that in the
literature it is recommended that batteries can operate with unity power factor which implies that
qb

i,t = 0 [14,37].
Constraints related with batteries are listed below:

SoCb
i,t+1 = SoCb

i,t − ϕb
i pb

i,tΔt, (3a)

SoCb,min
i ≤ SoCb

i,t ≤ SoCb,max
i , (3b)

pb,min
i ≤ pb

i,t ≤ pb,max
i , (3c)

SoCb
i,t0

= SoCb,initial
i , (3d)

SoCb
i,t f

= SoCb,final
i , (3e)

where SoCb
i,t is the state-of-charge of the battery b connected at node i in the period of time t, which is

bounded by SoCb,min
i and SoCb,max

i ; note that the state-of-charge can be interpreted as the quantity of
energy stored in the battery in percentage. ϕb

i is the charging/discharging coefficient of the battery b.
pb,min

i and pb,max
i represent the minimum and maximum power allowable draws/injections at node i

for secure operation of the battery at each period of time. SoCb,initial
i and SoCb,final

i represent the initial
and final state-of-charges defined by the utility to operate the battery, i.e., the initial condition of the
economic dispatch problem at t0 and the final operative consign at the end of the operation period t f .

The complete interpretation of the mathematical models (1)–(3) is as follows: Expression (1a)
determines the value of the objective function regarding greenhouse gas emissions to the atmosphere
by diesel generation. Equation (1b) defines the total energy losses in all the conductors of the network
during the operation horizon (i.e., typically 24 h). Expressions (2a) and (2b) define the power balance
constraints regarding active and reactive components of the power at each node. Equation (3a)
calculates future the state-of-charge in the battery for each period of time as function of the current
charge and the power injection/absorption to/from the grid. Expressions (3b) and (3c) determine
the maximum and minimum values allowed to the state-of-charge (energy stored) in the battery as
well as its maximum power injection (discharging state) or absorption (charging state), respectively.
Finally, Equations (3d) and (3e) determine the initial state-of-charge of the battery and the final
operative consign defined by the utility. These are defined as function of the operational requirements
of the network. Nevertheless, in specialized literature it is recommended for Ion-Lithium batteries to
start and end the day with 50% of state of charge [14].
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Remark 1. The mathematical model for the optimal operation of AC networks with renewables and batteries
defined from (1) to (3) is non-linear and non-convex due to the power balance constraints which makes difficult
to reach the global optimum [8]. For this reason, here we recurred to the GAMS optimization software to solve
this problem to make our results comparable to those obtained from the mathematical model regarding DC grids
reported in next subsection.

Remark 2. The studied optimization model (1)–(3) corresponds to a single-phase representation of AC
distribution network that can be used if: (i) the AC network is indeed a single-phase network which is the most
typical scenario in low-voltage distribution environments, or (ii) it is a three-phase balanced distribution network
that can be represented through a single-phase equivalent model [7].

2.2. Optimal Power Flow Model in DC Grids

The mathematical formulation of the optimal power flow problem for DC networks can be
obtained directly from the AC formulation by simplifying the objective function regarding energy
losses minimization. Also, power balance constraints can be simplified as follows:

� The angle of the voltage do not exist (δi,t = δj,t = 0) in DC networks since no frequency concept
is present in these networks.

� The reactive power constraint disappears in the DC paradigm, since it is a concept regarding
inductors and capacitors in AC grids, and in DC grids they behave as short- and open-circuits,
respectively.

� The admittance matrix in DC grids is only defined by real numbers (θij = 0) regarding only with
resistive effects in branches and loads, i.e., Yij = Gij.

With these assumptions, the objective function of the DC optimal power flow and the power
balance constraint takes the following forms:

Objective Function Regarding Energy Losses

min zdc
loss = ∑

t∈T
∑

i∈N
∑

ij∈N
Gijvi,tvj,tΔt, (4)

where zdc
loss is the amount of energy losses in all the branches of the DC network.

Power Balance Constraint

pdg
i,t + prs

i,t + pb
i,t − pd

i,t = vi,t ∑
j∈N

Gijvj,t, (5)

Remark 3. The complete mathematical model of the optimal power flow problem in DC grids is composed by
the greenhouse gas emission objective function (1a), the objective function regarding energy losses minimization
defined by (4), the power balance constraint (5) and the remainder of constraints defined in (3).

It is worthy to mention that the model of the optimal power flow in DC grids is also non-linear and
non-convex due to the product between voltage variables in the power balance constraint, which makes
necessary to use specialized software (i.e., GAMS) to solve it efficiently [16].

3. Solution Methodology

To solve the optimal power flow problems in AC and DC grids in this paper it is selected the
GAMS software to implement their mathematical structures with a non-linear programming (NLP)
solver that typically works with interior point methods to reach the optimal solution [36,38].

GAMS software has been largely used in specialized literature to address non-linear non-convex
optimization problems in many areas of engineering, some of these works are: optimal planning and
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operation of power systems with batteries in AC and DC networks [36,37,39,40]; optimal location of
distributed generators [13,22,41,42]; optimal design of osmotic power plants [43]; optimal design
of water distribution networks [44]; stability analysis in DC networks [45]; optimal design of
thermoacoustic engines [46]; optimal location of protective devices [47], and optimal planning of
distribution networks [30], among others.

In general terms, GAMS software is a powerful optimization package that solves complex
optimization problems focused on the mathematical formulation of the problem rather than the
solution methodology [38]. This represents an ideal situation to introduce students and researchers with
mathematical optimization [36]. The main characteristics of the GAMS software can be summarized
as follows:

� It works with a compact model, i.e., by using the symbolic representation of the problem such as
reported in model (1)–(3).

� The parametric information of the mathematical model is introduced via constants, vectors and
matrices, which are named in GAMS as scalars, parameters and tables.

� Multiple optimization models can be selected depending on the nature of the problem under study.
These models can be linear programming, non-linear programming, or mixed-integer combinations.

A numerical example is presented to understand the use of GAMS software to solve optimization
problems with non-linear and non-convex structure. To do so, below it is presented the solution of the
power flow problem for a small test feeder that can be operated with AC or DC technology. In the
case of the AC technology, it is important to mention that this grid corresponds to a low-voltage
distribution network with a single-phase structure, which is the most typical operation case in
low-voltage applications [48]. The configuration of this test feeder is presented in Figure 1. This test
feeder is composed by six nodes and five distribution lines (radial topology). The information of the
branches and loads is reported in Table 1. Please note that to make both configurations comparable,
we assume unity power factor in all the loads. In addition, this system operates with 240 V typically
found in Colombian AC grids.

5

4

2

3
1

6

slack

Figure 1. Electrical configuration for the 6-nodes test system used in the GAMS example.

Table 1. Branches and load information.

Node i Node j Rij (Ω) Xij (Ω) Pj (kW)

1 2 0.01233 0.01827 16
2 3 0.02467 0.03051 11
3 4 0.01469 0.02545 15
3 5 0.02984 0.03084 10
5 6 0.01325 0.01922 8

Please note that this example is a typical low-voltage distribution network where distribution
transformers have nominal power of 75 kVA. The implementation of the optimal power flow problem
for this test system considers:

63



Electronics 2020, 9, 1352

� A unique hour of analysis.
� Operation with unity power factor in all the loads.
� No presence of distributed generators or batteries.

The simplified mathematical model for the optimal power flow in AC grids is presented below:

min ploss = ∑
i∈N

vi ∑
j∈N

Yijvj cos
(
δi − δj − θij

)
, (6a)

pdg
i − pd

i = vi ∑
j∈N

Yijvj cos
(
δi − δj − θij

)
, (6b)

qdg
i − qd

i = vi ∑
j∈N

Yijvj sin
(
δi − δj − θij

)
. (6c)

The implementation of the simplified mathematical model (6) for the optimal power flow analysis
in AC grids is presented in Listing 1.

In the case of the DC model the set of equations reported in (6) can be simplified as presented in
Equation (7)

min ploss = ∑
i∈N

vi ∑
j∈N

Gijvj, (7a)

pdg
i − pd

i = vi ∑
j∈N

Gijvj, (7b)

The implementation of this simplified mathematical model (6) for the optimal power flow analysis
in DC grids is presented in Listing 2.

Once both models (i.e., Equations (6) and (7)) are solved using the CONOPT solver in GAMS by
using algorithms presented in Listings 1 and 2, we reach the solution of the voltage profiles reported
in Table 2. Please note that for both cases the lowest voltage occurs at node 6 being 207.86 V for the
AC grid and 208.24 V for the DC network. These results imply a difference of about 0.38 V between
both networks.

Table 2. Voltage profile for the AC and DC grids.

Node i AC Voltage (pu) DC Voltage (pu)

1 1 1
2 0.983164996232027 0.984105190366298
3 0.958943129797591 0.960589773608504
4 0.954139851448628 0.955826686308744
5 0.947125787365783 0.948881700223591
6 0.944803809697248 0.946567991473344

Additionally, power losses in the AC grid are 2.40 kW, and 2.39 kW in the DC case (i.e., a difference
about 10 W). These results demonstrate that even considering unity power factor at all the loads,
the distribution using DC technology is more efficient than the AC counterpart. The voltage drop in
lines is lower due to the irrelevance of inductive reactance of the lines.

An important fact when comparing AC and DC configurations is the amount of reactive power
required by the AC grid to operate adequately. In this sense, in this small example the grid needs
to generate about 3.21 kVAr, which corresponds to reactive power losses through all the lines.
This obviously does not occurs in the DC paradigm since reactive effect is not presented as previously
mentioned. An additional simulation case in this small test feeder is made in the case of the AC
distribution network by considering that all the loads are operated with a lagging power factor of 0.95.
In these conditions, the total grid losses exhibit by this network are about 2.77 kW and the minimum
voltage profile is about 221.04 V at node 6. These results imply that in comparison to the unity power
factor operation case, the reactive power consumption at all the loads makes that the power losses to

64



Electronics 2020, 9, 1352

be increased about 0.37 kW, requiring at the substation node 23.40 kVAr to supply the reactive power
requirements at all the loads; and that the voltage at the node has worsened about 5.76 V. Please note
that when reactive power is considered for loads in the AC grid, its behavior affects and worsens
the results of the comparison with respect to the unity Please note that these results are particularly
important when voltage increase to medium level, since these differences become in tens of volts and
hundreds of watts. In Section 6 these impacts will be widely discussed under an economic dispatch
environment in the 33-node test feeder taking into account higher penetration of renewables and
battery energy storage systems.

Listing 1. Algorithm implemented in GAMS for OPF model (6).

1 SETS

2 i set of nodes /N1*N6/

3 g set of generators /G1/

4 map(g,i) Associates node with gen /G1.N1/;

5 alias(i,j);

6 SCALARS

7 vmax Maximum voltage bound /1.10/

8 vmin Minimum voltage bound /0.90/

9 v0 Slack voltage /1.00/

10 d0 Slack angle /0.00/;

11 PARAMETER Pd(i)

12 /N1 0,N2 0.16,N3 0.11,N4 0.15,N5 0.10,N6 0.08/;

13 TABLE Ybus(i,j,*)

14 Yij Thij

15 N1.N1 21.9587119756815 -0.977131269610956

16 N2.N1 21.9587119756815 2.164461383978837

17 N1.N2 21.9587119756815 2.164461383978837

18 N2.N2 34.2649004085076 -0.946099794913962

19 N3.N2 12.3355889037129 2.250751567181446

20 N2.N3 12.3355889037129 2.250751567181446

21 N3.N3 39.8699085005043 -0.930090535155209

22 N4.N3 16.4707942748332 2.094290056213377

23 N5.N3 11.2786162705081 2.339716087328560

24 N3.N4 16.4707942748332 2.094290056213377

25 N4.N4 16.4707942748332 -1.047302597376417

26 N3.N5 11.2786162705081 2.339716087328560

27 N5.N5 31.9116612264763 -0.909021422256346

28 N6.N5 20.7328356619391 2.174363262762511

29 N5.N6 20.7328356619391 2.174363262762511

30 N6.N6 20.7328356619391 -0.967229390827282;

31 VARIABLES

32 ploss Power losses variable

33 v(i) Magnitude of the voltage at node i.

34 d(i) Angle of the voltage at node i.

35 p(g) Active power generation at node i.

36 q(g) Reactive power generation at node i.;

37 v.lo(i) = vmin; v.up(i) = vmax;

38 d.fx(’N1’) = d0;

39 v.fx(’N1’) = v0;

40 EQUATIONS

41 ObjFun Objective function

42 PowerA(i) Active power balance per node.

43 PowerR(i) Reactive power balance per node.;

44 * Mathematical structure

45 ObjFun .. ploss =E= SUM(i,v(i)*SUM(j,v(j)*Ybus(i,j,’Yij’)*

46 cos(d(i)-d(j)-Ybus(i,j,’Thij’))));

47 PowerA(i).. sum(g$map(g,i),p(g)) - Pd(i)=E= v(i)*SUM(j,v(j)*

48 Ybus(i,j,’Yij’)*cos(d(i)-d(j)-Ybus(i,j,’Thij’)));

49 PowerR(i).. sum(g$map(g,i),q(g)) =E= v(i)*SUM(j,v(j)*

50 Ybus(i,j,’Yij’)*sin(d(i)-d(j)-Ybus(i,j,’Thij’)));

51 MODEL OPF /ALL/;

52 OPTIONS decimals = 4;

53 SOLVE OPF us NLP min ploss;

54 DISPLAY ploss.l, v.l, p.l;
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Listing 2. Algorithm implemented in GAMS for the OPF model (7).

1 SETS

2 i set of nodes /N1*N6/

3 g set of generators /G1/

4 map(g,i) Associates node with gen /G1.N1/;

5 alias(i,j);

6 SCALARS

7 vmax Maximum voltage bound /1.10/

8 vmin Minimum voltage bound /0.90/

9 v0 Slack voltage /1.00/;

10 PARAMETER Pd(i)

11 /N1 0, N2 0.16, N3 0.11, N4 0.15, N5 0.10, N6 0.08/;

12 TABLE Ybus(i,j,*)

13 Gij

14 N1.N1 39.2538523925385

15 N2.N1 -39.2538523925385

16 N1.N2 -39.2538523925385

17 N2.N2 58.8728228019427

18 N3.N2 -19.6189704094041

19 N2.N3 -19.6189704094041

20 N3.N3 68.7863929415566

21 N4.N3 -32.9475833900613

22 N5.N3 -16.2198391420912

23 N3.N4 -32.9475833900613

24 N4.N4 32.9475833900613

25 N3.N5 -16.2198391420912

26 N5.N5 52.7481410288836

27 N6.N5 -36.5283018867925

28 N5.N6 -36.5283018867925

29 N6.N6 36.5283018867925

30 VARIABLES

31 ploss Power losses variable

32 v(i) Magnitude of the voltage at node i.

33 p(g) Active power generation at node i.;

34 v.lo(i) = vmin; v.up(i) = vmax;

35 v.fx(’N1’) = v0;

36 EQUATIONS

37 ObjFun Objective function

38 PowerA(i) Active power balance per node.;

39 * Mathematical structure

40 ObjFun .. ploss =E= SUM(i,v(i)*SUM(j,v(j)*Ybus(i,j,’Gij’)));

41 PowerA(i).. sum(g$map(g,i),p(g)) - Pd(i) =E= v(i)*SUM(j,v(j)*Ybus(i,j,’Gij’));

42 MODEL OPF /ALL/;

43 OPTIONS decimals = 4;

44 SOLVE OPF us NLP min ploss;

45 DISPLAY ploss.l, v.l, p.l;

It is worth mentioning that as described in Section 5, the comparisons made in this research
regarding the efficiency comparison between AC and DC paradigms are focused on the distribution
stage, which implies that we will not consider power losses in the power electronic interfaces used for
interfacing renewable sources and battery energy storage systems. Nevertheless, these will be able
to be explored in future research regarding energy distribution technologies and power electronic
interfaces for batteries and renewables.

Remark 4. Regarding optimal implementation in GAMS environment of the OPF problem for AC and DC
grids depicted in Listings 1 and 2, we can observe that the DC model is pretty simple with less variables
(no angles), which makes this easiest to be solved since its nonlinearities are soft when compared to the AC model
that contains trigonometric functions.
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4. Generation Reactive Power in DC Grids with Voltage Source Converter Interfaces

To provide apparent power to three-phase loads in medium- and low-voltage levels using DC
distribution feeders, it is required a power electronic interface, i.e., voltage source converter (VSC)
(A voltage source converter interface corresponds to a power electronic converter that is fed by a DC
source that provides the required active power in the AC side, which is managed by controlling the
switches (on or off) states via pulse-width modulation techniques to provide a sinusoidal voltage
signal to AC loads [3,32]) that manages the active power interchange between the DC grid and the load
at the same time that the reactive power is correctly provided to this load by the converter. In Figure 2
it is depicted the interconnection of a three-phase load to a DC distribution network with a voltage
source converter and RLC filter.

Three-phase load

DC distribution
feeder

vdc

+

−
Cf

vabc
+

−

iabc

L f R f

jabc

VSC

AC

DC

Figure 2. Interconnection of three-phase loads to DC distribution networks via VSCs.

Remark 5. The VSC interface is a power electronic device that can provide active and reactive power to AC
loads when at the DC side it is interconnected a constant voltage source (inversion mode of operation), as the case
of the DC distribution paradigm [32]; however, the same device can also be employed to transform AC energy
into DC energy when is operated in the conversion mode, as the case of high-voltage direct power transmission
systems [33], i.e., the case of DC distribution is used to interface the conventional AC grid to the DC working as
the main transformer [49,50].

To demonstrate that it is possible to manage the active and reactive power consumption in the
three-phase load we consider the following facts:

� The voltage provided by the DC distribution networks is constant, i.e., the dynamics of the
capacitor in the DC side can be neglected, which implies that the dynamical model of the interface
presented in Figure 2 can be considered linear.

� The current absorbed by the three-phase load (i.e., jabc) is measurable and controllable to
guaranteeing constant power absorption.

� All the state variables (i.e., iabc and vabc) in Figure 2 are measurable and all the parameters of the
RLC filter are perfectly known.

Please note that the control objective in the power electronic interface presented in Figure 2 is to
maintain the voltage across the capacitor Cf with purely sinusoidal form as presented below:

v�a =
√

2Vrms sin (ωt) ,

v�b =
√

2Vrms sin
(

ωt − 2
π

3

)
, (8)

v�c =
√

2Vrms sin
(

ωt + 2
π

3

)
.

where Vrms is the root-mean-square value of the voltage in the point of load connection, ω is the
angular frequency of the three-phase voltage which is defined as 2π f , being f the electrical frequency
en hertz.

Since the desired voltages are three sinusoidal signals defined with positive sequence, then,
the control design for the VSC presented in Figure 2 can be designed using the Park’s reference frame
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as demonstrated in [32]. The complete dynamical model of the three-phase VSC to support active
and reactive power to a three-phase load as presented in Figure 2 takes the following form in the
dq−reference frame:

L f
d
dt

id = mdvdc − R f id + ωL f iq − vd, (9a)

L f
d
dt

id = mqvdc − R f iq − ωL f id − vq, (9b)

Cf
d
dt

vd = id − ωCf vq − jd, (9c)

Cf
d
dt

vq = iq + ωCf vd − jq, (9d)

where md and mq are the modulation indexes in the dq−reference frame; idq and jdq are the current
that flow in the inductor of the filter and the current absorbed by the three-phase load, vdq are the dq
components of the voltage across the capacitor Cf .

The main characteristic of the dynamical model (9) is that it corresponds to a Hamiltonian
system which can be easily controllable via passivity-based control theory as presented in [32].
The Hamiltonian model of (9) takes the following form:

Dẋ = [J −R] x + gu + ζ, (10)

where D is known as the inertia matrix based on its similarities with mechanical systems,
J corresponds to the interconnection matrix which is skew-symmetric, R is the damping matrix which
is positive semidefinite, g is the control input matrix, and z is a vector that contains external inputs.
Please note that x is the vector of state variables and u is a vector with control inputs, respectively.
Each of the aforementioned parameters and variables can be easily defined by comparing (9) and (10).

Remark 6. The dynamical system (10) can be asymptotically stabilized by using an incremental representation
as presented in [32] with a proportional-integral strategy over the passive output ỹ as follows:

ũ = −Kpỹ − Ki

∫ t f

0
ỹdt, (11)

where Kp and Ki are defined as diagonal positive definite matrices and ỹ is gT x̃. In addition, the complete control
is defined from the incremental model as u = ũ + u�, where u� is obtained by evaluating the equilibrium point
x� in (10).

To show that the power electronic interface presented in Figure 2 is able to control active
and reactive power in a three-phase load, let us consider the following parameters: f = 50 Hz,
L f = 1.25 mH, R f = 0.20 Ω, Cf = 45 μF, Vrms = 100 V and vdc = 311 V. The three-phase load is
modeled as a combination between a resistance of 2 Ω and an inductance of 7.958 mH connected in
parallel. During the period of time between 0 s and 150 ms only the resistive load is connected, then,
when time simulation is greater than 150 ms, the inductive load is also connected. It is important to
mention that these parameters imply an equivalent active power consumption of about 5 kW added
with 4 kVAr at each phase.

In Figure 3 the voltage and current profile provided to the a-phase by the VSC interface to the
three-phase load are presented.

Please note that the behavior of the a−phase current depicted in Figure 3 demonstrates that if
the voltage profile is supported at the load terminals via passivity-based control as defined in (11),
then, the active and reactive power required by the load is guaranteed. This implies that the power
electronic interface presented in Figure 2 can be used to interface three-phase loads to DC distribution
networks with local reactive power support (i.e., unity power factor operation). The main advantage
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of this interface is that the reactive power is provided locally to the load and no power losses are
observed by the DC grid caused by reactive currents, which clearly shows that DC grids are more
efficient than AC grids when loads have power factors lower than unity, as it will be presented in
section of Results.
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Figure 3. Behavior of the voltage and current in the a-phase of the three-phase load.

5. Test System

The comparison of the AC and DC technologies for energy distribution in medium-voltage
levels is made by using the 33-nodes test feeder reported in [7]. This test feeder is designed to be
operated at 12.66 kV with the connections depicted in Figure 4. The information regarding branches
and loads for this test feeder are reported in Table 3. Please note that this test feeder corresponds
to a three-phase distribution network typically used to study the problem of the optimal location of
distributed generators in power distribution networks as reported in [51].

To evaluate the effect of the renewable generation in the daily operation of this test feeder,
we consider four renewable generators previously located in this test system with the information
reported in Table 4.

The connection of the generators for each test system is described as follows: at the node 13 it is
connected the photovoltaic generator PV1 and the wind turbine WT1 with nominal rates of 450 kW
and 825 kW, respectively. At the node 25, it is connected a second PV2 with a nominal power rate
of 1500 kW while at the node 30 it is connected the second wind generator WT2 with the nominal
capability of 1200 kW. The information regarding battery energy storage systems considered in this
test feeder is reported in Table 5. We assume that the utility has located three batteries, which are
distributed as follows: at node 6, a C-type battery is located; at node 14 an A-type battery is used,
and at the node 31, a B-type battery is considered.
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Figure 4. Electrical configuration for the 33-nodes test system.

69



Electronics 2020, 9, 1352

T
a

b
le

3
.

Pa
ra

m
et

er
s

of
th

e
33

-n
od

es
te

st
fe

ed
er

.

N
o

d
e

i
N

o
d

e
j

R
ij

(Ω
)

X
ij

(Ω
)

P j
(k

W
)

Q
j

(k
W

)
N

o
d

e
i

N
o

d
e

j
R

ij
(Ω

)
X

ij
(Ω

)
P j

(k
W

)
Q

j
(k

W
)

1
2

0.
09

22
0.

04
77

10
0

60
17

18
0.

73
20

0.
57

40
90

40
2

3
0.

49
30

0.
25

11
90

40
2

19
0.

16
40

0.
15

65
90

40
3

4
0.

36
60

0.
18

64
12

0
80

19
20

1.
50

42
1.

35
54

90
40

4
5

0.
38

11
0.

19
41

60
30

20
21

0.
40

95
0.

47
84

90
40

5
6

0.
81

90
0.

70
70

60
20

21
22

0.
70

89
0.

93
73

90
40

6
7

0.
18

72
0.

61
88

20
0

10
0

3
23

0.
45

12
0.

30
83

90
50

7
8

1.
71

14
1.

23
51

20
0

10
0

23
24

0.
89

80
0.

70
91

42
0

20
0

8
9

1.
03

00
0.

74
00

60
20

24
25

0.
89

60
0.

70
11

42
0

20
0

9
10

1.
04

00
0.

74
00

60
20

6
26

0.
20

30
0.

10
34

60
25

10
11

0.
19

66
0.

06
50

45
30

26
27

0.
28

42
0.

14
47

60
25

11
12

0.
37

44
0.

12
38

60
35

27
28

1.
05

90
0.

93
37

60
20

12
13

1.
46

80
1.

15
50

60
35

28
29

0.
80

42
0.

70
06

12
0

70
13

14
0.

54
16

0.
71

29
12

0
80

29
30

0.
50

75
0.

25
85

20
0

60
0

14
15

0.
59

10
0.

52
60

60
10

30
31

0.
97

44
0.

96
30

15
0

70
15

16
0.

74
63

0.
54

50
60

20
31

32
0.

31
05

0.
36

19
21

0
10

0
16

17
1.

28
90

1.
72

10
60

20
32

33
0.

34
10

0.
53

02
60

40

70



Electronics 2020, 9, 1352

T
a

b
le

4
.

R
en

ew
ab

le
en

er
gy

be
ha

vi
or

du
ri

ng
a

ty
pi

ca
ls

un
ny

da
y.

T
im

e
(s

)
P

V
1

(p
.u

)
P

V
2

(p
.u

)
W

T
1

(p
.u

)
W

T
2

(p
.u

)
T

im
e

(s
)

P
V

1
(p

.u
)

PV
2

(p
.u

)
W

T
1

(p
.u

)
W

T
2

(p
.u

)

0.
0

0
0

0.
63

31
18

29
5

0.
48

99
55

55
1

12
.0

0.
92

44
86

32
6

0.
97

56
83

08
3

0.
97

22
18

57
7

0.
94

22
24

93
2

0.
5

0
0

0.
62

97
64

67
8

0.
46

79
54

20
7

12
.5

1
1

0.
98

00
49

84
7

0.
94

99
56

72
4

1.
0

0
0

0.
60

72
59

32
3

0.
44

94
43

90
5

13
.0

0.
98

20
41

15
3

0.
97

82
64

39
8

0.
98

11
35

53
1

0.
96

37
73

63
4

1.
5

0
0

0.
60

92
54

54
5

0.
43

50
19

27
7

13
.5

0.
91

36
74

68
9

0.
79

00
55

24
0

0.
98

86
44

84
4

0.
97

49
77

46
1

2.
0

0
0

0.
60

55
57

42
2

0.
43

72
20

79
2

14
.0

0.
82

94
07

07
9

0.
88

25
57

14
7

0.
99

13
93

17
3

0.
98

67
50

53
9

2.
5

0
0

0.
63

00
55

34
6

0.
43

76
21

53
4

14
.5

0.
69

19
12

07
7

0.
60

36
58

73
8

0.
99

88
15

51
7

0.
99

50
58

13
3

3.
0

0
0

0.
68

42
46

42
3

0.
45

09
49

30
0

15
.0

0.
73

30
63

29
5

0.
60

63
24

90
7

1
1

3.
5

0
0

0.
75

83
57

80
5

0.
45

32
59

34
8

15
.5

0.
59

84
35

06
4

0.
35

73
93

26
7

0.
99

60
70

96
3

0.
99

81
07

34
1

4.
0

0
0

0.
78

37
19

33
9

0.
46

96
10

53
9

16
.0

0.
50

11
33

84
9

0.
32

80
35

63
5

0.
98

72
58

07
6

0.
99

76
90

42
3

4.
5

0
0

0.
81

52
43

58
2

0.
48

05
46

21
3

16
.5

0.
29

98
21

40
3

0.
14

24
23

48
8

0.
97

65
19

81
7

0.
99

30
76

89
9

5.
0

0
0

0.
79

05
57

70
6

0.
50

17
83

47
9

17
.0

0.
17

71
17

51
8

0.
14

20
23

46
3

0.
92

95
42

16
7

0.
98

26
29

59
7

5.
5

0
0

0.
73

86
79

21
7

0.
52

76
00

29
9

17
.5

0.
06

27
36

09
5

0.
07

29
56

70
1

0.
87

64
13

96
5

0.
97

20
84

48
7

6.
0

0
0

0.
74

49
58

95
0

0.
58

65
55

31
6

18
.0

0
0.

01
90

81
59

0
0.

79
11

55
37

9
0.

93
02

25
75

6
6.

5
0

0
0.

71
89

89
73

0
0.

65
25

52
76

0
18

.5
0

0.
00

83
39

28
7

0.
69

12
92

16
2

0.
89

12
53

99
9

7.
0

0.
03

91
23

36
5

0.
02

61
35

64
2

0.
76

96
03

56
7

0.
69

76
99

99
0

19
.0

0.
00

03
33

92
0

0
0.

70
88

39
24

8
0.

78
19

50
90

5
7.

5
0.

04
54

14
29

2
0.

05
17

15
06

1
0.

82
23

76
81

7
0.

77
44

42
75

5
19

.5
0

0
0.

72
40

74
34

9
0.

66
00

94
13

8
8.

0
0.

06
55

87
17

9
0.

11
01

48
39

8
0.

82
64

92
21

2
0.

82
02

05
40

5
20

.0
0

0
0.

71
28

81
96

0
0.

68
27

15
24

6
8.

5
0.

13
26

15
28

2
0.

26
30

94
04

2
0.

84
86

20
12

9
0.

87
10

57
77

5
20

.5
0

0
0.

73
39

54
04

3
0.

68
66

17
94

7
9.

0
0.

23
68

70
79

6
0.

43
11

75
76

1
0.

87
65

23
59

8
0.

87
69

73
63

5
21

.0
0

0
0.

71
98

97
64

1
0.

68
18

65
56

3
9.

5
0.

41
03

56
25

6
0.

59
42

73
03

5
0.

90
41

28
45

5
0.

87
70

65
23

6
21

.5
0

0
0.

70
55

02
38

9
0.

71
73

15
75

7
10

.0
0.

45
50

17
81

8
0.

73
04

02
03

9
0.

93
12

13
52

7
0.

89
79

55
13

1
22

.0
0

0
0.

70
30

07
45

6
0.

71
80

80
34

6
10

.5
0.

54
23

64
45

5
0.

83
03

47
30

9
0.

95
55

57
47

7
0.

90
32

45
00

7
22

.5
0

0
0.

68
65

51
61

8
0.

72
68

90
14

5
11

.0
0.

72
64

40
26

5
0.

87
54

07
05

0
0.

96
55

04
83

4
0.

91
69

03
42

9
23

.0
0

0
0.

68
72

38
55

5
0.

73
44

52
19

3
11

.5
0.

88
51

04
98

4
0.

89
88

15
34

8
0.

97
10

37
33

3
0.

92
47

57
60

5
23

.5
0

0
0.

68
25

69
77

1
0.

73
96

99
14

6

71



Electronics 2020, 9, 1352

It is worth mentioning that each one of the renewable source or battery energy storage system
corresponds to a DC sub-network interfaced with a power electronic converter that manages the power
transferred(absorbed)/to(from) the distribution network regardless whether this is operated under
AC or DC paradigm [3].

Table 5. Battery types.

Type Nominal Energy (kWh) Charge/Dis. Time (h) Nominal Power (kW)

A 1000 4 250
B 1500 4 375
C 2000 5 400

To evaluate the daily variation of the active and reactive power consumption and emulating the
hourly price behavior, we consider the load and cost curves reported in Figure 5. Furthermore, as the
peak of the electricity, we assume the information reported by CODENSA utility from Colombia in
May 2019, which is COP$/kWh 479.3389.
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Figure 5. Typical behavior of load consumption and electricity spot market cost.

The numerical information about the demand and cost curves presented in Figure 5 can be
consulted in [7].

6. Numerical Results and Discussion

In this section, all the numerical results reached by GAMS after implementing the OPF models for
AC and DC networks are described. To make a fair comparison between both distribution technologies
the following simulation scenarios are proposed:

� S1: It is considered that the 33-nodes test feeder operates with unity power factor, i.e., all the
reactive power consumptions reported in Table 3 are considered zero in this scenario.

� S2: The complete information of the 33-nodes test feeder is considered to evaluate the effect of
the reactive power demand in the operation of classical AC networks.

It is important to mention that as recommended in [14] all the batteries start and end the day with
50% of state-of-charge and during the day (for Ion-Lithium batteries) this variable can be moved from
10% to 90%.
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6.1. Operation of the AC Network

In the operation of this grid, we consider three objective functions as follows: Case 1: minimization
of the energy losses during the operation horizon, Case 2: the minimization of the energy purchase
costs in the conventional generator (node 1) considering the cost curve reported in Figure 5, and Case
3: the minimization of the total CO2 gas emissions in the slack source considering that the 33-nodes
test feeder is a rural grid fed by a diesel generator. Here, we consider as reported in [13] that CO2

emission coefficient is 1300 lb/MWh.
Table 6 presents all the numerical results regarding the three objective functions for the S1.

Table 6. Simulation results in the 33-nodes test feeder operated with unity power factor.

Obj. Fun. Case 1 (kWh/day) Case 2 (MCOP$) Case 3 (lb/day)

Case 1 186.918 9.627 30,042.760
Case 2 449.949 4.152 13,731.976
Case 3 366.155 4.345 13,618.771

The results in the S1 reported in Table 6 allows to observe that:

� The minimization of the energy losses during the day (186.918 kWh/day) implies high costs
regarding energy purchase at the slack node (MCOP$9.627). This is a logical result since in
this case, the main idea is to define the optimal power injection in renewables (and batteries)
and conventional sources to minimize the magnitude of the current flowing through the lines.
The energy losses is a function of the square values of the current. Since the objective function
is associated with lines the optimization model does not take into account the origin of the
energy, which implies that the algorithm chooses whether to purchase energy in the spot
market to optimize the objective function regarding energy losses without taking into account its
acquisition costs.

� The second case shows that the minimization of the energy purchase costs in the slack
node (MCOP$4.152) is directly related to the minimization of the total gas emissions of CO2

(13731.976 lb/day) since both are involved with the amount of power injected at this node.
Nevertheless, this situation produces the highest energy losses during the operation horizon
(449.949 kWh/day). This is explained by the objective function selected since in this case, the goal
is to minimize the energy production on the slack node regardless the final magnitude of the
current flow through the lines, that accordingly increases the energy losses in the whole system.

� The third case shows that effectively the energy costs and the amount of CO2 emissions are
correlated objective functions, since minimum values of one of them produces minimum values
in the other one with minimal variations; however, this objective function allows reaching a better
performance regarding energy losses with 366.155 kWh/day, being an attractive solution since
allows to reduce polluting emission gases with low energy purchase costs (MCOP$4.345) and
acceptable daily energy losses.

In Table 7 the numerical results for the S2, i.e., the operation of the 33-nodes test feeder considering
active and reactive power consumptions are presented. In general, numerical results presents the
same behavior reported in the analysis of the S1. Nevertheless, we can notice that energy losses
are drastically affected by the presence of the reactive power consumptions inside of the network.
Note that in the first case, energy losses have been incremented at least 5 times in comparison to the
unity power factor case. In addition, regarding the minimization of the energy purchase costs in the
spot market and the greenhouse gas emissions, the increments are about 1.04 times for both cases,
which allows concluding that reactive power practically does not produce effects in those objectives
when compared to the operation with unitary power factor.
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Table 7. Simulation results in the 33-nodes test feeder operated with active and reactive power loads.

Obj. Fun. Case 1 (kWh/day) Case 2 (MCOP$) Case 3 (lb/day)

Case 1 948.979 9.774 30,501.450
Case 2 1219.420 4.347 14,329.381
Case 3 1134.773 4.535 14,215.115

6.2. Operation of the DC Network

To evaluate the performance of the 33-nodes test feeder, it was considered that the system can
be represented by a DC equivalent as defined in the S1. In this sense, the reactive power loads
and reactance of this model are removed. The implementation of optimal power flow for this DC
medium-voltage distribution network is reported in Table 8.

Table 8. Simulation results in the 33-nodes test feeder operated with DC technology.

Obj. Fun. Case 1 (kWh/day) Case 2 (MCOP$) Case 3 (lb/day)

Case 1 186.898 9.627 30,041.788
Case 2 449.365 4.152 13,731.910
Case 3 365.504 4.345 13,618.717

From the results reported in Table 8 we can note that:

� The behavior of the DC equivalent of the 33-node test feeder (see Table 8) is identical to the
behavior of this system when unity power factor is assigned at all the loads as can be seen
in Table 6. These results imply that when the AC grid is used to support only active power
consumption (residential applications), its electrical efficiency is 100% comparable to the emerging
DC distribution networks.

� The only difference between AC and DC distribution considering purely active power
consumptions correspond to the need of generating small reactive power quantities in the slack
source to support the reactive power losses throughout all the lines. In this context, when the
33-nodes test feeder is operated with unity power factor and considering the minimization of
the total energy purchasing costs, the amount of reactive energy generated during the day is
about 332.022 kVAr/day, which needs to be provided by the slack source; while in the DC
distribution case this reactive power is inexistent; which can be considered and advantage of the
DC technology when compared with the AC counterpart.

6.3. Efficiency Comparison for Different Power Factors

To demonstrate that the DC distribution network is an attractive alternative to provide electrical
service to industrial users connected at medium-voltage levels, let us compare the efficiency of this
technology with conventional AC grids for different percentages of reactive power consumptions.

Remark 7. Recall that DC distribution networks are able to provide active and reactive power support to AC
loads by using a voltage source converter (VSC) that interfaces the DC grid to the AC load as can be demonstrated
in [32], where an isolated (i.e., rural) AC grid receives voltage and power support by interconnecting linear and
non-linear loads to DC distribution grids via a VSC.

In Figure 6 it is presented the amount of energy losses (objective function minimize) in the AC
grid when the reactive power load changes from 0 to 120% of the peak value reported in Table 3;
in addition, the total energy losses are also presented in the DC equivalent network, assuming that the
energy losses at all the VSCs are about 10% of the total energy losses of the network. Please note that in
the case of the DC grid the reactive power is provided directly at the load side, which implies that this
power is provided by the power electronic interface as explained in Section 4. For this reason, the active
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power losses for DC grids remains constant for different percentage of reactive power demands at the
load side, since no currents are associated with this power flow in DC distribution lines.
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Figure 6. Amount of daily energy losses for different penetrations of reactive power consumptions at
the load side.

The information regarding daily energy losses in the AC and DC equivalent networks make
evident that the efficiency of the AC grid is deteriorated rapidly as a function of the amount of
reactive power consumption at all the loads due to the exponential increment of the total energy
losses. Nevertheless, in the case of the DC network the efficiency is always constant regardless the
reactive power consumption. This is explained by the fact that the VSCs that interface the AC loads
are able to locally generate reactive power, which implies that the DC distribution makes the node
can sense their effects in its lines. Please note that when the loads in the 33-nodes test feeders are
100% reactive power consumption, the AC grid has 948.979 kWh/day of energy losses, while in the
case of the DC equivalent these losses are about 205.588 kWh/day. These results imply that the AC
grid has at least 4.6 times more energy losses than the DC equivalent, which confirms that the DC
technology is a promissory alternative to provide the electricity service at medium- and low-voltage
distribution levels with higher efficiency levels regarding energy losses, compared at the distribution
stage, i.e., involving energy losses in conductors used in the electricity distribution. It is important
to mention that this high relation (i.e., 4.6 times for the 33-nodes test feeder) is largely influenced
by the relation between active and reactive power demand in the distribution network under study.
This implies that this data can be considered to be an indicator, but more studies regarding energy
efficiency at all the electronic interfaces (renewable generators, energy storage devices and controllable
loads) are needed to determine the overall energy efficiency at distribution levels.

6.4. Effect of Renewable Energy Variations in the Economic Dispatch

In this subsection it is explored the possible operation scenario where renewable energy has
important variations regarding weather conditions such as cloudy and rainy days, including very
low-speed winds. In this case, we consider as objective function the total energy losses minimization
during daily operation, i.e., the Case 1. To consider all the possible operation scenarios in a real
network, we consider that the amount of renewable energy varies from 0% to 100% in steps of 20%.
In addition, we consider that all the loads in the 33-nodes test feeder operate under normal conditions,
i.e., 100% of active and reactive power consumption.

Table 9 presents the behavior of the AC and DC distribution networks when there are higher
variations in renewable energy production.
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Table 9. Daily energy losses as a function of the renewable energy variations.

Penetration (%) AC Network (kWh/day) DC Network (kWh/day) Diff. (kWh/day) Relation AC/DC

0 2355.704 1639.291 716.4130 1.4370
20 1705.694 969.892 735.8020 1.7586
40 1271.238 524.844 746.3940 2.4221
60 1039.554 291.767 747.7870 3.5630
80 963.319 218.631 744.6880 4.4061
100 948.979 205.588 743.3910 4.6159

From results reported in Table 9 we can observe that: (i) the difference regarding daily
energy losses between AC and DC grids remains practically constant with an average value of
739.0792 kWh/day. This implies that at all the possible renewable energy penetration scenarios the DC
grid has better behavior in terms of grid energy losses, which can be explained by the possibility to
provide local reactive power with the VSC interface. This latter is not the case of the AC grid where the
reactive energy flows from the substation to the loads; (ii) the division between the DC and AC energy
losses presented in the last column of Table 9 shows that the efficiency of the DC grid in comparison
to the AC case increases as a function of the renewable energy penetration in the grid; this behavior
is mainly associated with the important reductions in the power flow through the lines caused by
local injections of active power by renewable sources; and (iii) the total energy reduction in the AC
grid when renewable energy penetration passes from 0 % to 100% is about 59.72%, while in the case
of the DC network this reduction is about 84.46%, which entails that the same level of renewable
energy penetration provides more positive impacts in a distribution network designed under the DC
paradigm in contrast with the conventional AC grids.

7. Conclusions and Future Works

A comparative study regarding energy efficiency in AC and DC electrical networks for power
distribution from the point of view of optimal power flow analysis was presented in this paper.
This study allowed to confirm that AC and DC technologies have identical performances in residential
applications, i.e., unity power factor, since the amount of energy losses, greenhouse gas emissions of
CO2 or energy purchase costs are practically the same for both technologies. Nevertheless, in the case
of high penetration of reactive power consumptions in AC networks (mainly in industrial applications),
it was demonstrated that the performance of the AC grid is rapidly deteriorated compared with the
DC equivalent, due to the need to transport this reactive power from the substation towards the loads.
This increases the magnitude of the current through the lines, being translated into higher energy
losses during the operation horizon. This situation does not happen in the case of the DC grids where
reactive power is directly provided by the VSCs that interfaces all the AC loads, which implies that the
efficiency of the DC distribution system remains constant regardless the reactive power requirements
of the load.

To solve the optimal power flow models regarding the daily operation of AC and DC grids,
we have introduced the GAMS software to efficiently solves both models with low computation effort,
i.e., processing times about 5 s in all the simulation cases and scenarios. This low-computational time
is important since multiple simulation cases can be analyzed before taking the final decision in regards
with the day-ahead economic dispatch environment, which makes the GAMS software an attractive
alternative for tertiary control in distribution networks. In addition, the GAMS package is a proper
tool to solve complex optimization problems by focusing the attention on correctly developing the
optimization models rather than the solution technique. This represents an ideal framework to easily
introduce engineers and researchers in mathematical optimization; for this reason, this paper has been
addressed in a tutorial form.

As future work it will be possible to analyze the following problems: (i) propose convex
reformulations for optimal power flow analyses in AC and DC networks that will ensure reaching the
global optimum of the problem under well-defined operative conditions, which are very attractive
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for real economic dispatch applications, (ii) make a comparative study between AC and DC grids
considering transient operation scenarios such as suddenly load disconnections or short-circuit cases,
which can be used in protective devices coordination studies for these grids, and extend the economic
dispatch optimization model to three-phase distribution networks and bipolar DC configurations
operated under unbalanced loads scenarios to analyze their efficiency in terms of power losses and
voltage profiles.
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Abstract: This paper proposes an LC (Inductor and Capacitor) impedance source bi-directional
DC–DC converter by redesigning after rearranging the reduced number of components of a switched
boost bi-directional DC–DC converter. This new converter with a conventional modulation scheme
offers several unique features, such as a) a lower number of components and b) reduced voltage
stress on the capacitor compared to existing topologies. The reduction of capacitor voltage stress
has the potential of improving the reliability and enhancing converter lifespan. An analysis of
the proposed converter was completed with the help of a mathematical model and state-space
averaging models. The converter performance under different test conditions is compared with
the conventional bi-directional DC–DC converter, Z-source converter, discontinuous current quasi
Z-source converter, continuous current quasi Z-source converter, improved Z-source converter,
switched boost converter, current-fed switched boost converter, and quasi switched boost converter
in the Matlab Simulink environment. MATLAB/Simulink results demonstrate that the proposed
converter has lesser components count and reduced capacitors’ voltage stresses when compared
to the topologies mentioned above. A 24 V to 18 V LC-impedance source bi-directional converter
and a conventional bidirectional converter are built to investigate the feasibility and benefits of the
proposed topology. Experimental results reveal that capacitor voltage stresses, in the case of proposed
topology are reduced by 75.00% and 35.80% in both boost and buck modes, respectively, compared to
the conventional converter circuit.

Keywords: bi-directional converter; LC impedance source converter; DC–DC power converter;
bi-directional power flow

1. Introduction

The study, development, and applications of bidirectional power converters are gaining a lot of
attention due to their vital role in areas like renewable energy systems, DC microgrids, hybrid energy
storage systems, smart mobility, etc. A bidirectional DC-DC converter (BDC) allows power flow in both
directions. This functionality is not available in a traditional unidirectional DC-DC converter. Because
of this flexibility, BDCs are widely used in several applications, such as battery-powered electric
vehicles (BEVs) or hybrid electric vehicles (HEVs), power trains, uninterruptable power supplies
(UPS), smart grids, charging stations for BEVs and plug-in hybrid electric vehicles (PHEV), aerospace,
defense, aerospace, and non-conventional energy sources such as photovoltaic (PV) arrays, fuel cells
(FCs), and wind turbines. Specifically, BDCs are widely adopted by the electric vehicle industry to
achieve objectives, such as battery charging/discharging and energy recovery during regeneration
modes of operation in electric vehicles. In case of the BEVs, electric energy needs to flow in both
directions, i.e., from the motor to the battery and vice versa in regenerative mode. To avoid pollutant
emissions, the electric vehicle must be powered only by batteries or other electrical sources (fuel
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cells, solar panels, etc.) [1–4]. In all the above-mentioned applications, a BDC is preferred for saving
space by eliminating a separate boost and buck converter. A BDC can offer some benefits, like cost
reduction, improved power density, and effective utilization of the converter [4]. Figure 1 shows the
typical structure of the bidirectional DC–DC converters. The BDC, shown in Figure 2, helps to enhance
the system efficiency and performance by interfacing with power and energy storage devices [5].
It also avoids a couple of individual unidirectional converters for achieving bidirectional power flow.
The BDC’s mode of operation (buck or boost) is mainly decided by power flow direction and voltage
levels of sources/energy storage elements. Accordingly, the controller must be designed to regulate
the voltage/current of the system. While designing DC–DC converters, the main functional objectives
are high power density and high efficiency. The high density can be achieved by increasing the
switching frequency [6] due to the reduction in reactive components size. However, the problem is that
increasing the switching frequency increases the switching losses, which leads to efficiency reduction.
This problem can be addressed by adopting wide-bandgap power devices along with suitable gate
drivers instead of conventional Si devices.

Figure 1. Structure of bi-directional DC–DC converters.

Figure 2. Conventional bidirectional converter (BDC).

In general, conventional step-up DC–DC converters are classified into isolated and non-isolated
converters. Isolated converters like fly-back, push–pull, forward, half-bridge, and full-bridge converters
have a high voltage gain by keeping a high enough transformer turns ratio. However, there is a problem
with voltage spikes due to transformer leakage inductance, which leads to high power losses across
the switch. On the other hand, in non-isolated converters, a high duty cycle is required to get a high
voltage gain, which leads to decreasing efficiency due to reverse recovery problems [7]. In addition,
non-isolated converters also have the problem of voltage stress nearly equal to the output voltage,
causing a reduction of the device’s reliability. Many DC–DC converter topologies are introduced to
mitigate the problems mentioned above, such as interleaving topologies for the reduction of current
ripple [8,9], soft-switching techniques to mitigate voltage spikes and efficiency improvement [10],
and cascading boost converters [11] and incorporating a coupled inductor [12] in the conventional
boost topology to get a high conversion gain. Input current ripples are reduced with the help of an
interleaving concept, which leads to improving the source life. Additionally, it offers the flexibility of
current sharing to enhance the power handling capacity [8,9].

On the other hand, several other converter topologies are suggested in the literature; most of
these are designed to meet the various objectives, such as reliability, capacitor voltage reduction,
and input current ripple reductions, by placing an impedance network between input DC source and
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switching network in various fashions. An X-shaped LC impedance network, as shown in Figure 3a,
is placed to get the voltage boosting capability by operating a switching network in the shoot-through
mode [13]. As an alternative to the Z-source converter, the same authors proposed a quasi Z-source
(qZS) converter in two variants based on input current, namely continuous input current q-ZS (qZS-CC)
and discontinuous input current q-ZS (qZS-DC) [14,15] with a reduced current and capacitor voltage
stresses, respectively. The main variation between these two topologies is the input side inductor
connection with the supply. In case of qZS-CC, the inductor is placed directly in series with the source,
and it tries to always maintain constant input current, whereas the source current is of discontinuous
nature in the case of qZS-DC, which increases the stress on the source [15]. Later, Yu Tang et al.
proposed an improved Z-source (IZS) converter [16] with reduced capacitor stresses. In this paper,
the authors claim that the utilization of a low voltage capacitor reduces the inrush current, the resonance
between the Z-source inductor and capacitors, and the cost and volume of the system compared to
a conventional Z-source converter [17]. The switched boost converter is proposed with a reduced
passive components count, achieved by replacing one pair of LCs with power semi-conductor devices
to have the same kind of buck-boost conversion, as shown in Figure 3b [18]. However, this topology
uses more power semiconductor devices compared to the topologies mentioned above.

Figure 3. Impedance DC–DC converters. (a) Z-source DC–DC converter, (b) switched boost
DC–DC converter.

A SL-ZS converter is proposed with an enhanced gain by placing switched inductors instead of
inductors in the impedance network [19]. However, this topology suffers from a large component
count (six power diodes and two inductors higher than the ZS converter) in the switching network.
Alternatively, the SL-qZS converter proposed in [20], consists of switched inductors in place of
standard inductors in the qZS converter to reduce the capacitor voltage and startup inrush current
compared to the SL-ZS converter. However, the downside of this topology is a higher component count.
Hossein Fathi et al. [21] proposed an enhanced boost ZS converter (EB-ZSC), achieved by replacing
the impedance network with switched impedance to enhance the conversion gain further. Although
this topology increases gain, it suffers from a higher component count (four inductors, four capacitors,
and five power diodes). Additionally, this topology suffers from the usage of sophisticated control
platforms to achieve smoother voltage control in the case of adjustable speed-controlled drive
applications. Moreover, with a similar concept of variations in the impedance network either in ZS or
qZS as discussed above, there are several other impedance source topologies, such as a diode-assisted
qZS (DA-qZS) converter [22], a capacitor-assisted qZS (CS-qZS) converter [22], and an enhanced boost
quasi ZS (EB-qZS) converter [23], which are proposed in the literature. Though these topologies are
mainly proposed for DC–AC power conversion applications due to high reliability (operation during
shoot-through mode), they are equally applicable for bi-directional applications and are widely used
in micro/nano-grid applications [18,23].

For most of these topologies, it has been suggested to incorporate switched-inductor,
switched-capacitor, and hybrid switched-capacitor/switched-inductor structures resulting in high
boosting factors. However, the effect of nonlinearity can be increased by increasing the energy storage
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elements in the circuit, which leads to a higher output current and voltage distortion [24]. Additionally,
introducing more energy storage elements in the circuit affects the control complexity, total cost, size,
volume, losses, and weight of the converter [25,26]. Moreover, these topologies are suffering from
the usage of more capacitors and higher capacitor voltage stresses. Additionally, the voltage across
most of the capacitors is generally more than the supply voltage in the case of impedance source
topologies in order to perform the voltage boost functionality. Hence, high-voltage Z-capacitors should
be used, which may increase the volume and system cost. Capacitors are prone to failure in the
field operation of power electronic converters [27]. Hence, due to the stricter reliability constraints
brought by aerospace, automotive, defense, space, and energy industries, the stresses and usage of
capacitors should be reduced to enhance the converter’s reliability [28]. Therefore, to enhance the life
and converter reliability, either reduction in capacitors usage or voltage stresses on the capacitor is
highly recommended [29,30].

In this paper, the LC impedance bi-directional DC–DC converter (LC-BDC) is proposed by placing
one inductor between source and half-bridge, and one capacitor between source and the load, as shown
in Figure 4 [31]. These small passive components are arranged in such a way that the converter offers
several features, such as lower capacitor voltages, which in turn reduces the cost, size, and volume of
the converter and also increases the reliability while achieving the desired functionality. This topology
reduces the voltage stresses on the device due to the usage of small passive components compared
to existing converters in the case of SiC converters, which are less immune to parasitic components.
The paper is organized as follows: the working principle, modes of operation, mathematical modeling,
and state-space average models of the proposed topology are discussed in Section 2. The concept
validation using simulation and experimentation, along with the respective results, are presented
in Section 3. Additionally, to demonstrate the effectiveness of the proposed topology, a detailed
comparative analysis of the proposed converter and conventional converter is carried out along with
the results of the proposed converter. Moreover, a separate simulation-based comparative analysis of
the proposed LC converter with eight similar boost/buck-boost converter topologies is presented in
Section 4. Finally, conclusions are presented in Section 5 of this paper.

Figure 4. LC impedance bi-directional DC–DC converter (LC-BDC).

2. Proposed System

The LC bidirectional converter shown in Figure 4 is an advanced version of a conventional
bidirectional converter and switched boost bidirectional converter, designed to reduce the voltage
stresses on the capacitor. The primary function of the inductor is to store energy during the converter
“on” period and release the stored energy during the “off” period of the primary device. The inductor
is also used to eliminate the current ripple. Another energy storage element, the capacitor, is used to
eliminate the ripple in the output voltage in both cases, namely the conventional BDC and the proposed
BDC. Switches M1 and M2 are unidirectional switches used to realize the bidirectional power flow in
the test setup which operate in a complementary fashion. For the forward direction of power flow, M1
must be in the “on” state, and S1 acts as the main switch operating at switching frequency, while D2
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acts as a freewheeling diode. Similarly, M2 must be in the “on” position for the reverse direction of
power flow, and S2 acts as the main switch, which operates at switching frequency, while D1 acts as a
freewheeling diode. VLV and RHV are source and load in boost mode, and VHV and RLV are source and
load in buck mode. The gating signals for boost switch (G1) and buck switch (G2) complement each
other. The duty cycle of boost switch (S1) and buck switch (S2) is denoted as δ1 and δ2, respectively. Ts

represents the switching period of switches S1 and S2.

2.1. Boost Operation

The equivalent circuit and idealized waveforms in boost mode of the LC-BDC converter are
depicted in Figures 5 and 6, respectively. The converter operation is considered to be in boost mode,
during which the switch (S1) is pulse-modulated and the diode D2 freewheels. The boost mode
operation is further categorized into two sub-modes of operation over a switching period, and the
equivalent circuit of each sub-mode is depicted as shown in Figure 7.

Figure 5. LC bi-directional DC–DC converter in boost mode.

Figure 6. Characteristic waveforms during various boost modes of operation.
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Figure 7. Equivalent circuit of boost operation (a) in mode 1 and (b) in mode 2.

2.1.1. Mode 1 (t0 < t < t1): (S1 ON, D2 OFF)

In this mode, switch S1 is turned on by applying a gate signal. The inductor L starts charging
linearly through switch S1, and the capacitor C will discharge through load RHV. Hence, the diode D2
goes into the “off” state. The equivalent circuit during this mode of operation is shown in Figure 7a.
The current through the inductor L(iL) and the voltage across the capacitor C are given by

VL = VLV = L
diL
dt

(1)

iL(t) =
VLV

L
(t− t0) + iL(t0) (2)

iC = − vHV

RHV
(3)

vC(t) = iHV(t)RHV −VLV (4)

This mode of operation ends when the gate pulses to switch S1 are withdrawn.

2.1.2. Mode 2 (t1 < t < t2): (S1 OFF, D2 ON)

At the instant when the gate pulses of switch S1 are removed, the switch S1 goes into the “off”
state due to which the voltage across the inductor brings the diode D2 into the forward-biased state.
The equivalent circuit during this mode is shown in Figure 7b. In this mode, both inductor and source
feed power to the load, and the inductor charges the capacitor. Hence, there is a formation of the
LC tank in this mode, which can offer zero voltage switching to the upper switch with the proper
selection of the snubber capacitor. In this mode, the current through L(iL) reaches its minimum value.
The current flowing through the inductor L(iL) and the voltage across the capacitor C are given by

VL = VLV −VHV = L
diL
dt

(5)

iL(t) =
VLV −VHV

L
(t− t1) + iL(t1) (6)

vC(t) = iHV(t)RHV −VLV (7)

iCc(t) = iL(t) − iHV(t) (8)

This mode ends at t = Ts when the gate signal is provided to S1 in the next switching cycle. Similar
operation (Mode 1 and Mode 2) continues for several switching cycles until a power flow is required in
the forward direction
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2.2. Buck Mode of Operation of LC-BDC Converter

BDC operates in buck mode when there is a requirement of power flow in the reverse direction,
and its equivalent circuit is shown in Figure 8. The converter operation is considered to be in reverse
buck mode, during which the switch S2 is pulse-modulated and the diode D1 in a freewheeling mode.
The buck mode of operation is further categorized into two sub-modes (i.e., mode 3 and mode 4) of
operation over a switching period. The operating mode from mode 3 to mode 4 in buck mode is
similar to the mode 2 to mode 1 of the boost mode of operation, respectively. Figure 9 illustrates the
characteristic waveforms of the converter in buck mode, and its equivalent circuits in each sub-mode
are depicted as shown in Figure 10.

Figure 8. Equivalent circuit in buck mode.

Figure 9. Characteristic waveforms during various modes in buck operation.
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Figure 10. Equivalent circuit of buck operation (a) in mode 3 and (b) in mode 4.

2.2.1. Mode 3 (t3 < t < t4): (S2 ON, D1 OFF)

This mode starts at t = t3 when the gate signal is given to S2. At this instant, the main switch
S2 comes into conduction, and the diode D1 goes into the “off” state. The supply VHV then directly
energizes the inductor L. The capacitor is also discharged through the inductor. It leads to the formation
of the LC tank, as shown in Figure 10a, similar to mode 2. This feature offers the resonating switching
functionality to the upper switch. The current flowing through L(iL) and the voltage across capacitor C
(vC) are given as

vLb(t) = VHV − vLV (9)

iLb(t) =
VHV − vLV

L
(t− t3) + iLb(t3) (10)

vC(t) = VHV − iLV(t)RLV (11)

iC(t) = iinb(t) − ILb(t) (12)

This mode continues until the gate pulse of S2 is withdrawn at t = t4.

2.2.2. Mode 4 (t4 < t < t5): (S2 OFF, D1 ON)

This mode starts at t = t4 when the gate pulses to the main switch are removed. Hence S2 goes into
the “off” state. The voltage across the inductor brings diode D1 into “on” state, and it continues until
t = t5. The energy stored in inductor L discharges through the load. The capacitor charges from the
source. During this mode, the current flowing through the inductor L and voltage across the capacitor
C can be expressed as

vLb(t) = −iLV(t)RHV (13)

iLb(t) =
−vLV

L
(t− t4) + iLb(t4) (14)

vC(t) = VHV − iLV(t)RLV (15)

iC(t) = iinb(t) (16)

This mode ends at t = Ts when the gate signal is given to S2 in the next switching cycle. Similar
operation of mode 3 and mode 4 continues, for several switching cycles, until power flow is required
in the reverse direction.

2.3. State Space Analysis

This section presents the development of a small-signal AC model followed by the derivation of
the state-space model equations for one complete switching cycle. For this analysis, few assumptions
are considered; (i) the converter is operating in continuous conduction mode, and (ii) there is no trace
resistance. For the proposed converter, the state variables are the current through the inductor iL
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and the voltage across the coupling capacitor VC. A complete derivation of the state-space model
and small-signal analysis for boost mode is presented. A similar derivation method can also be used
for buck mode. With the inclusion of the parasitic components during both “on” and “off” states,
the system can be represented with the help of the state-space model as follows.

⎡⎢⎢⎢⎢⎢⎣
diL
dt

dvC
dt

⎤⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎣ −

(ron+rL)
L 0

0 − 1
C(R+rC)

⎤⎥⎥⎥⎥⎥⎦
[

iL
vC

]
+

⎡⎢⎢⎢⎢⎣ 1
L 0
0 −R

(R+rC)C

⎤⎥⎥⎥⎥⎦
[

VLV

iLoad

]
(17)

during “off” state:

⎡⎢⎢⎢⎢⎢⎣
diL
dt

dvC
dt

⎤⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎣

(
−Rrc

(R+rC)
− rL

)
1
L

−R
(R+rC)

1
L

R
(R+rC)C

1
(R+rC)C

⎤⎥⎥⎥⎥⎥⎥⎦
[

iL
vC

]
+

⎡⎢⎢⎢⎢⎢⎣
1
L

Rrc
(R+rC)

0 −R
(R+rC)

⎤⎥⎥⎥⎥⎥⎦
[

VLV

iLoad

]
(18)

Here, ron—on-state resistance of switching device, rL—the equivalent series resistance of the
inductor, and rC—equivalent series resistance of the capacitor.

The state-space average model of the converter can be written as follows.

.
x = [A1δ1 + A2(1− δ1)]x + [B1δ1 + B2(1− δ1)]U (19)

Here, x =

[
iL
vcc

]
, A1 =

⎡⎢⎢⎢⎢⎢⎣ −
(ron+rL)

L 0
0 − 1

C(R+rC)

⎤⎥⎥⎥⎥⎥⎦, B1 =

⎡⎢⎢⎢⎢⎣ 1
L 0
0 −R

(R+rC)C

⎤⎥⎥⎥⎥⎦, A2 =⎡⎢⎢⎢⎢⎢⎢⎣
(
−Rrc

(R+rC)
− rL

)
1
L

−R
(R+rC)

1
L

R
(R+rC)C

1
(R+rC)C

⎤⎥⎥⎥⎥⎥⎥⎦, B2 =

⎡⎢⎢⎢⎢⎢⎣
1
L

Rrc
(R+rC)

0 −R
(R+rC)

⎤⎥⎥⎥⎥⎥⎦, u =

[
VLV

iLoad

]

Define:
δ1Ts = t1 − t0&t2 − t1 = (1− δ1)Ts (20)

The duty ratio of the main switch S1 is defined as

δ1 =
t1 − t0

t2
(21)

The turn-off duty cycle of the main switch S1 is

δ′1 =
t2 − t1

t2
(22)

Substituting the duty ratio values from (20)–(22) in Equations (17)–(19) and then incorporating
the perturbation effect into the state variables and other variables around the steady-state values gives

iL = IL + îL, vLV = VLV + v̂LV, vC = VC + v̂C, vHV = VHV + v̂HV, δ1 = D1 + d1 (23)

where D1 is the duty ratio of the main switch under steady-state condition. After solving the above
state-space equation, the steady-state gains of the converter can be obtained as

VC =
D1VLV

1−D1
&IL =

IHV

1−D1
(24)

Comparing small-signal AC parameters while ignoring the considerably very small second-order
quantities, and then solving the equations gives the following two transfer functions.
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2.3.1. Control-to-Output Transfer Function

From the small-signal AC model, the control-to-output (output voltage to duty ratio) transfer
function can be found under the condition of v̂in = 0&îL = 0, which is shown in Equation (25).

v̂o
1−d̂1

=

[−R(R+rc)×(1+CSrc)×

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

RVLVrL −R2VLVD1
2 −R2VLV + RVLVron + VLVrLrc + VLVrcron + 2R2VLVD1 + 2IloadR2rL

+IloadR2rc + IloadR2ron − 2IloadR2D1(rL + rc) + IloadR2D1
2rc − IloadR2D1

2ron + LRSVLV

+LSVLVrc + 2IloadRrLrc + IloadRrcron + IloadLR2S + IloadLRSrc − 2IloadRD1rLrc − IloadLR2SD1

−IloadRD1
2rcron − IloadLRSD1rc

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎛⎜⎜⎜⎜⎜⎜⎝ RrL + Rrc + rLrc − 2R2D1 + R2

+R2D1
2 −RD1rc + RD1ron + D1rcron

⎞⎟⎟⎟⎟⎟⎟⎠×
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

CLR2S2 −CR2SD1rc + CronR2SD1 + CR2Src + CrLR2S + R2D1
2 − 2R2D1 + R2

+2CLRS2rc −CRSD1r2
c + 2CronRSD1rc + CRSr2

c + 2CrLRSrc + LRS−RD1rc

+ronRD1 + Rrc + rLR + CLS2r2
c + CronSD1r2

c + CrLSrc
2 + LSrc + ronD1rc + rLrc

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(25)

By neglecting parasitic components, it can be simplified as

v̂HV
1−d̂1

=
RVLV−LSVLV−2RVLVD1+RVLVD1

2−IloadLRS+IloadLRSD1

(D1−1)2(CLRS2+LS+RD1
2−2RD1+R)

⇒ vHV
1−d̂1

=
RVLV(1−D1)

2−LSVLV−(1−D1)IloadLRS
(D1−1)2(CLRS2+LS+R(1−D1)

2)

(26)

2.3.2. Control-to-Input Transfer Function

From the small-signal AC model, the inductor current-to-control (input current to duty ratio)
transfer function can be found under the condition of v̂LV = 0&îLoad = 0, which is shown in
Equation (27).

îin
1−d̂1

=

−(R+rc)

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

2R2VLV − IloadR3D1
2 −RVLVrc − IloadR3 + VLVrcron + 2IloadR3D1 + 2R2VLVD1 + IlaodR2rL + IloadR2ron + IlaodRrLrc

+IloadRrcron −CR3SVLVD1 −CIloadR3SrL −CIlaodR3SrC −CR2SVLVrL −CRSVLVr2
c − 2CR2SVLVrc + CSVLVr2

c ron

−CIlaodLR3S2 −CLR2S2VLV + CR3SVLVVD1
2 −CIloadLR2SrC −CIloadR3SD1

2rC + CIloadR3SD1
2ron −CRSVLVrLrC

+CRSVLVrcron −CLRS2VLVrc + 2CIloadR3SD1rL + 2CIloadR3SD1rC + CR2SVLVD1rc + CIloadRSrLr2
c + CIloadRSr2

c ron

+CIloadR2Srcron + CIloadLR3S2D1 + 2CIloadR2SD1rLrc + CIloadLR2S2D1rc + CIloadR2SD1
2ronr + RVLVron

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎛⎜⎜⎜⎜⎜⎜⎝ RrL + Rrc + rLrc − 2R2D1 + R2

+R2D1
2 −RD1rc + RD1ron + D1rcron

⎞⎟⎟⎟⎟⎟⎟⎠×
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

CLR2S2 −CR2SD1rc + CronR2SD1 + CR2Src + CrLR2S + R2D1
2 − 2R2D1 + R2

+2CLRS2rc −CRSD1r2
c + 2CronRSD1rc + CRSr2

c + 2CrLRSrc + LRS−RD1rc + ronRD1

+Rrc + rLR + CLS2r2
c + CronSD1r2

c + CrLSr2
c + LSrc + ronD1rc + rLrc

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(27)

By neglecting parasitic components, it can be simplified as

îin
1−d̂1

=
2VLV−IloadR(1−D1)+CRVLVS

(1−D1)(CLRS2+LS+RD1
2−2RD1+R)

⇒ iin
1−d̂1

=
RVLV(1−D1)

2−LSVLV−Iload(1−D1)

(1−D1)(CLRS2+LS+R(1−D1)
2)

(28)

2.3.3. Step and Bode Responses of LC-BDC

From the derived transfer functions, the step responses of various variables are presented in
Figure 11. From these results, it can be understood that the variations in input currents and capacitor
voltages for both line and load disturbance are low in the case of the proposed converter compared
to the existing converter. Moreover, the step responses reveal that the proposed LC-BDC converter
response is the same for inductor current and capacitor current and capacitor voltage against the duty
ratio, whereas input current transients against duty ratio variations are reduced in LC-BDC. It can also
be noted that in the case of supply variations, the transient responses of the inductor current, output
voltage, load current, and capacitor voltage are improved.

2.3.4. Ripple Capacitor Voltage

From the charge balance equation and further simplification of the above Equation (25) in the
steady-state, the capacitor ripple voltage can be calculated as

ΔvCcboost =
D1VHV

CRFS
(29)

From (29), the capacitor value can be sized to minimize the voltage ripple across the capacitor.
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Figure 11. Step responses of the inductor current, output voltage, load current, and capacitor voltage
transfer functions with respect to duty ratio and input voltage of LC-BDC and conventional converter.

3. Experimental Results and Discussion

The proposed LC impedance bi-directional dc-dc converter has been successfully validated
through experiments in both boost and buck modes. The parameters considered for the experimental
validations are summarized in Table 1. The experimental setup of the proposed converter is shown in
Figure 12. The system performance is evaluated in both steady-state and transient conditions while
feeding power to two series-connected 12 V, 50 W lamp load under various test conditions for the 18 V
DC to 24 V DC conversion in forwarding boost mode, and 24 V DC to 18 V DC conversion in reverse
buck mode. The inductor current, load current, and capacitor voltage waveforms are captured in both
boost and buck modes for both conventional and proposed converters. Comparative analysis through
experimental results was carried out, as explained below. In the case of the conventional converter,
there is a need for two capacitors (CHV plays a vital role in boost mode, and CLV plays a vital role in
buck mode), whereas, in the case of the proposed converter, there is a need for only one capacitor
C, which can take care of the functionality of the above mentioned two capacitors in the respective
modes. It can be observed that two capacitors are used in the realization of the conventional converter,
whereas only one capacitor is used for the realization of the proposed LC-BDC, as shown in Table 1.

Table 1. Parameters of the proposed converter.

Proposed Conventional

Parameter name Boost Mode (LV to HV) Buck Mode (HV to LV) Boost Mode (LV to HV) Buck Mode (HV to LV)
Input voltage (V) 18 24 18 24

Output voltage (V) 24 18 24 18
Output voltage ripple, % ≤0.50 ≤0.50 ≤0.50 ≤0.50

Load 12 V, 50 W of 2 Lamps
in series

12 V, 50 W of 2 Lamps
in series

12 V, 50 W of 2 Lamps
in series

12 V, 50 W of 2 Lamps
in series

Output current (A) 4 3.20 4 3.20
Switching frequency (kHz) 10 10 10 10

Inductor 0.5 mH 0.5 mH

Filter capacitors 500 μF/500 V(HV Side) 500 μF/500 V
(LV Side)

500 μF/500 V
(intermediate stage)
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Figure 12. Experimental Setup of Power Converter.

The gate signal of the lower switch, inductor current, load current, and capacitor voltage for four
switching cycles are captured and presented in Figures 13–16. From Figure 14, it can be seen that the
peak value of the inductor current is 6.17 A in the conventional converter, whereas it is 6.07 A in the
proposed converter for the same load current, as shown in Figure 15. From Figure 16, it can be seen
that the voltage across the capacitor is 23.20 V in the case of the conventional converter, whereas it is
5.10 V in the case of the proposed converter. Hence, there is 78.02% of capacitor voltage reduction
in the proposed converter as compared to the conventional converter for the same input/output
voltage conversion.

Figure 13. Gate voltage of lower switch (S1) in LC-BDC (Blue), and conventional BDC (red).

Figure 14. Inductor current in LC-BDC (Blue), and conventional BDC (red).
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Figure 15. Load current in LC-BDC (Blue), and conventional BDC (red).

Figure 16. Capacitor voltages in LC-BDC (Blue), and conventional BDC (Red).

In Figures 17–19, respectively, a zoomed view of respective parameters is presented during both
“on” and “off” state. From these figures, peak values during both transient and steady-state can be
measured as listed in Table 2.

Figure 17. Inductor current of LC-BDC (blue) and conventional BDC (red) converter during (a) “on”
and (b) “off” states.

Figure 18. Load current of LC-BDC (blue) and conventional BDC (red) converter during (a) “on” and
(b) “off” states.
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Figure 19. Capacitor voltage of LC-BDC (blue) and conventional BDC (red) converter during (a) “on”
and (b) “off” states.

Table 2. Comparison of the various parameter during both transient and steady state for the proposed
and conventional converters.

Peak Values
Conventional Proposed

Transient Steady State Transient Steady State

Capacitor voltage 23.20 V 23.20 V 4.80 V 5.20 V
Inductor current 8.80 A 6.00 A 8.80 A 6.00 A

Load Current 5.20 A 4.00 A 5.20 A 4.00 A

Form Table 3, it can be observed that the proposed converter not only offer its best performance
during steady-state conditions but also the exhibits same best performance during transient conditions
in terms of capacitor voltage stresses.

Table 3. Comparison of ripple values of capacitor voltage, inductor current and load current for the
proposed and conventional converters.

Ripples Conventional Proposed

Capacitor voltage 0.50 V 0.34 V
Input current 0.99 A 0.79 A
Load Current 0.13 A 0.13 A

For the ripple content investigation, a zoomed view of the inductor current, load current,
and capacitor voltages are presented in Figures 20–23, respectively. The summary of the ripple content
for both converter topologies is tabulated in Table 3. From this table, it can be understood that there is
a 0.4% reduction of ripple content in capacitor voltages and inductor current for the same content of
load current ripples.

Figure 20. Zoomed view of inductor current for ripple analysis LC-BDC (blue), and conventional
converter (red).
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Figure 21. Zoomed view of load current for ripple analysis in LC-BDC (blue), and conventional
converter (red).

Figure 22. Zoomed view of capacitor voltage in the conventional converter for ripple analysis.

Figure 23. Zoomed view of capacitor voltage in the proposed converter for ripple analysis.

For the reverse buck mode of operation, the gating signal of the upper switch, inductor current,
load current, and capacitor voltage for four switching cycles have been captured, as presented in
Figures 24–27. From Figure 25, it can be seen that the peak value of the inductor current is 3.61 A in
the case of conventional converter, whereas it is 3.62 A in the case of the proposed converter for the
same load current as shown in Figure 26. From Figure 27, it can be seen that the voltage across the
capacitor is 16.40 V in the case of conventional converter, whereas it is 7.80 V in the case of the proposed
converter. A capacitor voltage reduction of 35.80% can be witnessed in this mode of operation.

Figure 24. Gate voltage of upper switch (S2) in LC-BDC (Blue), and conventional BDC (red).
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Figure 25. Inductor current in LC-BDC (Blue), and conventional BDC (red).

Figure 26. Load current in LC-BDC (Blue), and conventional BDC (red).

Figure 27. Capacitor voltages in LC-BDC (Blue), and conventional BDC (red).

For the critical investigation, results have been captured under various test conditions to assess
the proposed converter suitability for various applications like smooth turn-on, faster load turn-off,
and converter on- and off-switching with variable duty. During these conditions, captured inductor
current, load current, and capacitor voltage are shown in Figures 28–30, respectively. Moreover, in
these figures, a zoomed view of respective parameters is presented during both turn-on and turn-off.
From these figures, peak values during both transient and steady states can be measured as listed
in Table 4. Form the Table 4, and it can be observed that the proposed converter not only offers its
best performance during steady-state conditions but also exhibits the same best performance during
transient conditions in terms of capacitor voltage stresses.

Table 4. Comparison of the various parameter during both transient and steady states for the proposed
and conventional converters.

Peak Values
Conventional Proposed

Transient Steady State Transient Steady State

Capacitor voltage 5.60 V 16.40 V 6.20 V 7.80 V
Inductor current 4.54 A 3.65 A 4.62 A 3.68 A

Load Current 4.54 A 3.65 A 4.62 A 3.68 A
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Figure 28. Inductor current of LC-BDC (blue) and conventional BDC (red) converter during (a) turn on
(b) turn off.

Figure 29. Load current of LC-BDC (blue) and conventional BDC (red) converter during (a) turn on
and (b) turn off.

Figure 30. Capacitor voltage of LC-BDC (blue) and conventional BDC (red) converter during (a) turn
on and (b) turn off.

For the ripple content investigation, a zoomed view of the inductor current, load current, and
capacitor voltages are presented in Figures 31–34, respectively. The summary of the ripple content
in both the converters is tabulated in Table 5. From this table, it can be extracted that there is a 0.3%
reduction of ripple content in capacitor voltages ripples for the same load current.

Table 5. Comparison of Ripple Values for The Proposed and Conventional Converters in Buck Mode.

Ripples Conventional Proposed

Capacitor voltage 1.40% 1.10%
Inductor current 16.65% 16.65%
Load Current 4.70% 5.00%
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Figure 31. Zoomed view of inductor current for ripple analysis LC-BDC (blue), and conventional
converter (red).

Figure 32. Zoomed view of load current for ripple analysis in LC-BDC (blue), and conventional
converter (red).

Figure 33. Zoomed view of capacitor voltage in the conventional converter for ripple analysis.

Figure 34. Zoomed view of capacitor voltage in the proposed converter for ripple analysis.

4. Comparative Analysis

Another set of simulations is performed to investigate the performance of the above topologies,
and simulation parameters are listed in Table 6 as mentioned below. By using these sets of simulations,
various performance parameters such as voltage gains, capacitor voltages, and losses were investigated.
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These simulations are carried out for various output voltages ranging from 36 V to 108 V with the dc
input voltage of 24 V, i.e., voltage gain ranging from 1.5 to 4.5. With the help of this data, a comparative
analysis is presented in the following subsections.

Table 6. Parameters considered for comparative analysis.

Parameter Value

Input DC Voltage 24 V
Switching Frequency 10 kHz

Output line voltage (RMS) 36 V–108 V
Load Power 500 W

4.1. No. of Components

As mentioned earlier, by changing the impedance network configurations, various topologies are
proposed, and hence each topology has a different number of components. The number of components
used for different topologies are listed and presented as a bar chart shown in Figure 35. From this chart,
it is clear that the proposed converter and conventional BDC require fewer components compared to
other topologies.

Figure 35. Bar chart of no. of components used in different topology.

4.2. Capacitor Voltage Stress

Since capacitors used in various topologies are different, total voltage stresses in all capacitors are
calculated for comparison purposes. Here in Figure 36, the total capacitor stresses are plotted, while
24 V DC is converted into a range of DC voltage ranging from 36 V to 108 V. From this figure, it is clear
that capacitor stresses are low in the case of the proposed converter.

Figure 36. Total capacitor stress in different topology.
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4.3. Efficiency Analysis and Loss Comparison

To perform the converter efficiency analysis, the parasitic resistance of inductors and capacitors,
and the diode forward conduction losses are considered in this paper. The parasitic resistance of
inductor and capacitor are rL and rC, respectively, and forward conduction loss of diode due to forward
voltage (VF) was assumed to be the same in all topologies for comparative analysis. The impact of
the parasitic resistances and the forward voltage drop of the main power devices (MOSFETs) are
also considered in this manuscript. Equivalent circuits of all the considered buck-boost bi-directional
converters with the inclusion of various parasitic components are presented in Figure 37 for the
efficiency calculations. Formulas derived for losses and efficiencies are presented in Table 7.

Figure 37. Efficiency comparison of various topologies.
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By using the above-derived formulas, the efficiencies and non-ideal voltage conversion ratios of
each topology with respect to gain are presented in Figures 37 and 38, respectively. From these results,
it can be observed that the efficiency is higher in conventional BDC and LC-BDC compared to other
existing topologies. Moreover, it can be seen that the voltage conversion ratio is more linear in the
case of conventional BDC, and the proposed converter compared to other existing topologies. In all
existing topologies (except conventional BDC), it can be noted that the performance of the converter is
becoming poor as the gain is increased further from the designed gain value.

Figure 38. Voltage conversion ratio comparison of various topologies.

5. Conclusions

In this paper, a new LC bi-directional DC–DC converter utilizing small passive components has
been proposed and successfully validated. Experimental results proved that there is a reduction of 75%
and 35.8% in capacitor voltage for 24 V to 18 V conversion in boost mode, and 18 V to 24 V conversion
in buck mode, respectively. Moreover, there is a reduction of one capacitor compared to conventional
BDC for the same conversion. In this paper, the proposed converter performance in both transient and
steady-state conditions is investigated and presented. This investigation reveals that the proposed
converter is able to offer superior performance in both transient and steady-state conditions. Moreover,
a comparative analysis of the proposed converter with the conventional BDC, Z-source converter,
discontinues current quasi Z-source converter, continues current quasi Z-source converter, improved
Z-source converter, switched boost converter, current-fed switched boost converter, and quasi switched
boost converter is presented. This comparative analysis proved that the proposed converter offers
superior performance compared to existing converters for the same conversion ratio.
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Abstract: In this paper, a proportional-integral passivity-based controller (PI-PBC) is proposed
to regulate the amplitude and frequency of the three-phase output voltage in a direct-current
alternating-current (DC-AC) converter with an LC filter. This converter is used to supply energy
to AC loads in hybrid renewable based systems. The proposed strategy uses the well-known
proportional-integral (PI) actions and guarantees the stability of the system by means of the Lyapunov
theory. The proposed controller continues to maintain the simplicity and robustness of the PI
controls using the Hamiltonian representation of the system, thereby ensuring stability and producing
improvements in the performance. The performance of the proposed controller was validated based
on simulation and experimental results after considering parametric variations and comparing them
with classical approaches.

Keywords: hybrid system; voltage source converter; passivity-based control; proportional-integral
control; voltage regulation

1. Introduction

1.1. General Context

Hybrid Renewable Based Systems (HRS) are promising alternatives for electricity supply in
remote areas and are also known as stand-alone microgrid systems [1]. The objective of the stand-alone
microgrids is to provide energies based on green technologies to people in remote areas, permitting
them to augment their productive capabilities and enhance their quality of life [2]. This is possible to
implement, thanks to the advances in renewable energy technologies that have allowed the installation
of power generations in remote areas, which in turn benefit and cover non-interconnected areas.

Stand-alone microgrid systems can include different types of energy sources (photovoltaic and
wind) [3], storage systems (battery banks and supercapacitors) [4], and loads. These elements
can be connected through alternating current (AC) or direct current (DC) grids. In Reference [5],
a comprehensive review of AC and DC microgrids was presented. DC grids are preferred because
they have a higher power density than AC grids; in addition, they do not require synchronization and
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incur only minor losses due to the skin effect [6]. Figure 1 shows a representative scheme for an HRS
where the elements are connected through a DC grid.

Figure 1. Renewable-based hybrid DC system.

Note that the DC network concept comprehends an extensive range of applications,
from high-voltage (examples are given in [7,8]) to low-voltage levels (examples are provided in [9,10]).

In addition, DC networks are especially attractive in control applications since the droop controls
of reactive power and frequency disappear in these networks, making it easier for power flow control
through lines in high-voltage levels or voltage regulation in low-voltage usages [11]. Another important
aspect of the DC network is the possibility of providing service to rural or remote areas with renewable
source and energy storage devices, as depicted in Figure 1; this helps improve the living conditions in
those areas. In Reference [10], a nonlinear controller for a typical configuration of a rural microgrid
was presented and in [12] a comparison between DC and AC microgrids implementations for rural
social-economic development was performed.

1.2. Motivation

The interconnection of each part of the system with the DC grid is achieved using power
electronics converters, which are responsible for managing the power flow among the sources, storage
systems, and loads. In Reference [13,14], examples of the use of the power electronics converters for
such interconnections were described. The objective of the power flow control in a hybrid system is
to satisfy the energy demand on the loads, maximize the energy extracted from renewable energy
sources, and use storage systems efficiently.

The converter is entrusted with controlling the AC voltage applied to the loads, which is usually
a DC-AC converter with an LC output filter [15]. This converter can be single-phase or three-phase,
depending on the load type. Meanwhile, its control regulates the amplitude and frequency of the
output voltage based on a DC voltage applied on the input, which can then be controlled for the
remaining HRS [16–18].

The control strategy proposed in this research is motivated by the necessity to have robust and
stable control methods for providing sinusoidal voltages in remote areas where conventional power
systems are nonexistent [19]. This entails that the opportunity to provide electrical service is by
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interfacing renewable energy resources (mainly wind turbines and photovoltaic plants) with power
electronic converters that can regulate voltage and frequency by tracking sinusoidal references [20].
The approach that uses sinusoidal references is different from a conventional emulation of synchronous
generators via virtual inertia control [21] since it is recommended for weak grids with large frequency
variations. In these control schemes, active and reactive power measurements are used to define
the frequency and voltage references [20]. Nevertheless, the proposed controller in this paper is
focusing on supplying electrical service to linear and non-linear loads directly interfaced with VSCs,
which implies that the measures of active and reactive power are not efficient in regulating the output
voltage. For this reason, our aim is to have a direct voltage control strategy based on trajectory tracking
via passivity-based control approach with experimental validations, allowing supporting three-phase
balanced voltages in passive and switched loads.

1.3. Brief State-of-the-Art

In specialized literature, several strategies have been developed for the control of DC-AC
converters. Due to their simplicity, the most widely used approaches are based on classic linear
controllers, which are proportional-integral (PI) controllers [22]. Even though these strategies are
the most used, they cannot guarantee the stability of the system. Additionally, they do not perform
well away from the point of operation as in the case of non-linear loads. [16]. Therefore, advanced
strategies have been developed to address the poor performance of classic controllers. In Reference [23],
a feedback linearization control method was proposed based on a power-balance model between
the converter and the load. This method improves the performance of linear and nonlinear loads,
but the selection of gains is critical. In Reference [24], a current control algorithm for uninterruptible
power supplies based on PID compensator was presented. [25] showed the reduction of voltage
distortion caused as a result of slowly varying harmonic currents that use synchronous-frame harmonic
regulators.Reference [26] describes an integral resonant controller of the output voltage management
arrangement in a three-phase VSI. Reference [27] presented a model predictive control for output
voltage regulation of a three-phase inverter with output LC filter feeding linear and nonlinear loads.
In addition, authors in [28] use the same control strategy for a single-phase voltage source with linear
and nonlinear loads. Despite previous works demonstrating good performance of their objective
controls, none of them can guarantee the stability of the system.

On the other hand, the application of passivity-based control (PBC) techniques to power
converters has the advantage of providing stable closed-loop controllers with good dynamic behavior.
In Reference [16], an interconnection and damping assignment (IDA-PBC) approach was proposed
to regulate the output voltage from a DC-AC converter and a comparison was also made with
classic controllers. The results of [16] demonstrated the good performance of the proposed controller,
even when a nonlinear load was considered. An adaptive robust control method for a DC-AC converter
with high dynamic performance under nonlinear and unbalanced loads was also proposed by [29].
In both of these methods, the stability is ensured by the passive properties of the controlled system [30].
The problem with the PBC controllers applied to power converters is that the control laws depend
on the system parameters and, so, stable-state errors occur when these parameters vary. The errors
caused by variations in the system parameters can be eliminated with different techniques; for e.g.,
a dynamic extension with an integral action was proposed by [16] but at the expense of increasing the
complexity of the system.

PI-PBC controllers have been proposed to combine the advantages (simplicity and robustness) of
PI-based designs with the typical stability analysis based on the Lyapunov theorem employed in passive
strategies. These controllers have been used in power converters for several applications [31–34].

Authors in [31] have presented the general basis of the PI-PBC theory applied to power electronic
converters (switched systems). These authors demonstrate that with PI gains in a Hamiltonian
representation of the averaged dynamic of the converter is possible to provide constant direct
current–voltage to linear loads. Simulation and experimental results demonstrated that when VSCs
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are used in conversion mode (sinusoidal input to DC constant output), the PI-PBC method guarantees
asymptotic stability if the load is completely linear (i.e., resistive). Observe that the VSC was operated
with sinusoidal voltage imposed on the AC side to generate constant DC voltage. This is a different
case, compared to the approach presented in this paper as we work with constant DC voltage provided
by a combination of batteries and renewables to support three-phase balanced voltage in linear and
nonlinear loads, guaranteeing stability conditions in the sense of Lyapunov. In reference [32], a general
design using the PI-PBC method was presented for tracking trajectories in power electronic converters
(sinusoidal or constant references) if they are bounded and differentiable (i.e., admissible trajectories).
The stability in closed-loop is ensured via Barbalat’s lemma. The authors of this paper validate their
control design in an interleaved boost and the modular multilevel converter, including simulation and
experimental validations. Note that the first converter works with AC input to provide a constant DC
output, while the second one generates single-phase voltages in linear loads considering a constant
DC input. This implies that the application of the developed PI-PBC method is different from our
approach since we work with the isolated network applications to generate three-phase voltage signals
in linear and nonlinear loads. The authors in [33] presented a methodology based on dynamic power
compensation of active and reactive power in transmission systems considering superconducting coils
integrated via a cascade connection between DC-DC chopper converter and the VSC. The control for
this system is developed with PI-PBC, guaranteeing stability in closed-loop. The main aim of this paper
is to compensate subsynchronous oscillations in power systems when faults occur in the power grid.
Note that the proposal of these authors works with the VSC connected to the grid by controlling active
and reactive power flow; while in our approach, the power grid is non-existent and the objective is to
provide voltage service to isolated loads, i.e., we generate the power system node with constant voltage
and frequency via PI-PBC design. In [34], standard passivity-based control design for integrating
renewable energy resources in power systems was developed. The main idea of [34] is to provide
a stable control design via PBC, which is made via energy functions using a Lagrangian formulation.
Additionally, it is assumed that the wind generator would be connected to the power grid. This implies
that the electrical network supports the voltage on the AC side of the converter. For this reason,
the authors of this study focused on active and reactive power control and not on the three-voltage
generation for isolated power applications as the case studied in our contribution.

In Reference [35], a general control design of controllers for single-phase network applications
was presented via interconnection and damping assignment PBC and PI-PBC approaches. In this
work, the authors considered isolated power grids composed of batteries, wind turbines, photovoltaic
plants, and energy storage devices composed of superconducting coils and supercapacitors. The main
contribution in [35] was to demonstrate stability in single-phase networks under well-defined load
conditions. Even if this research uses isolated systems by applying PI-PBC control, it is different
from our contribution since, in our work, the grid has a three-phase structure and the loads are
strong, nonlinear loads (switched devices), which were not considered in [35]. Note that in [36]
the initial design based on PI-PBC and IDA-PBC was complemented with modifications on the
controller structure to integrate renewables in single-phase networks. In addition, the difference
with our approach is that the authors do not present any experimental test that validates their
simulation analysis.

Authors in Reference [37] presented a general stability analysis for single-phase networks
feed-through power electronic converters considering constant power load. This analysis was
performed assuming a Hamiltonian representation of the system and the perfect operation of the
controllers that manage the power flow between the distributed energy resources and the grid.
The authors of this work do not mention how this approach is extensible to AC grids with strong
nonlinear loads as the case study in our proposal.

Even if controllers based on PI-PBC have been proposed for controlling power, electronic
converters in single-phase and three-phase applications. In this paper, we focus on the problem
of the voltage generation in three-phase nonlinear loads located in isolated areas by deriving the
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PI-PBC approach from the classical IDA-PBC method [16], which has not been reported in the scientific
literature yet. In addition, our work contains multiple simulation scenarios and some experimental
validations that validate the proposed approach, demonstrating its easy implementation in real-life
operative cases that combine renewables, batteries, power converters, and nonlinear loads.

It is important to mention that it is necessary to employ optimal tuning of the PI gains so that PI
controllers (including classical PI and PI-PBC approaches) perform excellently [38]. Active/passive
tuning methods have been reported in the scientific literature. In Reference [39], it was presented
an interactive tool for adjusting PI controls in first-order systems from a graphical point of view for
first-order systems with time delays, numerical results confirm the efficiency of the tool developed in
comparison with other literature reports. In Reference [40], an algorithm for the PID controller based
on the gain margin and phase margin concept was presented. However, the controller parameters
depend on a single parameter, these parameters are subjected to the desired phase margin, and a
minimum required gain margin constraint. The main advantage of these tuning an approach with
respect to previous works is that it is easy to implement applicable to any linear as well non-linear
model structures. Authors of [41] have presented a simple method to design PI controllers in the
frequency domain by proposing an optimization model with constraints. This method uses a single
tuning parameter, defined as the quotient between the final crossover frequency and the zero of
the controller. This adjusting procedure maximizes the controller gain by considering the equality
constraint on the phase margin and an inequality restriction in the gain margin. Numerical results
confirm the effectiveness of this proposal in comparison with literature reports. Additional methods
for tuning PI controllers have been reported in specialized literature, some of them are particle swarm
optimization [42], ant-lion optimizer [43], genetic algorithms [44], and so on. The main feature of these
metaheuristic optimization methods is that they work with the minimization of integral indices to find
the optimal set of control gains by using sequential programming methods [45].

Remark 1. The selection of control gains is an important task in the design of PI controllers in power converter
applications. These methods can be passive or active approaches that work with optimization models or desired
performances [46]. Nevertheless, in this research, our focus is on presenting a simple controller based on the
properties of the passivity theory combined with classical and well-known PI actions to generate ideal three-phase
voltages for non-linear loads in isolated areas. This implies that the focus in the grid performance with load
variations and no optimal adjusting of the control gains. In this sense, we employ a basic tuning method based
on the root locus design approach [47].

1.4. Contribution and Scope

In the present study, a PI-PBC controller is proposed for regulating the amplitude and
frequency of the output voltage in a three-phase DC-AC converter with an LC filter, providing
a well-defined sinusoidal service to linear and nonlinear loads by transforming the DC signal from the
transmission/distribution network to local loads [48].

The main contribution of this research in the literature reports about the control of VSCs for
feeding isolated three-phase loads can be summarized as follows:

� A passivity-based control design that is easily implementable with the main advantages of the
classical PI controllers that allows tracking a sinusoidal trajectory by transforming this into
a regulation problem. The proposed PI-PBC design also allows guaranteeing stability conditions
based on the Lyapunov theory by applying the properties of the Hamiltonian energy models.

� The proposed controller can maintain objective controls, which are to regulate constant voltage
amplitude and constant frequency although the test system feeds a non-linear load, demonstrating
the generation of a robust three-phase balanced signal. This is achieved by avoiding the use of
classical phase-locked loops embedded in virtual synchronous emulations that emulates inertia
properties in converters.
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� The experimental validation in a laboratory prototype with a realistic model of the system include
switching effects, losses, and a detailed transistor model to feed passive loads and nonlinear ones.

In addition, the performance of the controller under parametric variation is shown, and a comparison
with the classic PI controller demonstrates the superiority of the proposal to mitigate the harmonic content
produced by non-linear loads.

Regarding the scope of this research, it is important to mention that in the control design as well as
in the simulation, experimental validations will be considered unique voltage source converters
that are forced to work as an ideal voltage source to provide sinusoidal voltages to linear and
nonlinear loads. For doing so, we consider that the DC side of the converter is fed by a strong
DC network (transmission/distribution DC grid) or by a combination of renewable energy resources
and batteries [19,28]. In addition, to determine the amount of instantaneous power absorbed by the
load (linear and nonlinear), it is considered that there is a current measure at the load side which
is important since the amount of current provided by the converter is a linear function of the load
consumption. This implies that the existence of this measure is indispensable when no load estimators
are implemented, as in the case studied in this research. Note that the implementation of load
estimators could be considered for future work since only a few studies have been reported in the
scientific literature with experimental validations.

1.5. Organization of the Document

The remainder of this paper is organized as follows. In Section 2, we describe the configuration of
the DC-AC converter and its dynamical modeling using a Hamiltonian representation. In Section 3,
we explain the proposed control design based on the PI-PBC approach, which guarantees asymptotic
stability according to Lyapunov. In Section 4, we demonstrate the numerical performance of the
proposed method based on simulations and experimental validations using a laboratory prototype.
Finally, the main conclusions derived based on this study are presented in Section 5.

2. System Configuration and Dynamical Model

The DC-AC converter comprises of a three-phase voltage source converter with IGBTs (S1, . . . , S6)
and an LC output filter. Figure 2 shows the structure of the DC-AC converter considered in this study
for supplying an arbitrary load (i.e., linear or nonlinear consumption) [49].

Figure 2. Three-phase DC-AC converter structure.

The DC-link voltage, vdc, is considered to be approximately constant and controlled by other
converters involved in the HRS shown in Figure 1, and thus, its dynamics are not considered in
our model [16,49].
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Dynamical Model

The DC-AC converter model in dq coordinates is as follows [3],

Li̇d = mdvdc − Rid − ωdqLiq − ed, (1)

Li̇q = mqvdc − Riq + ωdqLid − eq, (2)

Cėd = id − ωdqCeq − iLd, (3)

Cėq = iq + ωdqCed − iLq, (4)

where ωdq is the angular frequency of the dq reference frame, which is set equal to the desired
output-voltage frequency; id and iq represent the currents in the dq frame; ed and eq are the output
voltages; iLd and iLq correspond to the load currents; and md and mq are the inverter modulation indexes.
All the variables represented in the dq reference frame are obtained through Park’s transformation
from the abc variables. The parameters L, C, and R represent the inductance, capacitance of the
output filter, and equivalent output resistance, which model the filter inductance losses and converter
losses, respectively.

The port-Hamiltonian (pH) model of the system can be written as follows:

ẋ = [J − R]
∂H(x)

∂x
+ gu + ζ, (5)

where the state vector is x, J, and R are the interconnection and damping matrices, respectively, H(x)

represents the total energy stored in the system, g is the input matrix, u is the control input vector,
and ζ represents the external input.

The pH model of the DC-AC converter is represented by Equation (6).

⎡
⎢⎢⎣

Li̇d
Li̇q
Cėd
Cėq

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

−R −ωdqL −1 0
ωdqL −R 0 −1

1 0 0 −ωdqC
0 1 ωdqC 0

⎤
⎥⎥⎦
⎡
⎢⎢⎣

id
iq
ed
eq

⎤
⎥⎥⎦+

⎡
⎢⎢⎣

vdc 0
0 vdc
0 0
0 0

⎤
⎥⎥⎦
[

md
mq

]
+

⎡
⎢⎢⎣

0
0

−iLd
−iLq

⎤
⎥⎥⎦ . (6)

In this case, the interconnection and damping matrices are defined based on Equation (6) as

J =

⎡
⎢⎢⎢⎣

0 −ωdqL −1 0
ωdqL 0 0 −1

1 0 0 −ωdqC
0 1 ωdqC 0

⎤
⎥⎥⎥⎦ , (7)

R =

⎡
⎢⎢⎢⎣

R 0 0 0
0 R 0 0
0 0 0 0
0 0 0 0

⎤
⎥⎥⎥⎦ , (8)

where J = −JT is antisymmetric and R = RT ≥ 0 is symmetric positive semidefinite.
The total energy stored in the system, H(x), is shown by the sum of the energy stored on the

output-filter inductors and capacitors,

H(x) =
1
2

(
Li2d + Li2q + Ce2

d + Ce2
q

)
. (9)

It should be noted that H(x) is a hyperboloidal function that is convex and positive definite.
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3. PI-PBC Approach

This section presents three main aspects of power electronic converters’ control using
passivity-based control theory. (1) The design of the proposed PI-PBC approach by transforming the
trajectory tracking problem into a regulation problem using the incremental representation. (2) The
control objective of the problem, i.e., the definition of the desired sinusoidal trajectory. (3) The stability
analysis of the proposed control scheme via Lyapunov’s stability theorem for autonomous dynamical
systems. In the next subsections, each of these aspects will be discussed.

3.1. Control Design

The proposed PI-PBC approach depends on the existence of an admissible trajectory,
defined as [34],

x∗ =
[

Li∗d Li∗q Ce∗d Ce∗q
]T

, (10)

such that the dynamical system in Equation (6) is continuous, differentiable, and bounded,
which implies that

ẋ∗ = [J − R]
∂H(x∗)

∂x∗
+ gu∗ + ζ, (11)

with some u∗ bounded.
If we define x̃ = x − x∗ and ũ = u − u∗, the system in Equation (5) can be written as follows:

˙̃x + ẋ∗ = [J − R]
∂H(x̃ + x∗)
∂(x̃ + x∗)

+ g(ũ + u∗) + ζ. (12)

The energy function of the system given by Equation (9) can be represented as:

H(x) = H(x̃ + x∗) =
1
2

xTP−1x =
1
2
(x̃ + x∗)TP−1(x̃ + x∗), (13)

and the gradient of this function is,
∂H(x)

∂x
= P−1x, (14)

then,

∂H(x̃ + x∗)
∂(x̃ + x∗)

=P−1(x̃ + x∗) = P−1x̃ + P−1x∗

=
∂H(x̃)

∂x̃
+

∂H(x∗)
∂x∗

.

(15)

Using Equation (15), the system defined by Equation (12) can be written as follows:

˙̃x + ẋ∗ = [J − R]
∂H(x̃)

∂x̃
+ [J − R]

∂H(x∗)
∂x∗

+ gũ + gu∗ + ζ, (16)

Thus, the following error dynamics are reached.

˙̃x = [J − R]
∂H(x̃)

∂x̃
+ gũ. (17)

In addition, the output of the system can be calculated as follows:

ỹ = gT ∂H(x̃)

∂(x̃)
. (18)
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The system in Equation (17) is passive if Ḣ(x̃) ≤ ỹTũ [33,34]. Therefore, to obtain a closed-loop
dynamic based on Lyapunov theory, the energy function is shown as:

H(x̃) =
1
2

x̃TP−1x, (19)

where H(0) = 0 and H(x̃) > 0, ∀x̃ 
= 0, which satisfy the first and second conditions of the Lyapunov
theorem. The time derivative of the proposed energy function is

Ḣ(x̃) = x̃TP−1 ˙̃x = −x̃TP−1RP−1x̃ + x̃TP−1gũ,

= −x̃TP−1RP−1x̃ + ỹTũ ≤ ỹTũ, (20)

which proves that the dynamics of the error are also passive.
The proposed controller can be written as follows:

ż = −ỹ, (21)

ũ = −KPỹ + KIz, (22)

and it has a PI structure, where KP and KI are the proportional and integral gain matrices, respectively,
which are diagonal and positive definite, and ỹ is

ỹ = gT ∂H(x̃)

∂x̃
=

[
vdc

(
id − i∗d

)
vdc

(
iq − i∗q

)] . (23)

Note that z represents a set of auxiliary variables that allow the passive output feedback and the
inclusion of an integral action to minimize steady-state errors on the control objective. For more details
of the PI-PBC approach for non-affine dynamic systems, refer to [32].

Using Equation (11), the references of the dq axis currents and the modulation index can be
obtained as follows:

i∗d = ωdqCe∗q + iLd, (24)

i∗q = −ωdqCe∗d + iLq, (25)

m∗
d =

1
vdc

(
Li̇∗d + Ri∗d + ωdqLi∗q + e∗d

)
, (26)

m∗
q =

1
vdc

(
Li̇∗q + Ri∗q − ωdqLi∗d + e∗q

)
, (27)

where we have considered that ė∗d = ė∗q = 0 because e∗d and e∗q are constant values in the Park’s
reference frame.

Figure 3 shows the proposed control scheme. It can be observed that the modulation indexes
are obtained using Equations (22) and (23) with Equation (27), and the references e∗d , e∗q , and ωdq are

selected by the users. The angle θdq used in the Park’s transformations is obtained from
dωdq

dt .
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Figure 3. Block diagram of the proposed controller.

3.2. Control Objective

The main idea behind implementing VSCs for the integration of non-linear loads in the AC side
using the energy provided by the DC network (see Figure 1) is to generate a three-phase sinusoidal
signal with constant amplitude and frequency [19]. This implies that the references for the voltage
signals in the capacitors in parallel to the load can be defined as follows:

e∗a (t) =
√

2Erms sin(ωt),

e∗b(t) =
√

2Erms sin(ωt − 2
π

3
), (28)

e∗c (t) =
√

2Erms sin(ωt + 2
π

3
),

where Erms is the desired voltage magnitude and ω represents the angular frequency, i.e., for this
study ω = 2π f , with f = 50 Hz.

From the desired three-phase voltage reference defined in Equation (28), we can observe that the
electrical frequency is considered as an input for the Park’s transformation (see Figure 3). This implies
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that if the controller makes its task, the voltage outputs in the load will be sinusoidal waves regardless
of the load variations (linear or non-linear behavior) [50].

Note that if we send a constant frequency as input to the Parks’ transformation, then the sinusoidal
references in Equation (28) become constant values in the dq reference frame, i.e.,

e∗d(t) = Erms,

e∗q(t) = e∗0(t) = 0, (29)

which implies that if the controller reaches these values in the dq reference frame, then the voltage
output will be perfectly sinusoidal in the abc reference frame sinusoidal [19].

Remark 2. Note that the voltage and frequency and regulation reported in this paper allows supporting a three-phase
sinusoidal signal in load coupling based on the properties of the controller for following constant references in the dq
frame [19]. This is different from classical approaches that regulate voltage and frequency by measuring active and
reactive power by emulating synchronous machines using the virtual inertia concept [20,21].

3.3. Stability Analysis

The stability analysis in modern control applications is an important aspect and should be
demonstrated to show that they are suitable for implementation without fails [8,51]; one of the main
attractive characteristics of the PBC design is that in a large class of linear and nonlinear system,
stability can be guaranteed using Hamiltonian or Lagrangian representations [14,32]. Here, we present
basic proof for analyzing the proposed PI-PBC approach, since it was extensively studied in [32,35].

We will enunciate the necessary conditions for guaranteeing stability of a nonlinear autonomous
dynamical ẋ = f (x, u) system in the sense of Lyapunov around the equilibrium point x = x�

as follows [52]:

� If there is a Lyapunov candidate function V (x) that is positive definite for all x 
= x�, and zero
only for x = x�, i.e., V (x) > 0, x 
= x� & V (x) = 0, x = x�,

� and the derivative of the Lyapunov function with respect to the time (V̇ (x)) is negative
semidefinite, i.e., (V̇ (x)) ≤ 0, ∀x 
= x�, & (V̇ (x�)) = 0.

Note that to prove these two necessary conditions for the proposed closed-loop dynamical system
with state variables x̃ and z, we employed a quadratic function as recommended in [32] which fulfills
the positive definiteness in all the solution space which is zero only in the equilibrium point, as follows:

V(x̃, z) = H(x̃) +
1
2

zTKIz, (30)

where H(x̃) is the desired Hamiltonian function. Note that the second term is a quadratic expression
as function of the integral variables that deal with these new stable variables introduced by the
PI-PBC method [33].

Now, if we take the time derivative of the candidate Lyapunov function in Equation (30), then the
following result is yielded:

V̇(x̃, z) = Ḣ(x̃) + zTKI ż (31)

where, if it substitutes the expression in Equation (20) by considering the PI-PBC design in Equation (22),
then, the following result is reached:

V̇(x̃, z) = −x̃TP−1RP−1x̃ + x̃TP−1gũ + zTKI(−ỹ)

≤ −ỹTKPỹ ≤ 0, (32)

which clearly fulfills the second condition of the Lyapunov’s theorem [34].

117



Electronics 2020, 9, 847

Remark 3. As the derivative of the Lyapunov function with respect to time does not directly contain the
state variables of interest, i.e., x̃ and z, based on the Lyapunov’s stability theorem, we can affirm that the
dynamical system ˙̃x (see Equation (17)) is stable in a closed-ball that contain the equilibrium point x = x̃,
as demonstrated in [35].

Regarding the range of application of the aforementioned stability analysis of the real systems
and its relation to the parameters of the system, it is important to highlight the following facts:

• The PI-PBC design can guarantee stability independently of the value of the parameters of
the filter LC since its demonstration is based on the positive definiteness of the matrix P in
Equation (14) [13]. This matrix is constant and contains at its diagonal the parameters of the filter,
which of course are positive in real physical systems. This implies that if there exists variations
between the parameters assigned to the controller and the real parameters, it will not compromise
the stability of the system in closed-loop [32].

• The control gains assigned to the PI-PBC controller plays an important role in the stability
analysis [33]; nevertheless, these need to fulfill an important condition related to the positiveness
of their values. Since these are design parameters, we can ensure that they will be positive and
the system will remain stable during the closed-loop operation.

• Some unmodeled dynamics such as parasitic resistances in the capacitors connected in parallel to
the load or power losses in the converter will help the stable behavior of the system since these
parameters introduce additional dampings in the dynamical response of the physical system that
we no longer observe in the simulation environment [53].

4. Results

The proposed PI-PBC controller was validated based on simulations and experimental results.
The parameters used in the system in both the simulations and experimental tests are listed in Table 1.

Table 1. System parameters.

Parameter Value Unit Parameter Value Unit

Inductance (L) 1.25 mH Switching frequency ( fs) 20 kHz
Resistance (R) 0.2 Ω Output frequency ( f ) 50 Hz

Capacitance (C) 45 μF DC-link voltage (vdc) 311 V
Internal IGBT resistance (Ron) 10 mΩ DC-link capacitance (Cdc) 5400 μF

4.1. Simulation Results

The simulation results were obtained using a realistic model of the system, including the
switching effects, losses, and a detailed transistor model. The simulations were implemented using the
SimPowerSystem in MATLAB.

To validate the performance of the proposed controller, a test was performed by changing the
load (linear and nonlinear). Figure 4a shows the dq axis output voltage and its reference, and Figure 4b
shows the output voltage and inductor current for phase a. Initially, the system operated with a resistive
load of 10 Ω, and the reference of the output voltage was e∗d = 100 V and e∗q = 0 V. When the load
was changed from 10 Ω to 5 Ω (at 0.1 s), the d-axis voltage exhibited a transient variation; this also
occurred for the voltage on the q-axis, but within a short time (approximately one cycle of the voltage),
the controller was able to regulate the amplitude and frequency of the output voltage in the expected
time and with the desired dynamic behavior. At 0.2 s, the nonlinear load was connected to the system.
Again, the controller regulated the dq axis output voltages in an acceptable time and with suitable
behavior. In addition, as shown in Figure 4b, the waveform of the voltage was sinusoidal (free of
significant harmonics) even under a nonlinear load.
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Figure 4. Voltage behavior in the Park’s reference frame, and voltage and load current per-phase.
(a) edq profile. (b) Voltage and load current in phase a.

Figure 5a shows the three-phase output voltage and Figure 5b depicts the currents in the filter
inductors. The amplitude of the three-phase output voltage was regulated in advance of the load
changes as expected.
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Figure 5. Dynamical performance of the voltage and currents at the point of load connection.
(a) Three-phase voltage profile. (b) Current profile for linear and nonlinear consumption.

With the objective to show the performance of the proposed controller in the presence of
parametric variations, a test with varying inductance and resistance values of the LC filter was
performed. Figure 6 shows the d-axis output voltage for the same test of Figure 4 when the value of the
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inductance and resistance of the filter are different and the same are then considered in the controller.
The parameter variation consists of a change of 50% in the inductance and resistance of the filter. It can
be observed that the d-axis voltage exhibited transient differences between the situations with and
without parameter variation, while in regimen, the voltage is regulated in the reference value as the
integral action of the PI eliminates possible steady-state errors (see [54]).
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Figure 6. Behavior of d-axis voltage for parametric variation.

For comparison purposes with classic approaches (PI controllers), Figure 7 shows the output
voltage behavior in dq-coordinates for the same test of Figure 4, when a PI controller (in blue) and
the proposed PI-PBC controller (in red) are working. It can be observed that the classic PI controller
performs similar to PI-PBC when a linear load is considered, but when a non-linear load is connected,
the system with the PI controller presents high harmonic content, and therefore the performance is
reduced. This test shows the superiority of the proposed strategy to mitigate the harmonics due to
non-linear loads.
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Figure 7. Voltage behavior in the Park’s reference frame, comparison between the proposed controller
(in red) and the classic PI approach (in blue).

With the aim to demonstrate the performance of the proposed controller under highly demanding
conditions, Figure 8 presents a test with a change of the amplitude reference of the output voltage
and a change in load when the converter supplies the nonlinear load, as considered in Figure 4.
In Figure 8a, the dq axis output voltage and its reference is illustrated and in Figure 8b, the output
voltage and inductor current for phase a is shown. It can be seen that the proposed PI-PBC controller
(in red) regulates the amplitude of the output voltage in the presence of changes of the amplitude
reference (0.1 s) and load changes (0.2 s) even when the power of the nonlinear load is increased.
Furthermore, in this test, a comparison between the proposed controller (in red) and the classic PI
(in yellow) approach was performed. The performance of the classic PI presents high harmonic content
as the value of the power of the nonlinear charge increases while the oscillations presented by the
PI-PBC are small. It should be noted that the elimination of these oscillations can be accomplished
using a multiple reference controller but it will increase the complexity of the control algorithm [24].
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Figure 8. Test system behavior under very demanding conditions for the proposed controller (in red)
and the classic PI approach (in yellow). (a) Voltage behavior in the Park’s reference frame. (b) Phase a
voltage profile.

Figure 9 depicts the harmonic spectrum of the output voltage using the proposed PI-PBC controller.
It can be seen that the amplitude of individual harmonics remains below the required limits by the
standards and the total harmonic distortion (THD) is 2.17%. This value is lower than the values
established by IEC 62040-3 (less than 8%) [16]. Figure 10 shows the harmonic spectrum of the output
voltage for the classic PI controller, the THD is 7.37%, which is very close to the allowed limits.
The harmonic spectra were obtained for the system feeding the nonlinear load corresponding to
Figure 8 between 0.2 s to 0.3 s.
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Figure 9. Voltage harmonic spectrums of proportional-integral passivity-based controller (PI-PBC).
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Figure 10. Voltage harmonic spectrums of Classical PI controller.

Finally, Figure 11 shows a test for an unbalanced load. It can be seen that the three-phase voltage
is maintained with constant amplitude and frequency, and without significative harmonics when
considering these types of loads.
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Figure 11. Test system behavior under very demanding conditions for the proposed controller (in red)
and the classic PI approach (in yellow). (a) Voltage behavior in the Park’s reference frame. (b) Phase a
voltage profile.

4.2. Experimental Results

The experimental results were obtained using a laboratory prototype with the same parameters
employed in the simulation tests (see Table 1). The DC-AC converter was constructed using an IGBT
module (SEMiX101GD12E4s), and the controller was implemented in a TMS320F28335 floating-point
DSP (Texas Instruments).

Figure 12 shows the three-phase voltage generated by the system under a resistive load change
(50 Ω to 25 Ω). The controller regulated the amplitude and frequency of the output voltage, and the
time response required for the load change was approximately one cycle, thereby agreeing with the
previously described simulation results, and this time is acceptable in practical applications as well.
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Figure 12. Experimental results: three-phase generated voltage for a resistive load change.

The output voltage and inductor current for phase a are shown in Figure 13 for the resistive load
change and in Figure 14 for a nonlinear load. The results show that dynamic behavior was acceptable
in both cases. In addition, when a nonlinear load was considered (Figure 14), the controller generated
an output voltage that was free of significant harmonics. The voltage total harmonic distortion is 3.6%.
This value is lower than the values established by IEC 62040-3 (less than 8%) [16].

Figure 13. Experimental results: output voltage and inductor current for phase a with a resistive
load change.

Figure 14. Experimental results: output voltage and inductor current for phase a under a nonlinear load.
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5. Conclusions

In this article, we present a PI-PBC controller to regulate the amplitude and frequency of
a three-phase output voltage in a DC-AC converter with an LC filter. Simulations and experimental
results show that the proposed controller allowed regulating the amplitude and frequency of the
output voltage of the converter under both linear and nonlinear load changes. Additionally, the PI-PBC
allowed generating well-defined sinusoidal signals to linear and nonlinear loads. The results of the
performance analysis showed that the proposed design combines the simplicity and robustness of
PI-based controllers with the stability and performance characteristics of PBC as a powerful tool for
the design of power converter controllers used in hybrid power systems.

Derived from this research, some future recommendations have been made as follows: (1) to
develop a direct power control approach to operate DC-AC converters in constant power load
applications; (2) to combine the advantages of the passivity-based control designs with virtual inertia
emulators to develop robust controllers for weak three-phase distribution networks with unbalanced
and nonlinear loads; and (3) to employ advanced methodologies for optimal adjustment of PI control
gains using active and passive strategies in order to improve the dynamical performance of the
proposed PI-PBC method in applications with large variations in the load terminals.
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Abbreviations

The following abbreviations and nomenclature are used in this manuscript:

Acronyms
AC Alternating current
BB Battery
IDA-PBC Interconnection and damping assignment passivity-based controller
pH port-Hamiltonian
PI-PBC Proportional-integral passivity-based controller
DC Direct current
SC Supercapacitor
RHS Renewable-based hybrid systems
Subscripts and superscripts
∗ Admissible trajectory
dq Direct-quadrature reference frame
Parameters
R Resistance filter
L Inductance filter
C Capacitance filter
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Variables
idq Output currents of VSC in the dq frame
iLdq Load currents in the dq frame
edq Output voltages of VSC in the dq frame
mdq modulation indexes in the dq frame
x ∈ Rn State vector
x̃ ∈ Rn State vector with incremental variables
u ∈ Rm Control input vector
z ∈ Rm auxiliary variable vector
R ∈ Rn×n Inertia matrix
R ∈ Rn×n Damping matrix
J ∈ Rn×n Interconnection matrix
g ∈ Rn×m Input matrix
H(x) Energy storage function
V(x) Candidate Lyapunov function
Kp ∈ Rm×m Proportional gain matrix
KI ∈ Rm×m Integral gain matrix
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Abstract: Fixed speed wind turbine-squirrel cage induction generator (FSWT-SCIG)-based wind
farms (WFs) are increasing significantly. However, FSWT-SCIGs have no low voltage ride-through
(LVRT) and frequency control capabilities, which creates a significant problem on power system
transient and steady-state stability. This paper presents a new operational strategy to control the
voltage and frequency of the entire power system, including large-scale FSWT-SCIG-based WFs,
by using a battery storage system (BSS). The proposed cascaded control of the BSS is designed to
provide effective quantity of reactive power during transient periods, to augment LVRT capability
and real power during steady-state periods in order to damp frequency fluctuations. The cascaded
control technique is built on four proportional integral (PI) controllers. The droop control technique
is also adopted to ensure frequency control capability. Practical grid code is taken to demonstrate the
LVRT capability. To evaluate the validity of the proposed system, simulation studies are executed on a
reformed IEEE nine-bus power system with three synchronous generators (SGs) and SCIG-based WF
with BSS. Triple-line-to-ground (3LG) and real wind speed data are used to analyze the hybrid power
grid’s transient and steady-state stability. The simulation results indicate that the proposed system
can be an efficient solution to stabilize the power system both in transient and steady-state conditions.

Keywords: FSWT-SCIG; battery storage system; power system stability; synchronous generator

1. Introduction

Wind energy is a clean energy, the use of which can avoid 5.6 billion tons of CO2 by 2050,
equivalent to the yearly emissions of the 80 most polluting cities in the world, home to around 720
million people [1]. This would help to save up to four million lives annually by 2030 by reducing
pollution, because one in eight deaths in the world is linked to air pollution [1].

The total worldwide wind power capacity in 2015 was 432.9 GW, which is a summative market
growth of more than 17% [2–4]. By 2030, wind power could exceed 2110 GW and supply up to 20% of
worldwide power demands [4].

1.1. Motivation

This massive penetration of wind energy into the power system, replacing fossil fuel-based power
plants, has introduced some burdens to the power grid.

Basically, fixed speed wind turbine-squirrel cage induction generators (FSWT-SCIGs) are mostly
used to develop wind farms (WFs). SCIGs have some advantages, such as their low cost, fewer
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maintenance requirements, good speed regulation, high efficiency in converting mechanical energy to
electrical energy, better heat regulation, small size, and light weight. However, they cannot ensure
low voltage ride-through (LVRT) capability and frequency stability of entire power systems during
transient and steady-state periods [5], respectively.

1.2. Literature Reviews

Many auxiliary devices can be applied to SCIGs to augment their LVRT capability. For example,
a dynamic voltage restorer (DVR) [6], thyristor controlled series capacitor (TCSC) [7], magnetic energy
recovery switch (MERS) [8], series dynamic braking resistor (SDBR) [9], fault current limiter (FCL) [10],
bridge-type fault current limiter (BFCL) [11], static synchronous compensator (STATCOM) [12], static
VAR compensator (SVC) [13], superconductor dynamic synchronous condenser (SDSC) [14], unified
compensation system (UCS) [15], and a unified power quality conditioner (UPQC) [15], were installed
in SCIGs to inject reactive power in order to ensure LVRT capability.

Even though the LVRT was ensured by using the above-mentioned schemes, there are several
drawbacks [6–15]. For example: TCSC creates resonance and injects objectionable harmonics, DVR
has phase angle jumps and absorbs real power, SDBR and SFCL cannot control reactive power, MERS
necessitates mechanical bypass switches, BFCL needs a large-scale coupling transformer, SVC offers
voltage oscillations, STATCOM necessities a cut-off in a high-voltage drop, SDSC is less effective for
applications of low-voltage drops, UPQC needs a large dc-link capacitor which increases the system
cost, and UCS has high losses of conduction in the series bypass switch [16].

On the other hand, the battery storage system (BSS) is well known, and can respond more swiftly
and quicker with better performance [17]. Additionally, it is steadily established technology and has
appropriate energy density. Thus, BSS is the most prevalent solution in wind power applications [18].

1.3. Contribution

Therefore, based on the above discussion, a BSS for a SCIG-based WF is proposed in this paper
to enhance the LVRT capability during transient periods and to damp frequency oscillations during
steady-state periods. A suitable PI controller-based cascaded control approach is constructed to
guarantee the stable operation of the power system. The proposed control strategy also incorporates
droop gain and frequency signals to provide an effective amount of real power from the BSS which
will ensure smaller frequency fluctuations. Detailed design procedures and control strategies are
adequately presented in this paper.

The transient and steady-state responses of the entire power system including IEEE nine-bus
system, WF with BSS is compared with that of SCIG without BSS. Actual wind speed values of
Hokkaido Island, Japan are considered for steady-state analysis.

The simulation results clearly indicate that the proposed strategy can confirm the LVRT capability
of WFs, and damp the frequency fluctuations of a hybrid power grid.

The paper is structured in six sections. Section 1 presented the introduction, motivation behind
this work, literature reviews, and contribution. Sections 2 and 3 present the model of a hybrid power
system and an aerodynamic model of wind turbine. Section 4 describes the proposed BSS along with
its control strategy. The simulation results and analysis are presented in Section 5. Finally, Section 6
concludes the paper with a brief summary.

2. Model of a Hybrid Power System

The hybrid power system model presented in Figure 1 is used for transient and steady-state
analysis. It has a WF and IEEE nine-bus main model. Basically, three different conventional synchronous
generators (SGs) are used for the main system. The ratings of the SGs are 150 MVA (SG1), 250 MVA
(SG2), and 200 MVA (SG3).
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Figure 1. Model of hybrid power system.

An AC4A-type exciter model is used for all SGs as shown in Figure 2 [19]. The thermal-based
power station as depicted in Figure 3 is considered for SG1 and SG2, and the hydro-based power
station is considered for SG3 as illustrated in Figure 4 [19].
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Figure 2. Exciter model of synchronous generators (SGs).
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Figure 3. Governor model of thermal turbine.

 

PSGSG

Figure 4. Governor model of hydro turbine.

Here, the FSWT-SCIG is linked to the main system at Bus 5 through 0.69 kV/66 kV, 66 kV/230 kV
transformers and a dual transmission line. It has one SCIG (rated capacity: 100 MW) as shown in
Figure 1. The reactive power is delivered to the SCIG using a capacitor bank during steady-state periods.
Additionally, the BSS is connected next to the capacitor bank. The capacity of the BSS is 30 MVA.
The frequency is 50 Hz and the base power of the power system is 100 MVA. The governor systems of
SG1 and SG3 are controlled by an integral control to ensure automatic generation control (AGC) as
depicted in Figure 5 [19]. The parameters of the SGs and SCIGs are presented in the Appendix A.
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SG

Figure 5. Automatic generation control (AGC).

3. Model of a Wind Turbine

The expression of the wind turbine’s mechanical power can be written as follows [20]:

Pw = 0.5ρπR2Vw
3Cp(λ, β) (1)

Here, Pw = captured wind power, R = rotor blade radius (m), Cp = power coefficient, ρ = air
density (kg/m3), and Vw =wind speed (m/s).

The expression Cp can be written as follows [21]:

Cp(λ, β) = c1

(
c2

λi
− c3β− c4

)
e
−c5
λi + c6λ (2)

1
λi

=
1

λ− 0.08β
− 0.035
β3 + 1

(3)

λ =
ωrR
Vw

(4)

Here, β = pitch angle (deg), ωr = wind turbine rotor speed (rad/s), c1 to c6 = wind turbine
characteristic coefficients [21], and λ = tip speed ratio.

Figure 6 presents the characteristics curve of Cp vs. λ. The curve is found for a different β from
Equation (2). From the graph, the optimum λ (λopt) = 8.1 and the optimum Cp (Cpopt) = 0.48. Figure 7
shows the model for the blade pitch control system of FSWT [22]. In FSWT, the pitch controller is used
to control the real power output of the SCIG when it exceeds the rated power.

 

C
p

Cp_opt

Figure 6. Cp vs. λ characteristics curve.
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Figure 7. Pitch controller of fixed speed wind turbine-squirrel cage induction generator (FSWT-SCIG).

4. Proposed Coordinated Control of Battery Storage System

The BSS model which is used in this work is presented in Figure 8. It consists of a lead–acid
battery unit, a voltage source converter (VSC) based on pulse width modulation (PWM), and a step-up
transformer. For simplicity, the battery is symbolized using a constant DC voltage source. The DC
voltage is transformed to grid-synchronized three-phase AC voltage using VSC.

S2
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S4

S5

S6

a
b

c

P, Q

Iabc

Id     Iq

Vabc

S1

Figure 8. Proposed battery storage system (BSS).

The proposed control technique of the BSS is depicted in Figure 9. The different error signals are
compensated using a cascaded control technique based on four PI controllers. The upper portion of
the proposed control system controls the real power injected to the power grid system by adjusting the
d-axis current (Id), whereas the lower portion is controlling the reactive power injected to the power
system by adjusting the q-axis current (Iq). Additionally, in the upper portion the frequency of the
grid system (fsys) is taken as feedback. Depending upon the frequency deviation, the upper controller
portion will minimize the frequency fluctuations by injecting effective amounts of real power from the
BSS during steady-state conditions. The trial and error technique is applied to choose the droop gain
(Kp) which ensures optimized results.

In the lower portion, the r.m.s voltage (V) of the grid system is taken as feedback. During transient
conditions (e.g., fault conditions), the lower controller portion will inject effective amounts of reactive
power until the terminal voltage reaches its pre-fault value.

Finally, the reference voltages (Va*, Vb*, and Vc*) are compared with a high-frequency triangular
carrier wave to get the gate drive pulses of the VSC. In this way, the LVRT’s capability and minimization
of frequency fluctuations can be ensured.
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Figure 9. Proposed control strategy of BSS.

5. Simulation Results

In this work, simulation investigation has been completed on the same hybrid power system
model presented in Figure 1. The well-known PSCAD/EMTDC software is used for simulation analysis.
Due to detailed modeling of the whole system, the simulation time step is taken as 10 μs. The system
frequency is 50 Hz. Two case studies are executed in order to authenticate the appropriateness of the
proposed BSS. In Case 1, simulation scrutiny is accomplished without BSS, and in Case 2, simulation
scrutiny is accomplished by including the proposed BSS.

5.1. Transient Stability Analysis

As shown in Figure 1, the triple-line-to-ground (3LG) fault is considered as a network disturbance
near Bus 11 at one of the double circuit transmission lines. The fault conditions are presented in
Figure 10. The wind speed data applied to the FSWT-SCIG are sustained constantly at 12 m/s based on
the supposition that the wind speed does not change often within this short period.

Figure 10. Triple-line-to-ground (3LG) fault conditions.

Figure 11 presents the reactive power response of BSS (Case 2), which indicates that it can provide
an effective amount of reactive power to the SCIG during transient periods as depicted in Figure 12.
Due to this effective injection of reactive power from the BSS, the terminal voltage of the SCIG goes
back to the nominal value more quickly in Case 2, whereas it fails in Case 1, as shown in Figure 13.
As the terminal voltage does not reach 90% of the nominal value within 1.5 s based on standard grid
code [23], it is disconnected from the main power grid by opening the circuit breaker (CB) at 2.0 s.
The rotor speed response of the SCIG, as shown in Figure 14, is unstable in Case 1 but is stable in
Case 2 after the fault. This is because the SCIG requires more reactive power during transient periods
than steady-state periods to improve the air gap flux. If enough reactive power is not provided,
the developed electromagnetic torque of the SCIG declines considerably. Thus, the SCIG’s rotor speed
increases considerably in Case 1 and makes the whole system unstable. On the other hand, in Case 2 the
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SCIG gets enough reactive power from the BSS during a network disturbance situation, and therefore
its rotor speed response is stable. The real power output of the SCIG is shown in Figure 15. The real
power output goes back to the nominal value more effectively in Case 2 than Case 1. Finally, the rotor
speed responses of conventional SGs are presented in Figure 16. The rotor speed of SGs are more
stable in Case 2 than Case 1. Thus, from the above analysis it is clear that the LVRT capability can be
improved by incorporating the proposed BSS.

Figure 11. Reactive power response of BSS (Case 2).

Figure 12. Reactive power response of SCIG.

Figure 13. Terminal voltage response of SCIG.
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Figure 14. Rotor speed response of SCIG.

.
Figure 15. Real power response of SCIG.

Figure 16. Rotor speed response of SGs.

5.2. Steady-State Stability Analysis

The actual wind speed value of Hokkaido Island, Japan is taken in this steady-state analysis as
depicted in Figure 17. The total computational time is considered as 70 s.

Figure 18 shows the real power profile of SCIG-based WFs. The responses are identical for
both cases, because no control system is involved in the SCIG. Additionally, the real power output is
fluctuating because of the variable wind speed data.
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Figure 17. Wind speed applied to FSWT-SCIG.

Figure 18. Real power response of FSWT-SCIG.

The BSS real power profile for Case 2 is presented in Figure 19. From the figure, it is clear
that the BSS can ensure an effective amount of real power based on the frequency fluctuations.
Thus, the frequency variation is smaller in Case 2 compared to Case 1, as depicted in Figure 20, which
validates the importance of the proposed BSS. Figure 21 shows the real power profiles of conventional
power plants (SGs). The real power outputs of SGs are fluctuating because of the variable outputs of
SCIGs. In addition, there is small variance between the Case 1 and Case 2 responses. This is because
BSS is providing and taking real power to and from the grid system, based upon frequency variations.

Figure 19. Real power output of BSS (Case 2 only).
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Figure 20. Hybrid power system frequency response.

Figure 21. Real power response of SGs.

Finally, Figure 22 presents the mechanical power output of FSWT. The responses are identical for
both cases, as no control system is involved in FSWT-SCIGs.

Figure 22. Mechanical power output of FSWT.

Table 1 shows the +Δf, -Δf, and σ for both cases, which are calculated from Figure 20. The +Δf,
-Δf, and σ are smaller in Case 2 compared to Case 1.
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Table 1. Comparison of different parameters of the frequency response graph.

Parameters of frequency Case 1 Case 2

Maximum frequency deviation in
positive direction (+Δf) 0.1428 0.1072

Maximum frequency deviation in
negative direction (−Δf) −0.1249 −0.0969

Standard deviation (σ) 0.0536 0.0419

6. Conclusions

To augment LVRT aptitude and minimize the frequency oscillations of a hybrid power system
during transient and steady-state periods, a novel BSS-based FSWT-SCIG is proposed in this paper.
Detailed design procedures of the proposed BSS, WFs, and hybrid power systems are explained
adequately. The BSS can provide real and reactive power during steady-state and transient periods,
respectively. The proposed BSS is composed of both LVRT enhancement techniques and frequency
control algorithms. Different case studies are executed to show the usefulness of the proposed
BSS. The LVRT characteristic is determined with respect to the standard grid code, taking a 3LG
fault. Steady-state performance is tested using the actual wind speed data of Hokkaido Island,
Japan. The simulation results clearly indicate that the LVRT aptitude can be improved, and frequency
oscillations can be minimized effectively, by using the proposed BSS. Therefore, this proposed control
technique has an encouraging prospective value.

As future work, the variable droop controller techniques of BSS with FSWT-SCIGs will be a
strong candidate.

Author Contributions: M.R.H. and E.J. prepared the theoretical conceptions, and designed the proposed BSS and
model of hybrid power system. M.R.H. executed the simulation studies. M.R.H. and E.J. wrote the manuscript.
All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A

The parameters of conventional SGs and SCIGs are depicted in Tables A1 and A2, respectively.

Table A1. SGs parameters.

Parameter SG1 (Thermal) SG2 (Thermal) SG3 (Hydro)

Voltage 16.5 kV 18 kV 13.8 kV
Ra 0.003 pu 0.003 pu 0.003 pu
Xl 0.1 pu 0.1 pu 0.1 pu
Xd 2.11 pu 2.11 pu 1.20 pu
Xq 2.05 pu 2.05 pu 0.700 pu
X’d 0.25 pu 0.25 pu 0.24 pu
X”d 0.21 pu 0.21 pu 0.20 pu
X”q 0.21 pu 0.21 pu 0.20 pu
T’do 6.8 s 7.4 s 7.2 s
T”do 0.033 s 0.033 s 0.031 s
T”qo 0.030 s 0.030 s 0.030 s

H 4.0 s 4.0 s 4.0 s

139



Electronics 2020, 9, 239

Table A2. SCIG parameters.

Squirrel Cage Induction Generator (SCIG)

R1 0.01 pu
X1 0.1 pu
Xm 3.5 pu
R21 0.035 pu
R22 0.014 pu
X21 0.03 pu
X22 0.089 pu
H 1.5 s
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Abstract: The design and testing phase of photovoltaic (PV) power systems requires time-consuming
and expensive field-testing activities for the proper operational evaluation of maximum power
point trackers (MPPT), battery chargers, DC/AC inverters. Instead, the use of a PV source emulator
that accurately reproduces the electrical characteristic of a PV panel or array is highly desirable
for in-lab testing and rapid prototyping. In this paper, we present the development of a low-cost
microcontroller-based PV source emulator, which allows testing the static and dynamic performance
of PV systems considering different PV module types and variable operating and environmental
conditions. The novelty of the simple design adopted resides in using a low-cost current generator
and a single MOSFET converter to reproduce, from a fixed current source, the exact amount of
current predicted by the PV model for the actual load conditions. The I–V characteristic is calculated
in real-time using a single diode exponential model under variable and user-selectable operating
conditions. The proposed method has the advantage of reducing noise from high-frequency switching,
reducing or eliminating ripple and the demand for output filters, and it does not require expensive DC
Power source, providing high accuracy results. The fast response of the system allows the testing of
very fast MPPTs algorithms, thus overcoming the main limitations of state-of-art PV source emulators
that are unable to respond to the quick variation of the load. Experimental results carried on a
hardware prototype of the proposed PV source emulator are reported to validate the concept. As a
whole result, an average error of ±1% in the reproduction of PV module I–V characteristics have been
obtained and reported.

Keywords: photovoltaic emulator; photovoltaic panel; single diode model; MPPT

1. Introduction

The design of electronic power converters for photovoltaic (PV) applications requires a stable
and repeatable PV source for experimental testing under realistic operating conditions, which can
accurately reproduce the relationship between the output voltage and current of a given PV module.

Furthermore, the possibility to test variable conditions of the PV source is crucial as it is part of
the validation of the final product, assessing the behavior in the broadest range of operative condition
modifications as temperature, irradiation, and shadowing.

PV real installation does not satisfy at all the requirements hereafter: the I–V characteristics are
linked to slowly varying operational parameters like temperature and irradiation, they require in-field
test systems and apparatus, test conditions are defined by the actual meteorological conditions that
should be jointly acquired [1] and which can rapidly change during the test [2].

Therefore, a PV source emulator is required to complete the on-lab assessments under variable
operating conditions in a reasonable amount of time.
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Typically, a PV source emulator reproduces the I–V curve of an actual PV module starting from a
constant DC source, using both different conversion strategies and power sizes.

Commercial PV source emulators are available in the market, enabling the user to select different
PV module or PV array emulations with variable power range [3–5]. However, commercial PV source
emulators present several drawbacks, as high cost and a limitation in the rapidly changing atmospheric
conditions emulation [6].

Many researchers tried to overcome the limitation of commercial products or to develop low-cost
and affordable PV source emulators. Many possible approaches to performing the task of PV source
emulator design were found in the literature.

The simplest model of photovoltaic generator emulator can be obtained by connecting in series a
DC voltage generator and a variable resistor [7]. The open-circuit voltage VOC is set by the maximum
output voltage of the DC generator, while the short-circuit current ISC depends both on the output
voltage of the DC generator and on the value of the resistance of the variable resistor. For a given value
of the series resistance RS, if the load resistance is varied from its minimum value to its maximum value,
a linear I–V characteristic with a negative slope will be obtained. The main advantage of this technique
is the simplicity of implementation, however, the characteristic I–V obtained differs significantly from
that of a real photovoltaic source. Moreover, this type of PV source emulator is characterized by a low
efficiency (maximum 50%) due to dissipative losses on the series resistance.

A further method is based on the use of an analog amplification technique that allows to
independently amplify the low current and voltage values typical of a photodiode operating in the
photovoltaic mode so as to make them coincide with those of a standard photovoltaic module [8,9].
Since this type of emulator is made entirely with analog components, it has a high bandwidth, which
allows using this circuit to test photovoltaic inverters with maximum power point tracker (MPPT)
algorithms operating at high frequency [10–12]. On the other hand, the main disadvantage of this
circuit is the high power dissipation that involves the use of heat sinks with a large surface area.

In [11] the logarithmic approximation of the ideal single diode model is used, and the power stage
consists of a DC power supply feeding a linear voltage regulator.

To overcome the disadvantage of the high power consumption of PV source simulators based on
analog electronics, several solutions based on the use of DC/DC static converters (choppers) have been
proposed, such as [13–20]. To determine the output voltage and current values of the DC/DC converter,
this is controlled by a feedback control where the output current of the chopper is compared with a
reference current. The reference current can be determined in real-time by means of a mathematical
model of the photovoltaic module (PV-model) [19] or extrapolated from data stored in a look-up-table
(LUT). The first approach requires knowledge of the parameters, which is difficult to achieve in some
situations. The most commonly used approach is to derive an analytical model to represent the
I–V curves from the data available from the datasheet of the photovoltaic panel manufacturer [21].
The choice of whether to use a mathematical model of the photovoltaic module or a LUT must be made
considering several factors such as the speed of response of the system, accuracy, and use of hardware
resources in terms of both computational and memory. The complexity of the problem increases if
there is the necessity to emulate modules with different I–V characteristics since each of them will
require its own look-up-table. Another disadvantage of emulators using look-up-tables is that the I–V
characteristic of the module, between two successive points stored in the look-up-table, is obtained
by linear interpolation, which makes the system less accurate than the mathematical model-based
approach. In contrast, emulators based on the resolution of a mathematical model of the PV module
are more accurate and do not require a large amount of memory [22]. However, in order to obtain
a detailed representation of the I–V characteristic, the mathematical model will contain high order
equations, leading to an increase in computational time and thus to a slower system.

In [23] is proposed a solution with a field programmable analog array, characterized by great ease
of reconfiguration and programming with respect to field programmable gate array (FPGA) or digital
signal processing (DSP) based implementations. No digital to analog converters (DAC) or analog to
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digital converters (ADC) is needed while the final cost remains quite high due to the need for at least a
DC/DC converter.

In [24] is proposed a solution that adopts modular hardware, configurable software, systematic
modeling, and design methods, requiring a PC running Matlab/Simulink to determine the controller
parameters.

Another method builds an equivalent photovoltaic source using an unlighted photovoltaic panel
and a DC current power supply [10]. However, this approach requires the use of an actual PV panel
that must be changed if it is necessary to emulate a different panel; also, the temperature effect is not
easily simulated.

In [25] a dual-mode regulator consisting of a voltage regulator and a current regulator, connected
by two diodes for power hybridization, is proposed. The system switches between voltage and current
regulation, thus requiring complex and costly electronics.

In this paper, in order to overcome high realization costs, reduced accuracy and versatility, we
present a low-cost, microcontroller-based PV source emulator, which allows for testing the performance
of PV systems including different PV module types at user-selectable operating conditions. The I–V
characteristic is calculated in real-time using a simple diode model, and it does not use any DC-DC
converter, reducing the noise from high-frequency switching, and reducing or eliminating ripple and
the demand of output filters. Moreover, it does not require the use of expensive DC power sources
and can be used for laboratory tests and rapid prototyping by researchers and students. In addition,
the proposed solution provides accurate emulations over the full span of emulated power source,
differently from other state-of-art solutions that provide good results only closer to the maximum power
point (MPP). The model implemented takes into account fast-changing environmental conditions
that can be accurately tracked and/or emulated with the use of actual temperature, humidity and
illumination sensors or by software techniques.

The paper is organized as follows. Section 2 introduces the photovoltaic cell model. Section 3
explains the working principle of the proposed PV source emulator and the experimental setup.
Section 4 reports the experimental results and compares them with simulations, at different conditions.
Section 5 draws the paper conclusions.

2. PV Cell Model and Characteristics

Each photovoltaic cell is characterized by some basic parameters provided by the manufacturers,
referring to the standard test conditions (STC) which specifies an irradiance of 1000 W/m2, a cell
temperature of 25 ◦C and an air mass 1.5 (AM1.5) spectrum:

• Short-circuit current ISC: the maximum current that can be supplied by a photovoltaic cell under
short-circuit conditions (V = 0);

• Open circuit voltage VOC: the maximum voltage drop at the cell terminals when the supplied
current is null;

• Maximum power point MPP: the point of the I–V characteristic (Vmax, Imax) where the power
supplied to the load is maximum;

• Fill Factor FF = (Vmax × Imax)/(VOC × ISC): a parameter that measures the quality of the cell;
• Conversion efficiency η, defined as the ratio between the maximum power produced by the cell

and the total power incident on its surface at STC.

The Short-circuit current depends linearly on the value of the irradiance, whereas the influence of
the temperature can be expressed by the coefficient kI (Temperature coefficient of short-circuit current)
that indicates the percentage variation of the short circuit current as the temperature changes from the
value determined under STC. Contrary to the short-circuit current, the open-circuit voltage remains
relatively constant when the radiation changes but is strictly dependent on the cell temperature.
The coefficient kV (Temperature coefficient of open-circuit voltage) expresses the variation of the
open-circuit voltage as the temperature changes with respect to the reference value calculated under
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STC. The photovoltaic cell absorbs most of the incident solar radiation but there is a significant
portion of the absorbed radiation that is not converted into electricity but generates heat, which
causes an increase of the temperature of the cells that affects ISC and VOC, and consequently the
conversion efficiency.

In the dark, the I–V characteristic of a photovoltaic cell shows an exponential shape like the I–V
characteristic of a diode. As a result, a photovoltaic cell exposed to solar radiation can be assimilated
from a circuital point of view to a current generator with a diode in parallel (Figure 1). Various models
are available in literature [26–30] and the single diode model is one of the simplest models.

 
Figure 1. Photovoltaic cell: equivalent circuit of the single diode model.

The current generator delivers an IPH current directly proportional to the solar radiation incident
on the photovoltaic cell. Two resistors have been added to take into account the internal losses of the
photovoltaic cell:

• RS is the series resistance that models the internal losses of the cell due to the sum of the resistive
contributions inside the cell and the contact resistance;

• RSH is the shunt resistance that models the effects of leakage currents in the p-n junction mainly
due to manufacturing defects in the photovoltaic cell.

This model can be extended to model the operation of a photovoltaic module by specifying the
number of cells connected in series Ns and in parallel Np.

Various mathematical models are available describing the electrical behavior of a photovoltaic cell,
which differs according to the precision of the mathematical model to be obtained and the number of
parameters available. Simplified models have been developed taking into account only the parameters
that can be measured practically [31]; in this work, the mathematical model follows equations in [32–34].
The thermal voltage Vt is defined as

Vt =
kTop

q
, (1)

where q is the charge of an electron, k is the Boltzmann constant, Top is the temperature in K.
VOC depends on the saturation current density of the solar cell IS and the photo-generated current Iph:

Voc = ln
Iph

Is
Vt, (2)

The Shockley equation that relates the current and voltage of the cell in zero-illumination condition
is adjusted for a photovoltaic module [32] by specifying the number of cells connected in series Ns and
in parallel Np:

Id = Is

(
e

V+RSI
nVtNS − 1

)
Np, (3)
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where n is the ideality factor which is defined as how closely a diode follows the ideal diode equations.
The reverse saturation current can be obtained by:

Is = Irs

(
Top

Tre f

)3

e
−qEg

nk ( 1
Top − 1

Tre f
)
, (4)

with Eg that is the extrapolated energy bandgap at 0 K. Irs is the value of the saturation current at Top:

Irs =
ISC

e
Vocq

nkTop − 1
. (5)

The current flowing through the shunt resistance RSH is defined as:

Ish =
V + RSI

Rsh
, (6)

and the photo-generated current is defined as:

Iph = Gk
[
Isc + kI

(
Top − Tre f

)]
, (7)

with Gk being the solar irradiance and Isc the short circuit current, kI = (ISC(Top) − ISC(Tref ))/(Top − Tref).
Finally, the characteristic equation of a photovoltaic panel using the equivalent circuit of Figure 1
is deduced:

I = IphNp − Id − Ish. (8)

3. Description of the PV Source Emulator

3.1. System Overview

Starting from a circuit model of a photovoltaic module and from the knowledge of the parameters
of that model, it is possible to create a MATLAB Simulink model useful to test the behavior of a generic
photovoltaic module and to trace its I–V and P–V characteristics when the load conditions or the
environmental parameters to which the module is subjected, such as temperature and radiation, vary.
The Simulink model of the photovoltaic module used in this work is based on the single diode circuit
model of the Solarex MSX-60 photovoltaic module model available on [35].

It is worth noting that the novelty proposed in this work resides in the accurate emulation and
curve-fitting of the characteristic of a real PV module by the proposed PV source emulator, and not in
the model itself.

The model parameters have been adapted to simulate the output characteristic of a 12 W
photovoltaic module with the parameters reported in Table 1. The block diagram of the proposed
photovoltaic source emulator is shown in Figure 2.

Table 1. Basic Parameter of the Simulated PV module at Standard Test Conditions (STC).

Parameter Value

Typical Peak Power (PMPP) 12 W
Short circuit Current (ISC) 0.683 A
Open circuit Voltage (VOC) 25 V

Temperature coefficient of Open-Circuit Voltage (kV) −(80 ± 10) mV/◦C
Temperature coefficient of Short circuit Current (kI) (0.065 ± 0.015) %/◦C

Temperature coefficient of Power (0.5 ± 0.05) %/◦C
Nominal Operating Cell Temperature (NOCT) 47 ± 2 ◦C
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Figure 2. Block diagram of the PV source emulator.

3.2. Emulation Technique

The I–V characteristic of a photovoltaic module is a monotonous decreasing function, in fact,
the current supplied by the photovoltaic module is maximum I = ISC when it is in a short circuit
condition, and decreases as the voltage across the module increases. Referring to the I–V characteristic
in Figure 3, it can be seen that, for each voltage value, the current supplied by the photovoltaic module
can be determined as the difference between the short circuit current ISC and a loss current ILOSS:

∀V ∈ (0, Voc)→ I(V) = Isc − Iloss(V). (9)

The technique proposed in this paper is based on the use of:

• A current generator capable of delivering a constant current equal to ISC in the voltage range from
0 to VOC;

• A control system capable of determining, for each voltage, the value of the current ILOSS required
to subtract to the load;

• A power MOSFET that drain ILOSS from the branch in which the ISC flows.

Figure 3. Graphic representation of the emulation technique; the current on the load is obtained as the
difference between the ISC and the ILOSS.

Based on the data returned by the mathematical model of the photovoltaic module, the control
system determines the value of the current ILOSS and generates a control signal that is applied to the gate
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of the MOSFET in order to modulate the drain current so that it results in IDRAIN = ILOSS. The current
circulating in the MOSFET is sensed by the control system that aims to minimize the error between the
target ILOSS and the one that actually flows on the MOSFET. A proportional-integral-derivative (PID)
controller allows generating the suitable control signal to achieve the required current regulation.

3.3. Experimental Setup

The control logic and the mathematical model of the photovoltaic module have been implemented
on an STM32F401RE microcontroller (STMicroelectronics), mounted on the STM32 Nucleo board.
A specifically made shield board attached on the Nucleo board implements the necessary hardware
that allows to control the MOSFET and sense current and voltage (Figure 4).

 
Figure 4. A picture of the realized photovoltaic source emulator prototype: the custom made shield is
mounted on top of an STM32 Nucleo board by STMicroelectronics.

The microcontroller implements the PID controller that allows modulating the control signal
to achieve the required current regulation. It generates a 3.3 V PWM control signal and a TC4424A
(Microchip, Chandler, AZ, USA) driver produces a PWM signal between 0 V and 8 V, which is filtered by
a low-pass RC filter to extract the average value and used to control an IRF820 MOSFET (International
Rectifier Semiconductors) in linear mode. The average value of the PWM signal depends on the duty
cycle D = Ton/T of the signal, defined as the ratio between the pulse active time Ton and the period T of
the signal. The average value of the gate signal can, therefore, be adjusted by acting on the duty cycle
according to the relationship:

Vout = VHD, (10)

where VH is the maximum voltage of the PWM signal.
The PWM frequency of the control signal is 50 kHz and the RC filter is set with a resistance

R = 150 kΩ and a capacitance C = 10 μF for a cut-off frequency of 0.106 Hz to minimize the control
signal high-frequency components.

The microcontroller firmware configures and initializes the microcontroller peripherals needed
to interact with the PV source emulator hardware, and implements the photovoltaic emulator code.
The internal 12-bit ADC is used to measure the voltage on the load through a voltage divider, and the
current through a shunt resistor of 10 mΩ and a current sense amplifier INA283 (Texas Instruments,
Dallas, TX, USA) with a gain of 200 V/V; this configuration allows to measure up to 1.65 A of current
with very low power dissipation.
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After the initialization, the firmware cyclically: (1) reads the voltage on the load and current ILOSS
passing through the MOSFET, (2) calculates the target ILOAD,ref by using the PV model equations and
Equation (9), and (3) determines, by mean of a digital PID controller, the variation of duty cycle of the
PWM control signal required to produce the desired ILOSS,ref current.

The constant current generator is chosen such that the voltage and current ratings are higher than
the ISC and VOC of the panel to be emulated reported in Table 1. A Jolight KL824-04 power supply
that delivers 700 mA with a voltage range up to 30 V and its output has been connected to a variable
resistive load of a maximum of 110 Ω. The system is supplied by an AC-DC miniature switching
power supply (Bias Power BPSX 1-08-50) that converts 230 V AC main voltage to 8 V and 5 V DC
voltage to supply the boards.

The digital multimeter Agilent U1272A and the LeCroy WaveSurfer 343 oscilloscope were used to
monitor and acquire the signals.

4. Results

4.1. Simulation Results

In order to test the Simulink model of the photovoltaic module, simulations have been carried
out at different solar irradiances and operating temperatures. Figure 5 shows the I–V and P–V
characteristics generated by the model for different values of irradiance and temperature.

 
(a) (b) 

 
(c) (d) 

Figure 5. I–V and P–V characteristics generated by the model: (a) I–V characteristic at 25 ◦C, AM1.5,
at different irradiance values; (b) P–V characteristic at 25 ◦C, AM1.5, at different irradiance values;
(c) I–V characteristic at different temperatures, G = 1000 W/m2, AM1.5; (d) P–V characteristic at different
temperatures, G = 1000 W/m2, AM1.5.
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4.2. Experimental Results

The first test conducted aims to verify the ability of the photovoltaic emulator to follow the I–V
characteristic of the simulated photovoltaic module in the Simulink environment under STC conditions.
For the test, the photovoltaic source emulator has been programmed to VOC = 25 V and ISC = 0.7 A.
Figure 6 shows the comparison of the I–V characteristics generated by the Simulink model and that of
the proposed photovoltaic source emulator. It is possible to note that the emulator faithfully reproduces
the characteristic of the simulated photovoltaic module. The right terminal part of the I–V characteristic
cannot be reproduced by the emulator because the value of the power resistor used as a load in the
tests could not assume sufficiently high resistance values, being limited to 110 Ω.

Figure 6. Comparison between the simulated I–V characteristic and the output I–V characteristic of the
photovoltaic source emulator under STC conditions (1000 W/m2, 25 ◦C).

The absolute deviation value between the simulated I–V characteristic and the one reproduced by
the photovoltaic emulator has been calculated, according to:

Abs(Error)% = Abs
(
IloadModel

− IloadPVEmulator

)
100, (11)

and the results are shown in Figure 7. The deviation for a large part of the characteristic is less than 1%
and overall is below 5%. The maximum error is reported very close to VOC where a slight variation of
the voltage causes a sudden and large current variation. The accuracy of the system demonstrates the
effectiveness of the proposed PV source emulator in reproducing the I–V characteristic.

Figure 7. Maximum absolute deviation between the simulated I–V characteristic and the one reproduced
by the proposed photovoltaic source emulator.
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4.2.1. Results at Different Environmental Conditions

Other tests have been carried out to verify that the photovoltaic source emulator is able to follow
the characteristics of I–V and P–V at different values of the environmental parameters. From the graphs
shown in Figures 8 and 9, it can be seen that even when irradiation and temperature conditions vary,
the photovoltaic source emulator can fit the target I–V and P–V characteristics.

(a) 

(b) 

Figure 8. Comparison of simulated and emulated characteristics at different irradiation conditions:
(a) I–V characteristic; (b) P–V characteristic.

152



Electronics 2019, 8, 1445

(a) 

(b) 

Figure 9. Comparison of simulated and emulated characteristics at different temperatures: (a) I–V
characteristic; (b) P–V characteristic.

4.2.2. Dynamic Performance

In previous paragraphs, the ability of the photovoltaic source emulator to reproduce the I–V
and P–V characteristics under very slowly varying load and fixed environmental conditions has been
shown. On the other hand, a photovoltaic emulator must also be characterized by a dynamic point of
view, evaluating the time necessary to track the sudden changes in load resistance.

To test the settling time of the control signal, the filter has been set to a cut-off frequency of 10.6 Hz
and the value of the load resistance was changed using a rheostat to increase the load resistance from
5 Ω to 30 Ω. The results are reported in Figure 10 and show a response time of less than 150 ms.
The system has also been tested as a power source with two different MPPTs, a commercial SolarEdge
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Power Optimizer and an experimental MPPT [36], showing a correct behavior within the limits of its
power range.

 

Figure 10. Transient response of the control signal following an instantaneous increase of the load
resistance from 5 Ω to 30 Ω.

5. Conclusions

In this paper, we presented the design, test, and results of the development of a low-cost
microcontroller-based PV source emulator, which allows testing the static and dynamic performance
of PV systems considering different PV module types and variable operating and environmental
conditions. The photovoltaic source emulator is based on a completely new technique, which consists
in subtracting an adequate amount of current from a fixed direct current source so as to reproduce
the desired I–V characteristic. Direct current sources can be found on the market at a very low price,
in comparison with systems based on expensive DC voltage sources. Moreover, the proposed method
has the advantage of reducing noise from high-frequency switching, reducing or eliminating ripple
and the demand of output filters, and it does not require expensive DC Power source, providing high
accuracy results. In fact, very good accuracy in the reproduction of PV module I–V characteristics
has been obtained and reported with an average and maximum error of, respectively ±1% and ±5%.
Experimental results on a hardware prototype of the proposed PV source emulator validate the concept,
showing a very good adherence to the simulation.

The fast dynamic response of the system (150 ms) allows the testing of very fast MPPTs algorithms,
thus overcoming the main limitations of state-of-art PV source emulator that is unable to respond
to the quick variation of the load. The system has been tested as a power source with two different
MPPTs showing a correct behavior within the limited power range.

A drawback of the proposed system is mostly the heat dissipation over the transistor used in
linear region, which in fact reduces the efficiency of the system. However, for the purpose of this work,
such drawback is considered acceptable, allowing the reduction of the Bill of Material of the board cost
to less than 20 dollars and providing, at the same time, an accurate yet simple method for emulating
photovoltaic sources.
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Abstract: This paper proposes a coordinated control scheme for wind turbine generators (WTGs) and
energy storage in microgrids with high wind power penetration. The proposed scheme aimed to
reduce the system frequency deviation caused by variations in wind power and loads. To stabilize
the frequency, the WTG and energy storage system (ESS) are used for kinetic energy generation
and electrical energy storage, respectively. When the WTG contributes excessively to frequency
stabilization in the microgrid with a high wind power penetration, the system frequency may fluctuate
considerably. Thus, it is necessary to adjust the contribution of a WTG and to share it with other
sources. To achieve our objective, we proposed a coordinated control scheme between the WTG
and ESS that shares their releasable and absorbable energies. The coordinated control consistently
calculated the releasable and absorbable energies of the WTG and ESS and determined weight factors
related to the energy ratios. Accordingly, the weight factors improved the ability of providing
supporting frequency stabilization of the WTG and ESS by increasing the stored energy utilization.
The performance of the scheme was investigated using MATLAB Simulink Electrical. The results show
that the proposed coordinated control successfully stabilized the system frequency by calculating the
appropriate contributions required from the WTG and ESS.

Keywords: frequency stabilization; coordinated control; wind turbine generator; high-fidelity battery
model; releasable and absorbable energy

1. Introduction

The system frequency in a power system is indicative of the balance between the generation
and consumption of active power and must be maintained within the normal range at all times.
In a conventional power grid, synchronous generators that have a spinning reserve increase their
mechanical power by relying on the deviation of the frequency [1]. However, in a power grid with
high wind power penetration, the output power of a wind turbine generator (WTG) is critical for
the maintenance of the system frequency. Hence, a WTG should contribute the system frequency
stabilization because active power from the maximum power point tracking (MPPT) control results in
large fluctuations in the system frequency [2]. Some countries specify requirements for the reduction of
the ramping rates of the output power of a WTG to overcome fluctuations in the system frequency [3,4].

Several control schemes for smoothing the output power of a WTG by controlling the pitch
angle have been reported [5–10]. However, these methods substantially decrease the captured power
from the incoming wind power, and control schemes that entail releasing the kinetic energy stored
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in the rotating masses of WTG blade and gearbox have been proposed [11–13]. Therefore, a WTG
can temporarily absorb or release electric energy to the rotating masses and contribute to the system
frequency stabilization. However, in a power system with a high wind power penetration, an output
with an excessive ramp rate of the WTG might adversely affect the system frequency stabilization.

Accordingly, control schemes for coordinated WTGs and energy storage have also been
proposed [14–16]. Chunghun et al. [14] proposed a coordinated control of a WTG and ESS to
reduce the output power fluctuation of a WTG. The WTG operated based on the wind speed variation
and size of the ESS capacity when de-loaded and they successfully improved the grid reliability,
especially in the case of a large wind speed variation. Ziping et al. [15] proposed maximizing the
inertial response of a WTG to arrest the system frequency nadir when the large disturbances occurred
in a power system. They used a small-scale battery ESS to reduce the second frequency dip that can
occur while recovering the reduced rotor speed through the inertial response of the WTG. Akie et
al. [16] proposed the coordination control of the WTG and ESS using load estimation via a disturbance
observer in an isolated grid. In their study, frequency stabilization was supported through mitigating
the fluctuation of a WTG using a pitch angle control and an active power control of the ESS that
was applied to the low-frequency and high-frequency domains, respectively. These conventional
papers propose coordinated controls of a WTG and ESS, and they have responded to issues such as
power smoothing, primary frequency control based on large disturbance, and frequency stabilization.
However, they do not deal with concerns about the high wind power penetration level.

This study proposes a coordinated control scheme for a WTG and ESS in a microgrid with a
high wind power penetration to improve the frequency stabilization. This was achieved through the
continuous calculation of the releasable and absorbable energy of a WTG and ESS, along with the
determined weight factors related to the energy ratios. Thus, the weight factors improved the ability
for supporting frequency stabilization of a WTG and ESS by increasing the stored energy utilization.
Contrary to Chunghun et al. [14] and Akie et al. [16], in this study, an ESS had a high utilization
to maintain the system reliability in an isolated microgrid with a high wind power penetration.
The performance of the scheme was investigated using MATLAB R2018b Simulink Electrical.

The rest of the paper is structured as follows. In Section 2, in addition to the typical variable
speed WTG model, the high-fidelity battery model is briefly described. In Section 3, the proposed
coordinated control of the WTG and ESS is explained, including the aim of the proposed scheme, the
control strategy for frequency stabilization, and its advantages. In Section 4, we describe three cases
that were conducted to demonstrate the superior operation for system frequency regulation of the
coordinated control of WTG and ESS under varying wind speed conditions and set values of the initial
state of charge (SOC). In Section 5, in-depth conclusions are provided.

2. The WTG and Battery Models

The WTG and battery models system supports the frequency stabilization in isolated microgrids
by controlling the active powers based on the system frequency variation. A WTG is a permanent
magnet synchronous generator (PMSG) and it can control the active power related to its rotor speed.
In this paper, the high-fidelity battery model was adjusted to verify the correct performance of the
proposed scheme.

2.1. WTG Model

The PMSG configuration is presented in Figure 1a. The mechanical output power of the turbine,
Pm, is given by:

Pm =
1
2
ρπR2v3

wcp(λ, β), (1)
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where ρ, R, vW, CP, λ, and β are the air density, blade length, wind speed, power coefficient, tip-speed
ratio of the rotor blade tip speed to wind speed, and blade pitch angle, respectively. According to
Siegfried [17], cP used in this paper can be represented by:

Cp(λ, β) = c1

(
c2

λi
− c3β− c4

)
× e−

c5
λi + c6λ, (2)

where
1
λi

=
1

λ+ 0.08β
− 0.035
β3 + 1

(3)

and the coefficients c1 to c6 are c1 = 0.5176, c2 = 116, c3 = 0.4, c4 = 5, c5 = 21, and c6 = 0.0068. In this
study, λopt and CP,max were set to 8.1 and 0.48, respectively.

Figure 1. The PMSG model. (a) Typical configuration of a PMSG; Vr, Ir: voltage and current in the
rotor circuit; Vt, It: voltage and current at the terminal; Vr,ref, Vt,ref: reference RSC and GSC voltage;
VDC: DC-link voltage; Vg, Ig: voltage and current at the point of common coupling (PCC); ωr: rotor
speed; β: pitch angle. (b) Operational characteristics of a PMSG. (c) Operational characteristics of a
frequency stabilization scheme.
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The maximum power point tracking (MPPT) output, PMPPT, is represented as:

PMPPT = kgω
3
r , (4)

where ωr is the rotor speed and kg is a constant that is set to 0.512 in this paper. The rotor-side converter
(RSC) in the PMSG controls the active and reactive power injected into a grid., and the grid-side
converter (GSC) controls the DC-link and terminal voltages.

Figure 1b shows the mechanical power curves at different wind speeds as indicated by the thin
solid lines. The maximum power limit was set to 1.1 p.u. and the operating range of the rotor speed
of the PMSG was between 0.6 p.u. to 1.2 p.u. [17], which is represented in Figure 1b by the red
dashed lines.

A controllable WTG (of type III and type IV) can aid in frequency stabilization by using the
kinetic energy stored in its rotor. The WTG is connected to the power system through power electronic
devices, which means the frequency from the generator side is decoupled from the system frequency,
unlike a synchronous generator, which is directly connected to the power system. Hence, for it to
regulate the system frequency, the reference power based on the system frequency must be adjusted.
Figure 1c illustrates the frequency stabilization control scheme, which is based on the frequency deviation.
In Figure 1c, the total active power reference, Pref, consists of the active power reference for the MPPT
control, PMPPT, and additional power reference based on the droop loop, ΔP, which can be expressed as:

ΔP = − 1
R
( fsys − fnom), (5)

where fsys, fnom, and 1/R are the system frequency, nominal frequency, and loop gain for droop,
respectively. When the system frequency is larger than the nominal frequency, WTG reduces the output
power through the droop loop. Thus, the system frequency automatically reduces and the rotor speed
of a WTG increases. When the rotor speed reaches the maximum, WTG reduces the output power by
increasing the pitch angle, consequentially rejecting the wind energy.

2.2. Battery Model

Battery models integrated in the wind farm are commonly used for simplified models that only
have fixed parameters regardless of the SOC variation. However, in this paper, a high-fidelity battery
model with parameters of a battery equivalent circuit based on the SOC was used to accurately examine
the performance change of the battery due to the proposed coordinated control. Figure 2 shows the
equivalent circuit models that can be used to represent the electrical property of Li-ion batteries and
Figure 3 shows the experimental data of an open circuit voltage and line current. These data were
extracted from a lithium-ion battery when the battery was discharged by inversely pulsating in 5%
increments of SOC.

Figure 2. General equivalent circuit model (two R-C branches).
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Figure 3. Pulse discharge in 5% increments of the SOC. (a) Experimental data of open circuit voltage.
(b) Experimental data of discharged current.

The pulse type tests cause the circuit dynamics of battery, which can provide necessary data about the
performance of the battery cell at different points of the SOC. Figure 4 shows one pulse of the discharge
test. To estimate Rseries, the voltage drops and rated current were used, which can be represented as:

Rseries = Vdrop × Irated, (6)

where Vdrop and Irated are the voltage drop and rated current, respectively. Using the experimental data,
in this paper, the R-C ladder parameters were estimated using MATLAB Curve Fitting. The resistance
and capacitance of the two ladders was estimated using the equation for curve fitting determined by:

UOCV = ae−t/b + ce−t/d, (7)

where a, b, c, and d are denoted as Rtransient_S, τtransient_S, Rtransient_L, and τtransient_L, respectively.
The Ctransient_S and Ctransient_L were calculated using:

Ctransient_S = Rtransient_S × τtransient_S (8)

Ctransient_L = Rtransient_L × τtransient_L (9)

Figure 4. One pulse from the discharge test.
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3. Coordinated Frequency Stabilization between the WTG and Energy Storage

The aim of the proposed coordinated frequency stabilization scheme was to reduce the system
frequency deviation in an isolated microgrid with a high wind power penetration. This was achieved
by calculating the releasable and absorbable energy of a WTG and ESS and determining the related
weighting factors from the coordinated control. The weighting factors were calculated using the
releasable and absorbable energy of the WTG and ESS to the power system. Figure 5 shows the
flowchart for the coordinated frequency stabilization between the WTG and ESS. The algorithm
presents the host controller for the coordination between the WTG and ESS that regulates the system
frequency to the nominal frequency and increases the system reliability.

Figure 5. Flowchart for the coordinated frequency stabilization between a WTG and ESS.

The resource and system values, such as wr, SOC, and Fsys, were required when implementing the
proposed algorithm. It performed the following series of steps:

1) The algorithm calculated the releasable and absorbable maximum energy of the WTG and ESS.
The releasable and absorbable maximum energy of the WTG were represented as

EWTG_rele_max =
1
2

J
(
ω2

max −ω2
min

)
, (10)

EWTG_abso_max =
1
2

J
(
ω2

min −ω2
max

)
, (11)

where J, wmax, and wmin are the inertia constant, maximum rotor speed, and minimum rotor
speed of a WTG, respectively. The releasable and absorbable maximum energy of an ESS were
represented using:

EESS_rele_max = C(SOCmax − SOCmin), (12)

EESS_abso_max = C(SOCmin − SOCmax), (13)
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where C, SOCmax, and SOCmin are the capacity, maximum SOC, and minimum SOC of a battery,
respectively.

2) To adjust the determined energy ratios for the WTG and ESS, the algorithm calculated the
frequency deviation, Δf = fsys – fnom.

3) The releasable and absorbable energy ratios of the WTG and ESS were calculated to increase the
utilized energy and improve the frequency stabilization. The releasable and absorbable energy
ratio of the WTG were represented as:

EWTG_rele_ratio =
1
2

J
(
ω2

r −ω2
min

)
/EWTG_rele_max, (14)

EWTG_abso_ratio =
1
2

J
(
ω2

r −ω2
max

)
/EWTG_abso_max. (15)

The releasable and absorbable energy ratio of ESS were represented as:

EESS_rele_ratio = C(SOC− SOCmin)/EESS_rele_max, (16)

EESS_abso_ratio = C(SOC− SOCmax)/EESS_abso_max. (17)

4) The energy ratio consisted of two values from Step 1 to Step 3, i.e., the ratio for the releasable
energy and the ratio for the absorbable energy. The weighting factors of the WTG and ESS were
calculated for two cases, i.e., one without a power system and the other with excessive electricity,
which could be confirmed through the system frequency in Step 2.

The weighting factors of the releasable energy were represented as:

αWTG = p× EWTG_rele_ratio/(EWTG_rele_ratio + EESS_rele_ratio), (18)

αESS = q× EESS_rele_ratio/(EWTG_rele_ratio + EESS_rele_ratio). (19)

The weighting factors of absorbable energy were represented as:

αWTG = p× EWTG_abso_ratio/(EWTG_abso_ratio + EESS_abso_ratio), (20)

αESS = q× EESS_abso_ratio/(EWTG_abso_ratio + EESS_abso_ratio), (21)

where p and q are the coefficients related to the penetration levels of WTG and ESS, respectively.
The penetration levels of the WTG and ESS needed to be considered when determining the proper
weight of the control for the frequency stabilization of the power system.

The weighting factors calculated using the coordinated control were multiplied and converted to
the conventional frequency stabilization scheme as shown in Figure 6. Figure 6a shows the operational
characteristics of a WTG; to support the frequency stabilization, the additional reference power,
ΔP, was calculated and added to the reference of the MPPT control. When the frequency fluctuated,
ΔP was calculated using the multiplication of the inverse of the system frequency and weighting factor
according to the releasable and absorbable energy. The reference active power of ESS was calculated
using the droop loop multiplied by a weighting factor. Thus, the WTG and ESS could contribute to the
frequency stabilization and also adequately utilize the stored energy by sharing their releasable and
absorbable energies.
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Figure 6. Operational characteristics of the proposed coordination control scheme. (a) Active power
control of a WTG. (b) Active power control of an ESS.

4. Case Studies

The isolated microgrid was modeled to investigate the performance of the coordinated frequency
stabilization scheme. It was simulated using MATLAB Simulink Electrical simulator. The model
system consisted of the static load, asynchronous motor, ESS, diesel generator, and PMSG, and they
were connected in parallel, as shown in Figure 7. Furthermore, the initial values of the microgrid are
shown in Table 1. In the Appendix A, the parameters that affected the dynamics of the model system
are explained, namely the parameters of the asynchronous motor and diesel generator. In this study,
the system frequency was computed using zero crossing detection [18]. The WTG and ESS had a droop
loop to allow them to aid in the stabilization of the system frequency (see Figure 1c). In this model,
the wind power penetration level, which is defined as the capacity of wind power divided by the peak
load, was calculated to be 40.0%.

The performance of the frequency stabilization control of a WTG is affected by the system frequency,
which depends on the balance between supply power and demand power. Thus, we investigated the
performance of the frequency stabilization schemes under various wind speeds. In addition, the proposed
scheme had a positive performance, even in cases where the wind speed was kept very low. Furthermore,
in the case of load variations, the performance of the proposed scheme was verified.

Figure 7. A single-line-diagram of the isolated microgrid model.
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Table 1. Initial values of the microgrid consistence.

BESS Value WTG Value

Capacity of a single cell 10 Ah Rated generator power 2.2 MVA

Number of cells in series 500 EA Rated turbine power 2.0 MW

Number of stacks in parallel 80 EA Rated rotor speed 1.2 p.u.

Rated active power 0.5 MW Minimum rotor speed 0.6 p.u.

Diesel Value Rated wind speed 12.0 m·s−1

Rated generator power 5 MVA Cut-in speed 4.5 m·s−1

Line-to-line voltage 690 Vrms Generator inertia 35000 kg·m2

The performance of the coordinated control scheme was compared to a case where the WTG and
ESS participated in frequency stabilization. In addition, it was also compared to a case where the WTG
did not support the frequency stabilization but ESS supported it. In the conventional case, the droop
gains of the WTG and ESS were set to −200 and −20, respectively. Furthermore, the coefficients p and q
in the coordinated control were set to 1.5 and 3, respectively.

Table 2 shows the organization of the case studies to performance of the frequency stabilization
control. Cases 1–3 analyze the performance of the proposed scheme according to the retention status
of the releasable and absorbable energy of the WTGs and ESS. The main cause of the system frequency
fluctuations in this case was the wind speed variation. Case 4 analyzes the performance of the proposed
scheme due to rapid load changes. The following subsections describe the comparative analysis results
for the frequency stabilization for the four cases.

Table 2. Organization of the case studies.

Cases Wind Speeds Initial SOCs Loads

Case 1 Variable 50% Constant
Case 2 Variable 25% Constant
Case 3 Variable and low 50% Constant
Case 4 Constant 50% Variable

4.1. Case 1: Variable Wind Speed, 50% of Initial SOC, and Constant Loads

In this case, the initial SOC of the ESS was set at 50% and both the WTG and ESS supported the
system frequency stabilization. Figure 8 shows the wind speed variation profile, and based on the
fluctuation of the output power of a WTG from wind speed variation, the system frequency fluctuated.
Figure 9 shows the simulation results, including the effects of the wind speed variation. The frequency
deviation for the proposed scheme was less than that of the conventional scheme. The peak-to-peak
of the system frequency for the MPPT, conventional scheme, and proposed scheme were 0.3930 Hz,
0.3966 Hz, and 0.3404 Hz, respectively. This was because the coordinated control arbitrated the
releasable and absorbable energy of WTG and ESS; thus, in the results for the proposed scheme,
the active power of the ESS was released more in line with the conventional scheme (see Figure 9c).
The active power of the WTG rapidly reduced as the wind speed significantly decreased between 80.0 s
and 82.0 s. The system frequency decreased to 59.71 Hz for the conventional scheme, and the decrease
was less than that of the proposed scheme by 0.063 Hz. This was because the output power of a WTG in
the conventional scheme was abruptly reduced and the output of an ESS could not easily and rapidly
compensate for the decrease whereas the stored kinetic energy of the WTG was significantly released.
However, the proposed scheme determined the weighting factors by considering their releasable and
absorbable energy. The sudden decrease in wind power output due to wind speed decrease resulted in
a decrease in releasable energy. Thus, αWTG decreased, whereas αESS increased; accordingly, ESS could
compensate for the reduced output power of the WTG by releasing its electrical energy.
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The reduced amount of SOC for the conventional and proposed schemes were 0.2984% and
0.4802%, respectively (see Figure 9e). Because the coordinated control increased the additional active
power using weighting factors related to SOC, the weighting factors of the WTG and ESS were
calculated for the releasable and absorbable energy. In this case, the ESS had enough releasable
and absorbable energy, and thus, αESS was determined such that the ESS had a greater contribution
compared to the WTG, as shown in Figure 8f. Note that the high value of coefficient p could adversely
affect the frequency stabilization when the penetration level of the WTG was high.

Figure 8. Wind speed (m/s) (variation profile for case 1 and case 2.

Figure 9. Cont.
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Figure 9. Simulation results for case 1: (a) system frequencies, (b) active powers of the WTG, (c) active
powers of the ESS, (d) rotor speeds of the WTG, (e) SOCs of the ESS, and (f) weighting factors of the
coordinated control.

4.2. Case 2: Variable Wind Speed, 25% of Initial SOC, and Constant Loads

The results for case 2 are presented in Figure 10. In this case, the initial SOC was set at 25% and
was less than that of case 1. The peak-to-peak of the system frequency for the proposed scheme was
0.3556 Hz, which was less than in the MPPT by 0.0365 Hz, and less than in the conventional scheme by
0.0405 Hz. When the frequency deviation was smaller than zero, WTG and ESS increased their output
powers. However, the results of the peak-to-peak of the system frequency for the proposed scheme
was greater than in case 1. This was because the releasable energy of not only the ESS, but also the
WTG, was smaller than in case 1. However, in situations where the energy was absorbed, the active
power of the ESS was larger than that of case 1 (see Figure 10c), since the initial SOC was set at a low
value. Thus, the reduced amount of SOC for the proposed scheme was 0.3411% (see Figure 10e), lower
than that of the proposed scheme in case 1 by 0.1391%.

Figure 10f shows the weighting factors of the coordinated control, and because of the low SOC,
αWTG was determined for a high value in comparison to the results for case 1 when the frequency
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deviation was lower than zero. Thus, the WTG released more kinetic energy stored in the rotor;
accordingly, wr slightly decreased (see Figure 10d). In addition, the determined αESS was lower in
comparison to the results in case 1. Hence, the released energy of the ESS decreased and the absorbed
energy increased in comparison to the results in case 1.

Figure 10. Cont.
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Figure 10. Simulation results for case 2: (a) system frequencies, (b) active powers of the WTG, (c) active
powers of the ESS, (d) rotor speeds of the WTG, (e) SOCs of the ESS, and (f) weighting factors of the
coordinated control.

4.3. Case 3: Variable Wind Speed and Low Wind Speed, 50% of Initial SOC, Constant Loads

The performance of the coordinated control was also affected as the wind speed remained low,
which meant that WTG had low stored kinetic energy to release when the system frequency was lower
than the nominal frequency. Figure 11 shows the wind speed variation profile for case 3, and in this
profile, the wind speed was maintained at a low speed after 54 s.
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Figure 11. Wind speed (m/s) variation profile for Case 3.

Figure 12 shows the results for case 3. The peak-to-peak of the system frequency before 54 s
for the MPPT, conventional scheme, and proposed scheme were 0.3930 Hz, 0.3770 Hz, and 0.3325
Hz, respectively. In addition, the peak-to-peak of the system frequency after 54 s for the MPPT,
conventional scheme, and proposed scheme were 0.0282 Hz, 0.0285 Hz, and 0.0184 Hz, respectively.
This was because the output power fluctuations of a WTG were reduced with the low wind speed,
consequently resulting in temporary fluctuations in the system frequency from 50 s onwards, as shown
in Figure 12a. The amount of SOC for the proposed scheme was reduced by 0.6613%, which was larger
than the results of the proposed scheme in case 1 by 0.1811%. In this case, the static load resulted in a
deviation of the system frequency deviation after 54 s. However, if a larger disturbance were to occur
in a power system, the system frequency would decrease because the WTG had no releasable kinetic
energy. The proposed scheme could calculate the weighting factor of the ESS due to the shortage of the
releasable energy that could be emitted from the wind turbine, thus preventing the large decrease in
frequency in such a situation.

Figure 12. Cont.
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Figure 12. Simulation results for case 3: (a) system frequencies, (b) active powers of the WTG, (c) active
powers of the ESS, (d) rotor speeds of the WTG, (e) SOCs of the ESS, and (f) weighting factors of the
coordinated control.
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4.4. Case 4: Load Variation, Constant Wind Speed, and 50% of Initial SOC

The system frequency deviation was also based on the load variation. Figure 13 shows the load
variation profile for case 4. The load fluctuated between 2 MW and 5.5 MW, and the peak load occurred
at 48 s for 5.5 MW. The load variation resulted in significant system frequency fluctuations. In this case,
the coefficients p and q in the coordinated control were set at 0.8 and 3.4, respectively.

Figure 13. Load variation (p.u.) profile for Case 4.

Figure 14 shows the results for case 4. In this case, the initial SOC was set at 50% and the wind
speed was constant at 10 m/s. The peak-to-peak of the system frequency for the proposed scheme
was 0.2841 Hz, less than that of the MPPT by 0.030 Hz, and smaller than in the conventional scheme
by 0.087 Hz. This resulted in a higher peak-to-peak system frequency for the conventional scheme
in comparison to the MPPT because the WTG excessively contributed to the frequency stabilization,
as shown in Figure 14b,d. In particular, the system frequency drastically decreased in the process of
recovering the kinetic energy since the WTG significantly increased the output power to compensate
for the load variation at 48.0 s. The proposed scheme prevented the excessive contribution of the
WTG in the frequency stabilization because the weighting factor was accurately calculated based on
the kinetic energy of the wind turbine; this is important since significant increases in wind turbine
output due to frequency drops can have a negative impact on isolated microgrids with a high wind
power penetration.

Figure 14e shows the SOC of the ESS. The reduced amount of SOC for the proposed scheme and
conventional scheme were 0.4225% and 0.2731%, respectively. In the proposed scheme, the WTG had a
lower contribution to frequency stabilization than in the conventional scheme. Thus, the contribution
of the ESS was increased to perform the frequency stabilization, as shown in Figure 14f. As a result, the
frequency stabilization control was performed stably by preventing an excessive contribution toward
the frequency stabilization by the WTG.

In all four cases, the results show that the releasable and absorbable energy of a WTG and the
ESS was shared well in the proposed scheme and this enabled it to successfully control the frequency
stabilization. Hence, the accurate determination of the contribution to the frequency stabilization of a
WTG prevented its excessive contribution, and thus, in cases of high wind power penetration levels,
the system frequency deviation successfully decreased in the proposed scheme.

Figure 14. Cont.
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Figure 14. Cont.
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Figure 14. Simulation results for case 4: (a) system frequencies, (b) active powers of the WTG, (c) active
powers of the ESS, (d) rotor speeds of the WTG, (e) SOCs of the ESS, and (f) weighting factors of the
coordinated control.

5. Conclusions

The coordinated frequency stabilization of a WTG and ESS for increasing utilized energy to
improve the frequency stabilization were investigated. The ability of a WTG and ESS to support the
frequency stabilization support was dependent on how the stored kinetic energy of the WTG and
ESS was used. The proposed scheme consistently calculated the releasable and absorbable energy of
the WTG and ESS and determined weighting factors related to the energy ratios. In each frequency
support control loop of the WTG and ESS, the determined weighting factors produced an additional
active power reference. Therefore, the active power references for supporting frequency stabilization
were based on the ability for the utilized energy of WTG and ESS.

The simulation results showed that the proposed coordinated control scheme successfully
improved the system frequency and prevented the excessive contribution of a WTG in power systems
with a high wind power penetration. Furthermore, the proposed scheme ensured minimized resource
losses of the participating frequency support as they had low releasable or absorbable energy capacities.

The advantages of the proposed coordinated scheme are that it can ensure adequate utilized
stored energy. Therefore, the proposed scheme may provide potential solutions to ancillary services,
especially in isolated microgrids, by increasing the reserve power in an electric power grid.
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Appendix A Appendix

The detailed parameters of an asynchronous were used as introduced in Ziping et al. [15].
The capacity of the asynchronous motor was 4 MW. The stator resistance and inductance of the motor
were set to 0.02 p.u. and 0.04 p.u., respectively. The rotor resistance and inductance of the motor were
set to 0.02 p.u. and 0.04 p.u., respectively. The mutual inductance and inertia constant were set to
1.36 p.u. and 0.1 p.u., respectively.

Figure A1 shows the typical governor and diesel engine block diagram. In this Figure, Tr1, Tr2,
Tr3, K, Ta1, Ta2, Ta3, and Td were set to 0.01, 0.02, 0.2, 40, 0.25, 0.009, 0.0384, and 0.024, respectively.
The inertia time constant of a diesel generator was set to 5 s.
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Figure A1. A governor and diesel engine block diagram.
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Abstract: Smart meter roll-out in photovoltaic (PV) household-prosumers provides easy access to
granular meter measurements, which enables advanced energy services. The design of these services
is based on the training and validation of models. However, this requires temporal high-resolution
data for generation/load profiles collected in real-world household facilities. For this purpose, this
research developed and successfully calibrated a new prototype for an accurate low-cost On-time
Single-Phase Power Smart Meter (OSPPSM), which corresponded to these profiles. This OSPPSM is
based on the Arduino open-source electronic platform. Not only can it locally store information, but
can also wirelessly send these data to cloud storage in real-time. This paper describes the hardware
and software design and its implementation. The experimental results are presented and discussed.
The OSPPSM demonstrated that it was capable of in situ real-time processing. Moreover, the OSPPSM
was able to meet all of the calibration standard tests in terms of accuracy class 1 (measurement
error ≤1%) included in the International Electrotechnical Commission (IEC) standards for smart
meters. In addition, the evaluation of the uncertainty of electrical variables is provided within the
context of the law of propagation of uncertainty. The approximate cost of the prototype was 60 €
from eBay stores.

Keywords: advanced metering infrastructure; data acquisition; IEC standards; low-cost; open source;
power measurement; smart meter; uncertainty evaluation

1. Introduction

Smart meter roll-out in households with PV distributed generation, hereafter known as PV
household-prosumers, provides easy access to on-time detailed meter measurements, which enable
advanced energy services. The range of services provided include the application of demand response
measures [1–6], smart home/building automation [7,8], and the provision of balancing services such as
frequency control services (frequency containment reserve [9–12] and frequency restoration reserve [13]).
The design of these services is based on the training and validation of models. However, this requires
temporal high-resolution data for generation/load profiles collected in real-world household facilities.
The optimal sizing of storage and generation facilities for these PV household-prosumers [3,14–17]
also depends on the availability of reliable PV household profile data. The criteria for this sizing
are based on technical, economical, and hybrid indicators [18]. Furthermore, the monitoring of PV
household generation/load profiles has experienced an exponential growth in recent years [19–31]. PV]

household-prosumers generally include a battery energy storage system (BESS) [18,32].
BESSs, which manage household appliances [17,33,34] and/or renewable generation (e.g., PV [17,33–37]),

often experience significant power fluctuations (range of 0.01−5 Hz [35,36,38–40]). These involve
high charge/discharge powers. These rapid fluctuations should be taken into account in the design
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and assessment of advanced energy services and/or their sizing. For example, when longer time
frames are envisaged in profile data (e.g., 1 or 5 min vs. 1 s), the sizing of storage and generation
facilities for PV household-prosumers can lead to the miscalculation of costs [41]. In this context,
the results may overestimate self-consumption and self-sufficiency ratios of these PV prosumers [3,18]
and underestimate battery aging [42].

Regarding the availability of household consumption profile data, there are currently a small
number of open-source datasets with varying levels of detail and scale. The projects in References [19,20]
provided active power data at a sampling rate of 6 s and 8 s, respectively. Certain datasets, such
as those in References [21,22], sampled data at 10 kHz, but only for a few weeks. Others, such as
References [23–26], recorded data for at least a year, but at sampling intervals of 1 min or more.
In addition, Reference [27] aggregated current and voltage at 6 s. Some publicly available datasets
focused on capturing many individual appliance signatures [28,29], whereas other datasets offered
aggregate and submetering measurements, sampled at 1 Hz, such as References [27,30,31].

The absence of reliable household consumption profile data, namely, data of temporal
high-resolution (timeframe for data availability about 4 Hz or 0.25 s) was evidently a problem.
To overcome this obstacle, this research study developed and calibrated a prototype of an accurate
low-cost OSPPSM. In short, major contributions of the prototype (see Section 2) are the following:
(i) it is able to monitor and store the fundamental AC electrical variables (v, i, PF (cos ϕ)) and the
derived variables (active and reactive power p, q) within an non-intrusive load monitoring (NILM)
scheme, (ii) it is able to monitor at temporal high-resolution (4 Hz, 0.25 s), and to store data both
locally and in the cloud. In this way, PV household-prosumer profiles are available to accurately assess
different advanced energy services provided by PV household-prosumers.

The rest of the paper is structured as follows. Section 2 overviews the state of the art regarding
prototypes of power smart meters for households. Section 3 reviews the theoretical framework
for electrical measurements. Section 4 describes the prototype from both a hardware and software
perspective. Section 5 outlines the standard procedure for calibrating the prototype and describes the
uncertainty assessment. Section 6 presents the results and discusses them. Lastly, the conclusions
derived from this study as well as plans for future research are given in Section 7.

2. Research on Power Smart Meter Prototypes for Households

This section assesses the state of the art regarding prototypes of power smart meters for households.
Depending on the support platform, these prototypes can be classified as follows: (i) Arduino
open-source platform [3,7,14,43–57], (ii) field-programmable gate array (FPGA) technology [4,41],
(iii) Lopy [5], and (iv) others [6,8,51,52].

The following research studies on the Arduino platform are presented in ascending order,
depending on the number of functions offered by each prototype. Reference [43] developed a
general–purpose voltage and current monitoring system designed for mobile devices via Bluetooth
communication. It used an Arduino Nano board [53] to monitor instantaneous values. The research in
Reference [47] developed a prototype for a power factor (PF) compensation monitoring system, capable
of compensating at the industry or household level. This involved the measurement of voltage, current,
and active power by means of a D1R1 Arduino microcontroller, based on an ESP-8266EX platform.
The study in Reference [48] remotely controlled an energy meter by disconnecting and reconnecting the
service of a particular consumer, based on an ATMega328P microcontroller. Reference [49] designed a
meter that monitored energy and also sent data to the Internet by means of a wireless transmission
system. The meter used global system mobile (GSM) and ZigBee wireless communication protocols.
The study in Reference [44] developed a low-cost system for monitoring and remotely controlling
greenhouses. The system used fuzzy logic to adapt to environmental conditions by means of an
Arduino Mega board [54].

On the other hand, focusing on applications for PV systems on the Arduino platform, the research
in Reference [45] developed a household monitoring system with a data logger, based on an Arduino
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platform. Hall-effect sensors with an analogical to digital converter (ADC) (LTS-15NP) were planned
for currents. Reference [3] arranged a set of sensors based on an Arduino platform for monitoring and
controlling household appliances with PV and BESS, which provided significant insights into their
respective benefits. The monitoring system in Reference [46] had an Arduino Mega 2560 microcontroller
board [58] and different sensors, with a clock speed of 16 MHz. It offered considerable flexibility
to acquire data, and interface with the computer. The current, from the INA 219 DC [55] sensor,
had a resolution of 0.1 mA and 1% accuracy.

Concerning FPGA technology, the smart meter developed in Reference [4] permitted a
reconfigurable architecture. It allowed users to select the proper processing modules, depending
on their application. The meter had voltage and current signals at a high sampling rate under a
non-intrusive load-monitoring (NILM) scheme.

With regard to Lopy technology, the research in Reference [5] presented the proof-of-principle of
a user-friendly monitoring system for household power consumption that made consumers aware
of its consumption and impact. It was designed with a Lopy 4 module based on ESP32, and Wi-Fi
connection to upload data to the Internet.

As for other platforms, the study in Reference [51] designed a monitoring system for stand-alone
PV systems that provided pulse width modulation (PWM) signals for the battery charge controller.
Reference [8] developed the prototype of a low-cost power smart meter, based on an ADE7913 chip.
This meter was able to adapt its behavior to the grid with a high level of accuracy. Reference [6]
designed an open-source, low-cost single-phase energy smart meter and power quality (PQ) analyzer
that could be easily set up and used by inexperienced users at home. This instrument was able
to retrieve a large amount of information related to energy consumption and PQ variables, which
complied with national and international standards.

Regarding the calibration of meter prototypes, only Reference [52] addressed this issue with a PQ
meter, according to the IEC standard 61000-4-7 [56]. Reference [50] devised a method for calibrating a
ZMPT101B voltage sensor, using polynomial regression.

Concerning the evaluation of uncertainty, Reference [57] compared three methods to assess
uncertainty in impedance monitoring. Moreover, Reference [58] applied a method to evaluate the
uncertainty of data aggregation for root mean square (R.M.S) voltage [59].

This literature review [3–8,43–51] reflects that an accurate low-cost prototype for monitoring PV
household-prosumers at temporal high-resolution has still not been developed and validated. Major
shortcomings found in the prototypes proposed thus far include the following.

• Timeframes for monitoring were not adjusted to a temporal high-resolution [59], i.e., in the range
0.25 s [35,36,38–40], namely, 300 milliseconds [44], 0.5 s [47], 3 s [58], 5 s [49], 30 s [45], 1 min [3,44],
10 min [58], and 0.5 h [39].

• With the exception of References [6,8,42,47], data were not uploaded to the Internet. Even though
Bluetooth communication provided an alternative communication channel, it was rarely
planned [4,43]. Other researchers used GSM technology [48,49].

• If the prototype design included a data upload to the Internet, its cadence was low, e.g., 1 s [47],
3 s [6], 5 s [5], 10 s [4], and 5 min [49].

• Redundant storage means were rarely considered, e.g., local storage and upload to the Internet in
Reference [4] even though the storage capacity was limited to two days.

• Even when the NILM scheme was included [4,6,8,47], it was inaccurately designed.
• Open source software was only used in References [6,43].
• None of the prototypes were calibrated according to standard calibration tests, and the uncertainty

evaluation was only partially carried out in References [45,51].
• The analysis window for the stationary analysis was not frequently discussed, except for

Reference [8] with 200 ms.
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• Most of the meter prototypes measured DC variables, with the exception of the AC prototypes in
References [4–6,8,43,47,57].

• Although various references [4–7,44,46–49] state that a low-cost prototype was developed, its
actual cost was rarely evaluated, except for Reference [8] with a partial cost of 13 €, [43] with a
cost of 25 €, and [45] with a cost of 60 €.

This study developed and calibrated a prototype of an accurate open-source, low-cost, OSPPSM
in order to acquire the PV household-prosumer profiles at temporal high-resolution. This prototype
has an Arduino low-cost, open-source platform and is able to monitor and store the fundamental AC
electrical variables and the derived variables within an NILM scheme. This prototype has none of the
previously mentioned shortcomings. The OSPPSM is, thus, able to monitor at temporal high-resolution
(4 Hz, 0.25 s), and stores data both locally and in the cloud. The stationary analysis has 10-cycle analysis
window with a sampling rate of 1 kHz. In this way, PV household-prosumer profiles are available to
accurately assess different advanced energy services provided by PV household-prosumers. These
services account for the effects of both the fast short-term fluctuations of input profiles (<4 Hz) and
their hourly/daily/weekly/monthly variability.

3. Theoretical Background for Electrical Measurement

In electrical systems, time-invariable voltages or currents are almost impossible. Therefore,
the window size of the analysis is assumed to be stationary. The windowing results in a given time
localization and the spectrum this obtained is called a local spectrum. This window moves along
the entire length of the signal in order to calculate the localized spectra. The window that measures
electrical variables (e.g., voltage, current, harmonics, etc.) is a 10-cycle time interval for a 50-Hz power
system (Class-A performance [59]).

To accurately measure an electrical signal, the sampling frequency should be at least twice the
highest frequency of the signal. Since this study used a 1 kHz sampling frequency, the number of
samples ns for the 10-cycle analysis window was, thus, 200.

The R.M.S. value of an electrical variable (e.g., v, i) in a specified analysis window is given by the
aggregation using the square root of the arithmetic mean of the squares of the ns instantaneous values
taken [4,5,59]. The instantaneous value of the active power is given by the product of the instantaneous
values of voltage and current [60]. The average active power for a set of samples ns is given by the
equation below [60].

pavg =

ns∑
n=1

vins,n·iins,n

ns
(1)

The variable power factor PF can be expressed as the ratio of the average active power to the
product of the R.M.S. values of voltage and current, respectively [4,5,47]. Lastly, the R.M.S. reactive
power q is given by the equation below.

qr.m.s. = vr.m.s.·ir.m.s.·sin(arccosϕ) (2)

4. Design of the On-Time Single-Phase Power Smart Meter (OSPPSM)

4.1. Hardware Design

This study designed and developed an OSPPSM for households with both local and cloud storage,
based on AUR3 [61] and AD1R1 [62] Arduino boards. The OSPPSM (Figure 1) is modularly integrated,
which means that, in the case of malfunction, parts can be replaced without affecting the general
operation of this electrical measuring instrument (MI).
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Figure 1. OSPPSM prototype.

In the first phase, the analog voltage and current sensors [63] on the AUR3 Arduino board of this
electrical MI capture and process fundamental electrical variables, such as the voltage v, current i,
and PF (cos ϕ). This is followed by the calculation of derived variables, active p, and reactive q power.
In a second phase, the AD1R1 Arduino board uploads the data to Firebase [64] using a Wi-Fi connection.

This OSPPSM receives two signals from the consumer unit to which it is connected: voltage and
current. Each signal comes from the sensors, and is read through three analog inputs, including one
for voltage and two for current.

Although it was possible for the the MKR WiFI 1010 Arduino board [65] to have more than one
analog input and Wi-Fi connection for access to the Firebase, this option was disregarded because of
its high price. Moreover, other low-cost Arduino Wi-Fi boards (e.g., wemos D1 R1 [62], wemos d1
mini [62], and NodeMCU [66], etc.) usually have only one analog input, and, therefore, could not be
used. Even a single board could perform all of the tasks (i.e., acquisition of electrical signals, processing,
and upload data to the cloud). This had the drawback of requiring high board features. This research,
thus, decided on a dual board configuration in order to obtain the following: (i) significant cost
reduction, (ii) improved device performance in terms of time of computation, thanks to dual processing,
which provided shorter interval times for managing recordings. Figure 2 shows a hardware block
diagram of the OSPPSM.

Figure 2. Hardware block diagram of the OSPPSM.
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Figure 3 shows the wiring diagram of the OSPPSM. The Arduino boards are fed through one of
the two 12 V AC outputs, which is rectified to DC to match the supply voltage of the AUR3 and AD1R1
boards (range 7–12 V DC). For the voltage signal, the ZMTP101b [67] voltage transformer is used to
transform the 230 V AC signal to 5 V DC accepted by the AUR3 analog input. The A0 input is reserved
for the voltage.

 
Figure 3. Wiring diagram of the OSPPSM.

The STC-013 current sensor [68] has a 1-V DC output. This is largely due to the ADS1115 analog
digital converter [69], which adapts to the 5-V DC voltage for the analog inputs of the AUR3 board.
The A4 and A5 inputs are reserved for current.

4.1.1. Microcontroller

The microcontroller is a small computer inside of a single integrated circuit, and contains one or
more CPUs, RAM memory, and programmable input/output peripherals. They are widely used in
industrial and residential equipment, because they are able to control signals and devices.

The rapid evolution of electronic devices had led to the availability of low-cost powerful hardware
tools, which provide a viable solution for measuring and monitoring applications. In this context,
the AUR3 board performs data digitization, processing, and transmission. It has a high 16-MHz
clock speed, which obtains measurements in shorter time intervals (0.25 s). This is one of the aims of
our OSPPSM.

The AUR3 board is based on the ATmega328P microcontroller on a platform for open-source
electronic prototypes. Its technical specifications are given in Reference [61].

4.1.2. Wireless Communication

The wireless communication module is based on the AD1R1 board and serves as an interface
between the microcontroller and the cloud data storage (i.e., Firebase). This board uses the ESP8266
platform as the core of operations, which allows WEP (Wired Equivalent Privacy) or WPA/WPA2
(Wi-Fi Protected Access) authentication for secure Wi-Fi communication. Furthermore, it operates
with 802.11 b/g/n wireless systems, which are supported by most routers and modems on the market.
These features signify that the average data upload time to the cloud is 0.15 s, which is shorter than the
0.25-second time interval of the planned power. The technical specifications of AD1R1 are given in
Reference [62].

4.1.3. Current Sensor

Both invasive and non-invasive sensors are on the market. Invasive sensors require modification
of the electrical installation, whereas non-invasive sensors measure current without any modification.
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Techniques used to measure electrical currents include Hall Effect sensors and current transformers,
which all transform the electrical current signal into a proportional voltage signal.

The STC-013 non-invasive current sensor [68] from YHDC is planned for the OSPPSM. It has a
core to be installed at the service cable of the consumer unit of the monitored household. Options
range from 5 to 100 A. The 30-A option is tuned for households, since it reaches a 6600-W power, which
is higher than the average of most households. The 100-A limit allows 23,000-W household power.

An ADC, model ADS1115 [69] (Texas Instruments brand) matches the STC-013 output voltage to
the 5-V DC level of the AUR3 board.

4.1.4. Voltage Sensor

There are various options for measuring and adapting voltage to the analog input signal of the
AUR3 board: (i) a 230/12 V transformer, AC/DC rectifier, and voltage divider for adapting to a 5 V
DC, (ii) a 230/24 V transformer, AC/DC rectifier, and DC meter FZ0430 that gives a maximum of 5 V
DC, (iii) a 230/24 V transformer, AC/DC rectifier, and INA219 DC that gives a maximum of 5 V DC,
and (iv) a ZMPT101b voltage transformer that directly provides a maximum of 5 V DC. Because most
of these possibilities require several components, option (iv) was selected because it adapted best to
the AUR3 board level. The technical specifications of the ZMPT101b voltage transformer are given in
References [67].

4.1.5. Datalogger Shield

One problem that can arise is that, depending on network usage, the Internet connection for
uploading data to the cloud is not always guaranteed, or may be excessively slow. For this reason,
the OSPPSM was equipped with a datalogger shield with an 8 GB SD memory card. The storage
capacity adopted has an autonomy of two years as well as five floating point data types for variables v,
i, PF, p, and q, every 0.25 s. In addition, the datalogger shield includes a real-time clock that records the
date and time of the measurements.

4.2. Software Design

Figure 4 shows a process timeline for the OSPPSM. In a first parallel process, the software in
the AUR3 main microcontroller (Section 4.2.1) determines the fundamental and derived electrical
variables, sends them through the serial port, and, lastly, stores them on the data logger. In a second
parallel process, the software in the AD1R1 board (Section 4.1.2) uploads data to the Internet through
the Wi-Fi connection.

Figure 4. Process timeline for the OSPPSM.
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4.2.1. Measurement and Computation of the Electric Variable

The microcontroller in the AUR3 board determines the fundamental and derived electrical
variables, as reflected in the flowchart in Figure 5. The first step involves the initialization of the
system. This includes putting the serial port in the data-sending mode by resetting analog inputs,
the initialization of the SD memory card system, and the initiation of the clock in real time. However,
these processes are only performed when the meter is connected. The second step is the measurement
of fundamental electrical variables through analog inputs A0, A4, and A5. The fundamental and
derived electrical variables are computed as specified in Section 3. Electrical variables are then sent
through the serial port to the AD1R1 board, and, lastly, the fundamental and derived electrical variables
are stored in the SD memory card as a backup copy. The measurement and storage of these variables
are continuously performed while the meter is connected.

 
Figure 5. Flowchart for the measurement and computation of the electric variable: AUR3 board.

The maximum times for each task are shown in Figure 4: (i) 200 ms for the 10-cycle analysis
window, (ii) 30 ms for calculating fundamental and derived variables, (iii) 1 ms for sending data to the
AD1R1 board, (iv) 9 ms for storing all of the variables in a backup SD memory, and (v) a waiting time
of 10 ms.

The software is implemented in the Arduino open-source platform [70], which is able to acquire
data each millisecond, which signifies a 1-kHz sampling frequency. As a result, 200 measurement
samples are acquired in the 10-cycle analysis window.

4.2.2. Cloud Data Uploading

The IoT has various options for storing data records in the cloud, such as ThingSpeak [50,71–73]
and MQTT [74–77]. In their free version, both platforms store data records every 15 s. However,
for shorter time intervals, it is necessary to purchase a standard commercial license. Even in that case,
the shortest possible rate limit is 1 s.

Our study required data record storage and availability every 0.25 s. The only platform that
provides this rate in its free version is Google’s Firebase [64] platform with compatible data record
storage times of every 0.1 s.

Cloud data uploading follows the flowchart in Figure 6. The upload program is located in the
AR1D1 board [62], and performs the following tasks: (i) initialization of the system, which includes the
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preparation of the serial port in the data reading mode, the initialization of the Wi-Fi system to connect
the household wireless network, and the initialization of the Firebase system, (ii) data reading from the
AUR3 board, (iii) data uploading to the cloud using Firebase, and (iv) confirmation of data uploading.
Tasks (ii-iv) are continuously performed while the meter is connected.

Figure 6. Flowchart for cloud data uploading: AD1R1 board.

The maximum times for each task are shown in Figure 4: (i) 1 ms for data reading from the serial
port, (ii) 150 ms for data uploading to the cloud, (iii) 50 ms for confirming the data uploading by the
Firebase server, and (iv) a wait of 49 ms.

5. Standard Guidance on Calibration and Uncertainty Evaluation for Power Smart Meters

This section provides the theoretical background for the characterization of errors, which includes
the standard tests that should be used to calibrate power smart meters and the evaluation procedure of
the uncertainty in measurements.

5.1. Characterization of Errors

The error of an MI (e.g., a power smart meter) is obtained by subtracting the true value from the
indicated value [78]. In particular, the intrinsic error [79] of an nth measurement of the variable xi
is the error of the MI as compared to the reference measurement standard (RMS) when used under
reference conditions.

Exn
j
= 100×

(xn,MI
j,re f − xn,RMS

j,re f )

xn,RMS
j,re f

(3)

The mean absolute percentage error (MAPE) and the mean relative error (MRE) for a set of
measurements ns of the variable xj = [x1

j , x2
j , . . . , xns

j ] are given by Reference [51].

MAPExj
=

100
ns
×

ns∑
n=1

∣∣∣∣∣∣∣∣
(xn,MI

j,re f − xn,RMS
j,re f )

xn,RMS
j,re f

∣∣∣∣∣∣∣∣ (4)

MRExj =
100
ns
×

ns∑
n=1

(xn,MI
j,re f − xn,RMS

j,re f )

xn,RMS
j,re f

(5)
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The characterization of the intrinsic error distribution Exj
= [Ex1

j
, Ex2

j
, . . . , Exns

j
] can be performed

by moments, which are a set of descriptive constants of the distribution. Thus, the first moment mean
(μ) of the distribution Exj

is given by the equation below.

μExj
=

ns∑
n=1

Exn
j

ns
(6)

The second moment is the variance (σ) of the distribution.

σ2
Exj

=

ns∑
n=1

(
Exn

j
− μExj

)2

ns − 1
(7)

Alternatively, the standard deviation can be obtained as follows.

σExj
=

√
σ2

Exj
(8)

5.2. Standard Calibration Test

This section provides a brief description of the common standard tests that should be used to
calibrate a power smart meter. It is necessary to apply standard calibration tests for voltmeters [80],
ammeters [80], watt meters [81], varmeters [81], and PF meters [82]. Additionally, functional tests
for measuring, recording, and displaying PQ parameters in instruments for the distribution grid are
relevant [83].

The accuracy of an electrical MI characterizes the degree of proximity between the indicated value
and the true value. In particular, the accuracy class categorizes the potential errors within specified
limits [78]. In the calibration of an electrical MI, the indicated values [79] of the MI are compared
with those of a RMS (indicative of the highest metrological quality) under different working points
at reference conditions [78]. As a result of these tests, a maximum intrinsic error is obtained, which
defines the accuracy class of the calibrated electrical MI [78]. In what follows, the common standard
tests are described.

The intrinsic value test determines the intrinsic error of an electrical MI for the fundamental and
derived electrical variables under reference conditions [78]. The measuring range of the fundamental
variables (v, i, PF (cos ϕ)) includes the interval of 0% to 120% of the rated value at different points on
the scale [83]. For ammeters (current measuring [80]) and voltmeters (voltage measuring [80]), both
variable magnitudes must be modified. For PF meters (PF measuring), the PF should be modified [82].
For watt meters (active power measuring) and varmeters (reactive power measuring [81]), once the
rated voltage and reference PF are fixed, the current should be changed [83].

The current magnitude distortion test [83] superposes a 20% harmonic third-magnitude wave on
the sinusoidal fundamental electrical variables, while adapting the fundamental component to maintain
the resulting R.M.S. value. In the case of watt meters, varmeters, and PF meters, a waveform with 20%
of the third harmonic to the rated voltage and current is superposed, and the fundamental component
is adapted to maintain the resulting R.M.S. value [80–82]. The intrinsic error is then determined.

The alternating current frequency variation test applies a frequency variation from 40 to 60 Hz
to fundamental electrical variables [83]. Particularly for PF meters, the frequency change applies to
voltage and current, with different PFs (PF: 0.5 lagging, 1, 0.5 leading). For watt meters and varmeters,
the PF is set at the reference value [81].

The alternating current/voltage component variation test performs two assessments on PF
meters [82]. The first one focuses on the voltage variation, and fixes the current at 50% of its rated
value with three voltage magnitudes: (i) rated value, (ii) lower limit of the nominal range of use (NRU),
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and (iii) higher limit of the NRU. In addition, it is necessary to include different PFs (0 lagging, 1,
0.5 lagging, and 0.5 leading). The second assessment focuses on the current variation, and fixes the
voltage at a rated value, with three current magnitudes: (i) rated value, (ii) lower limit of the NRU,
and (iii) higher limit of the NRU. Once again, the different PFs should be analyzed [83]. In the case
of watt meters and varmeters [81], the current is set to 80% of the upper limit of the NRU and PF
at reference conditions with three voltage magnitudes: (i) rated value, (ii) lower limit of the NRU,
and (iii) higher limit of the NRU. The intrinsic error is then evaluated [78].

The PF variation test focuses only on the variable active power (wattmeter) and reactive power
(varmeter) [81]. This includes two assessments at reference frequency. The first is at the nominal
current, where the voltage measuring range is from the lower to upper limit of the NRU, with different
PFs (1, 0.5 lagging, 0.5 leading). The second is at nominal voltage, where the current fulfills the relevant
previous variation range [83]. The intrinsic error [78] is then evaluated.

The continuous overload test applies an overload of 120% for two hours on fundamental electrical
variables. For watt meters, varmeters, and PF meters, the 120% overload applies to the current,
once the rated voltage and reference PF have been fixed [83]. The intrinsic error [78] applies to the
evaluated quantities.

5.3. Uncertainty in Measurements

The objective of a measurement is to determine the true value of a measurand [84]. However,
the result of a measurement is an estimate of this true value. It should, thus, be accompanied by a
statement of the uncertainty of that estimate [85]. Consequently, the uncertainty reflects the lack of
exact knowledge of the value of the measurand [84].

5.3.1. Uncertainty of Fundamental Variables and Standard Uncertainty

The uncertainty evaluation associated with the measurements of a fundamental variable is
characterized by the standard uncertainty [84]. This can be obtained from a Type A or Type B
evaluation. These are essentially two ways of evaluating uncertainty components [84], which are based
on different procedures and probabilistic distributions.

The standard uncertainty type A for a series of observations ns of the variable xj = [x1
j , x2

j , . . . , xns
j ]

is characterized by a statistical analysis, in particular, the estimated variance [84].

σs
xj
= σs

xj
(μxj) =

√√√√√√ ns∑
n=1

(
xn

j − μxj

)2

ns − 1
(9)

where:

μxj =

ns∑
n=1

xn
j

ns
(10)

In addition to previous data, the evaluation of standard uncertainty type B requires knowledge
of the MI, manufacturer specifications, and calibration and uncertainty data, defined by the
manufacturer [84].

5.3.2. Uncertainty of Derived Variables and Combined Uncertainty

The combined uncertainty of a derived variable y of two or more fundamental variables
(xj, xm, . . . , xw) is characterized by a numerical value expressed in the form of standard deviation
obtained by applying the usual method of the combination of variances [84].
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σc
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]2[
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where:

ρ(μxz ,μxj) =
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(xn
z − μxz) ×

(
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j − μxj

)
ns − 1

/σs
xz ·σs

xj
(12)

Regarding the OSPPSM, the combined uncertainty of the derived variables, active p, and reactive
q power, can be obtained using the formulas below [84].
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5.3.3. Confidence Level of the Uncertainty Evaluation

The uncertainty value when a measurement is taken depends on the confidence level and the
sample number ns of the measurement. Nonetheless, given a certain confidence level, the sample
number can be determined. The definition of the confidence interval [84] for the mean μxj of a
measurement set ns of variable xj is given by the formula below.

⎛⎜⎜⎜⎜⎝μxj −Z α
2
·
σs

xj√
ns

,μxj + Z α
2
·
σs

xj√
ns

⎞⎟⎟⎟⎟⎠ (15)

and the probability that the mean will be in this confidence interval is shown below.

P

⎛⎜⎜⎜⎜⎝μxj −Z α
2
·
σs

xj√
ns
< μxi < μxj + Z α

2
·
σs

xj√
ns

⎞⎟⎟⎟⎟⎠ = 1− α (16)

When evaluating the uncertainty of the different levels in Reference [84], the 99% level is usually
set. This confidence level (1-α) is defined as the probability that the measurement mean will be within
this range, which is shown in Equation (16).

Assuming an N(0,1) normal Gaussian distribution for the measurements and a set confidence
level αset of 1%, the corresponding value of Z αset

2
is 2.58. Therefore, once the value Z αset

2
is known,

the minimum number of samples needed to attain a confidence level αset is shown below.

ns-min ≥
⎛⎜⎜⎜⎜⎜⎜⎝

Z αset
2
·σs

xj

αset

⎞⎟⎟⎟⎟⎟⎟⎠
2

(17)

6. Results

The OSPPSM was tested in the electrical engineering laboratory at the University of Jaen (Spain),
Figure 7. This meter was connected to Wi-Fi and Firebase during all of the tests to store the data.
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In order to create the testing conditions, a grid emulator and a programmable electronic load were
used. This equipment had larger regulation possibilities that significantly exceeded the requirements
to perform the calibration standard tests. Moreover, an electrical RMS was used as a reference for the
calibration. The following subsections describe the test equipment.

 

Figure 7. Test equipment and OSPPSM in the laboratory at Jaen university.

The tests allowed us to determine the accuracy class reached by the OSPPSM, based on the
maximum error observed. Additional tests were also conducted to evaluate the uncertainty that fully
defined the OSPPSM.

6.1. Test Equipment

6.1.1. Electrical Reference Measurement Standard (RMS)

The electrical RMS to perform the calibration of the OSPPSM was the Class-A power quality
(PQ) analyzer (FlukeTM 1760TR Fluke Corporation, Everett, WA, USA), which is a high-end model of
the brand, that allows the recording of a multitude of electrical variables compatible with calibration
standard tests. Table 1 shows the main characteristics of Fluke 1760TR.

Table 1. Main features of electrical RMS and model Fluke 1760TR.

Parameter Range

Continuous recording Voltage, current, active, reactive, and apparent power,
power factor, energy, harmonics, etc.

Measuring intervals 10, 20, 200, 500 ms, or 3 s

Parameter Range

Sampling rate 10–24 kHz
Resolution 16 ppm

Uncertainty for frequency <20 ppm
Uncertainty for voltage 0.1% at 230 V

Intrinsic uncertainty for harmonics Class I [56]
Accuracy class Class I
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6.1.2. Grid Emulator

The Cinergia GE+15 unit emulates a low voltage grid. This allowed us to modify parameters such
as frequency, phase angle, magnitude, and harmonic context in the main voltage. This capability was
required for calibration standard tests. Table 2 shows the main characteristics of the used grid emulator.

Table 2. Main features of grid emulator, model Cinergia GE+15.

Parameter Range

Voltage 0 to 277 V phase-neutral
0 to 480 V phase-phase

Current 66 A max
Phase angle 0◦ to 360◦ resolution 0.01◦
Power 15 kW
Frequency 10 to 100 Hz

Harmonics Up to 50th
15 harmonics independent/phase

Accuracy ±0.1% voltage, ±0.2% current

6.1.3. Programmable Electronic Load

Calibration standard tests require variable loads. Therefore, a programmable electronic load,
model Cinergia EL+15, made it possible to adapt the required load for each specific standardized test.
Table 3 shows the characteristics of the programmable electronic load used in this study.

Table 3. Main features of electronic load, model Cinergia EL+15.

Parameter Range

Voltage 0 to 277 V phase-neutral
0 to 480 V phase-phase

Current 66 A max
Phase angle −90◦ to 90◦ resolution 0.01◦
Power 15 kW
Frequency 10 to 100 Hz

Harmonics Up to 50th
15 harmonics independent/phase

Accuracy ±0.1% voltage, ±0.2% current

6.2. Calibration Standard Test

6.2.1. Intrinsic Value Test

Figure 8a, Figure 9a, Figure 10a,b, Figure 11a, and Figure 12a portray the correlation between the
values in the OSPPSM for the variables, vOSPPSM, iOSPPSM, PFOSPPSM, pOSPPSM, and qOSPPSM. They also
show the reference values in the RMS for vRMS, iRMS, PFRMS, pRMS, and qRMS under different intrinsic
value tests on a 0.25 s basis. The intrinsic errors obtained for the variables are reflected in Figure 8b,
Figure 9b, Figure 10c, Figure 11b, and Figure 12b. As can be observed, the intrinsic error did not exceed
1% for each electrical variable measured (v, i, PF, p, and q), which signified that the OSPPSM is in the
accuracy class 1.

The results of the Kolmogorov-Smirnov test (95% confidence level) show that the intrinsic error
follows a beta distribution for voltage measurement (p-value = 0.104), and a uniform distribution for
both current measurement (p-value = 0.312) and PF measurement (p-value = 0.311). This uniformity in
the intrinsic error distribution highlights the accuracy of the OSPPSM, with a maximum intrinsic error
value of 0.9783% as a voltmeter and 0.91% as a PF meter, wattmeter, and varmeter.
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(a) (b) 

vOSPPSM

v R
M

S

vOSPPSM

Figure 8. Voltmeter test: (a) OSPPSM vs. RMS voltage. (b) Intrinsic error of voltage measuring.

 

(a) (b) 

iOSPPSM

i R
M

S

iOSPPSM

Figure 9. Ammeter test: (a) OSPPSM vs. RMS current. (b) Intrinsic error of current measuring.

 

(a) (b) 

 

(c) 

PFOSPPSM

PF
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M
S

PFOSPPSM

PF
R

M
S

PFOSPPSM

Figure 10. PF meter test: (a) 30 A, OSPPSM vs. RMS PF. (b) 8 A, OSPPSM vs. RMS PF. (c) Intrinsic
error of PF measuring, 8 A and 30 A.
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(a) (b) 

pOSPSMM

p R
M

S

pOSPSMM

Figure 11. Wattmeter test: (a) OSPPSM vs. RMS active power. (b) Intrinsic error of active power measuring.

 

(a) (b) 

qOSPSMM 

q R
M

S

qOSPPSM

Figure 12. Varmeter test: (a) OSPPSM vs. RMS reactive power. (b) Intrinsic error of reactive power measuring.

Table 4 displays the MAPE and MRE statistical error indicators as well as the standard deviation.
The MAPE was less than 0.48%, and MRE was below 0.07%. During all of the intrinsic value tests,
the standard deviation did not exceed 0.55%.

Table 4. Intrinsic value test: maximum intrinsic error (%), MAPE (%), MRE (%), and standard deviation (%).

Test Maximum Intrinsic Error MAPE MRE Standard Deviation

Voltmeter 0.9783 0.4303 0.0643 0.4957
Ammeter 0.9400 0.4712 −0.0080 0.5428
PF meter, 8 A 0.9500 0.4218 −0.0133 0.5123
PF meter, 30 A 0.9100 0.4675 0.0133 0.5366
Wattmeter 0.9100 0.4675 0.0133 0.5366
Varmeter 0.9100 0.4540 −0.0280 0.5240

6.2.2. Current Magnitude Distortion Test

Figures 13 and 14 display the results of the voltage variation, which show the relationship between
the voltage vOSPPSM and the reference voltage vRMS. They also show the intrinsic error for variables
vOSPPSM, pOSPPSM, and qOSPPSM. Figures 15 and 16 focus on the current variation, which reflects the
relationship between the current value iOSPPSM and the reference current iRMS. The intrinsic error for
the variables i, pOSPPSM, and qOSPPSM is also shown.

The error graphs underline the fact that the intrinsic error was less than 1%, which signifies
that the OSPPSM belongs to accuracy class 1. Furthermore, the maximum intrinsic error for the
voltage variation and current variation was lower than 0.99%. Once again, the intrinsic error had a
uniform distribution.

Tables 5 and 6 show the MAPE and MRE statistical error indicators as well as the standard
deviation for the voltage and current variation, respectively. The voltage variation test did not exceed
0.49% for the MAPE, 0.49% for the MRE, and 0.56% for the standard deviation. Meanwhile, the current
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variation test indicated that the MAPE and MRE values and standard deviation were similar to those
of the voltage variation test.

 

(a) (b) 

vOSPPSM

v R
M

S

vOSPPSM

Figure 13. Voltmeter test: (a) OSPPSM vs. RMS voltage. (b) Intrinsic error of voltage measuring.

PF
p
q

vOSPPMM

p
q

P
F

Figure 14. PF meter, wattmeter, and varmeter test: intrinsic error of different variables measuring the
voltage variation.

 

(a) (b) 

iOSPSMM

i R
M

S

iOSPPSM 

Figure 15. Ammeter test: (a) OSPPSM vs. RMS current. (b) Intrinsic error of current measuring.

PF
p
q

iOSPPSM

p
q

P
F

Figure 16. PF meter, wattmeter, and varmeter test: intrinsic error of different variable measuring for
current variation.
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Table 5. Current magnitude distortion test: maximum intrinsic error (%), MAPE (%), MRE (%),
and standard deviation (%): voltage variation.

Test Maximum Intrinsic Error MAPE MRE Standard Deviation

Voltmeter 0.9900 0.4869 −0.0048 0.5593
PF meter 0.9700 0.4820 −0.4820 0.2860
Wattmeter 0.9900 0.4208 0.0225 0.5239
Varmeter 0.9900 0.3738 0.0076 0.5251

Table 6. Current magnitude distortion test: maximum intrinsic error (%), MAPE (%), MRE (%),
and standard deviation: current variation.

Test Maximum Intrinsic Error MAPE MRE Standard Deviation

Ammeter 0.9900 0.4820 −0.0121 0.5594
PF meter 0.9800 0.4906 −0.0300 0.5721
Wattmeter 0.9900 0.4949 0.0288 0.5698
Varmeter 0.9900 0.2069 0.0038 0.5663

6.2.3. Alternating Current Frequency Variation Test

Figures 17a and 18a illustrate the values of the variables vOSPPSM and iOSPPSM in relation to the
reference values vRMS and iRMS. The results of the intrinsic error for variables v, i, PF, p, and q are
depicted in Figure 17b, Figure 18b, Figure 19, and Figure 20. As a result, the intrinsic error for none of
the variables studied exceeded 1%, which confirmed the inclusion of the OSPPSM in accuracy class 1.
The distribution of errors was again uniform with a maximum value of 0.98%.

 

(a) (b) 

vOSPPSM

v R
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S

fOSPPSM 

Figure 17. Voltmeter test: (a) OSPPSM vs. RMS voltage. (b) Intrinsic error of voltage measuring.

 

(a) (b) 

iOSPPSM 

i R
M

S

fOSPPSM 

Figure 18. Ammeter test: (a) OSPPSM vs. RMS current. (b) Intrinsic error of current measuring.
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PF 0.5 lagging
PF 1
PF 0.5 leading

fOSPPMM

Figure 19. PF meter test: Intrinsic error of PF measuring (PF: 0.5 lagging, 1, 0.5 leading).

fOSPPSM

p
q

Figure 20. Wattmeter and varmeter test: Intrinsic error of different variable measuring.

Table 7 summarizes the statistical error indicators. As can be observed, the maximum MAPE
value for the different electrical variables did not exceed 0.63%. The MRE did not reach values higher
than 0.05%, and the standard deviation did not exceed 0.8%.

Table 7. Alternating current frequency variation test: maximum intrinsic error (%), MAPE (%),
MRE (%), and standard deviation (%).

Test Maximum Intrinsic Error MAPE MRE Standard Deviation

Voltmeter 0.9800 0.4875 −0.0090 0.5619
Ammeter 0.9900 0.4778 0.0446 0.5511
PF meter, PF: 0.5 lagging 0.9200 0.2944 0.0025 0.4227
PF meter, PF: 1 0.9800 0.3296 −0.0110 0.4653
PF meter, PF: 0.5 leading 0.9500 0.6211 0.0119 0.7645
Wattmeter 0.9600 0.4712 −0.0206 0.5466
Varmeter 0.9800 0.4904 0.0089 0.5650

6.2.4. Alternating Current/Voltage Component Variation Test

Tables 8 and 9 show the results for the alternating current/voltage component variation test, which
changed the voltage and current when OSPPSM acted as a PF meter. The maximum intrinsic error was
lower than 0.98% for both assessments. This maintained the OSPPSM in accuracy class 1. The tables
also include the statistical error indicators. In this regard, the maximum MAPE value was below 0.34%
for both assessments, whereas the maximum MRE value did not exceed 0.26% for the voltage variation,
and 0.24% for current variation. The standard deviation was lower than 0.48%.

Table 10 gives the results obtained when the OSPPSM acted as a wattmeter and varmeter. The fact
that the maximum intrinsic error was 0.97% signifies that OSPPSM continued in accuracy class 1.
The maximum MAPE and MRE values were 0.512% and −0.034%, respectively. The standard deviation
was 0.582%.
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6.2.5. PF Variation Test

Table 11 shows the first assessment of the PF variation test. This test changed the voltage when
the OSPPSM acted as a wattmeter and varmeter. Since the intrinsic error attained a 0.97% maximum
value, the OSPPSM remained in accuracy class 1.

Table 12 shows the second assessment of the PF variation test. This test changed the current when
the OSPPSM acted as a wattmeter and varmeter. Since the intrinsic error reached a 0.98% maximum
value, the OSPPSM remained in accuracy class 1.

6.2.6. Continuous Overload Test

Table 13 gives the results of the continuous overload test. The maximum intrinsic error was lower
than 0.99%. Consequently, the OSPPSM continued in accuracy class 1.

Table 13. Continuous overload test: maximum intrinsic error (%), MAPE (%), MRE (%), and standard
deviation (%).

Test Maximum Intrinsic Error MAPE MRE Standard Deviation

Voltmeter 0.9800 0.4734 0.0352 0.5483
Ammeter 0.9900 0.4789 −0.0099 0.5582
PF meter 0.8600 0.0041 0.0003 0.0484
Wattmeter 0.9900 0.5047 −0.0066 0.5813
Varmeter 0.9800 0.4991 −0.0113 0.5725

6.3. Uncertainty Evaluation

Table 14 shows 10 independent sets of simultaneous observations for the three fundamental
variables v, i, and PF (cosϕ). Because the variables were simultaneously measured, they were correlated.
Evidently, these correlations should be taken into account in the uncertainty evaluation of derived
variables p and q.

Table 14. Fundamental variables: input quantities from 10 sets of simultaneous observation.

Measure k/Input Quantities v (V) i (A) PF (p.u.)

1 236.86 1.02 0.670
2 237.10 1.01 0.670
3 236.48 1.04 0.680
4 236.64 1.03 0.670
5 236.86 1.03 0.670
6 236.25 1.05 0.670
7 237.34 0.99 0.670
8 237.38 1.00 0.670
9 236.95 1.03 0.670

10 236.73 1.05 0.670

Table 15 summarizes the standard uncertainty results for the fundamental variables. Accordingly,
Table 16 shows the absolute precision of these variables in relation to the recommendations and
requirements of the JCGM guide 100:2008 [84].

Table 15. Fundamental variables and standard uncertainty.

Fundamental
Variables

Mean
Standard

Uncertainty
Standard

Uncertainty (%)
Correlation
Coefficients

v (V) 236.859 0.1130 0.00047 ρ(μv,μi)= −0.900
i (A) 1.0248 0.0064 0.0062 ρ(μi,μPF)= 0.262

PF(p.u.) 0.6710 0.0010 0.0015 ρ(μv,μPF)= −0.373
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Table 16. Fundamental variables and absolute accuracy.

Fundamental Variables Absolute Accuracy

v (V) AAv = InputReadingVoltage± 0.1130
i (A) AAi = InputReadingCurrent± 0.0064

PF (p.u.) AAPF = InputReadingPF± 0.001

The relationship between the derived and the fundamental variables is described in Section 3.
After the application of Equations (13) and (14), Table 17 gives the standards uncertainties for the
derived variables, according to Reference [28].

Table 17. Derived variables and calculated values for derived quantities p and q.

Relationship between
Variables

Estimate Value of
Derived Variables

Combined
Uncertainty

Combined
Uncertainty (%)

p = v·i· cosϕ (W) 162.880 1.031 0.0063
q = v·i· sinϕ (VAr) 179.977 1.010 0.0056

Correlation coefficient ρ(μp,μq)= 0.901

The results in Table 18 reflect the absolute accuracy of the derived variables, according to the
JCGM guide 100:2008 [84].

Table 18. Derived variables and absolute accuracy.

Derived Variables Absolute Accuracy

p (W) AAp = CalculatedActivePower± 1.031
q (VAr) AAq = CalculatedReactivePower± 1.010

As can be observed in the results of the uncertainty evaluation, the maximum uncertainty
percentage was achieved for variable p, with a 0.0063% value, whereas the rest of the variables had lower
values. In order to achieve a 99% confidence level (αset = 1%) when evaluating uncertainty, the minimum
number of samples required for the active power measurement, according to Equation (17), is:

ns-min ≥
(2.58× 1.031

1

)2
= 7.08 (18)

and for the reactive power measurement:

ns-min ≥
(2.58× 1.011

1

)2
= 6.81 (19)

The 10 samples taken were sufficient to fulfill the set confidence level of 99%.

7. Conclusions and Discussion

This research study developed and successfully calibrated a new prototype of an accurate
low-cost OSPPSM for collecting generation/load profiles at temporal high-resolution in real-world
PV household-prosumer facilities. This OSPPSM was based on the Arduino open-source electronic
platform. Input data were gathered with a set of sensors based on Arduino components. The NILM
approach used in the OSPPSM makes it ideal for measuring electrical variables without modifying the
monitored household.

This prototype has a number of advantages. More specifically, it determines fundamental and
derived electrical variables in conformity with the IEC 61000-4-30 standard. The stationary analysis has
a 10-cycle analysis window with a sampling rate of 1 kHz. Thanks to its dual board, the computational
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time is extremely fast. In fact, the OSPPSM is able to perform real-time monitoring with temporal
high-resolution data, every 0.25 s (4 Hz). Evidently, this real-time calculation capacity and the big-data
support in the cloud have promising applications, especially all that concerns the provision of advanced
energy services for PV household-prosumers. The design of these services is based on the training
and validation of models. However, this requires temporal high-resolution data for generation/load
profiles that can be collected by using this prototype in real-world household facilities. It should be
highlighted that these services account for the effects of both the fast short-term fluctuations of input
profiles (<4 Hz) and their hourly/daily/weekly/monthly variability.

Another promising application of the prototype is the verification of household status by using a
computer or mobile device that is able to perform the appropriate actions.

This prototype was calibrated as accuracy class 1, according to IEC standards for power smart
meters. This was confirmed by the results of the calibration standard tests, in which there was a
maximum error of 0.99% and a maximum uncertainty of 0.0063%. Moreover, the Kolmogorov-Smirnov
tests performed on the OSPPSM, working as an ammeter and PF meter, showed uniform distributions
of the intrinsic error distributions. This highlights the accuracy of the OSPPSM.

Furthermore, the prototype design features easy-to-obtain hardware and open-source software.
This means that it is freely accessible to researchers and users in general for their own design and
use in a non-intrusive way. With no loss of accuracy and uncertainty, the cost of this prototype is
considerably lower than commercially available power-energy loggers (about 1400 €). It also has
equivalent measurement functionalities without cloud data uploading.

The results obtained in this research justify the continuation and further development of the
OSPPSM prototype. Further research will focus on building additional OSPPSMs and testing them
in real-world scenarios by deploying a network of OSPPSMs in different PV household-prosumers.
For the benefit of the research community, an open web interface will be designed to visualize the
main electrical variables at temporal high-resolution of the monitored PV household-prosumers.
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Abbreviation

Nomenclature
AAxi : absolute precision of variable xj
AC: alternating current
ADC: analogic to digital converter
BESSs: battery energy storage systems
DC: direct current
E: intrinsic error
F: frequency
FPGA: field programmable gate array
GSM: global system mobile
i: current
IoT: Internet of Things
MAPE: mean absolute percentage error
MI: measuring instrument
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MRE: mean relative error
n: index for the set of samples
ns: number of samples
nv: number of fundamental variables
NILM: non-intrusive load monitoring
NRU: nominal range of use
OSPPSM: on-time single-phase power smart meter
P: active power
PF:power factor
PF: power factor (=cos ϕ)
PQ: power quality
PV: photovoltaic
PWM: pulse width modulation
q: reactive power
R.M.S: root mean square
RMS: reference measurement standard
s: apparent power
v: voltage
x: fundamental electrical variable
y: derived variable
WEP: wired equivalent privacy
z: index for the set of variables
Greek symbols
μ: mean
μxj : mean of variable xj
ρ(μxz ,μxj ): correlation coefficient of variables xz, xj
σ: standard deviation
σ2: variance
σs

xj
: standard uncertainty type A for the variable xj

σc
y:combined uncertainty of variable y
ϕ:phase angle of current
1-α: confidence level
Subscripts
din: declared input
i: current
j, m, w: jth mth, wth variable
max: maximum
min: minimum
OSPPSM: on-time single-phase power smart meter
p: active power
PF: power factor
q: reactive power
ref : reference
v: voltage
xj: variable xj
Superscripts
avg: average
k: kth specified analysis window
ins: instantaneous
n: index for the set of samples
set: set
r.m.s: root mean square
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Abstract: Global electricity demand is constantly growing, making the utilization of solar and
wind energy sources, which also reduces negative environmental effects, more and more important.
These variable energy sources have an increasing role in the global energy mix, including generating
capacity. Therefore, the need for energy storage in electricity networks is becoming increasingly
important. This paper presents the challenges of European variable renewable energy integration in
terms of the power capacity and energy capacity of stationary storage technologies. In this research,
the sustainable transition, distributed generation, and global climate action scenarios of the European
Network of Transmission System Operators for 2040 were examined. The article introduces and
explains the feasibility of the European variable renewable energy electricity generation targets and
the theoretical maximum related to the 2040 scenarios. It also explains the determination of the storage
fractions and power capacity in a new context. The aim is to clarify whether it is possible to achieve
the European variable renewable energy integration targets considering the technology-specific
storage aspects. According to the results, energy storage market developments and regulations
which motivate the increased use of stationary energy storage systems are of great importance for
a successful European solar and wind energy integration. The paper also proves that not only
the energy capacity but also the power capacity of storage systems is a key factor for the effective
integration of variable renewable energy sources.

Keywords: solar energy; wind energy; energy storage; renewable energy integration; Europe

1. Introduction

1.1. Changes in the Spread of Photovoltaic and Wind Energy Technologies in the World

Today’s boost in energy demand and shift towards a low-carbon economy brings about an
increased need for the deployment of cutting-edge technologies and services in the energy sector [1,2].
Addressing climate change and the excessive greenhouse gas (GHG) emissions are among the top
urging issues at a global level. On the pathway towards a low-carbon future, the use of renewable
energies will undoubtedly have a key role [3,4]. Variable renewable energy (VRE) sources, such as
photovoltaic (PV) energy, may serve as a remedy in order to mitigate the adverse effect of the above
factors, given their sustainable, clean, and ecofriendly nature [5–7]. Current ambitions targeting
the reduction of GHG-emissions attribute a growing importance to the electricity sector alongside a
more distributed generation (DG). When it comes to tackling climate change, PV and wind energy
technologies will be key drivers in paving the way towards sustainability and energy conservation.
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However, today the integration of VRE sources poses a challenge to be addressed for the successful
decentralization of the electricity network. From the point of view of power quality, PV and wind
energy have some disadvantages. The intermittent nature of VRE sources and distributed generation
remain a challenge to grid operators when scheduling power generation. On the other hand, distributed
energy generation may enhance the further spread of smart grids and micro grids and, therefore,
ensure a greater share of clean energy in the energy mix [8–14].

PV and wind technologies play a key role in the shift towards green growth, a low-carbon economy,
and a greater share of renewables in the energy mix [15]. In the last decade, support schemes such as
the feed-in-tariff system, the declining initial capital expenditure due to the boost in innovation, and
technology have proved to be essential factors that underpin this phenomenon [16–18]. Statistics show
a considerable growth of PV and wind energy globally; 7.5% of the total 26.5% share of renewables in
electricity generation was produced by VRE installations in 2017. In the same year, the global built-in
PV and wind capacity amounted to 941 GW (Figure 1). The key players of the PV electricity market
were China (131.1 GW), followed by the EU (108 GW), the USA (51 GW), and Japan (49 GW). China
(188.4), the EU (168.7 GW), and the USA (89 GW) were also leaders in terms of wind capacity, followed
by India with a share of 32.8 GW [17,19].

 

73.5%
16.4%

5.6%
2.2%

1.9%

0.4% Non-renewable electricity

Hydropower

Wind power

Bio-power

Photovoltaic

Ocean, CSP and geothermal
power

Figure 1. Estimated renewable energy share of global electricity production, 2017, based on [17].

1.2. Energy Challenges with the Spread of Variable Renewable Energy Sources

Today, the integration of VRE sources into the electricity grid is one of the crucial issues to be
addressed at an international and national level. For example, the European Union (EU) has set the
ambitious goal to cut its overall GHG emission by more than 80% by 2050, as well as to become the
global leader in the usage of renewable energy sources (RES). To achieve this goal, member states
shall endeavor in the coming years to significantly increase the share of intermittent renewable energy
sources in their energy mix. By integrating more VRE sources into the European grid system, it will be
essential to tackle the need for a more flexible electricity grid. Subsequently, cost competitive energy
storage technologies will be drivers in creating the necessary secure balance between distributed and
centralized electricity generation and the integration of a higher share of viable renewables such as
solar and wind energy [20]. However, due to their variable power generation nature, the integration of
PV and wind power into the electricity grid is a challenge, since the existing grids and their capacities
were established to comply with less or non-variable energy sources, dispatchable power generation,
and predictable load peaks. In general, today’s electricity grids are able to handle a low increase in
load as a result of newly built-in VRE capacities, but a massive load increase can cause discrepancies in
the macro energy system. In order to mitigate and successfully tackle regional differences arising from
the variable solar and wind potentials, the electricity system of the new era should not only be flexible
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but also possess a sufficient backup capacity. The flexibility of the grid is an essential factor in handling
network constraints caused by VRE generation during the peak hours of demand. On the other hand,
storage capacity may be beneficial when there is an incline in sunshine hours and wind speed [21–24].

1.3. The Importance of Energy Storage Systems and their Future Role

According to the European vision, the energy system will rely significantly on renewables by
2040, more specifically on non-dispatchable and VRE power, which at the same time will bring about
the partial decentralization of the energy system [25–27]. The optimal share of VRE sources in the
energy mix depends on various factors. The flexibility of the grid, the back-up capacity, the quality
and capacity of the transmission system [28–31], as well as load performance characteristics [32–34]
and the actual local weather patterns may determine the volume of VREs that can be safely fed into the
system [35–37]. A potential solution to compensate for the uncertainty arising from the variable nature
of VREs is to upgrade and enhance the overall flexibility of the electricity grid. By adding storage
capacity to the energy system, greater flexibility can be achieved through the provision of a back-up
potential for shaving of peak loads or filling valleys [35,36,38].

Today, there exist multiple storage technologies and solutions that are able to compensate
for the intermittent nature of VRE sources (Figure 2), namely electro-chemical energy storage,
electro-mechanical energy storage, electrical energy storage, thermal storage, and chemical energy
storage. The key solutions for large-scale energy storage include compressed air storage, pumped
hydro storage (PHS), molten salt thermal storage, or flow batteries (Figure 3). The details of the specific
features of these energy storage technologies, however, are not included in this manuscript. The
abbreviations for all technologies are listed in the abbreviations section. Overall, the global energy
storage capacity including both stationary and grid-connected capacities amounted to approximately
159 GW, of which 153 GW was PHS in 2017 [17,39].

 
Figure 2. Classification of energy storage technologies by the form of stored energy [39].
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Figure 3. Energy storage technologies by discharge time and power capacity [39].

At the beginning of 2017, the global, overall, new advanced energy storage capacity amounted to
around 5.9 GW. In this year, the energy these energy storage technologies put into operation accounted
for approximately 0.5 GW of the final total. The share of electrochemical storage solutions (battery)
had increased considerably, by 0.4 GW, at the beginning of 2017 up to a total of 2.3 GW [17]. Due
to its user-friendly, economical nature and rather simple deployment, battery storage is one of the
most popular options when considering energy storage solutions both at a domestic and industrial
level. The use cases of energy storage are shown in Figure 4, but an explanation of these features is not
provided in the present paper [9,14,40].

Figure 4. The 10 most common use cases of energy storage systems until August 16, 2016, based on [9]
(Projects can have multiple use cases).
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Compared to the approximately 4.67 TWh of 2017, if the current trends persist and the share of
VREs in the global energy mix doubles, there will be a considerable growth in the overall energy storage
capacity by 2030 up to about 6.62–15.89 TWh [8]. However, this increase is slightly unpredictable at
present. According to the relevant forecasts, the share of PHS technologies will fall to approximately
90% of the overall installed storage capacity by 2030. In the meantime, the declining production cost of
storage appliances will bring about an explosive development of cutting-edge battery technologies
and the diversification of their possible uses, inter alia both at grid and self-consumption level (e.g.,
rooftop solar PV). Based on current projections and future scenarios [10], non-pumped hydroelectricity
storage will grow from an estimated 162 GWh in 2017 to 5.8–8.4 TWh by 2030. Key drivers behind the
boost in the energy storage market will be behind-the-meter and utility-scale solutions. The battery
capacity of stationary applications is expected to increase from the estimated 11 GWh in 2017 up to
about 100–421 GWh by 2030. Using battery electricity storage integrated into small-scale PV systems
will be one of the most common and marketable ways of battery deployment in the period until
2030. In the near future, the economic viability of stationary battery electricity storage solutions is
expected to drastically advance across Europe and beyond due to beneficial factors, such as increased
residential and commercial electricity rates, better support schemes (e.g., relatively low feed-in-tariffs),
and competitive cost structures. Moreover, alongside with the spread of favorable support schemes for
VRE’s, new markets for additional products and services are also expected to appear [8–14].

1.4. European Electricity Consumption and Energy Storage Aspects

According to data from the European Network of Transmission System Operators for Electricity
(ENTSO-E), in 2017 the European total electricity consumption amounted to 3,329 TWh, showing a
moderate increase (+0.2%) compared to the previous year’s data. In the same year, the peak demand
on the electricity grid was measured on 18 January and amounted to 542 GW (4 GW less than in 2016).
With regard to the net generating capacity (NGC), the figures show a slight decline for nuclear (−2.3%)
and fossil fuels (−3.1%) from 2016 to 2017. On the other hand, the net generating capacity for solar
and wind energy grew by 6.1% and 9.8% in the same period. The thirty-six member countries of
ENTSO-E are Austria, Albania, Bosnia and Herzegovina, Belgium, Bulgaria, Switzerland, Cyprus,
Czech Republic, Germany, Denmark, Estonia, Spain, Finland, France, United Kingdom, Greece, Croatia,
Hungary, Ireland, Iceland, Italy, Lithuania, Luxembourg, Latvia, Montenegro, Macedonia, Netherlands,
Norway, Poland, Portugal, Romania, Serbia, Sweden, Slovenia, Slovakia, and Turkey. It should,
however, be noted that Albania (member since March 2017) and Turkey (observer member) are not
included in the statistics. The summary data are shown in Tables 1 and 2 [41].

Table 1. European electricity consumption and maximum peak loads between 2013 and 2017 [41].

Year 2013 2014 2015 2016 2017

Electricity consumption [tWh] 3293 3241 3301 3322 3329

Maximum peak load [GW] 516 511 520 546 542
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Table 2. Evolution of electricity consumption between 2016 and 2017 in Europe [41].

Country
Change of Electricity Consumption between 2016

and 2017 in Europe [%]

United Kingdom −3.0
Germany −1.8
Austria −1.2

Denmark −1.1
Latvia −0.6
France −0.3

Luxembourg 0.0
Norway 0.2
Sweden 0.2

Netherlands 0.4
Switzerland 0.4

Finland 0.6
Portugal 0.7
Belgium 0.8
Ireland 1.0

Macedonia 1.1
Greece 1.2
Spain 1.2

Estonia 1.4
Cyprus 1.6
Bulgaria 1.9

Serbia 2.1
Bosnia and Herzegovina 2.2

Czech Republic 2.5
Romania 2.5
Hungary 2.6
Lithuania 2.6

Poland 2.6
Slovenia 2.8
Croatia 3.2
Iceland 3.2

Slovakia 3.2
Italy 3.9

Montenegro 5.6
Albania no information
Turkey no information

The overall net generating capacity from renewable electricity sources (RES) (without hydro
energy) has a share of approximately 30% of the total NGC. Meanwhile, electricity produced from
hydro power showed a considerable decline caused by decreased water discharge (9.3%). On the
regional level, the energy demand shows disparities. While the energy demand is extensively growing
in Eastern Europe and shows a moderate growth in the Hispanic Peninsula, there is a slight decline
in electricity consumption in some European countries, such as Germany, Austria, and Great Britain.
However, the Central European countries (except for Germany and Austria) remain stable in their
demand [41]. In Europe the installed PHS capacity in 2017 reached 50.5 GW (approx. 1.9 TWh energy
capacity based on [11,40,42–44]), of which a capacity of more than 59% was found in 5 countries,
namely Italy, France, Germany, Austria, and Spain (Figure 5). Based on the ENTSO-E scenarios, the
PHS capacity increase is expected to be in the range of 58–76 GW by 2040 [27,45]. At the beginning of
2017 other storage technologies represented about 1.3% of the total storage capacity based on thirty
ENTSO-E countries [9,46].
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Figure 5. European installed pumped hydro storage (PHS) generation capacity in 2017 based on [45].

2. Material and Methods

In the research project, the 2040 scenarios titled Sustainable Transition (ST), Distributed Generation
(DG), and Global Climate Action (GCA) developed by the European Network of Transmission System
Operators were examined in relation to the VRE integration targets and the theoretical maximum
considering the technology-specific storage aspects. In the modelling we combined only the main
findings of the manuscripts that examined the European level and the general, global conclusion
from Blanco-Faaij (2018) [47]. These manuscripts also analyzed the power capacity and/or the energy
capacity of stationary storage technologies for secure European grid balancing. Thus, the first common
point of the analyzed manuscripts is the provision of the balance of the European grid system by
stationary storage technologies. Other key components for analysis at the European level were annual
demand, VRE penetration, and energy storage capacity, which can be well defined. This approach was
published by Blanco-Faaij in 2018 [47]. VRE gross electricity generation is a percentage of the total
electricity demand and this value can also be easily determined. According to the authors, the carefully
selected articles complement each other’s results, and the conclusions of the manuscripts were applied
to the European grid sector.

2.1. Description of the ENTSO-E Scenarios

The ST scenario seeks economical, quick, and sustainable CO2 reduction by replacing lignite and
coal by gas in the power sector. In this case energy generation by gas is popular due to the relatively
cheap global gas prices and the strong growth of bio-methane. A regulatory framework in place
decreases the use of coal power plants. Gas-based energy generation largely provides the necessary
flexibility to balance renewables in the power system. In this storyline, climate action is achieved with
a mixture of emission trading, national regulation, subsidies, and schemes [27].

In the DG scenario, significant leaps in the innovation of commercial/residential storage
technologies and small-scale generation are a key driver in climate action. This case represents
a more decentralized development with focus on end-user technologies. Smart technologies, PV
systems, electric vehicles, and dual-fuel appliances allow consumers to switch energy depending on
market conditions. Biomethane growth is strong as connections to distribution systems grow, utilizing
local feedstocks. In this storyline, the electricity demand flexibility is substantially increased, both
in industrial and residential solutions, helping electric power adequacy. Wintertime, however, with
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low solar availability and high heating needs remains a challenge, since batteries cannot be used for
seasonal storage [27].

The GCA scenario represents a global effort towards full speed decarbonization. The emphasis
is on renewables and nuclear energy in the power sector. Commercial and residential heat becomes
more electrified, leading to a steady decline in demand for gas in this sector. The decarbonization of
transportation is achieved through gas and electric vehicle growth and the power-to-gas production sees
its strongest development within this scenario. Gas power plants provide the flexibility needed within
the power market, helping facilitate intermittent renewable technologies within it [27]. The European
electricity consumption and maximum peak load features, production capacities and generation in
2040 based on the examined scenarios are shown in Table 3 and Figure 6. These input data were
important for modeling.

Table 3. European electricity consumption and maximum peak load features in 2040 based on the
examined scenarios [27].

Year 2040, ST 2040, DG 2040, GCA

Electricity demand [TWh] 4030 4450 4100

Maximum peak load [GW] 650 730 690

VRE annual electricity generation
compared to the demand [TWh] 1600 2250 2430

VRE annual electricity generation
target compared to the demand [%] 39.7 50.6 59.3

 

Figure 6. Installed production capacities and generation in Europe based on the 2040 scenarios [48].

214



Electronics 2019, 8, 729

The ENTSO-E scenarios take into account the impact of EV penetration in the electricity demand.
However, it is stationary storage technologies that ensure that the potential uncertainty of the power
supply resulting from VRE penetration is eliminated [27].

2.2. European Energy Storage Case Studies for VRE Integration

An important variable that defines the energy storage capacity requirement is the energy production
from the VRE sources in the energy mix [47,49]. Several studies were reviewed to estimate the European
stationary storage size as a fraction of VRE penetration and annual demand. With the solution, it is
possible to determine the average energy storage fraction requirements expressed in energy storage
capacity (TWh). This refers to the amount of energy that can be stored at the same time and not energy
delivered throughout a year. The energy storage fraction and the energy storage capacity are relative
numbers to compare across studies. In this manuscript a polynomial regression model was developed
in MATLAB by combining the logic of 7 studies [13,22,47,50–53]. These sources are meta-analyses,
in which hundreds of manuscripts were analyzed and evaluated. The model calculates the average
energy storage fraction in the context of VRE gross electricity generation, expressed as a percentage
of the total electricity demand. The issue of the energy storage fraction has been analyzed in many
studies in the context of VRE energy production. Blanco and Faaij [47] summarize the factors that
determine this fraction based on 79 sources and conclude that there are significant differences between
countries (Tables 4 and 5). For this reason, the model proposes that the storage requirement should
be examined at the European level, defining an average value. Tables 4 and 5 show the summarized
VRE penetrations of 10–100%. A general conclusion by Blanco and Faaij [47] is that even for high VRE
penetrations of 90–95%, the storage fraction is at most 1.5% of the annual demand, while that for a
VRE penetration of 100% this share is highly uncertain. However, it should be noted that according
to [13,51–53], there is no need for a high degree of storage flexibility for a VRE percentage of 40–50%.
The figures presented in Table 4 are listed in an increasing order of ‘VRE penetration’, while Table 5
displays the data in the increasing order of the ‘energy storage fraction’.

Table 4. Recommended annual storage features in Europe, with less than 100% VRE penetration, based
on [47].

Country
Annual Demand

[TWh]
VRE Penetration

[%]
Energy Storage
Capacity [TWh]

Energy Storage
Fraction [%]

Ref.

Europe 3746 16 1.15 0.0308 [22,47]
Spain 375 25 0.66 0.18 [54]

Netherlands 123 28.3 0.05 0.04 [55]
West Europe 4647 30 2.4 0.05 [56]

UK ~700 30 0.06 0.01 [57]
Ireland 32.7 34.5 0.07 0.21 [58]

Germany 478 38.6 0.06 0.01 [59]
Europe 4670 48 2.08 0.0445 [22,47]

Germany 562 50 3.5 0.62 [13]
Germany (Region) 53 20–50 0.15 0.28 [60]

Greece 88.3 50 0.4–1.4 1.02 [61]
Austria 83 55 0.2 0.24 [62]

UK 300 60 0.1 0.03 [63]
Spain 420 60 0.6–2.2 0.33 [54]

Germany 2030 66 18 0.89 [31]
Belgium 268 80 1.3 0.32 [64]
Denmark 41 80 0.66 1.61 [65]
Germany 413 80 0.9–1.3 0.27 [59]
Germany ~600 80 7–8 1.25 [66]
Germany 586 80 0.5 0.09 [67]

Germany (Region) 22.7 80 0.184 0.81 [68]
Ireland 45 80 2.8 6.00 [58]
Europe 4900 80 50 1.02 [50]

General, global
conclusion - 90–95 - 1.5 [47]

215



Electronics 2019, 8, 729

Table 5. Recommended annual storage features in Europe, with a renewable energy sources (RES)
penetration of 100% based on [47].

Region Year
Annual

Demand
[TWh]

Wind/Solar
[%]

Energy
Storage

Capacity
[TWh]

Energy Storage,
Power Capacity

[GW]

Energy
Storage
Fraction

[%]

Ref.

Ireland 2050 125 13/2 0.24 10 0.19 [69]

Europe 2050 4200 73/21 13.5 – 0.32 [70]

France 2050 425 40/17 3 3 0.71 [71]

Europe – 3240 55/45 25 360 0.77 [37]

Germany 2050 475 60/40 9.1 – 1.92 [72]

Germany
(Region) 2030 19.9 55/40 0.53 1.5 2.66 [68]

UK 2030 900 55/6 27 35 3.00 [73]

Greece 2050 55.7 100/0 2 0.2–0.3 3.59 [74]

Europe – 3400 55/45 216 65 6.35 [75]

Europe 2007 3240 55/45 400–480 400 13.58 [35]

Europe - - - - - 20–40 [76]

3. Results

3.1. Determination of the European Storage Fractions

The issue of storage fractions has been analyzed in many studies in the context of gross VRE
electricity generation. In this manuscript, a polynomial regression model was developed in MATLAB
by combining the logic of seven studies [13,22,47,50–53]. Blanco and Faaij [47] summarize the factors
that determine the mentioned fractions based on 79 sources and conclude that there are significant
differences between countries. Other sources [22,47,50] were suitable for investigating the storage
fractions as a function of gross VRE electricity generation at the European level. These baseline values
have been applied to modelling:

• European storage fraction: 0.0308–0.0372%; VRE penetration: 16–45% [22].
• European storage fraction: 1.02%; VRE penetration: 80% [50].
• European storage fraction: 1.5%; VRE penetration: 95% [47].

From the reviewed studies it became evident that the 40–50% energy production share from VRE
in the European power grid sector is a critical value [13,51–53]. Above this level the need for energy
storage dramatically increases (Figure 7) as evidenced by most studies. Below 40–50% of VRE share
the storage fraction increases basically linearly, but most studies gave diverging storage fraction values
for the 50–100% VRE share. With the relationship created, fraction values up to a VRE penetration of
95% were analyzed (Figure 7). Based on the reviewed studies, the figures given for the recommended
storage capacities at an all European level in the case of generating 100% of the annual demand by
using RES show far too great a variation to be reliable (Table 5) [35,37,47,49,70,75,76]; therefore, a VRE
penetration of 100% was not examined in this research. With the help of a polynomial regression model,
an equation that describes the average European storage fraction related to the percentage of gross VRE
electricity generation was developed. To build the equation (Equation (1)) that best models the storage
fraction as a function of VRE share in consumption, the equation takes into consideration the joint
slopes of source [22] for VRE shares below 45% and [47,50] above 45%, resulting in the final figures
of storage fractions as shown in the figure below. With Equation number 1 (Table 6), it is possible to
determine the energy storage capacity volumes of electricity (at stationary storage systems) at the
European level, assuming appropriate demand-side management, smart market regulations, advanced
weather forecasting systems, and continuous, ideal European network development to maintain secure
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electricity supplies through balancing. The R-square and adjusted R-square values of the MATLAB
model derived from the input data are 1.

Figure 7. Result of the average European storage fraction analysis.

Table 6. Result of the European storage fraction analysis.

Description Equation

Equation (1), storage fraction [%] Storage f raction = p1VRE8 + p2VRE7 + p3VRE6 + p4VRE5

+p5VRE4 + p6VRE3 + p7VRE2 + p8VRE + p9

pi parameter values
p1 = −3.758−14; p2 = −1.327−11; p3 = 1.818−09; p4 = −1.234−07;

p5 = 4.443−06; p6 = −8.163−05; p7 = 5.844−04;
p8 = 1.646−03 ; p8 = 3.687−04

3.2. Determination of the European Storage Power Capacity

It should be noted that there is no unified solution for determining the necessary future storage
power capacity size requirements in Europe, but there are some well-defined ranges. Due to the lack
of data, it is the studies [22,47,50,77] that can provide adequate information on the necessary future
storage capacity requirements needed for balancing the European grid. In these sources, the 16–48%
and the 80% VRE penetration ranges can be determined [22,47,50,77]. In the case of a European annual
demand of 4900 TWh and 80% VRE integration, a 125 GW storage power capacity is recommended
for grid balancing. In the model, the value of 125 GW was adjusted proportionally to the annual
demand values of the 2040 ENTSO-E scenarios [22,47,50,77]. The starting point of the modeling was the
power capacity context of [22] up to 45% of VRE penetration, then due to the lack of data, polynomial
regression models were applied to the GW values of VRE gross electricity generation of 45–80%. The
relationship is confirmed by the work of Cebulla et al. [49] and the results approximate the values
of ‘balanced’ and ‘wind+’ of [49] (the PV and wind ratios between installed capacities for the first
category were 2:1–1:1.5, while the second category value was 1:1.5). Based on this, the power capacity
requirements for the VRE objectives of the ENTSO-E scenarios were determined (Figure 8). In addition,
the theoretical maximum VRE integration potentials of the summarized European power capacity of
all storage technologies were also determined.
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Figure 8. European power capacity requirement analysis results based on different VRE penetration
levels of the 2040 ENTSO-E scenarios.

3.3. European Variable Renewable Energy Integration Possibilities

The power capacity of PHS was calculated on the basis of the ENTSO-E ST, DG, and GCA
scenarios. From the energy capacity input data of [11,40,42–44] the sources, the PHS energy capacity
was estimated by linear change due to lack of data (Tables 7 and 8). The International Renewable
Energy Agency (IRENA) published a comprehensive study [10] on the future of energy storage trends,
cost, and markets. This report breaks down the electricity storage energy capacity growth by storage
technology according to four scenarios in 2030. However, the scenarios differ significantly and IRENA’S
reference data were taken into account for the calculations. Considering the IRENA, the Global Energy
Storage Database (DOE) studies, and the ENTSO-E Ten Years Network Development Plan 2018 Storage
project database [9,10,78], it was assumed that the estimated European power capacity of other storage
technologies will be 5% (scenario 1) and 25% (scenario 2) compared to the PHS values in 2040, and the
average charge/discharge period was assumed as (other storage technologies) 8/8 h (scenario 1) and
12/12 h (scenario 2) (Tables 7 and 8).

Table 7. Power capacity and energy storage capacity results of the European energy storage systems in
2040, based on [9–11,27,40,42–44,78,79], scenario 1.

Year 2040 ST 2040, DG 2040, GCA

Power capacity of PHS [GW] 58 76

Estimated energy storage capacity, PHS [GWh] 3500 3900

Estimated European power capacity of other
storage technologies, scenario 1 [GW] 2.9 3.8

Estimated energy storage capacity, other
storage technologies, scenario 1 [GWh] 23,2 30.4

Summarized European power capacity of all
storage technologies, scenario 1 [GW] 60.9 79.8

Summarized energy storage capacity of all
storage technologies, scenario 1 [GWh] 3523.2 3930.4
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Table 8. Power capacity and energy storage capacity results of the European energy storage systems in
2040, based on [9–11,27,40,42–44,78,79], scenario 2.

Year 2040 ST 2040, DG 2040, GCA

Power capacity of PHS [GW] 58 76

Estimated energy storage capacity, PHS [GWh] 3500 3900

Estimated European power capacity of other
storage technologies, scenario 2 [GW] 14.5 19

Estimated energy storage capacity, other
storage technologies, scenario 2 [GWh] 174 228

Summarized European power capacity of all
storage technologies, scenario 2 [GW] 72.5 95

Summarized energy storage capacity of all
storage technologies, scenario 2 [GWh] 3674 4128

From the electricity demand and the VRE penetration in the ENTSO-E ST, DG, and GCA scenarios,
the energy storage capacity requirements and the storage fraction requirements were calculated by
using Equation (1) (Table 9). Based on the analyzed scenarios, the fraction values were between 0.033%
and 0.166%, which would mean 1.35–6.82 TWh energy storage capacities. In addition, the power
capacity requirements of the energy storage systems of the three scenarios for the VRE integration
would be in the range of 57–76 GW.

Table 9. Results related to the European storage power capacity and energy storage capacity
requirements in 2040.

Year 2040, ST 2040, DG 2040, GCA

Electricity demand [TWh] 4030 4450 4100

ENTSO-E, maximum peak load [GW] 650 730 690

Annual VRE gross electricity generation
compared to the demand [%] 39.7 50.6 59.3

Required storage fraction for the scenarios,
based on equation 1 [%] 0.033 0.057 0.166

Required energy storage capacity for the
scenarios, based on equation 1 [GWh] 1348 2518 6819

Required storage power capacity to the
scenarios, based on the logic of Figure 8 [GW] 57 66 76

It was examined whether the VRE penetration targets of the ENTSO-E scenarios would be feasible
considering the estimated storage power capacity and the energy capacity of stationary storage systems
based on the approaches of scenario 1 and 2. It was also determined whether the power capacity or
the energy storage capacity is the limiting factor in terms of successful VRE integration. Based on the
results, we came to the conclusion that due to the need for a secure electricity supply both factors
are equally important for successful VRE integration (Figure 9). The results showed that achieving
a minimum of approximately 45–50% VRE penetration integration could be a realistic target in the
European power grid sector until 2040. The ENTSO-E ST and DG scenarios appear to be rational
goals. For the GCA scenario, the 55% VRE penetration rate seems to be feasible compared to the 59%
target. According to the results, energy storage market developments and regulations that motivate
the increased use of energy storage systems are of great importance for a successful European solar
and wind energy integration.
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Figure 9. The feasibility of the European VRE integration target based on the various scenarios.

4. Conclusions

This study examined the European variable renewable energy integration challenges related to the
power capacity and energy capacity of stationary storage technologies. It also analyzed and presented
the feasibility of the European VRE electricity generation targets and the theoretical maximum related
to the 2040 scenarios. The determination of the storage fractions, the power capacity, and the energy
storage capacity were modelled in a new context. Based on the results we came to the conclusion that
due to the requirement of a secure electricity supply, all factors are equally important for successful VRE
integration. The results showed that achieving a minimum of approximately 45–50% VRE penetration
unitl 2040 could be a realistic target in the European energy grid sector. The ENTSO-E ST and DG
scenarios appear to be rational goals. For the GCA scenario, a 55% VRE penetration rate seems feasible
compared to the 59% target. For the success of European VRE integration, energy storage market
developments and regulations that motivate the increased use of energy storage systems are crucial.
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Abbreviations

The following abbreviations are used in this manuscript:

CAES Compressed air energy storage (-)
CF Capacity Factor (%)
DG Distributed Generation (-)
EU European Union (-)
FES Flywheel energy storage (-)
JRC-IDEES Integrated Database of the European Energy Sector (-)
GCA Global Climate Action (-)
GHG Greenhouse gas (-)
NGC Net generating capacity (-)
PHS Pumped hydro storage (-)
PV Photovoltaic (-)
RES Renewable energy sources (-)
ST Sustainable Transition (-)
SMES Superconducting magnetic energy storage (-)
T&D Transmission and distribution (-)
TES Thermal energy storage (-)
RES Renewable electricity sources (-)
UPS Uninterruptable power supply
VRE Variable renewable energy (-)
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