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Abstract: The goal of the Special Issue “Brittle Materials in Mechanical Extremes” was to spark a
discussion of the analogies and the differences between different brittle materials, such as, for instance,
ceramics and concrete. Indeed, the contributions to the Issue spanned from construction materials
(asphalt and concrete) to structural ceramics, reaching as far as ice. The data shown in the issue
were obtained by advanced microstructural techniques (microscopy, 3D imaging, etc.) and linked to
mechanical properties (and their changes as a function of aging, composition, etc.). The description
of the mechanical behavior of brittle materials under operational loads, for instance, concrete and
ceramics under very high temperatures, offered an unconventional viewpoint on the behavior
of brittle materials. This is not at all exhaustive, but a way to pave the road for intriguing and
enriching comparisons.

Keywords: ceramics; concrete; asphalt; mechanical properties; microstructure; microcracking; strength

As a premise, it must be said that brittle materials are such an enormous category of materials
that it would be impossible to disclose and even comment on their mechanical properties in a short
editorial. The following text is therefore limited to the contents of the Special Issue “Brittle Materials in
Mechanical Extremes”, and to some of the works that the editor has conducted, leading to the initiation
of the Special Issue.

Brittle materials include a wide range of material classes: From polymers to metals, through to
classic glass, ceramics, and composites. They all share a supposed linear elastic behavior but are
often found to display non-linear stress–strain relationships or high temperature dilation (or other
properties such as thermal conductivity). In this Special Issue, contributions describing and explaining
this intriguing behavior, whether due to microcracking, interaction among constituent phases,
or micro-structural features (such as pores), were collated. Advanced characterization techniques,
challenging numerical and analytical models, unconventional experiments, and/or the analysis of
existing field data were reported and should spark the debate about the origin of the mechanical behavior
of brittle materials under various and unconventional mechanical, weathering, and thermal loads.

The Special Issue allows (through the large amount of experimental data provided by the
contributing authors) a discussion of the analogies and the differences between different materials,
such as, e.g., ceramics and concrete. Data have been corroborated by advanced microstructural studies
(microscopy, 3D imaging, etc.), sometimes leading to the identification of the microstructure–property
relationships through appropriate models.

A few works have demonstrated the peculiar behavior of brittle materials, such as concrete (see the
book of Torrenti et al. [1]), composite materials (see e.g., [2]), and ceramics (see e.g., [3,4]), especially if
they possess special features such as pores or hard phases, or undergo microcracking. Microcracks,
together with porosity, impart to such materials an exceedingly large strain tolerance (strain at failure),
where the specimen is able to carry some (small) load even when it is fully fractured (thereby displaying
residual strength [5]), excellent corrosion resistance [6], or extremely high thermal shock resistance [7].
In this sense, such materials behave similarly to metamaterials, where the meso-structure (at scales
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above the grain size) is as important as the material composition of the micro-structure (at scale below
the grain size). Simply thinking of microcracked glass or ceramics, possessing negative macroscopic
thermal expansion [8], exemplifies such astonishing behavior.

Several techniques have been used in the literature (and were used in this Special Issue) to
characterize this behavior: instrumented indentation (see, for instance, the book of Buljak [9],
or the contribution [10] to this Special Issue) is particularly suitable to monitor the variation of the
Young’s modulus as a function of the load, thereby allowing insights into “mechanical microcracking”
(see [11] for its definition). Moreover, indentation allows for the use of inverse methods to extract
the (non-linear) constitutive behavior of materials [12]. If the results obtained by the application of
inverse methods are verified by independent experiments (as done for example in Reference [13]),
the fitting parameters acquire the meaning of materials’ properties. An example of this approach is
also given in the Special Issue [14]. In general, modeling is now a requirement for good experimental
data to be fully exploited. Coupling even simple models to data on the mechanical behavior extends
the validity of such data to a more universal level. This is what was practiced in this Special Issue,
whether with creep models for concrete or damage models for asphalt [15], thereby setting a standard
for good scientific practice.

From an experimental point of view, this Special Issue demonstrated that inventive is needed
to solve the problem of the characterization of the relevant quantities in brittle in materials.
Special set-ups [16] or unconventional test methods [17] were utilized to disclose the damage
behavior of such materials. In order to characterize the microstructure, the use of 3D imaging
techniques (usually X-ray based) is becoming increasingly standardized in materials science to disclose
meso-structures (pores, cracks, inhomogeneities), while the microstructural characterization is still
classically based on optical microscopy (OM) and scanning electron microscopy (SEM) pictures.
Composite materials, porous ceramics and concrete all carry meso-structural features (again, with sizes
above the crystal grain) that can be well imaged by laboratory computed tomography. Apart from
carrying an augmented information content, 3D data such as those from X-ray computed tomography,
optical tomography or 3D infra-red thermography, allow the use of finite element simulations based on
experimentally determined microstructures, or the extraction of quantitative data (e.g., fiber orientation
distribution in concrete [18]) at the scale of a representative volume element (RVE). On top of that,
in this Special Issue, the strength of a relatively novel technique, X-ray refraction radiography (see [19]
for an introduction to it) was successfully used to quantify damage in thermally cycled refractory
ceramics [20].

Finally, the description of the mechanical behavior of brittle materials under operational
(sometimes unconventional) loads, such as mechanical and temperature cycling, electric fields,
corrosion environments, while already underway in the literature, represents the natural extension of
this Special Issue.
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Abstract: An engineered cementitious composite (ECC) was reinforced with a steel grid and fibers to
improve its tensile strength and ductility. A series of tensile tests have been carried out to investigate
the quasi-static tensile capacity of the reinforced ECC. The quasi-static tensile capacities of reinforced
ECCs with different numbers of steel-grid layers, types of fibers (Polyvinyl alcohol (PVA) fiber,
KEVLAR fiber, and polyethylene (PE) fiber), and volume fractions of fibers have been tested and
compared. It is indicated by the test results that: (1) On the whole, the steel grid-PVA fiber and steel
grid-KEVLAR fiber reinforced ECCs have high tensile strength and considerable energy dissipation
performance, while the steel grid-PE fiber reinforced ECC exhibits excellent ductility. (2) The ultimate
tensile strength of the reinforced ECC can be improved by the addition of steel grids. The maximal
peak tensile stress increase is about 50–95% or 140–190% by adding one layer or two layers of steel
grid, respectively. (3) The ultimate tensile strength of the reinforced ECC can be enhanced with
the increase of fiber volume fraction. For a certain kind of fiber, a volume fraction between 1.5%
and 2% grants the reinforced ECC the best tensile strength. Near the ultimate loading point, the
reinforced ECC exhibits strain hardening behavior, and its peak tensile stress increases considerably.
The energy dissipation performance of the reinforced ECC can also be remarkably enhanced by such
an increase in fiber volume fraction. (4) The ductility of the steel grid-PVA fiber reinforced ECC can
be improved by the addition of steel grids and the increase of fiber volume fraction. The ductility of
the steel grid-KEVLAR fiber reinforced ECC can be improved by the addition of steel grids alone.
The ductility and energy dissipation performance of the steel grid-PE fiber reinforced ECC can be
improved with the increase of fiber volume fraction alone. A mechanical model for the quasi-static
initial and ultimate tensile strength of the steel grid-fiber reinforced ECC is proposed. The model
is validated by the test data from the quasi-static tension experiments on the steel grid-PE fiber
reinforced ECC.

Keywords: engineered cementitious composites; steel grid; fiber; tensile capacity; energy dissipation

1. Introduction

Engineered cementitious composites (ECCs) have been used widely in the civil engineering and
transportation applications, such as airport runways. They have a higher tensile strength and ductility
compared to normal concrete. They also exhibit high energy dissipation performance due to strain
hardening and multiple-cracking behavior [1]. During the past decades, various types of ECCs with
different ingredients have been developed. The mechanical properties of these ECCs have also been
the subject of intense research during the past decades.

Materials 2019, 12, 2666; doi:10.3390/ma12172666 www.mdpi.com/journal/materials5
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Various types of fibers, such as carbon fibers, steel fibers, and polymer fibers have been added to the
ECCs to improve their tensile capacity and energy dissipation performance. Hybrid fibers, namely, the
combination of different types of fibers, have also been adopted to gain the composite effect. Tran and
Kim [2] investigated the direct tensile stress versus strain response of high-performance fiber-reinforced
cementitious composites (HPFRCCs) at high strain rates between 10s−1 and 40s−1. Twisted and
hooked steel fibers were used in the HPFRCCs. Arboleda et al. [3] studied the tensile behavior of
fabric-reinforced cementitious matrix composites. Different fabrics, including polyparaphenylene
benzobisoxazole (PBO), carbon, glass, and carbon and glass with a special protective coating were
used for the investigation. Kim et al. [4] conducted direct tensile and shear transfer tests of amorphous
micro steel (AMS) fiber-reinforced cementitious composites. Ali et al. [5,6] investigated the behavior
under impact loading of a hybrid fiber-reinforced ECC incorporating short, randomly dispersed shape
memory alloy (HECC-SMAF) and PVA fibers by the drop weight impact test and numerical simulation.
Yu et al. [7,8] developed ultra-high ductile cementitious composites (UHDCCs) with the polyethylene
(PE) fibers. It was reported that the tested UHDCCs exhibited an average tensile strain of 8% at peak
stress. The rate sensitivity of the UHDCCs was evaluated by direct tensile experiments under different
strain rates. Curosu et al. [9] investigated the tensile behavior of high-strength strain-hardening
cement-based composites (HS-SHCCs) made with four different types of dispersed high-performance
polymer fibers.

Zhou et al. [10] investigated the mechanical properties of hybrid ECCs incorporating steel and
polyethylene fibers. Zhang et al. [11] studied the mechanical properties and carbonation durability of
ECCs reinforced by polypropylene and hydrophilic polyvinyl alcohol fibers. Kim et al. [12] investigated
the hybrid effect of twisted steel and polyethylene fibers on the tensile performance of ECCs. Zhu
et al. [13] conducted uniaxial tensile tests to investigate the stress-strain behavior of carbon-fiber
grid-reinforced ECCs. Al-Gemeel et al. [14] and Li et al. [15] investigated the tensile behavior of a
basalt textile grid reinforced ECC. Sun et al. [16] conducted a series of tests to study the mechanical
behavior of the ECCs reinforced with polyvinyl alcohol (PVA) fibers.

Some research has been focused on the factors that impact the tensile performance of ECCs. Wang
et al. [17] studied the tensile performance of polyvinyl alcohol (PVA)-steel hybrid fiber reinforced ECCs,
focusing on the impacts of steel-fiber content and water-to-binder ratio of the matrix. Abrishambaf et
al. [18] investigated the influence of fiber orientation on the tensile behavior of ultra-high-performance
fiber-reinforced cementitious composites. Wu et al. [19] studied the effect of the morphological
parameters of natural sand on the mechanical properties of ECCs. The mechanical behavior of ECC
and fiber-reinforced ECC at high temperatures has also been investigated for solar emission, fire, gas
explosion, and blast scenarios [20,21].

Even the tensile strength and ductility of normal ECC or fiber-reinforced ECC are not sufficient
to resist strong blast and impact loads. The tensile strength and energy dissipation performance of
ECC can be improved by adding a steel grid and fibers to the matrix. In the current study, the ECC
is reinforced with a steel grid and fibers to improve its tensile strength and ductility. A series of
experiments are carried out to investigate the quasi-static tensile strength of the reinforced ECC using
a Z100 material tensile testing machine manufactured by the Zwick/Roell Group (Ulm, Germany). The
quasi-static tensile strength and energy dissipation performance of the various reinforced ECCs are
tested and compared. The test variations include the number of steel-grid layers (one layer, two layers),
the type of fibers (polyvinyl alcohol (PVA) fiber, KEVLAR fiber, and polyethylene (PE) fiber), and the
volume fraction of fibers (0%, 0.5%, 1%, 1.5%, 2%). A mechanical model for the quasi-static initial and
ultimate tensile strength of the steel grid-fiber reinforced ECC is proposed. This model is validated by
the test data from the quasi-static tension experiments on the steel grid-PE fiber reinforced ECC.
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2. Experimental Program

2.1. Materials and Mixture Proportions

The raw materials used in the current study for the matrix of the ECC include P.O42.5 ordinary
Portland cement, siliceous fly ash, water, and superplasticizer. Three types of fibers, (polyvinyl alcohol
(PVA) fibers, KEVLAR fibers, and polyethylene (PE) fibers) and two different steel-grid configurations
(one layer and two layer) were added to the matrix to improve its tensile strength and ductility. The
physical and mechanical properties of P.O42.5 ordinary Portland cement are listed in Table 1. The term
“initial setting time” refers to the time required for the cement slurry to begin losing plasticity, and the
term “final setting time” refers to the time required for the cement slurry to completely lose its plasticity
and to begin to exhibit considerable strength. The three types of fibers used in the experiments are
shown in Figure 1, and their basic physical parameters are presented in Tables 2–4. The steel grids
used in the experiments are shown in Figure 2, the one-layer steel grid is on the right side, and the
two-layer one is on the left side. The diameter of steel grid wire is 0.88 mm, the dimensions of the grid
holes are 12.83 mm × 12.76 mm.

The mass mixture proportions of cement, silica ash, water, and superplasticizer for the matrix
of the ECC are listed in Table 5. The matrix is reinforced with one layer or two layers of steel grid,
respectively. In addition, one of the three types of fibers mentioned above is added to the matrix of
the ECC. The volume contents of fiber in the current experimental study are 0%, 0.5%, 1%, 1.5%, and
2.0%, respectively.

Table 1. Physical and mechanical properties of P.O42.5 ordinary Portland cement.

Specific Surface
Area

Initial Setting
Time

Final Setting
Time

Compression
Strength (3 Days)

Bending Strength
(3 Days)

(m2/kg) (min) (min) (MPa) (MPa)

381 181 243 23.5 5.3

Table 2. Basic physical parameters of PVA fiber.

Diameter
Standard
Length

Tensile
Strength Elongation

Ratio

Elastic
Modulus

Density

(μm) (mm) (MPa) (GPa) (g/cm3)

40 12 1560 6.5% 41 1.3

Table 3. Basic physical parameters of KEVLAR fiber.

Tensile Strength Elastic Modulus
Elongation Ratio

Standard Length Density

(MPa) (GPa) (mm) (g/cm3)

2920 70.5 3.6% 12 1.44

Table 4. Basic physical parameters of PE fiber.

Tensile Strength Elastic Modulus
Elongation Ratio

Standard Length Density

(GPa) (GPa) (mm) (g/cm3)

2.18 66 3.5% 12 0.97

Table 5. Mass mixture proportions for the matrix of ECC.

Cement Siliceous Fly Ash Water Superplasticizer

1.0 0.11 0.3 0.013

7
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(a) PVA fiber (b) KEVLAR fiber 

 
(c) PE fiber 

Figure 1. Three types of fibers used in the current study. (a) PVA fiber; (b) KEVLAR fiber; (c) PE fiber.

 

Figure 2. Double-layer (left) and single-layer (right) steel grids used in the current study.
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2.2. Specimen Fabrication and Test Setup

A rectangular, thin-plate-shaped specimen is adopted in the current experimental study, and the
dimensions of the specimen are 300 mm × 75 mm × 20 mm. A steel mold is used for the casting of the
specimens. The specimen fabrication procedure can be described as follows:

(1). Spread lubricant on the inner surface of the mold for the convenience of the demolding process.
Install the steel grid in the middle part of the mold.

(2). Weigh-up the material ingredients of the tested ECCs, including cement, siliceous fly ash, water,
superplasticizer, and fibers according to the mixture proportion. When the KEVLAR fiber is used,
a cleaning process should be carried out with alcohol to remove grease from the fiber surfaces.

(3). The cement and siliceous fly ash are first dry-mixed in the mixer for 3 min. The superplasticizer is
mixed with the water, and they are then added into the dry mixture and mixed for a further 2 min
to produce a consistent and uniform matrix. The fibers are then added into the matrix and mixed
for an additional 3 min to make the fibers spread in the mixture until they reach a uniform state.

(4). The fresh ECC mixtures are cast into the steel molds. The molds are then placed on a shake-table to
eject entrapped air and produce a denser matrix by the vibration of the table-board. The specimens
are demolded after 24 h and then set in a curing room for 28 days, where the temperature is 20 ±
0.5 ◦C, and the relative humidity is 95 ± 5%.

(5). When the curing process is finished, thin steel pieces are adhered to the ends of the specimens with
epoxy resin adhesive in order to provide extra reinforcement at the location where the specimens
are connected to the tensile-loading machine. The specimens with the end reinforcement are
shown in Figure 3.

 

Figure 3. Specimens with the end reinforcement.

The Z100 universal material testing machine manufactured by the Zwick/Roell Group (Ulm,
Germany) is used for the tensile tests of the ECCs reinforced with steel grid and fibers. The
displacement-controlled loading mode is adopted for the test. The tensile load is measured by the
100kN force transducer. A pair of automatic extensometers is used to measure the strain of the specimen.
The measurement range of each extensometer is 100 mm.

The tensile loading rate is 0.1mm/min, and the corresponding strain rate is 1 × 10−5 s−1. The
tensile stress and strain of the specimen can be computed as Equations (1) and (2):

σ = F/bh (1)

ε = L/L0 (2)
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where σ and ε are the tensile stress and strain of the specimen, F is the measured tensile force, b and h
are the width and thickness of the specimen, respectively. In the current test study, b = 75 mm, h =
20 mm. L is the measured tensile deformation value of the specimen, and L0 is the standard distance
between two extensometers, in the current test L0 = 100 mm.

3. Test Results and Discussion

3.1. Quasi-Static Tensile Test Results of the Steel Grid-PVAFiber Reinforced ECC

The quasi-static tensile test results of the ECC reinforced with steel grids and PVA fibers are
presented in Table 6. Because ECC exhibits considerable strength and ductility even after reaching its
peak tensile stress, during loading, the failure of ECC is considered to occur when the tensile stress
has descended to 80% of its peak value. The strain corresponding to the 80% of the peak stress in the
descending segment of the stress-strain curve is defined as ultimate strain. The energy dissipation
can be computed from the area enveloped by the stress–strain curve. In the specimen notation, “M”
stands for the matrix, “S” stands for the steel grid, “A” stands for the PVA fiber, and the two numbers
stand for the volume content of the PVA fibers and the number of steel-grid layers, respectively. For
example, “A0.5S2” stands for the ECC specimen with a volume content of the PVA fibers of 0.5% and
two layers of steel grid.

A comparison of the energy dissipation of different types of steel grid-PVA fiber reinforced
specimens is shown in Figure 4. It is illustrated that the energy dissipation performance of the ECC
can be improved remarkably by the addition of a steel grid. For the ECC matrix specimens, only a
single, main crack is observed and the specimen splits along the crack when the failure occurs. For the
steel grid-PVA fiber reinforced ECC specimens, however, a multiple-cracking phenomenon can be
observed during the tensile loading. Some post-failure specimens with multiple cracks are shown in
Figure 5. After the appearance of the first crack, the tension stress in the cracking region is mainly
borne by the steel grid, which restrains the further development of a single, critical crack.

Table 6. Quasi-static tensile test results of the steel grid-PVA fiber reinforced ECC.

Specimen
Type

Initial Cracking Stress
(MPa)

Peak Stress
(MPa)

Ultimate Strain
(%)

Energy Dissipation
(J/m2)

M 0.98 0.98 0.01 1578
M-S1 0.86 1.29 0.72 11,896
M-S2 1.77 2.33 0.32 265,793
A0.5 1.39 1.39 0.05 88,070

A0.5S1 1.56 2.13 0.58 749,070
A0.5S2 3.34 3.34 0.60 1,072,785

A1 1.77 1.92 0.35 188,565
A1S1 2.05 2.58 0.28 557,326
A1S2 1.58 2.99 0.50 1,121,904
A1.5 1.78 2.00 0.23 201,600

A1.5S1 3.89 3.90 1.3 1,248,030
A1.5S2 5.14 5.14 0.64 880,790

A2 2.63 2.80 0.39 568,008
A2S1 3.93 3.93 0.67 796,900
A2S2 5.73 5.73 1.08 1,494,499

A comparison of the stress-strain curves of the specimens with different numbers of steel-grid
layers is shown in Figure 6. A comparison for the specimens with different fiber volume fractions is
shown in Figure 7. These results indicate that the tensile strength of the PVA-ECC can be enhanced
by the addition of steel grids. For the fiber volume fraction of 1.5%, the maximal peak tensile stress
increase of about 95% or 160% compared to the matrix specimen by adding one layer or two layers of
steel grid can be obtained, respectively. In addition, the ductility of the PVA-ECC can also be improved
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to some extent by the addition of steel grids. The ultimate strain increases by about 0.6% or 0.8% by
adding one layer or two layers of steel grid, respectively. This means that the ultimate strain of the
steel-grid specimens is increased by 0.6% or 0.8% absolute strain compared to the matrix specimens.
After the peak stress, the steel grids begin to separate from the matrix, and this leads to a deformation
inconsistency between the steel grids and the matrix. The peak tensile stress of the steel grid-PVA fiber
reinforced ECC can be enhanced with the increase of the volume fraction of PVA fibers. For the volume
fractions of 0.5%, 1%, 1.5%, and 2%, the peak tensile stress increases by about 45%, 80%, 85%, and 170%
compared to the matrix specimen, respectively. The ductility can also be improved with the increase of
the volume fraction of PVA fibers.

 

Figure 4. Comparison of energy dissipation of different types of steel grid-PVA fiber reinforced
ECC specimens.

 

Figure 5. Post-failure specimens of steel grid-PVA fiber reinforced ECC with multiple cracks.
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Figure 6. Comparison of stress–strain curves of ECC specimens with different numbers of steel-grid
layers. (a) Matrix; (b) 0.5% PVA fiber; (c) 1% PVA fiber; (d) 1.5% PVA fiber; (e) 2% PVA fiber.
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Figure 7. Comparison of stress-strain curves of ECC specimens with different PVA fiber volume
fractions. (a) No steel grid; (b) one layer of steel grid; (c) two layers of steel grid.

3.2. Quasi-Static Tensile Test Results of the Steel Grid-KEVLARFiber Reinforced ECC

The quasi-static tensile test results of the ECC reinforced with steel grids and KEVLAR fibers are
presented in Table 7. In the specimen notation, “M” stands for the matrix, “S” stands for the steel
grid, “K” stands for the KEVLAR fibers, and the two numbers stand for the volume content of the
KEVLAR fibers and the number of steel-grid layers, respectively. For example, “K1S2” stands for the
ECC specimen with a volume content of the KEVLAR fibers of 1% and two layers of steel grid.

The comparison of the energy dissipation of different types of steel grid-KEVLAR fiber reinforced
specimens is shown in Figure 8. It is illustrated that the energy dissipation performance of the ECC
can be improved remarkably by the addition of a steel grid. When two layers of steel grid are added to
the matrix, the energy dissipation performance increases by about two to eight times.

A comparison of the stress-strain curves of the specimens with different numbers of steel-grid
layers is shown in Figure 9. A comparison for the specimens with different fiber volume fractions is
shown in Figure 10. The results indicate that the tensile strength of the KEVLAR-ECC can be enhanced
by the addition of steel grids. For the fiber volume fraction of 1.0%, the maximal peak tensile stress
increase of about 50% or 140% compared to the matrix specimen by adding one layer or two layers
of steel grid can be obtained, respectively. In addition, the ductility of the KEVLAR-ECC can also be
improved noticeably by the addition of steel grids. For the KEVLAR-ECC specimens, the ultimate
strain increases by about two or 3.5 times compared to the matrix specimen by adding one layer or
two layers of steel grid, respectively. The peak tensile stress of the steel grid-KEVLAR fiber reinforced
ECC can be enhanced with the increase of the volume fraction of KEVLAR fibers. For the volume
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fractions of 0.5%, 1%, 1.5%, and 2%, the peak tensile stress increases by about 80%, 65%, 125%, and
200% compared to the matrix specimen, respectively. The tensile strength of the KEVLAR-ECC has
a maximum average increase when the volume fraction of the KEVLAR fibers is 2%. But relative to
the PVA-ECC, the ductility of the KEVLAR-ECC is poor for the volume fractions of 1.5% and 2%. For
instance, the ultimate strain of K1.5S2 is 70% of that of A1.5S2, the ultimate strain of K2S1 is about 52%
of that of A2S1. This may be because the surface of KEVLAR fiber has not been adequately cleaned,
and this leads to a relatively weak bond between the KEVLAR fiber and matrix.

Table 7. Quasi-static tensile test results of the steel grid-KEVLAR fiber reinforced ECC.

Specimen
Type

Initial Cracking Stress
(MPa)

Peak Stress
(MPa)

Ultimate Strain
(%)

Energy Dissipation
(J/m2)

M 0.98 0.98 0.01 1578
M-S1 0.86 1.29 0.72 11,896
M-S2 1.77 2.33 0.32 265,793
K0.5 1.79 1.79 0.06 49,591

K0.5S1 1.93 2.07 0.16 464,231
K0.5S2 3.28 3.28 0.55 1,099,560

K1 1.6 1.6 0.12 168,336
K1S1 1.88 2.45 0.42 345,744
K1S2 3.81 3.81 0.59 1,314,334
K1.5 2.21 2.21 0.26 343,120

K1.5S1 2.25 2.76 0.22 357,616
K1.5S2 4.48 4.88 0.45 639,744

K2 2.93 2.93 0.24 332,010
K2S1 3.05 3.39 0.35 280,896
K2S2 4.15 4.15 0.29 884,450

 

Figure 8. Comparison of energy dissipation of different types of steel grid-KEVLAR fiber reinforced
ECC specimens.
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Figure 9. Comparison of stress-strain curves of ECC specimens with different numbers of steel-grid
layers. (a) Matrix; (b) 0.5% KEVLAR fiber; (c) 1% KEVLAR fiber; (d) 1.5% KEVLAR fiber; (e) 2%
KEVLAR fiber.
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Figure 10. Comparison of stress-strain curves of ECC specimens with different KEVLAR fiber volume
fractions. (a) No steel grid; (b) One layer of steel grid; (c) Two layers of steel grid.

3.3. Quasi-Static Tensile Test Results of the Steel Grid-PEFiber Reinforced ECC

The quasi-static tensile test results of the ECC reinforced with steel grids and PE fibers are
presented in Table 8. In the specimen notation, “M” stands for the matrix, “S” stands for the steel grid,
“E” stands for the PE fiber, and the two numbers stand for the volume content of the PE fibers and the
number of steel-grid layers, respectively. For example, “E2S2” stands for the ECC specimen with a
volume content of the PE fibers of 2% and two layers of steel grid.

A comparison of the energy dissipation of different types of steel grid-PE fiber reinforced specimens
is shown in Figure 11. It is shown that the PE-ECC with a fiber volume fraction of 1–2% exhibits
excellent energy dissipation performance. A comparison of the stress-strain curves of the specimens
with different numbers of steel-grid layers is shown in Figure 12. A comparison for the specimens with
different fiber volume fractions is shown in Figure 13. The results indicate that the tensile strength of
the PE-ECC can be enhanced by the addition of steel grids. For the fiber volume fraction of 0.5%, the
maximal peak tensile stress increase of about 80% or 190% compared to the matrix specimen by adding
one layer or two layers of steel grid can be obtained, respectively. On the other hand, the ductility
of the PE-ECC has not been improved remarkably by the addition of steel grids. For the specimens
with a fiber volume fraction of 1–2%, the ultimate strain decreases when the steel grid is added to the
matrix. At the initial stage of tensile loading, the steel grid has a strong bond with the matrix. After the
peak stress, the steel grid will separate from the matrix, and this leads to the deformation inconsistency
between the steel grid and the matrix. The results indicate that the ultimate strain mainly depends
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on the deformation capacity of the steel grid. The deformation capacity of the steel grid is, however,
lower than that of the PE-ECC with a relatively high fiber volume fraction, such as 1.5% or 2%. The
PE-ECC without steel-grid reinforcement shows a ductile failure behavior. The ductility and energy
dissipation performance can be improved with the increase of the volume fraction of PE fibers. The
peak tensile stress of the steel grid-PE fiber reinforced ECC can be enhanced with the increase of the
volume fraction of PE fibers. For the volume fraction of 0.5%, 1%, 1.5%, and 2%, the peak tensile stress
increases by about 70%, 80%, 130%, and 160% compared to the matrix specimen, respectively.

Table 8. Quasi-static tensile test results of the steel grid-PE fiber reinforced ECC.

Specimen
Type

Initial Cracking Stress
(MPa)

Peak Stress
(MPa)

Ultimate Strain
(%)

Energy Dissipation
(J/m2)

M 0.98 0.98 0.01 1578
M-S1 0.86 1.29 0.72 11,896
M-S2 1.77 2.33 0.32 265,793
E0.5 1.21 1.21 0.24 347,384

E0.5S1 1.35 2.19 1.15 381,290
E0.5S2 1.52 3.59 0.50 556,080

E1 1.01 1.40 1.98 1,300,963
E1S1 1.17 2.32 0.4 8278.26
E1S2 3.60 3.60 0.51 436,100
E1.5 1.64 1.94 4.87 3,284,074

E1.5S1 2.67 2.97 0.58 142,450
E1.5S2 3.96 3.96 0.58 422,240

E2 1.8 2.18 5.18 3,284,074
E2S1 3.24 3.33 1.02 335,440
E2S2 4.34 4.34 0.79 432,075

 

Figure 11. Comparison of energy dissipation of different types of steel grid-PE fiber reinforced
ECC specimens.
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Figure 12. Comparison of stress-strain curves of ECC specimens with different numbers of steel-grid
layers. (a) Matrix; (b) 0.5% PE fiber; (c) 1% PE fiber; (d) 1.5% PE fiber; (e) 2% PE fiber.
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Figure 13. Comparison of stress-strain curves of ECC specimens with different PE fiber volume
fractions. (a) No steel grid; (b) One layer of steel grid; (c) Two layers of steel grid.

4. Mechanical Model for Quasi-Static Tensile Strength of Steel Grid-Fiber Reinforced ECC

In this section, a mechanical model for the quasi-static initial and ultimate tensile strength of
the steel grid-fiber reinforced ECC is proposed. The initial tensile strength corresponds to the tensile
stress when the first crack appears in the specimen. The steel grid-fiber reinforced ECC is treated as
a composite material consisting of steel grid and ECC matrix. The total tensile strength of the steel
grid-fiber reinforced ECC can be acquired from the sum of the tensile strength of steel grid and that of
ECC matrix.

4.1. Model Development

The stress-strain relation of the steel grid for the tensile loading can be treated as an ideal hyperbolic
model as shown in Figure 14. It can be expressed as Equations (3) and (4):

σs = εEs ε < εy. (3)

σs = σy +
(
ε− εy

)
Et εy ≤ ε ≤ εu. (4)

where σs and ε are the tensile stress and strain of the steel grid, respectively. σy is the yield stress of the
steel grid, εy and εu are the yield strain and ultimate strain of the steel grid, respectively. Es and Et are
the elastic modulus of the steel grid at the pre-yield and post-yield stage, respectively.
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Figure 14. Stress-strain relation of steel grid for the tensile loading.

The tensile strength of ECC matrix consists of the strength related to the crack end toughness and
that related to the fiber bonding. From the fracture mechanics theory, the stress strength factor of a
straight crack under the action of tensile loads can be expressed as Equation (5) [22]:

KL = σL

√
2w tan

(
πc
2w

)
(5)

where w is the width of the specimen, c is the length of the crack, and σL is the tensile stress acting on
the ECC matrix. For a composite material, the stress strength factor KL equals the crack end toughness
of the composite material Ktip. The tensile stress σL can, thus, be written as Equation (6):

σL =
Ktip√

2w tan
(
πc
2w

) (6)

The crack end toughness of the composite material Ktip can be expressed as Equation (7) [23]:

Ktip =
Ec

Em
Km (7)

where Ec and Em are the elastic modulus of the composite material and matrix, respectively. Km is the
crack end toughness of the matrix.

For a single fiber in the ECC matrix, the relation between bonding load Pf and crack split
displacement δ during the debonding process can be expressed as Equations (8) and (9) [24]:

P f (δ) =
π
2

√
(1 + η)E f d3

fτδe
φ δ ≤ δ0 (8)

P f (δ) = πτld f

(
1− δ

l

)
eφ δ0 < δ ≤ l (9)

where δ0 = 4l2τ/(1 + η)E f d f is the crack split displacement of the fiber with a length of l when full
debonding occurs. df is the diameter of the fiber, τ is the bonding strength of the fiber-matrix interface.
η = V f E f /VmEm, where Vf and Vm are the volume fractions of fiber and matrix, respectively, and Ef is
the elastic modulus of the fiber. φ is the angle between fiber orientation and the acting direction of the
bonding load Pf.

The total fiber bonding stress of the fiber-reinforced ECC matrix can be obtained by the integration
of bonding load Pf. It can be written as Equation (10) [25]:

σB(δ) =
4V f

πd2
f

∫ π/2

φ=0

∫ (l cosφ)/2

z=0
P f (δ)p(φ)p(z)dzdφ (10)

where p(φ) and p(z) are the probability density functions of fiber orientation angle φ and fiber centroid
position z, respectively. For three-dimensional randomly distributed fibers, these two probability
density functions are expressed as Equations (11) and (12):
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p(z) =
2
l

0 ≤ z ≤ l
2

cosφ (11)

p(φ) = sinφ 0 ≤ φ ≤ π
2

(12)

Substituting Equations (8), (11), and (12) into Equation (10) results in the expression of the total
fiber bonding stress of fiber-reinforced ECC before the full debonding as follows Equation (13):

σB(δ) = σ0g
[
2
(
δ
δ∗

)1/2
− δ
δ∗

]
δ ≤ δ∗ (13)

where δ∗ = l2τ/(1 + η)E f d f is the crack split displacement of the fiber with a length of l/2 when full
debonding occurs, σ0 = τV f l/2d f , and g is the buffer factor and can be expressed as Equation (14):

g =
2

4 + f 2

(
1 + eπ f /2

)
(14)

where f is the buffer coefficient. In the current study, f = 0.8 [26].
The crack split displacement δ can be expressed as Equation (15) [23]:

δ = δa

√
c
(
1− r2

c2

)
(15)

where δa = 2Km(1− ν2)/Em
√
π, and v is the Poisson ratio of the ECC matrix.

Substituting Equation (15) into Equation (13) results in the bonding stress of a single fiber, and the
total fiber bonding force on the crack can be expressed as Equation (16):

FB = 2
∫ c

0
σB(δ)dr (16)

FB corresponds to a specimen width of 2w. The integration of Equation (16) results in the
expressions of the tensile stress related to fiber bonding as follows Equations (17) and (18):

σF =
c
w
σ0g

⎡⎢⎢⎢⎢⎣1.748×
√
δa

δ∗ (c)
1/4 − π

4
δa

δ∗
√

c

⎤⎥⎥⎥⎥⎦ c ≤ w (17)

σF = σ0g

⎡⎢⎢⎢⎢⎣1.748×
√
δa

δ∗ (c)
1/4 − π

4
δa

δ∗
√

c

⎤⎥⎥⎥⎥⎦ c > w (18)

Taking both the crack end toughness and fiber bonding into consideration results in the tensile
stress-crack split displacement relation as follows Equations (19) and (20):

σc =
Ktip√

2w tan
(
πc
2w

) + c
w
σ0g

⎡⎢⎢⎢⎢⎣1.748×
√
δa

δ∗ (c)
1/4 − π

4
δa

δ∗
√

c

⎤⎥⎥⎥⎥⎦ c < w (19)

σc = σ0g

⎡⎢⎢⎢⎢⎣1.748×
√
δa

δ∗ (c)
1/4 − π

4
δa

δ∗
√

c

⎤⎥⎥⎥⎥⎦ c ≥ w (20)

When the length of the crack c is greater than the width of the specimen w, the crack end
toughness is not taken into consideration, and the Ktip term is deleted from the tensile stress-crack split
displacement relation. Letting c = w, we can obtain the initial tensile strength of the ECC matrix as
follows Equation (21):
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σ f c =
Ktip√

2w
+ σ0g

⎡⎢⎢⎢⎢⎣1.748×
√
δa

δ∗ (w) 1/4 − π
4
δa

δ∗
√

w

⎤⎥⎥⎥⎥⎦ (21)

For the tensile ultimate state of the ECC matrix, the crack end toughness is neglected. Letting
δ = δ*, we can obtain the ultimate tensile strength of the ECC matrix as follows Equation (22):

σtu = 0.963× σ0g (22)

The initial tensile strength of steel grid-fiber reinforced ECC can be obtained by the sum of the
initial tensile strength of the steel grid and that of the ECC matrix. It can be expressed as follows
Equation (23):

σ f c =
FSc
Ac

+
Ktip√

2w
+ σ0g

⎡⎢⎢⎢⎢⎣1.748×
√
δa

δ∗ (c)
1/4 − π

4
δa

δ∗
√

c

⎤⎥⎥⎥⎥⎦ (23)

where FSc is the tensile force carried by steel grid when the first crack appears in the specimen, and Ac

is the cross-sectional area of specimen.
The ultimate tensile strength of steel grid-fiber reinforced ECC can be expressed as follows

Equation (24):

σtu =
FSu
Ac

+ 0.963× σ0g (24)

where FSu is the ultimate tensile force of the steel grid.

4.2. Model Validation

The mechanical model for the quasi-static initial and ultimate tensile strength of the steel grid-fiber
reinforced ECC proposed in the current study is validated by the quasi-static tension test data of
the steel grid-PE fiber reinforced ECC. The comparisons of the analytical and experimental initial
and ultimate tensile strengths of the steel grid-PE fiber reinforced ECC are presented in Tables 9
and 10, respectively.

It is shown that, as a whole, the analytical initial tensile strength results predicted by the proposed
mechanical model agree well with the corresponding experimental results, with most error below
20%. The analytical ultimate tensile strength results predicted by the proposed mechanical model are,
however, larger than the corresponding experimental results. This means that the proposed mechanical
model overestimates the ultimate tensile strength of the steel grid-fiber reinforced ECC. This is because
the slip and debonding between the steel grid and the ECC matrix during the tensile loading are not
taken into consideration in the proposed mechanical model. The tensile stress of steel grid increases
after the peak stress in the proposed model, which is contrary to the observed test behavior of the steel
grid. In the tensile tests, the tensile stress of the steel grid decreases after the peak stress.

Table 9. Comparison of analytical and experimental initial tensile strengths of steel grid-PE fiber
reinforced ECC.

Specimen
Type

Analytical Initial Tensile
Strength (MPa)

Experimental Initial Tensile
Strength(MPa)

Error (%)

E0.5S1 1.18 1.35 −12.6
E0.5S2 1.60 1.52 5.3
E1S1 2.09 1.17 78.6
E1S2 2.77 3.60 −23.1

E1.5S1 2.77 2.67 3.7
E1.5S2 3.44 3.96 −13.1
E2S1 3.43 3.24 5.9
E2S2 4.11 4.34 −5.3
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Table 10. Comparison of analytical and experimental ultimate tensile strengths of steel grid-PE fiber
reinforced ECC.

Specimen
Type

Analytical Ultimate Tensile
Strength (MPa)

Experimental Ultimate Tensile
Strength (MPa)

Error (%)

E0.5S1 2.86 2.19 30.6
E0.5S2 4.73 3.59 31.8
E1S1 3.84 2.32 65.5
E1S2 5.71 3.60 58.6

E1.5S1 4.83 2.97 62.6
E1.5S2 6.70 3.96 69.2
E2S1 5.81 3.33 74.5
E2S2 7.68 4.34 77.0

Note: Error = (analytical results−experimental results)/experimental results × 100%.

5. Conclusions

In this research, an engineered cementitious composite (ECC) was reinforced with steel grids and
different types of fibers to improve its tensile strength and ductility. A series of tensile tests have been
carried out to investigate the quasi-static tensile capacity of the reinforced ECC using a Z100 material
tensile testing machine manufactured by the Zwick/Roell Group of Germany. The quasi-static tensile
capacity of reinforced ECCs with different numbers of steel-grid layers, types of fibers (PVA fibers,
KEVLAR fibers, and PE fibers), and volume fractions of fibers have been tested and compared. It is
indicated by the test results that:

(1). On the whole, the steel grid-PVA fiber, steel grid-KEVLAR fiber, and steel grid-PE fiber reinforced
ECCs all have higher tensile strength and ductility than the ECC matrix. They can also exhibit
excellent energy dissipation performance.

(2). The ultimate tensile strength of the reinforced ECC can be improved by the addition of steel grids.
For the steel grid-PVA fiber reinforced ECC, when the fiber volume fraction is 1.5%, a maximal
peak tensile stress increase of about 95% or 160% compared to the matrix specimen by adding
one layer or two layers of steel grid can be obtained, respectively. For the steel grid-KEVLAR
fiber reinforced ECC, when the fiber volume fraction is 1.0%, the maximal peak tensile stress
increase of about 50% or 140% compared to the matrix specimen by adding one layer or two
layers of steel grid can be obtained, respectively. For the steel grid-PE fiber reinforced ECC, when
the fiber volume fraction is 0.5%, the maximal peak tensile stress increase of about 80% or 190%
compared to the matrix specimen by adding one layer or two layers of steel grid can be obtained,
respectively. A more remarkable increase of ultimate tensile strength can be obtained by adding
two layers of steel grid, but it is more difficult to have a firm bonding with the ECC matrix for
two layers of steel grid than one layer of steel grid.

(3). The ultimate tensile strength of the reinforced ECC can be enhanced with the increase of fiber
volume fraction. For all of the fiber types investigated, a volume fraction between 1.5% and
2% can make the reinforced ECC gain the best tensile strength. With these higher fiber volume
fractions, the reinforced ECC exhibits strain hardening behavior, and its peak tensile stress
increases considerably. The energy dissipation performance of the reinforced ECC can also be
enhanced remarkably.

(4). The ductility of PVA fiber reinforced ECC can be improved by the addition of steel grids and the
increase of fiber volume fraction. The phenomenon of multiple-cracking can be observed for steel
grid-PVA fiber reinforced ECC. The steel grid-PE fiber reinforced ECC also exhibits significant
ductility and energy dissipation performance. Under those circumstances when excellent ductility
and energy dissipation performance are required, it is better to use PVA fibers or PE fibers. The
ductility of the steel grid-KEVLAR fiber reinforced ECC can be improved by the addition of steel
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grids. The ductility and energy dissipation performance of the steel grid-PE fiber reinforced ECC
can be improved with the increase of fiber volume fraction.

A mechanical model for the quasi-static initial and ultimate tensile strengths of the steel grid-fiber
reinforced ECC is proposed. This model is validated by the quasi-static tension test data of the steel
grid-PE fiber reinforced ECC. It is indicated by the comparison of the analytical tensile strengths with
the corresponding test results that the initial tensile strength predicted by the proposed mechanical
model is relatively accurate, but the analytical ultimate tensile strength results predicted by the
proposed mechanical model are larger than the corresponding experimental results.
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Abstract: In this study, a new type of composite modified bitumen was developed by blending
styrene-butadiene-styrene (SBS) and crumb rubber (CR) with a chemical method to satisfy the
durability requirements of waterproofing material in the waterproofing layer of high-speed railway
subgrade. A pressure-aging-vessel test for 20, 40 and 80 h were conducted to obtain bitumen
samples in different long-term aging conditions. Multiple stress creep recovery (MSCR) tests, linear
amplitude scanning tests and bending beam rheometer tests were conducted on three kinds of asphalt
binders (SBS modified asphalt, CR modified asphalt and SBS/CR composite modified asphalt) after
different long-term aging processes, including high temperature permanent deformation performance,
resistance to low temperature thermal and fatigue crack. Meanwhile, aging sensitivities were
compared by different rheological indices. Results showed that SBS/CR composite modified asphalt
possessed the best properties before and after aging. The elastic property of CR in SBS/CR composite
modified asphalt improved the ability to resist low temperature thermal and fatigue cracks at a range
of low and middle temperatures. Simultaneously, the copolymer network of SBS and CR significantly
improved the elastic response of the asphalt SBS/CR modified asphalt at a range of high temperatures.
Furthermore, all test results indicated that the SBS/CR modified asphalt possesses the outstanding
ability to anti-aging. SBS/CR is an ideal kind of asphalt to satisfy the demand of 60 years of service
life in the subgrade of high speed railway.

Keywords: high speed railway; SBS/CR modified asphalt; long-term aging; anti-aging

1. Introduction

Waterproofing layers are essential to preventing surface water from infiltrating into a high-speed
railway subgrade, which can ensure its stability and bearing capacity, and especially prevent subgrade
frost in seasonally frozen regions [1–4]. The dense-graded asphalt concrete was used as a waterproofing
material to substitute for fiber-reinforced concrete, and its requirements were proposed based on
the practice achievements in the Beijing–Zhangjiakou high-speed railway test section. Meanwhile,
theoretical analysis, finite element calculation and past engineering experience show low temperature
thermal and fatigue cracking, permanent deformation and passive stretching near the expansion joint
of the base are the main failure modes of the asphalt concrete waterproof sealing layer [5–7], therefore,
the ability for low temperature thermal and fatigue crack reduction and better deformation recovery
are a prerequisite to extending the service life. It must be noted that according to high-speed railway
standards in China, the design life of waterproofing layers in the high-speed railway is 60 years,
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which is four times the service life of the freeway. As is known, aging has a dramatic impact on the
aforementioned performance of the asphalt binder or asphalt mixture [8–11].

However, conventional base asphalt is an easily aged material. Meanwhile, the dense-graded
asphalt concrete used as waterproofing layers requires distinguished resistance to low-temperature
crack, fatigue crack and permanent deformation. One of the most effective methods to achieve a
better engineering performance of asphalt binders and mixtures to extend service life is to modify
asphalts by specialized refining practices, chemical reactions and additives [12,13]. For instance,
styrene-butadiene-styrene (SBS) modifier can improve permanent deformation at the range of the
high-temperature domain and anti-aging performance of asphalt binders [14]. Crumb Rubber modified
bitumen (CRMB) at high additive content decreases non recoverable deformation and enhances the
high elastic response [15,16]. Montmorillonite or wood lignin modified asphalt binders are able to
potentially delay the aging process and enhance deformation and fatigue resistance [17]. In recent
years, a large number of researchers have begun to attach attention to compound modified asphalt
and tend to combine the advantages of different modifiers [18]. For instance, the addition of crumb
rubber (CR) and SBS can make an obvious improvement to asphalt in temperature sensitivity and the
viscoelastic response behavior [19]. Ageing indexes of conventional parameters are greatly lessoned in
SBS modified bitumen (SBSMB) by using the carbon nano-tubes [11].

The SBS/CR composite modification method is most commonly utilized among them. Because it
can not only combine the advantages of CR and SBS to achieve a more satisfactory performance, but it
can also cut back on environmental pollution using scrap tires [20]. In a number of research studies that
studied the best preparation technology of SBS/CR modified bitumen (SBS/CRMB), it has been found
that SBS/CRMB could raise high-temperature stability and possess the best aging resistance as SBS
and rubber powder modified bitumen [11,18,19]. The SBS/CRMB with SBS and rubber powder in the
end obtained the best preparation process reported by Wang et al. [21]. Inorganic or organic powders
such as rubber powder, nano-TiO2 and carbon black can be added in order to raise the anti-aging
ability of bitumen. However, the SBS/CRMB with a high performance also faced the great challenges of
performances deterioration, which was caused by aging of asphalt materials, especially for the thermal
oxygen aging and led to the weak viscoelastic performance of asphalt binder [9,10].

The objectives of this study were to select an ideal bitumen of asphalt concrete waterproofing
layers. Therefore, in this research a new type of SBS/CRMB with a chemical modification method
was developed. Dynamic Shear Rheological (DSR) tests and a Bending Beam Rheometer (BBR) test
were conducted on SBS/CRMB before and after the short-term aging of thin film oven test (TFOT) and
long-term aging of a pressurized aging vessel (PAV) aging for 20 h, 40 h and 80 h. Then, the rheological
properties and the anti-aging properties of SBS/CRMB were evaluated.

2. Materials and Testing Methodology

2.1. Materials and Preparation

The base binder used in this study was provided by SK Co., Ltd., Korea (SK-70, PG 64-22) and
the properties are shown in Table 1. SBS and crumb rubber modifier were provided by Jiangsu
Baoli International Investment Co., Ltd. (Wuxi, China). Rubber processing oil, which is rich in
aromatic and saturates was utilized to make crumb rubber and SBS swell sufficiently in bitumen.
The content of rubber processing oil was 4% by mass of base asphalt. Sulfur powder acted as the
cross-linking agent and the amount was 0.2% in bitumen weight. The content of SBS and crumb rubber
in the SBS/CR composite modified binder (SBS/CRMB) were 5.5% and 15% in base asphalt weight,
respectively. The production process of SBS/CR-MB was as follows: Firstly, heat the base asphalt to
165 ◦C, and then 4% of rubber processing oil and 15% of CR powder (by the mass of base asphalt),
which was devulcanization in the laboratory and was added to the base asphalt and then blended
by a special double screw extruder. Subsequently, they were sheared by a shearing machine with a
rotation speed of 5000 rpm for about 30 min at 180 ◦C. Secondly, 5.5% wt of SBS was added to the
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aforementioned mixture, then sheared at a speed of 5000 rpm at 180 ◦C and the shearing time was
observed during the preparation. Thirdly, 0.2% wt sulfur powder was added slowly to the sample at
1000 rpm and blended for about 15 min. Finally, the prepared samples were developed in an oven for
30 min.

Table 1. Properties of base bitumen.

Properties Unit Test Results Test Method

Penetration (25 ◦C, 100 g, 5 s) (0.1 mm) 68.9 ASTM D5
softening point (Ring and ball method) ◦C 47.2 ASTM D36

Ductility (15 ◦C, 5 cm/s) cm >100 ASTM D113
Change in mass TFOT % −0.2 ASTM D2872

Flash point, Cleveland open cup ◦C 289 ASTM D92

As mentioned earlier, there were two different types of bitumen which were considered as
references for the comparison of SBS/CR composite modified bitumen, namely SBSMB with 5.5% SBS
and CRMB with 15% crumb rubber (by the weight of base asphalt). It should be noted that controlling
the impact of the preparation on the binder’s properties was consistent, the same conditions were
utilized except for the modifier during the preparation.

2.2. Test Methods

2.2.1. Aging Method

The asphalt samples were carried out using TFOT aging at 163 ◦C for 5 h according to ASTM
D1754 to simulate the short-term aging of asphalt during the mixing, transportation and paving
progress. Meanwhile, the different long-term aged bitumen samples were obtained by conducting
TFOT (5 h, 163 ◦C), followed by a PAV test for 20, 40 and 80 h with the temperature at 100 ◦C and
2.1 MPa pressure. The purpose of the longer PAV aging times was simply to create a more highly-aged
sample and was not aimed to correlate with any expected services life.

2.2.2. Multiple Stress Creep Recovery (MSCR) Test

The MSCR test was conducted as per AASHTO T350 using a dynamic shear rheometer (DSR)
device. The diameter of samples used in the testing was 25 mm, the thickness was 1 mm and the
testing temperature was 70 ◦C. The MSCR test result was based on two replicates. The MSCR test
consisted of 20 cycles, a 1 s creep period and a 9 s recovery period at a stress level of 0.1 kPa and this
was followed by another 10 cycles of creep and recovery at 3.2 kPa according to AASHTO T350. Under
two stress conditions (Jnr-diff) the nonrecoverable creep compliance was different and is presented in
Equation (1).

Jnr−di f f =
(Jnr3.2 − Jnr0.1)

Jnr0.1
× 100% (1)

where Jnr0.1, Jnr3.2 is the unrecoverable creep compliance at 0.1 kPa and 3.2 kPa (kPa−1), respectively.
Jnr−di f f is the difference in nonrecoverable creep compliance at the two stress levels (%).

2.2.3. Linear Amplitude Scanning (LAS) Test

The LAS test was carried out to characterize the fatigue properties of all bitumen samples under
different aging conditions at 25 ◦C. According to AASHTO TP 101-12, the testing samples in the LAS
test were prepared circular with a diameter of 8 mm and a height of 2 mm. Bitumen samples were
tested in two stages based on AASHTO TP 101. In the first stage, the frequency sweep test with a strain
level of 0.1% was performed with different frequencies (0.2 to 30 Hz and change as a testing table),
which was used to obtain the undamaged material parameter (α). In the second stage, a strain sweep
test with a strain change from 0.1 to 30% linearly increased at a constant frequency of 10 Hz. The asphalt
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binder’s damage property was analyzed in viscoelastic continuum damage (VECD) mechanics. Three
replicates were tested in this paper in order to guarantee the validity of the testing results.

The damage accumulation in the sample in the LAS test was calculated using Equation (2)

D(t) �
N∑

i=1

[
πγ2

0(Ci−1 −Ci)
] α

1+α (ti − ti−1)
1

1+α (2)

where

C(t) =
|G∗|(t)
|G∗|initial

= integrity parameter;

G∗ = complex shear modulus, MPa;
γ0 = applied strain, %;
t = testing time, s;
α = 1/m, where m is the slope of the best-fit straight line with log (storage modulus) in vertical axis and
log (applied frequency) on the horizontal axis;

C(t) = C0 −C1(D(t))C2 (3)

where

C0 = 1, the initial value of C;
C1, C2 = curve-fit coefficients, then change the form as shown below:

lg
(
C0 −C(t)

)
= lg(C1) + C2·lg(D(t)) (4)

The value of D(t) at failure, Df is defined as the D(t) which corresponds to the reduction in initial
|G*| at the peak shear stress. The calculation is as follows:

D f =

(C0 −Catpeakstress

C1

) 1
C2

(5)

where

Catpeakstress = C(t) at peak stress.

The following parameters (A and B) for the binder fatigue performance model can now be
calculated and recorded as follows:

A =
f
(
D f

)k

k(πC1C2)
α (6)

where

f = loading frequency (10 Hz),
k = 1 + (1 – C2)α, and
B = 2α.

The binder fatigue performance parameter N f can now be calculated as follows:

N f = A(γmax)
B (7)

where:

γmax = the maximum expected binder strain, percent.
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Meanwhile, the integrity parameter C which acts as the material integrity level can be calculated
from Equation (8).

C =
|G∗| sin δt

|G∗| sin δinital
(8)

where:

|G∗| sin δt = the quotient of damaged value of |G∗| sin δ;
|G∗| sin δinital = the initial undamaged value of |G∗| sin δ.

2.2.4. Bending Beam Rheometer Test

A BBR test was employed to characterize the low-temperature performance of SBS-MB, CR-MB
and SBS/CR-MB before and after long-term aging according to ASTM D6648. The test temperature
was −12, −18 and −24 ◦C and the average results of three replicates were used as the testing results.
Using the interpolation method according to ASTM D7643-16 it is possible to determine the low service
temperature (TL) of asphalt binders from the BBR test in multiple testing temperatures. The critical
temperature TL,s and (TL,m) corresponding to stiffness = 300 MPa and m value = 0.3 were obtained
by the regression Equations (9) to (10), respectively. The low service temperature (TL) was defined in
Equation (11).

log10(s) = a1 + b1T (9)

m = a2 + b2T (10)

TL = max(TL,s, TL,m) − 10 (11)

where:

a1, a2, b1 and b2 are the regression coefficients;
T = the test temperature (◦C);
TL,s = the critical temperature when S = 300 MPa (◦C);
TL,m = the critical temperature when m = 0.3 (◦C);
TL = the low service temperature (◦C).

3. Results and Discussion

3.1. Multiple Stress Creep Recovery Test Results

In the MSCR test, the major parameters used to identify the permanent deformation performance
of the asphalt binder included non-recoverable compliance (Jnr), stress sensitivity (Jnr−di f f ) and percent
recovery [22]. Table 2 shows the MSCR test final results for all bitumen binders. A detailed analysis of
permanent deformation and deformation recovery performance of three kinds of modified binders
before and after long-term aging is provided below.
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Table 2. Multiple Stress Creep Recovery test results for three kinds of asphalt binder in different
aging conditions.

Binder
Type

Aging
Conditions

%Recovery
(0.1 kPa)

%Recovery
(3.2 kPa)

Rdiff,
%

Jnr(0.1 kPa),

1/kPa

Jnr(3.2 kPa),

1/kPa

Jnr,diff,

%

CRMB
Virgin 23.48 6.63 71.76 1.592 2.192 37.73
TFOT 21.87 5.19 76.26 2.574 3.936 52.92

PAV-20 h 17.03 4.13 75.74 3.863 6.542 69.43

SBSMB

Virgin 95.21 85.17 10.54 0.067 0.099 48.59
TFOT 90.13 78.22 13.21 0.279 0.454 62.97

PAV-20 h 82.11 52.18 36.45 0.443 0.733 65.45
PAV-40 h 50.11 20.36 59.36 0.652 0.998 52.93
PAV-80 h 35.48 10.29 71.00 0.913 1.384 51.57

SBS/CRMB

Virgin 96.01 89.16 7.14 0.031 0.042 37.37
TFOT 92.71 82.71 10.78 0.132 0.178 34.97

PAV-20 h 85.22 75.66 11.22 0.251 0.325 29.39
PAV-40 h 81.21 63.29 22.06 0.294 0.402 36.71
PAV-80 h 75.71 55.16 27.14 0.310 0.413 32.88

3.1.1. Analysis of Non-Recoverable Compliance at 3.2 kPa

Figure 1 displays the Jnr3.2 values for three kinds of modified bitumen at different long-term
aging conditions. At the same testing temperature (70 ◦C), the Jnr3.2 values of CR modified bitumen
were clearly larger than SBS and SBS/CR modified binders, indicating that the SBS modifier plays
an important role in anti-permanent deformation. The addition of SBS and CR in SBS/CR modified
bitumen further increased the rutting performance of binders due to the copolymer network as
described in previous research. With the increased aging conditions the Jnr3.2 values of all kinds of
bitumen increased, which was contrary to that of base asphalt due to aging leading to a stiffening effect
for the binders. This phenomenon might be caused by the degradation of polymers during the aging
process. Moreover, the Jnr3.2 values of SBS/CR modified binders increased slightly from the condition
of virgin to the aging of PAV for 80 h, followed by SBS modified binders. These results illustrate that
aging is detrimental to permanent deformation of the decomposition of the polymer caused by thermal
oxygen aging. It must be noted that because of the poor performance of CR modified bitumen in the
MSCR and LAS tests, the PAV aging test of CR modified bitumen for 40 h and 80 h was abandoned.

 
Figure 1. Jnr3.2 value for three kinds of modified bitumen at different aging conditions.
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3.1.2. Evolution of Stress Sensitivity of All Kinds of Asphalt during the Aging Process

Figure 2 shows the Jnr, diff values for three kinds of modified bitumen at different aging conditions.
At the testing temperature of 70 ◦C, Jnr, diff values of all tested binders were below 75%. Unlike the
Jnr3.2 values of all tested binders, there was no significant difference found in Jnr,diff values. Three kinds
of modified binders held a similar stress sensitivity. Meanwhile, Jnr, diff values of three modified
bitumen presented different trends during the process of aging. Jnr, diff values of CR and SBS modified
bitumen before the PAV aging for 40 h increased with the extent of aging in contrast to that of SBS/CR
modified bitumen. After PAV aging for 20 h, the Jnr, diff value at PAV aging for 40 h of SBS modified
bitumen decreased suddenly, then decreased in the next aging condition of PAV aging at 80 h. However,
the Jnr, diff values of SBS/CR modified binders in different aging conditions was relatively stable. Lower
Jnr, diff values may be attributed to the aging of bitumen, which increased the binders’ stiffness or a
stronger cross-link network of polymers. Therefore, the Jnr, diff values became complex during the
process of aging [8].

Figure 2. Jnr,diff value for three kinds of asphalt at different aging conditions.

3.1.3. Analysis of Percent Recovery at 3.2 kPa

Percent recovery is a significant parameter which influences the deformation recovery of binder
in the MSCR test. Figure 3 displays the percent recovery of the tested binders with the stress level of
3.2 kPa at 70 ◦C. CR modified bitumen owned the lowest percent recovery less than 10%, the other
two modified bitumen possessed a much higher percent recovery. It indicated that the CR does
not contribute to recovery behaviour of SBS/CR modified bitumen. The percent recovery of three
modified bitumen decreased with the extension of aging time. Moreover, the percent recovery of
SBS modified binders dropped rapidly after the aging of TFOT, but the percent recovery of SBS/CR
modified binders decreased smoothly. This phenomenon may be attributed to the destruction of a
three-dimensional network of SBS modifier in SBS modified bitumen, which decomposed faster than
that in SBS/CR modified bitumen where there was a presence of carbon black, which released from CR
during the process of the SBS/CR modified bitumen’s preparation. The carbon black could protect the
SBS molecule from oxidizing.

AASHTO M 332 put forward a method to detect the polymer in the bitumen, which is shown
in Equation (12). Figure 4 shows the relationship between the percent recovery and the Jnr value at
3.2 kPa for three kinds of binders in different long-term aging conditions. Binders’ percent recovery
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above the polymer modification curve demonstrates a good elastomeric behaviour. As showed in
Figure 4, the percent recovery of CR modified bitumen is below the standard line in all aging conditions.
Nevertheless, the SBS/CR- modified bitumen is always above the standard line regardless of aging
conditions. The SBS modified binders were divided into two parts, on the one hand, when the PAV
aging time was less than 40 h, the SBS-modified bitumen was up to the standard line and then below
the standard line with increasing aging time. It demonstrated that the degradation of SBS modifiers in
SBS/CR- modified binders was less than that of SBS modified binders. The SBS/CR modified bitumen
employed an outstanding ability to resist aging.

R =

{
29.37(Jnr3.2)

−0.2633, Jnr3.2 ≥ 0.1
55, Jnr3.2 < 0.1

(12)

Figure 3. Percent recovery results for all kinds of bitumen at different aging conditions.

Figure 4. MSCR %R vs. Jnr at 3.2 kPa for all tested binders.
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3.2. Linear Amplitude Scanning Test Results

3.2.1. Evolution of the Damage Intensity and Integrity Parameters of All Kinds of Asphalt during the
Aging Process

Table 3 shows the LAS test fatigue damage parameter for CRMB, SBS MB and SBS/CR MB in
different aging conditions. Figure 5 displays the relationship between damage intensity (D) and the
integrity parameter (C) for all tested binders. A binder possesses better fatigue performance with lower
values of C1 and C2 [23–25]. Table 3 shows that the value of great majority C1 parameter increased
with increasing aging time. However, the C2 parameter was irregular with the aging time. Aged
SBS/CR modified binders employed a lower C1 value and higher C2 parameter value than the virgin
SBS/CR modified binder. The fatigue damage should be evaluated in combination with the relationship
between the integrity parameter and damage intensity because of the overall effect of the decrease in
integrity parameter, which depends on the combined effect of C1 and C2, as presented in Figure 5.
Figure 5 shows that the integrity parameter was lost quicker while the thermal oxygen aging was
further exacerbated. A significant difference of the loss rate in the integrity parameter with increasing
aging conditions could also be found in the three kinds of modified bitumen. The loss rate of integrity
parameter of all kinds of modified bitumen before the PAV aging employed a similar increased degree.
However, when the aging time of PAV increased to 40 h, the loss rate of the integrity parameter of SBS
modified binders was much larger than that of SBS/CR modified binders. The same results happened
in the PAV aging for 80 h. The loss rate of the integrity parameter of the SBS/CR modified bitumen,
which was aged in PAV for 80 h was nearly to that of the aged in PAV for 20 h. However, it was not be
found in SBS-modified bitumen. Table 3 and Figure 5 illustrate that fatigue performance is affected
intensely by the C1 parameter.

Table 3. LAS test results of all tested binders based on viscoelastic continuum damage analysis.

Binder
Type

Aging
Conditions

C1 C2 A B α τmax

CR
Virgin 0.041 0.522 291329 2.474 1.237 0.142
TFOT 0.042 0.530 388559 2.592 1.296 0.162

PAV-20 h 0.047 0.515 530604 2.760 1.379 0.213

SBS

Virgin 0.050 0.473 3045026 2.894 1.447 0.222
TFOT 0.047 0.496 1949513 2.888 1.444 0.242

PAV-20 h 0.056 0.471 1627488 2.922 1.461 0.318
PAV-40 h 0.058 0.484 657644 2.910 1.455 0.327
PAV-80 h 0.061 0.536 641767 2.924 1.462 0.324

SBS/CR

Virgin 0.058 0.440 8017435 2.978 1.489 0.1988
TFOT 0.043 0.504 4911318 3.026 1.513 0.2099

PAV-20 h 0.042 0.513 3055835 3.042 1.521 0.2496
PAV-40 h 0.044 0.505 3203419 3.05 1.525 0.2569
PAV-80 h 0.047 0.498 3542636 3.07 1.535 0.2878
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(a) 

 
(b) 

 
(c) 

Figure 5. Effect of aging on the curve of integrity parameter vs. damage versus of Crumb Rubber
modified bitumen (CRMB), SBS modified bitumen (SBSMB) and SBS/CRMB, (a) CR modified binders;
(b) SBS modified binders; (c) SBS/CR composite modified binders.
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3.2.2. Effect of Aging to Fatigue Life (Nf) during the Long-Term Aging Processes

The fatigue life (Nf) for all tested binders in the LAS test at strain levels of 1% and 10% are shown
in Figure 6. As shown in Figure 6a, the opposite trend of the life cycles with the increasing of aging
time at the 1% strain levels was observed in CRMB than that of SBSMB and SBS/CRMB. The value of
Nf to fatigue failure of the CRMB became larger when the aging further happened compared with
the results shown in Figure 5a. However, the same trend of the life cycles with increasing aging time
at the 10% strain levels in all kinds of modified bitumen was consistent with the results shown in
Figure 5a. This phenomenon may be led by the crumb rubber powder in CRMB, which was larger
than modifiers in the other two modified bitumen. When the strain level was small, the crumb rubber
power could strengthen the binders’ fatigue life due to the elastic of crumb rubber. However, when the
strain is larger, the crumb rubber power couldn’t endure the deformation in the test, so the trend of CR
modified binders’ fatigue life with the increasing aging time became the same as the results shown in
Figure 5a.

N
f

(a) 

(b) 

N
f

Figure 6. Effect of aging on LAS test fatigue life of CRMB, SBSMB and SBS/CRMB at different strain
levels, (a) 1% strain level; (b) 10% strain level.
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3.3. Low Temperature Performance

Figures 7 and 8 display the effect of aging on the stiffness modulus(S) and creep rate of CRMB,
SBSMB and SBS/CRMB in different aging conditions. As shown in Figure 7, in contrast to the stiffness
modulus of CRMB and SBS/CRMB, the stiffness modulus of SBS increased sharply after short-term
aging, while the other two modified bitumen increased slightly at all test temperatures. The stiffness
modulus of the three bitumen increased significantly after PAV aging for 20 h. With the PAV aging
time increased, the stiffness modulus of the SBSMB increased faster than that of SBS/CRMB, which
indicated that SBS/CRMB held a better ability for anti-aging. Figure 8 revealed that short-term aging
had a great effect on the m value of all kinds of bitumen, which was consistent with the result of the
stiffness modulus. Moreover, after long-term aging, the creep rate of all kinds of bitumen decreased.
With the PAV aging time increased, the creep rate changed similarly to the stiffness modulus of the
SBS and SBS/CRMB. However, some limitations still exist when evaluating the low temperature
performance of bitumen by S and m values at a certain test temperature. In a number of studies it has
been illustrated that it is important to establish a comprehensive indicator that combines m-value and
stiffness modulus in the BBR test [15,26–28]. Table 4 shows that the SBSMB possessed the same low
temperature performance grade (PG) at −24 ◦C in a low temperature in all aging conditions besides the
virgin SBSMB. Therefore, the low service temperature and temperature difference (ΔTL = TL,s − TL,m)
was calculated as shown in Table 4.

As shown in Figure 9, when the aging time increased, the PG low temperature decreased in all
kinds of modified bitumen. CRMB and SBS/CRMB owned a lower PG low temperature than that of SBS
modified bitumen. Moreover, the loss rate of PG low temperature in CR and SBS/CRMBwas similar
and smaller than that of SBSMB. It illustrated that CR plays an important role in low-temperature
cracking of SBS/CRMB.

As shown in Figure 10, the temperature difference (ΔTL) of all tested binders was smaller than 0,
indicating the binder was more likely to break due to the lack of creep capacity (m-value controlled
asphalt). The ΔTL values of CRMB in the virgin condition was relatively closer to 0 ◦C, indicating that
compared with the SBSMB and SBS/CRMB, the stiffness and the m-value of CR modified asphalt were
more balanced. However, the ΔTL values of CR modified asphalt after TFOT and PAV aging dropped
sharply, revealing that the aging broke the balance between stiffness and the creep rate. However,
for SBSMB, the ΔTL values moved closer to zero during the process of aging. Meanwhile, the change
of ΔTL values of SBS/CR modified asphalt was erratic due to the aging conditions. These results
illustrated that the influence of aging in ΔTL values of SBSMB was in contrast to that of CRMB.

Table 4. PG Low temperature of BBR test for all tested binders.

Binder Type Aging Conditions TL,m TL,S TL ΔTL(S-m)

CR
Virgin −22.77 −22.95 −32.77 −0.18
TFOT −2 1.63 −22.74 −31.63 −1.11

PAV-20h −19.96 −21.32 −29.96 −1.36

SBS

Virgin −20.26 −23.06 −30.26 −3.02
TFOT −18.26 −20.46 −28.26 −2.20

PAV-20h −17.53 −19.56 −27.53 −2.03
PAV-40h −16.29 −18.16 −26.29 −1.87
PAV-80h −15.13 −15.53 −25.13 −0.40

SBS/CR

Virgin −22.54 −23.58 −32.54 −1.04
TFOT −21.89 −23.46 −31.39 −1.57

PAV-20 h −20.39 −21.52 −30.39 −1.13
PAV-40 h −20.14 −20.93 −30.14 −0.59
PAV-80 h −18.58 −19.26 −28.58 −1.08
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(a) 

(b) 

 
(c) 

Figure 7. The evolution of stiffness modulus under different aging conditions of all selected
asphalt binders, (a) Crumb Rubber modified binders; (b) Styrene-butadiene-styrene Modified binders;
(c) Styrene-butadiene-styrene/Crumb Rubber Modified binders
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(a) 

 
(b) 

 
(c) 

Figure 8. The evolution of creep rate under different aging conditions of all selected asphalt
binders, (a) Crumb Rubber modified binders; (b) Styrene-butadiene-styrene Modified binders;
(c) Styrene-butadiene-styrene/Crumb Rubber Modified binders.
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Figure 9. PG Low temperature of all tested binders.

Figure 10. PG Low temperature difference of tested binders.

4. Conclusions

In this study, SBS/CRMB was prepared. Low temperature thermal and fatigue crack, permanent
deformation performance of CR, SBS and SBS/CR modified asphalt in different aging conditions was
also analyzed. The following conclusions were drawn:

(1) The SBS/CR composite modified asphalt possessed the best fatigue resistance, rutting resistance
and a low temperature performance before and after different aging conditions. This showed the
strong anti-aging ability of SBS/CRMB because of its flexibility and structure that remain in a
good condition after long-term aging.

(2) Compared with CR and SBS modified asphalt in the virgin condition, the elastic property of
CR in SBS/CRMB improved the ability to resist low temperature thermal and fatigue cracking
at the range of low and middle temperatures. In the high temperature domain, the copolymer
network greatly enhanced the elastic response of the asphalt SBS/CRMB, which shows better
deformation recovery.

(3) Compared with CRMB and SBSMB under different long-term aging processes, there was a
presence of carbon black, which released from the crumb rubber power during the process of
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the SBS/CR modified bitumen’s preparation. The carbon black could protect the SBS molecule
from oxidizing.

(4) In contrast to CRMB and SBSMB, it is recommended that SBS/CRMB be used in the subgrade of a
high speed railway. It is suggested that in future research, the properties of SBS/CR modified
bitumen under different aging times of ultraviolet could be studied.
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Abstract: In reinforced concrete (RC) structures, the compressive strength of concrete can play a
crucial role in seismic performance and is usually difficult to estimate. Major seismic codes prescribe
that concrete strength must be determined essentially from in situ and laboratory tests. Mean values
obtained from such tests are the reference design values when assessing existing structures under
seismic actions. The variability of concrete strength can also play an important role, generally
requiring that various homogeneous domains are identified in a single structure, in each of which
a specific mean value should be assumed as representative. This study analyzes the inter- and
intra-variability of the concrete strength of existing buildings using a very large database made
up of approximately 1600 core tests extracted from RC buildings located in the Basilicata region
(Southern Italy). The analysis highlighted that concrete strength variability was dependent on the
structures’ dimensions as well as on the number of storeys. Moreover, the concrete strength of cores
extracted from columns was found to be, on average, lower than that from beams, thus justifying the
usual practice to extract cores mainly from columns, which results in a conservative approach as well
as a more feasible one. Finally, some case studies were analyzed, specifically focusing on the effects
of the within-storey variability. Conservative strength values, to be used especially in the case of
vertical members subjected to high axial loads, are suggested.

Keywords: existing buildings; reinforced concrete; seismic vulnerability assessment; in situ concrete
strength; variability of concrete strength

1. Introduction

In order to more effectively face natural risks, civil protection activities should be devoted to
post-earthquake emergency, and above all, to prevention through a wide range of risk mitigation
programs. Focusing in particular on the seismic risk reduction of buildings, vulnerability assessment is
of fundamental importance for several reasons, among which: (i) to evaluate current safety conditions
in view of possible urgent decisions; (ii) to define priorities and timescales in carrying out extensive
strengthening programs; and (iii) to drive towards strengthening interventions that are highly effective
in terms of the benefit–cost ratio.

The knowledge of concrete strength is essential to perform seismic and gravity load assessments
of older reinforced concrete (RC) buildings. Reinforced concrete buildings, in fact, are frequently
not provided with proper reinforcement detailing, thus brittle crises can occur in beam and column
(or walls) members, and most importantly, in beam–column joints equipped with either deep beams [1]
or wide beams [2,3]. The members’ strength related to brittle failure modes is strongly related to
concrete strength which, as a consequence, plays a key role in the assessment path.

Reliable seismic and gravity load assessments are also important in defining intervention priority,
although it should be recognized that these decisions are based also on other socio-political demands
and criteria.

Materials 2019, 12, 1985; doi:10.3390/ma12121985 www.mdpi.com/journal/materials45



Materials 2019, 12, 1985

Further, the knowledge of seismic vulnerability at the territorial scale can allow the elaboration of
seismic scenarios for the most probable seismic events which can occur in a given area. Regarding this
issue, some procedures aimed at large-scale vulnerability assessment of buildings (e.g., [4]) based on
typological characteristics, have been developed. As these methods are based on poor data, their level
of accuracy is limited.

In a similar context, other studies (e.g., [5]) evaluated the territorial distribution of seismic risk at
the national scale, providing risk maps based on the current Italian hazard map [6]. The structural
vulnerability was, in this case, evaluated with a detailed procedure (mechanical methods), based on
the material properties reported in References [7,8], where mean and standard deviation values of
the concrete strength of RC buildings built before 1970 were provided. The mechanical properties
were derived from compression tests on concrete cubes at the Laboratory of Testing Materials of
the University of Naples performed in the framework of the routine controls prescribed during the
construction of new buildings. However, strength values obtained in such a way do not take into
account the expected remarkable differences between current in situ strength (generally many years
after the construction) and laboratory test results carried out during the construction.

For this reason, it appears appropriate to refer to the results of compression tests on concrete cores
extracted from RC buildings at the time the seismic assessment is being carried out. Indeed, in Italy,
starting from 2004, a huge (and still ongoing) assessment program was started to draw a picture of
public buildings’ vulnerability in order to allow owners and political authorities to make decisions
and time scaling in view of an extensive strengthening plan. In fact, once the results of the seismic
assessment are available, decisions specifically applicable to single buildings can be taken. First of all,
the convenience of strengthening (either retrofitting or upgrading) with respect to replacing should
be evaluated, and secondly, a comparison with other buildings should be made in order to establish
priorities [9].

As a result of more than ten years of seismic assessments of public buildings, a large amount of
data on concrete strength values obtained from a laboratory compression test on cores extracted from
these buildings are available. As an example, Ferrini et al. [10] obtained data regarding approximately
1500 concrete cores extracted from 400 buildings located in the territory of the Tuscany region.

A similar database on concrete core tests (approximately 1600 specimens) is described and
analysed in the present paper. They were collected as a result of the seismic assessments conducted
in the Basilicata region on RC buildings whose construction period ranges between 1940 and 1990.
Therefore, concrete strength distribution depending on the construction period can be determined.
First, this can provide a useful tool for seismic vulnerability assessments at the regional level [11].
Secondly, the knowledge of mean strength values can be helpful, although not sufficient, in the
structural evaluation of single buildings. In fact, in this case, the variability of concrete strength
also matters, and it is quite important to identify homogenous areas over a single building, that is
areas where a single value (generally the mean value according to seismic code provisions), can be
assumed as representative. Some studies showed that the concrete strength variability inside a single
building can be rather large, up to values of the coefficient of variation (CV) equal to 0.50 [12,13].
Other researchers showed that the CV values usually decrease when the strength increases [14].

In Reference [15], the high variability of the concrete strength, even along a single structural
member, is discussed. The CV values ranging between 14% and 31% in different areas of the investigated
member are found. Reasons for this variability and suggestions on how to manage it are provided
in this paper. In Reference [16], a method to assess the variability of concrete strength along a single
member using a rebound hammer test and compression tests on cores is proposed.

Accounting for the frequent large variability of concrete strength within a single building,
a procedure for identifying homogenous areas is proposed in Reference [17], based on a first investigation
phase made up of in situ, non-destructive tests. The results of these tests allow the definition of an
effective, although as limited as possible, campaign of core drilling. Other studies provide general

46



Materials 2019, 12, 1985

empirical expressions and approaches [18,19] estimating the in situ concrete strength variability using
non-destructive test (NDT) results.

In the present paper, an updated version of the database reported in Reference [11] is studied
and further analyses are made mainly aimed at providing indications on the within-building concrete
strength variability, especially focusing on the influence of building size (particularly, the number
of storeys) on CV values. Additionally, some remarks are also made by comparing strength values
related to cores extracted from either beam or column members. Finally, some suggestions on the
determination of the design strength to be used in the safety verifications prescribed by structural
codes on existing buildings, under seismic loads, are proposed.

2. Description of the Core Tests’ Database

Data analyzed in this study were collected within a large program of seismic vulnerability
assessments of public buildings located in the Basilicata region (Southern Italy), which was managed
by the local regional authorities (i.e., local governments), as prescribed by the national law OPCM
3274/2003 [20]. The assessment program involved strategic buildings, such as hospitals, and buildings
at significant risk of collapse, such as schools. In this framework, a series of compression test results on
concrete cores drilled from the buildings under evaluation was obtained. Therefore, the structural
members (beam, column or wall) and the location where core specimens were extracted was the choice
of the technician in charge of the specific evaluation. Results in terms of concrete compression strength
were reported in the test certificates also providing other information regarding the core specimens
(location in each structure, height, diameter, specific weight, etc.). The database is made up of 1572
concrete cores extracted from 346 structures, 280 of which are school buildings and 66 which are
hospital buildings. Globally, 968 cores were extracted from schools (on average 3–4 cores/building)
and 604 cores from hospitals (on average 9 cores/building).

In order to correct the strength values directly achieved on core specimens, possibly different from
in situ strength, thus obtaining comparable results, the core strength values fcore were converted into
the corresponding in situ strength fc through the Relationship (1) reported in Reference [15].

fc = (CH/D·Cdia·Cst·Cd)·fcore (1)

where CH/D is the correction coefficient for the height/diameter ratio H/D different from 2.0; Cdia is the
correction coefficient for the diameter of the core; Cst is the correction coefficient for the presence of
reinforcing bars; and Cd is the correction coefficient for damage due to the drilling. Regarding this latter
factor Cd, FEMA 274 [21] suggests assuming a constant value Cd = 1.06, while other researchers [22]
suggest assuming 1.20 for fcore < 20 MPa, and 1.10 for fcore > 20 MPa, considering that the lower the
strength, the higher the expected drilling damage. Following this approach, in the present paper,
the values reported in Reference [23] have been used, assuming:

• Cd = 1.30 for fcore ≤ 10 MPa;
• Cd = 1.20 if 10 < fcore ≤ 20 MPa;
• Cd = 1.10 if 20 < fcore ≤ 30 MPa;
• Cd = 1.00 if fcore > 30 MPa.

In the following, some basic analyses on the database in terms of fc values are reported.
Data was first analyzed in respect to the construction period of buildings from which cores were

extracted. Four construction periods, being related to the enforcement of important structural codes on
an RC buildings in Italy, were considered, namely, <1961, 1961–1971, 1972–1981, and >1981.

Table 1 reports the number of cores and buildings for each construction period with the related
mean and median values of in situ strength fc, as well as the related dispersion in terms of standard
deviation and coefficient of variation CV.
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Table 1. Main statistical values of the available data on concrete strength fc.

Construction Period <1961 1961–1971 1972–1981 >1981 ND 1

Number of buildings 23 112 114 77 20
Number of cores 111 568 578 250 65
Mean value (MPa) 14.96 20.08 22.31 27.37 23.47
Median value (MPa) 14.10 18.83 20.81 25.32 22.77
Standard deviation (MPa) 6.58 8.26 11.11 10.12 7.81
Coefficient of variation 0.44 0.41 0.50 0.37 0.33

1 ND: not defined.

Data reported in Table 1 are also displayed in the graphs in Figure 1. As can be seen, most of
the buildings, and consequently the cores, belong to the period 1961–1981, i.e., the years of the
maximum economic growth in Italy and also in the Basilicata region. As expected, both the mean and
median values of concrete strength increased with time, possibly due to the enforcement of building
codes providing more severe rules on the control of materials’ quality during the construction of
new buildings.

 

Figure 1. Distribution of the main statistical data related to the core strength values as a function of the
construction period.

Vice versa, the standard deviation and coefficient of variation values did not show a well-defined
trend over time. However, as can be noted, the dispersion was generally high with the CV values
being in the range of 0.37–0.50.
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In Figure 2, the distributions of fc values in the four construction periods are displayed, confirming
the high dispersion, especially for the period 1972–1981. It is worth noting that also for the more recent
periods (i.e., 1972–1981 and >1981) there was a significant quota of buildings with very low concrete
strength (<10 MPa). Moreover, the last two periods did not show an improvement in terms of concrete
homogeneity, as could be expected after the enforcement of a new code on RC constructions.

Figure 2. Distribution of the fc values in the construction periods under consideration.

Figure 3 displays the variability of the mean concrete strength as a function of the number of
storeys. For each group of buildings with a given number of storeys, the mean concrete strength
was computed, discarding buildings with fewer than five cores. As a result, the database is made up
of 100 building. As can be seen, concrete strength had a clear trend of increasing with the number
of storeys. It can also be noted that an evident difference was visible between buildings with four
storeys or less and buildings with five to eight storeys. This could be due to the better concrete quality,
workmanship, and supervision adopted for the construction of larger buildings.

 
Figure 3. Mean concrete strength as a function of the number of storeys.

3. Analysis of Strength Values by Structural Member Type

When planning a destructive tests campaign, a crucial issue relates to the choice of the sampling
points. Current seismic codes on the evaluation of RC buildings provide rules forcing the extraction of
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cores from both column and beam members. However, due to the practical constraints, difficulties
in extracting cores from beams are well known among structural engineers, and more importantly,
in some cases, extraction can be almost impossible (e.g., flat or wide beams having the same thickness
as the adjacent floor slab). Moreover, even in the case of deep beams, firmly fixing the drilling machine
could be rather difficult. As a result, in most cases, core drilling is carried out on vertical members
(column and walls), and only in a few cases on beams.

This is clearly revealed by the database under study, where most cores were extracted from
columns, that is approximately 1400 out of a total of ~1600 cores.

In order to understand if/how the strength of the cores drilled from columns can be assumed
as representative also of beams and then used to determine the design value to be used in safety
verifications, the database was analyzed to highlight possible differences between column and beam
cores (Table 2). The comparison was made considering only the buildings where cores extracted from
both columns and beams were available and assuming that the concrete used in the column members
had the same mix design as that used in the beams, as it is a common construction practice. Therefore,
the total number of values to be compared decreased to 240 (156 cores from columns and 73 from
beams, extracted from 41 buildings). The comparison is displayed in Figure 4 as a function of different
construction periods, where the period <1961 was not considered due to the low number of available
values. Note that the mean values reported in Figure 4 were computed by averaging, in each period,
the mean values of core strength (separately for columns and beams) related to each single building.

Table 2. Statistical data of the subset of concrete strength values regarding buildings with cores
extracted from beams and columns (B = beams, C = columns).

Construction Period <1961 1961–1971 1972–1981 >1981

Number of buildings 2 15 11 13
Number of cores (B) 8 31 23 22
Number of cores (C) 16 56 44 40
Mean value (MPa) (B) 23.8 19.9 24.7 26.6
Mean value (MPa) (C) 17.2 18.0 19.6 22.7
Standard deviation (MPa) (B) 7.20 5.89 9.88 5.49
Standard deviation (MPa) (C) 2.61 5.38 7.80 4.69
Coefficient of variation (B) 0.30 0.30 0.40 0.21
Coefficient of variation (C) 0.15 0.30 0.40 0.21

Figure 4. Mean strength values of cores extracted from columns and beams (computed by averaging,
in each period, the mean values of the core strength from columns and beams relevant to each
single building).

As displayed in Figure 4, for all construction periods, the mean strength of cores extracted from
beams was always higher than that from columns, with a difference in the range 1.10–1.25.
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In order to evaluate whether the observed differences were significant, Students’ t-tests were
performed on the two strength value sets (columns versus beams). The tests can be applied in two
different ways:

- two-tailed test: to know whether the mean values are equal;
- one-tailed test: to know whether a mean is higher than the other.
If one cannot exclude that a mean value is higher than the other, the two-tailed test is preferable.
The t-test assumes a null hypothesis (H0), meaning that the mean related to the two sets values

(μC for columns, μB for beams) belong to the same population, the differences being due to the random
variations, and the alternative hypothesis (H1) that the two mean values belong to different populations,
that is:

H0: μC = μB (2)

H1: μC � μB (3)

The test was carried out referring to two significance levels: α = 0.05 and α = 0.01.
Table 3 reports the statistics result T and the limit values for the two significance levels: T0.05 and

T0.01. In the last two rows, the result of the t-test for each construction period is reported, where OK
means that the hypothesis H0 cannot be rejected.

Table 3. The t-test on concrete strength values extracted from vertical members and beams.

Construction Period 1961–1971 1972–1981 >1981

T −1.53 −2.29 −2.90
T0.05 2.28 2.29 2.30
T0.01 2.88 2.91 2.91
R0.05 OK OK NO
R0.01 OK OK OK

For a significance level α = 0.05, the t-test yielded a positive result for two out of the three
construction periods, while for a significance level α = 0.01, a positive result was found for all
the construction periods. Therefore, the differences between the two populations were negligible,
and consequently, the strength values of columns and beams can be considered as belonging to the
same population.

Further, there were two additional aspects to be addressed in order to perform core drilling
on column members: i) core drilling from columns is generally less expensive and time-consuming;
ii) columns play a more important role in the load-bearing structural system under both vertical and
seismic loads.

In sum, although the above findings should be considered valid with respect to the database
under study, they are nevertheless important as performing core drilling only on columns appears to
be on the safe side, with their concrete strength being, on average, lower than that of beams, although
they belong to the same population. Therefore, the strength values found on columns’ cores can also
be representative of beams’ strength. This remark is consistent with the work in progress to update
the Eurocode 8 (EC8)-Part 3: Assessment and retrofitting of buildings and bridges [24], where the
recommended minimum requirements for different levels of testing no longer prescribe that cores need
to be extracted from each type of primary element (e.g., column and beam), as is prescribed in the
current version of EC8-3. Moreover, this also affects the shear strength of beam–column joints since they
are cast along with beams. Due to this, they have to be assumed to have the same concrete strength.

4. Analysis of Within-building Variability

Previous analyses were devoted to outlining the general features of the whole database under
consideration. However, the concrete strength properties can show high variability in the same
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building, between different storeys, and even at the same storey, although it can be assumed that the
concrete used at different storeys has the same mix design, as it is in usual construction practice.

In order to analyze the within-building variability, further analyses were performed only on
buildings where a large number of cores were available. Assuming that this number is not less than 5,
the new database includes 100 buildings and 802 cores (Table 4).

Table 4. Statistical data of the subset of concrete strength values regarding buildings with at least
five cores.

Construction Period <1961 1961–1971 1972–1981 >1981 ND

Number of buildings 8 33 40 16 3
Number of cores 69 257 339 105 32
Mean value (Mpa) 17.45 20.78 22.51 30.18 21.60
Median value (Mpa) 18.40 18.65 20.39 29.43 18.45
Standard deviation (Mpa) 4.46 7.12 9.92 8.06 5.85
Coefficient of variation 0.26 0.34 0.44 0.27 0.27

Relating the coefficient of variation to the mean value of the concrete strength in each building
(Figure 5), no correlation was found, as already reported in other studies [14,25]. This reveals that an
increase in the average quality of concrete in existing buildings is generally not accompanied by a
correspondent decrease in the concrete strength variability.

Figure 5. Comparison of CV and mean values computed in each building.

The estimation of concrete strength for design and assessment purposes is related to the choice of
the knowledge level (KL) of the structure under study. Three KLs are defined (limited, normal, and full
knowledge) in order to choose the appropriate confidence factor (CF) value to be adopted to reduce
the concrete strength in the evaluation process. Once a knowledge level is assumed (KL1, KL2 or KL3),
the current European and Italian seismic codes define the number of cores to be extracted depending
on the total storey area, implicitly assuming that a single storey can be considered a homogeneous
area. This assumption appears justifiable given that, except in the case of a very large floor area, the
members of a single storey are generally cast almost simultaneously, thus similar concrete properties
should be expected. On the other hand, different storeys can be cast after a period of time, leading to
possible differences, for example, due to the modified environmental curing conditions (temperature,
moisture). This supports the preliminary assumption that different storeys might represent different
homogeneous areas.

On the basis of the above remarks, it is expected that the global dispersion within a whole building
should increase with the number of storeys. In fact, Figure 6b displays that, in general, the percentage
of buildings where the CV value is higher than 15% (a typical reference value given in the literature
and in some structural codes) increases with the number of storeys, with the only exception being the
five-storey group, where two buildings out of six have CV < 15%.
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Figure 6. (a) Distribution of buildings by number of storeys; (b) number of buildings with CV higher
than 15%.

Further, the analysis of data showed that the average floor area did not vary significantly with the
number of storeys, so the variation of CV values, shown in Figure 6b, was essentially determined by
the number of storeys.

This result confirms that considering a whole building as a single homogenous domain can
be inappropriate in most cases, as the assumed mean strength value would be associated with an
unacceptable high variability.

As can be seen in Figure 7, increasing the number of cores extracted from each storey in a building
generally did not improve the achieved results in terms of a decrease in dispersion (i.e., CV value
does not decrease), similar to the findings in Reference [26], and in contrast to the approach of FEMA
356 [27], which suggests increasing the number of cores in order to reduce the variability. This confirms
that different storeys are likely to be homogeneous areas different from each other, and moreover,
the variability of concrete strength is often intrinsic to RC buildings.

Figure 7. (a) Distribution of buildings as a function of the core number extracted from each storey;
(b) CV values in relation to the mean number of cores extracted by single storeys.

Looking at the graph in Figure 8, a general increase in the dispersion can be observed when the
number of storeys increases. In fact, the mean value of CV is higher for taller buildings, as demonstrated
by the trend of the mean values of CV (dotted line in Figure 8). The median value had the same trend,
while the standard deviation appeared to be independent of the number of storeys. Indeed, the results
showed that even for one-storey buildings, CV was higher than 15%, being around 20%. This result
suggests that one-storey buildings could also be made of more than one homogenous area due to the
size of the building in plan. In fact, when the size increases, the concrete is likely to belong to more
than one batch.
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Figure 8. Box-plot of statistical data with respect to the number of storeys.

The mean CV value correlates well with the number of storeys, as can be seen in Figure 9, where a
high correlation factor (R = 0.91) was found using the following logarithmic regression relationship:

CV = 0.0628 ln
(
np

)
+ 0.1979 (4)

where np is the number of storeys.

Figure 9. Logarithmic regression between mean values of CV and number of storeys.

This finding confirms the importance of appropriately identifying the different homogeneous
areas in each building accounting for the fact that, in general, the variability of concrete properties
increases with the building dimensions, especially with the number of storeys. Further, this finding
suggests taking into account the average expected dispersion of concrete strength as a function of the
number of storeys when making vulnerability assessments at the territorial scale (i.e., when the seismic
vulnerability needs to be assigned to a single or a class of buildings, necessarily assuming a single
strength value for each building).

Analysis of Within-Storey Variability

To further develop the analyses carried out in the previous sections by examining also the
within-storey variability, five buildings with a number of storeys ranging from 3 to 7 and with at least
4 cores per storey, were selected (Table 5).
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Table 5. Selected buildings for the analysis of within-storey variability.

Building
ID

Construction
Period

No. of
Storeys

No. of Storeys
with CV <

0.15

No. of Cores
(Total)

No. of
Core/Storey

No. of
Core/Storey
(min–max)

CV
(Total) 1

CV Storey
(min–max)

1 1961–1971 6 1/6 33 5.5 5–6 0.24 0.10–0.30
2 1961–1971 7 1/7 63 9.0 6–12 0.25 0.13–0.32
3 <1961 5 0/5 34 6.8 6–8 0.27 0.20–0.31
4 1972–1981 6 0/6 56 9.3 6–13 0.25 0.16–0.35
5 1961–1971 3 0/3 17 5.7 5–6 0.34 0.16–0.39

Total 27 2/27 203 7.5
1 referred to whole building.

Figure 10 shows the distribution of the CV values relevant to the whole building (black circles)
and to each storey (grey diamond-shaped dots). Firstly, there is a high variability of concrete strength,
with the CV values being higher than 0.15 most of the time (although at least four cores per storey
were extracted), as shown in the fourth column of Table 5 that reports the number of storeys with a CV
< 0.15 out of the total number of storeys for each building. Moreover, it is worth noting that the CV
value computed for the whole building was quite different from the CV values relevant to each storey.
Once again, this confirms the need to identify homogenous areas in building structures in order to
obtain mean values of concrete strength that are adequately representative of each area. On this issue,
a broad discussion with remarks and suggestions on a possible approach to be followed is reported in
Reference [17].

Figure 10. CV values computed in the single storeys and in the whole building.

Previous analyses demonstrated the high variability of concrete strength in a single building and
even within a single storey, in most cases, is due to the intrinsic variability of the material properties.
Increasing the number of cores did not reduce the dispersion of strength values. This latter result was
evidenced by the high number of buildings having a CV larger than 0.15. One should derive that a
single strength value cannot be representative of more than one storey, which represents the maximum
extent of the so-called homogenous areas. Indeed, in some cases, more homogenous areas should
be set for a single storey, so that any possible irregularity in the plan due to the concrete strength
variability [28,29] is not neglected. Moreover, also in the case of seismic evaluation, dealing with high
within-storey variability using the mean value could be not on the safe side due to the different role
of concrete strength in determining the capacity of structural members (e.g., ductile versus fragile
members).

A lower strength value on the larger structural members (especially in the case of columns) can
lead to remarkable negative effects on the total structural capacity. This is especially true for frame
structures with high axial load values on the columns. In order to clarify this aspect, a simple example
was considered: a shear-type portal frame made up of two columns with dimensions of 300 × 300 mm
for column n.1 and 300 × 600 for column n.2 (see Figure 11), provided with an amount of longitudinal
reinforcement of 0.5% (typical of pre-code buildings), meaning As1 = 450 mm2 for column n.1 (four
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12 mm diameter bars) and As2 = 900 mm2 for column 2 (six 14 mm diameter bars). The storey height
was set to h = 3000 mm.

 
Figure 11. Example portal frame.

As for concrete strength, the characteristics of the 2nd storey of building no.1 (Table 5) were
considered, provided with a mean concrete strength fmed = 19.53 MPa and minimum strength
fmin =10.68 MPa. The steel yielding stress was assumed as fy = 320 MPa.

Axial load values proportional to the columns’ gross area were assumed (as in typical design
practice), i.e., equal to 40% of the ultimate axial load determined as Nu = Ac·fmin. This means that the
axial load value on column 1 was about N1 = 360 kN, while that on column 2 was N2 = 720 kN.

Based on the assumption of shear type, a double plastic hinge is expected to develop at column
ends in a storey failure mechanism due to the horizontal actions. So, the frame base shear is directly
proportional to the yielding moments developed at column ends. The total horizontal strength capacity
of the structure is then:

S =
2 ·My1 + 2 ·My2

h
(5)

Yielding moment values for the two columns using either fmed (case “a”) or fmin (case “b”) can be
computed:

(a) My1a = 60.0 kNm, My2a = 238.2 kNm
(b) My1b = 50.6 kNm, My2b = 185.6 kNm

Now, two scenarios are assumed:

1. Column 1 having concrete strength fmed and column 2 fmin

2. Column 1 having concrete strength fmin and column 2 fmed

In scenario 1, the total strength capacity is:

S1 =
2 ·My1a + 2 ·My2b

h
= 163.7 kN (6)

While in scenario 2:

S2 =
·2 ·My1b + 2 ·My2a

h
= 192.5 kN (7)

As can be seen, scenario 1 results in a total base shear 15% lower than scenario 2.
This means that assuming a strength value equal to the mean concrete strength can lead to

overestimation of the storey shear capacity due to the possible presence of low strength values on
structural members such as larger columns or walls. This happens even for ductile mechanisms such
as flexure for columns, for which the concrete strength plays an important role in the presence of
significant axial load values. In order to visualize this situation, the base shear values of the example
portal frame in scenarios 1 and 2 were plotted as a function of the axial load.
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As can be seen from Figure 12, resulting base shear values of the portal with inverted concrete
strength values (scenarios 1 and 2) diverge when axial load increases. In this regard, it should be taken
into account that existing RC buildings, designed only according to gravity loads, often have high
axial load values as a result of the non-seismic design approach.

 
Figure 12. Base shear as a function of the normalized axial load.

Therefore, for storeys with high concrete strength variability (CV > 0.15), it is advisable to use the
mean value minus one standard deviation, as proposed by FEMA 356 [27], in order to obtain more
conservative results. However, it should be noted that seismic codes frequently allow the collection
of an insufficient number of cores to determine CV and standard deviation. In fact, for small–to
medium-sized residential buildings, at most, three cores per storey can be drilled (KL3), irrespective of
the floor surface.

Therefore, it is strongly suggested to integrate destructive tests with non-destructive tests in
order to obtain a sufficient number of strength values [17]. However, in situ material tests give rise
to remarkable direct costs (drilling and non-destructive testing operations with related repair works)
and indirect costs (related to occupancy disruption). Due to these issues, concrete strength values
alternative to the mean minus one standard deviation should be assumed in cases where few strength
values are available.

In order to derive some indication, the distributions of concrete strength along the height of the
five selected buildings are plotted in Figure 13. In particular, for each storey, the mean value fmed,
the minimum fmin, and fmed–σ are displayed.

As can be seen from Figure 13, fmed–σ is generally very close to fmin. For example, in buildings no.
1, 2, and 4, the two strength values had almost the same trend, except for the 1st storey of buildings no.
2 and 4 and the 2nd storey of building no. 1. Buildings no. 3 and 5 showed larger differences at the
first storeys, although a good correspondence between fmin and fmed–σ was generally found.

Based on the above considerations, in the case of seismic assessment where concrete strength was
based on few cores per floor, and high scatter was observed among related strength values; it seems
advisable to use the minimum concrete strength value of each floor in place of the mean. In fact,
the results showed that the minimum value was somehow representative of fmed–σ, that is, a more
conservative strength value is suggested by FEMA356 [27] when dispersion is high.
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Figure 13. Comparison of the strength values at different heights for the five selected buildings.

5. Concluding Remarks

The availability of a large database of seismic assessments of RC buildings located in Basilicata
(Italy) allowed the analysis of concrete strength properties (evaluated by means of core tests), in terms
of mean values and variability, across different construction periods. First, the analyses showed that
the concrete strength in column members was, on average, lower than that in beams. This outcome
has important implications in practical seismic assessments of existing RC buildings, justifying the
extraction of concrete cores only from columns, being both on the safe side and more feasible. Further,
determining the concrete strength directly on columns appears still more remarkable accounting for
their crucial role in carrying gravity loads.

After these preliminary analyses, the within-building variability of concrete strength was
investigated. It was found that the coefficient of variation of concrete strength was mostly higher
than the limit value provided by structural codes (e.g., Italian code), and was almost independent
of the number of cores extracted from each storey. Looking at large-scale vulnerability assessments,
where mean values as well as variability of concrete strength are required, a logarithmic relationship
between CV and the number of storeys was found.

The variability of concrete strength was specifically analyzed in five buildings where a large
number of cores was available (i.e., at least four cores per storey). The results showed that the variability
across the whole building was comparable to that relevant to each single storey.
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Analyzing the within-storey variability of concrete strength, it was found that using the mean
value in the presence of a high dispersion of strength values can lead to an overestimation of the
storey capacity, especially when lower strength values were related to the larger structural member
such as large columns or shear walls. The influence of axial load values in this regard was also
examined, underlining that this also happens in the presence of ductile mechanisms, such as flexure in
column members. In order to overcome this, it is suggested to assume as a design value the mean
value minus one standard deviation, provided that a sufficient number of test values are available
for each floor. Taking into account that in usual practice, due to the costs and occupancy disruption
constraints, the number of in situ tests at each storey is generally less than three, and it is not possible
to calculate dispersion parameters (CV and standard deviation). In these cases, particularly in the case
of significant differences among the available strength values, it is suggested to assume the minimum
value from tests as the design value.
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Abstract: Deposition of bioactive glass or ceramic coatings on the outer surface of joint prostheses
is a valuable strategy to improve the osteointegration of implants and is typically produced using
biocompatible but non-bioactive materials. Quantifying the coating–implant adhesion in terms
of bonding strength and toughness is still a challenge to biomaterials scientists. In this work,
wollastonite (CaSiO3)-containing glass–ceramic coatings were manufactured on alumina tiles by
sinter-crystallization of SiO2–CaO–Na2O–Al2O3 glass powder, and it was observed that the bonding
strength decreased from 34 to 10 MPa as the coating thickness increased from 50 to 300 μm. From the
viewpoint of bonding strength, the coatings with thickness below 250 μm were considered suitable
for biomedical applications according to current international standards. A mechanical model based
on quantized fracture mechanics allowed estimating the fracture toughness of the coating on the basis
of the experimental data from tensile tests. The critical strain energy release rate was also found to
decrease from 1.86 to 0.10 J/m2 with the increase of coating thickness, which therefore plays a key role
in determining the mechanical properties of the materials.

Keywords: biomaterials; bioceramics; coating; mechanical properties

1. Introduction

Deposition of glass or ceramic coatings on orthopedic and dental implants is useful to impart
better biocompatibility and bone-bonding properties [1] to the underlying material, which typically
exhibits high mechanical performance but is not inherently bioactive (e.g., titanium and its alloys [2,3]).
Furthermore, the coatings have a protective function, reducing implant corrosion (especially in the
case of metallic implants) and protecting living tissues against corrosion products [4].

Plasma-sprayed hydroxyapatite coatings have been used for many years on titanium implants in
orthopedic and dental surgery [5]; however, the rise of some concerns about the stability of the calcium
phosphate layer (interfacial delamination) has stimulated the search for new options, like bioactive
glasses. These materials have the unique capability of forming a tight bond with bone and soft
collagenous tissues through a series of chemical reactions conceptually similar to the mechanism of
conventional glass corrosion [6]. Hence, bioactive glasses are, by nature, reactive in aqueous solution
and are prone to degrade over time according to a wide range of dissolution kinetics that strongly
depend on the glass composition. The risk of uncontrolled dissolution, carrying the problem of
prosthesis mobility in the long term [7], is perhaps the major reason why the application of bioactive
glass coatings on permanent implants is still very limited in clinics and, to date, an ideal bioactive
material for coating does not exist, which motivates further research.

The literature on biomedical glass coatings is mainly focused on both the search for effective
deposition methods, which evolved from conventional enameling [8] to electrophoretic deposition [9]
and laser-based methods [10], and the evaluation of coating degradation, biocompatibility,
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and osteointegration [11]. The mechanical performance of the coating, being quite difficult to
quantitatively assess, has often been neglected. The crack path resulting from interfacial indentation
was studied in order to evaluate coating resistance; however, this approach does not allow the
adhesion strength to be quantitatively measured, thereby making unreliable the comparison between
different systems [12,13]. Fracture toughness has also been estimated by measuring the crack length in
indentation tests; however, these methods may be prone to significant errors due to violations of model
assumptions during practical testing situations, especially when brittle coatings are tested [14,15].
Overall, the existing literature witnesses that quantifying the coating adhesion and toughness is still a
challenge but should be crucial in the development of new glass coatings.

In this work, it is studied how thickness can affect the mechanical performance of silicate
glass–ceramic coatings deposited onto alumina. To the best of the author’s knowledge, it is the first
time that such a combination of coating material (SiO2–CaO–Na2O–Al2O3 base glass) and substrate
(alumina) is quantitatively studied from this viewpoint. Specifically, the bonding strength of the
coatings was experimentally assessed by performing tensile tests, and the fracture toughness was then
determined by applying a properly derived model based on quantized fracture mechanics.

2. Materials and Methods

2.1. Glass Preparation

The starting silicate glass (57SiO2–34CaO–6Na2O–3Al2O3 wt.%), previously developed for
biomedical applications [16], was produced by a melting-quenching route. Firstly, the reagents
(analytical-grade powders of SiO2, CaCO3, Na2CO3, and Al2O3, all purchased from Sigma-Aldrich,
St. Louis, MO, USA) were homogenously mixed for 30 min in an orbital shaker; then, the blend of
powders was transferred to a platinum crucible, heated to 1150 ◦C (heating rate 10 ◦C/min) in an
electrically heated furnace, and melted for 1 h in air. The melt was quenched into deionized water to
obtain a frit that was ball-milled (Pulverisette 0, Fritsch, Idar-Oberstein, Germany) and sieved by a
stainless-steel sieve (Giuliani Technology Srl, Turin, Italy) to a final particle size below 32 μm.

2.2. Coating Production

Glass coatings of different nominal thicknesses (50, 100, 150, 200, 250, and 300 μm) were
manufactured on flat high-purity alumina tiles (size 10 mm × 10 mm, thickness 1 mm; produced by
diamond-cutting of 200 mm × 200 mm AL603103 99% Al2O3 sheets, Goodfellow, Coraopolis, PA, USA)
by gravity-guided deposition after suspending proper amounts of glass powder in ethanol. The glass
particles were left to deposit on the substrates overnight; then, the containers hosting the materials
were placed in an oven at 90 ◦C for 6 h to remove the excess ethanol and allow complete dying of the
“greens”. The samples were then thermally treated in an electrically heated furnace at 1000 ◦C for 3 h
(heating rate 5 ◦C/min) in order to allow glass particle sintering and coating consolidation.

2.3. Characterizations

Differential thermal analysis (DTA) was performed on the glass powder to determine the
characteristic temperatures of the material, i.e., glass transition temperature (Tg), crystallization onset
(Tx), crystallization peak (Tp), and melting (Tm). Specifically, glass powder was analyzed by using a
DTA 404 PC instrument (Netzsch, Selb, Germany) in the temperature range of 25 to 1400 ◦C with a
heating rate of 10 ◦C/min. After being introduced into a platinum crucible provided by the instrument
manufacturer, 50 mg of glass underwent the thermal cycle; an equal amount of high-purity Al2O3

powder was put in the reference crucible. Standard calibration procedure and baseline corrections
were performed.

Sintered coatings underwent X-ray diffraction (XRD) in the 2θ-range of 10 to 60◦ by using a
X’Pert Pro PW3040/60 diffractometer (PANalytical, Eindhoven, The Netherlands) operating at 40 kV,
30 mA with Cu Kα incident radiation (wavelength 0.15405 nm), step size 0.02◦, and counting time
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1 s per step. Crystalline phase assignment was performed by using X’Pert HighScore software
2.2b (PANalytical, Eindhoven, The Netherlands) equipped with the PCPDFWIN database (http:
//pcpdfwin.updatestar.com).

The coating cross sections and the substrate–coating interface were also inspected by scanning
electron microscopy (SEM). For this purpose, the samples were embedded in epoxy resin (Epofix, Struers,
Ballerup, Denmark), cut by a diamond wheel (Accutom, Struers, Ballerup, Denmark), and polished
using #600 to #4000 SiC grit paper; the resulting cross sections were sputter-coated with silver and
analyzed by field-emission SEM (SupraTM 40, Zeiss, Oberkochen, Germany) at an accelerating voltage
of 15 kV. The thickness of the coating was measured directly on the SEM images by making use of
an image-analysis software provided by the manufacturer; the results were expressed as average ±
standard deviation of three measurements per each sample. Compositional analysis was performed by
energy dispersive spectroscopy (EDS); the probe was included in the SEM equipment.

The tensile (bonding) strength was measured by applying tensile loads to pull the coating apart,
following the relevant ASTM standard [17]. Before being tested using an MTS machine (cross-head
speed 1 mm/min), each sample was glued to two stainless-steel cylindrical fixtures (diameter 16 mm)
by a strong bi-component adhesive (Araldite® AV 119, Huntsman, Woodlands, TX, USA), according to
an experimental procedure described elsewhere [16]. The bonding strength (σ) was calculated as the
maximum load (F) per unit cross-sectional area (A):

σ =
F
A

(1)

Pull-out tests were performed on five specimens per each of the six sample batches having different
nominal thickness; the results were expressed as average ± standard deviation.

3. Toughness Estimation: Derivation of the Mechanical Model

An estimation of the coating toughness was obtained from the values of tensile strength (see
Equation (1)) by implementing an appropriate model, based on fracture mechanics, which was derived
as follows. The theory of linear elastic fracture mechanics states that the total potential energy of a
system can be expressed as:

Π = U −W (2)

where U is the strain energy, and W is the work done by the external force F. Considering our case, U
and W can be calculated as:

U =
1
2

F2
(

1
k1

+
1
k2

)
(3)

W = F2
(

1
k1

+
1
k2

)
(4)

where k1 and k2 are the stiffness of alumina tile and coating, respectively, before crack propagation.
Hence, after combining Equations (2)–(4), it is obtained:

Π = −1
2

F2
(

1
k1

+
1
k2

)
(5)

Griffith’s energy criterion states that crack propagation occurs when the variation of the total
potential energy dΠ, corresponding to a virtual increment of crack surface dA, is equal to the energy
needed to create the new free crack surface, i.e., dΠ = −GICdA, where GIC is the fracture energy (per
unit area created) of the material.
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The recent theory of quantized fracture mechanics extends the Griffith’s criterion to discrete
cracks: thus, after substituting differentials with finite differences (i.e., d→ Δ ), the Griffith’s equation
can be rewritten as [18]:

GIC = −ΔΠ
ΔA

(6)

There are three possible failure modes occurring when the coatings undergo pull-out tests: in fact,
the fracture can be (i) totally adhesive, (ii) totally cohesive, or (iii) mixed.

Considering the case (i), it is ideally assumed that the failure occurs at the coating–alumina
interface; therefore, the variation of the total potential energy is:

ΔΠ = −1
2

F2
[(

1
k∗1
− 1

k1

)
+

(
1
k∗2
− 1

k2

)]
(7)

where k∗1 and k∗2 are the stiffness after crack propagation.
The compliances in Equation (7) can be expressed as 1

k∗1
− 1

k1
= t1

E1A2 · ΔA
1−( ΔA

A )
and 1

k∗2
− 1

k2
=

t2
E2A2 · ΔA

1−( ΔA
A )

, where E1 (=400 GPa) and E2 (=90 GPa [19]) are the Young’s moduli of alumina and

coating, respectively, and t1 (=1 mm) and t2 the corresponding thicknesses.
Thus, Equations (7) can be rewritten as:

ΔΠ = −1
2

F2

⎛⎜⎜⎜⎜⎜⎜⎝ t1

E1A2 ·
ΔA

1−
(

ΔA
A

) + t2

E2A2 ·
ΔA

1−
(

ΔA
A

)
⎞⎟⎟⎟⎟⎟⎟⎠ (8)

Combining Equations (6) and (8), the energy release rate GI,12 can be expressed as:

GI,12 = (σI,12)
2 E1t2 + E2t1

2E1E2
(
1−

(
ΔA
A

)) (9)

Hence, the delamination (critical) strength can be expressed as:

σIC,12 =

√
2E1E2

E1t2 + E2t1
GIC,12

(
1− ΔA

A

)
(10)

Considering the case (ii), it is ideally assumed that the failure occurs entirely in the coating; this
means that the tensile strength of the coating material (σIC,2 = 47 MPa [19]) is lower than the adhesion
strength at the coating–substrate interface.

A simple visual inspection of the fracture surfaces after tensile tests revealed that there was a
coexistence of the two failure modes (i) and (ii) (adhesive + cohesive, resulting in mode (iii)). Therefore,
the critical stress is assumed to be predicted by a mean field approach as:

σIC = σ = σIC,12
Ad
A

+ σIC,2

(
1− Ad

A

)
(11)

where Ad = A− ΔA is the delamination area.
After combining Equations (10) and (11), it is finally obtained:

GIC,12 =

[
σ− σIC,2

(
1− Ad

A

)]2

2E1E2
E1t2+E2t1

(Ad
A

)3 (12)

4. Results and Discussion

The silicate glass used in this work was initially proposed for potential usage in the field of
bone regeneration and substitution [16]. This composition was then discarded with respect to such
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applications, as the high content of SiO2 and the significant presence of Al2O3 resulted in an almost
inert behavior with almost no apatite-forming capability in contact with biological fluids, thereby
preventing the formation of a tight bond to bone. However, the material was found highly suitable to
produce porous orbital implants [20], which must elicit minimal or no reactions in contact with ocular
tissues [21], and multilayer coatings onto ceramic implants [22].

The characteristic temperatures of the glass, determined from the DTA plot (Figure 1), were
Tg = 685 ◦C (inflection point), Tx = 800 ◦C (crystallization onset), Tp = 855 ◦C (exothermic peak), and
Tm = 1155 ◦C (endothermic peak).

Figure 1. DTA plot of the starting glass powder used to manufacture the coatings.

The coatings underwent devitrification upon thermal treatment, as shown in Figure 2.
The development of wollastonite crystals (CaSiO3, PDF code no. 00-027-0088) when the material
was thermally treated at 1000 ◦C is consistent with the results from thermal analysis, showing that
crystallization started at 855 ◦C. The XRD results were also in agreement with those obtained on the
same glass system after heat treatment above 900 ◦C [23]. No problems of possible cytotoxicity due to
wollastonite were forecast, as this crystalline phase was clearly proved to be highly biocompatible and
suitable in contact with living bone, also for filling load-bearing osseous defects [24].

Figure 2. XRD pattern of a sintered coating (1000 ◦C/3 h).
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Analysis of the cross section revealed that the interface between coating and alumina tile was
flawless without any apparent interfacial crack or delamination in intact samples (Figure 3a). However,
some isolated small pores could be observed in the coating. The quality of adhesion between coating
and alumina tile after thermal treatment was very good due to an almost perfect matching between the
thermal expansion coefficients of glass (8.7 × 10−6 ◦C−1 [16]) and alumina (8.5 × 10−6 ◦C−1).

 
Figure 3. Analysis of the coating cross section: (a) SEM micrograph in “secondary” mode (400×) and
(b) high-magnification detail (2500×) inspected in back-scattering mode showing the interface between
coating and alumina as well as the coating microstructure (glass–ceramic nature); the white areas (**)
correspond to the wollastonite crystals, while the dark zones (*) correspond to the residual glassy phase.

The thicknesses of the coatings, reported in Table 1, were in good agreement with the nominal
values. The slight decrease compared to the nominal thickness can be attributed to the glass powder
densification that occurred during sintering.

Table 1. Mechanical properties of the coatings.

Nominal/Measured Thickness of the Coating (μm) Ad (mm2) σ (MPa) GIC,12 (J/m2)

50/48 ± 5 92.0 ± 4.3 34.4 ± 3.1 1.86 ± 0.35

100/94 ± 6 85.0 ± 3.7 28.0 ± 1.6 1.29 ± 0.19

150/142 ± 8 86.3 ± 6.0 21.3 ± 2.6 0.72 ± 0.29

200/194 ± 10 72.0 ± 2.5 17.4 ± 1.1 0.12 ± 0.063

250/240 ± 8 71.2 ± 8.4 14.2 ± 3.2 0.11 ± 0.013

300/296 ± 8 71.4 ± 3.6 10.0 ± 1.2 0.10 ± 0.076

The SEM micrograph shown in Figure 3b, acquired in back-scattering mode, clearly shows the
glass–ceramic nature of the coating, in which wollastonite crystals and residual glassy phase coexisted.
This was further confirmed by the compositional analyses (EDS): in fact, the CaSiO3 crystals (“white”
areas with atomic composition 43.2% Si, 56.8% Ca), exhibiting a typical acicular shape, were embedded
in a grey matrix in which high amounts of Al and Na could be found, too, along with low Ca content
(atomic composition 22.6% Na, 13.1% Al, 58.9% Si, 5.4% Ca), corresponding to the residual glass. These
results are in accordance with the XRD pattern (Figure 2), where a bump in the 2θ-range of 20 to 35◦
can be observed, which is the typical proof of the presence of an amorphous phase. The back-scattering
SEM image was analyzed by the free software ImageJ version 2016 (https://imagej.nih.gov/ij/index.html)
to obtain a rough quantification of crystalline and glassy phase proportions in the glass–ceramic
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material: the white regions corresponding to CaSiO3 crystals were estimated to be about 70% of the
total cross-sectional area of the coating.

The results from the tensile tests showed that the bonding strength decreased as the coating
thickness increased (Table 1). Data interpolation by the least-squares method suggested a linear
relationship between bonding strength and thickness of the coating (Figure 4); the high value of the
coefficient R2 also confirmed the good fitting of the interpolating function with the experimental data.

Figure 4. Relationship between bonding strength and coating thickness (blue points: experimental
values, dashed line: fitting curve).

No specific international standard exists about the minimum bonding strength recommended
for biomedical glass coatings; however, a tensile strength of 15 MPa is prescribed by ISO 13779 for
hydroxyapatite coatings on surgical implants [25]. This requirement was fulfilled by the coatings
produced in this work with thickness below 250 μm (Table 1).

Analysis of the fracture surfaces (Figure 5) confirmed a mixed failure mode (adhesive + cohesive
failure), consistently with the assumption behind Equation (11). The critical strain energy release
rate assessed by applying Equation (12) decreased as the coating thickness increased (Table 1). Since
the GIC,12 value can be interpreted as an estimation of fracture toughness [18], this means that the
thicker coatings were less tough than the thin ones. This trend is consistent with previous observations
reported in the literature about glass and ceramic coatings deposited onto metallic implants, albeit a
clear quantification of the trend has been seldom reported. Furthermore, to the best of the author’s
knowledge, no study has been specifically conducted to determine the toughness–thickness relationship
in glass coatings deposited on bioceramic substrates, which was attempted for the first time in the
present work.
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Figure 5. Analysis of fracture surface: (a) SEM micrograph showing the morphology of the coating after
tensile test and (b,c) compositional assessment to identify the areas of adhesive and cohesive fracture.
The region marked with (*) in (a) corresponds to the fracture area inside the coating (the corresponding
EDS pattern in (b) reveals the presence of all the typical elements of the glass composition, i.e., Si, Ca,
Na, and Al), while the region marked with (**) corresponds to interfacial delamination (a high peak for
Al is visible in the corresponding EDS pattern in (c), with just small traces of Si and Na).
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Gomez-Vega et al. [12,26] claimed that thinner silicate bioactive glass and composite coatings
on titanium implants were significantly less prone to interfacial cracking but did not provide any
quantitative assessment of bonding strength and fracture toughness. Zhao et al. [10] produced bioactive
SiO2–CaO–Na2O–P2O5–MgO glass coatings by pulsed laser deposition on Ti6Al4V alloy and observed
that thick coatings showed poorer adhesion to the substrate. Matinmanesh et al. [27] reported a
similar trend for SiO2–CaO–Na2O–P2O5–ZnO coatings on Ti6Al4V alloy, too, and demonstrated that
increments in the coating thickness led to higher residual stresses that tended to increase the “crack
driving force”. This interesting explanation can be extended to the present work. The residual stresses
in the coating contributed to the release of the stored strain energy during the tensile test and, therefore,
less energy from the applied loads was needed to reach the critical value required for crack propagation.
In other words, lower tensile loads were required to overcome the resistance of thicker coatings against
cracking because of higher residual stresses.

Wollastonite-containing glass–ceramic coatings (thickness 140 μm) deposited on alumina by
airbrushing in a previous work exhibited a fracture toughness of 0.8 J/m2 [23], which is very close to
the value reported in Table 1 for the 150 μm-thick samples.

Data interpolation by the least-squares method suggested a quadratic (polynomial) relationship
between fracture toughness and thickness of the coating (Figure 6), as confirmed by the high value of
the coefficient R2. A significant drop of GIC,12 values accompanied by a decrease of Ad (Table 1) could
be observed if the coating thickness exceeded 150 μm, which could be considered as a threshold value
to take into account at the design stage of the coating.

Figure 6. Relationship between fracture toughness and coating thickness (blue points: experimental
values, dashed line: fitting curve).

5. Conclusions

The bonding strength and critical strain energy release rate of wollastonite-containing
glass–ceramic coatings were found to decrease as the coating thickness increased, i.e., thinner coatings
proved to have higher resistance against fracture than thicker ones. These relationships were quantified
by combining experimental data from tensile tests on the coatings and a model based on quantized
fracture mechanics. The obtained functions are very valuable to link the coating thickness, which
can be tailored at the design and manufacturing stages, with those key mechanical characteristics.
Specifically, it could be predicted what is the maximum thickness allowed so that the coating can
exhibit the mechanical characteristics required for a given application. Therefore, the coating thickness
should be carefully taken into account in order to optimize the material performance and design.
The results also suggest that, ideally, the coating should be as thin as possible for increasing the
mechanical performance; thus, further improvements are forecast if the coating thickness decreases
below the minimum value (50 μm) considered in this study. The same methodological approach
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followed to estimate toughness could also be applied to different glass or ceramic coatings based on
other compositions of biomedical interest.
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Abstract: The initiation and propagation of damage in pure ice specimens under high rate compressive
loading at the strain rate range of 100 s−1 to 600 s−1 was studied by means of Split Hopkinson Pressure
Bar measurements with incorporated high-speed videography. The results indicate that local cracks in
specimens can form and propagate before the macroscopic stress maximum is reached. The estimated
crack velocity was in the range of 500 m/s to 1300 m/s, i.e., lower than, but in similar order of magnitude
as the elastic wave speed within ice. This gives reason to suspect that already at this strain rate the
specimen is not deforming under perfect force equilibrium when the first cracks initiate and propagate.
In addition, in contrast to quasi-static experiments, in the high rate experiments the specimens showed
notable residual load carrying capacity after the maximum stress. This was related to dynamic effects
in fractured ice particles, which allowed the specimen to carry compressive load even in a highly
damaged state.

Keywords: ice; high rate loading; compressive loading; Split Hopkinson bar; in-situ fractography

1. Introduction

The impact of solid ice, such as hail, on high velocity load carrying structures, such as the leading
surfaces of airplanes (wind shields or wing leading edges) may pose a serious threat to safety if the
impacting particles are large enough (typically diameter 16 mm to 50 mm) and the relative velocity
between them and the moving structure is high enough (>100 m/s) that impact forces are generated
which are high enough to cause plastic deformation or damage to the structure [1]. Considerable efforts
have been in the past taken to quantitatively predict these effects based on numerical simulations
(see for example references [2,3]). One of the main questions related to this kind of work is whether
ice exhibits strain rate sensitivity at high rates of loading. There are published reports [4–8] on the
measurement of the high strain rate properties of ice using the Split Hopkinson Bar method, which
is a well-established technique for the measurement of material responses in the strain rate region
of 100 s−1 to 10,000 s−1 [9]. These previous works have concentrated on measuring the strain rate
sensitivity of the maximum strength of ice and the analysis has been mainly carried out based on the
measured macroscopic stress-strain curves.

A question which arises is how the measured high strain rate stress-strain curves relate to the
damage process within the material. Recent work by Lian et al. [10] carried out with a servo-hydraulic
testing machine at strain rates of 2 s−1 to 40 s−1 indicate that specimen cracking starts already before
the maximum stress is reached. Ice is known to be a brittle and stochastic material, exhibiting a large
scatter in strength even at quasi-static loading rates [11]. It is thus reasonable to assume that the
initiation of cracking in the specimen is a stochastic process both in terms of the required stress and
the location of the first crack (s). Furthermore, cracks in ice can travel at velocities in the order of
1000 m/s [10], i.e., at velocities which are relevant in the time-scale of the measurements carried out
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at high rates of loading. Therefore, it seems that for the correct interpretation of the high strain rate
stress-strain curves, the evolving damage within the ice specimens should be followed in-situ during
the experiments.

Due to the stochastic nature of ice which associated with the growth of ice crystals, this paper
does not claim to provide discrete numbers for the strength of ice. Instead, this paper presents a novel
consistent testing methodology for assessing rate effects related to fracture phenomena in ice using
a Split Hopkinson Pressure Bar setup instrumented with in-situ high speed imaging. The obtained
high resolution images clearly show that localized damage may take place in the specimen shortly
after the start of loading and that extensive damage already rapidly propagates in the material before
the maximum macroscopic stress is measured. The paper concludes with a discussion of the possible
ramifications of these phenomena.

2. Experimental Methods

2.1. Preparation of Specimens

The ice specimens were prepared from demineralized water with the following procedure:
First blocks with approximate dimensions of 400 mm × 300 mm × 50 mm were produced by letting the
water freeze at −10 ◦C for 24 h to 48 h. This combination of a relatively high temperature and long
freezing time was selected in order to facilitate the escape of any trapped air during the freezing process.
The freezing was carried out in an isolating container, which effectively allowed heat flow in only one
direction, i.e., the thickness direction of the block. This orientation was maintained throughout the
following preparation steps so that in the final specimens the loading axis and the direction of the heat
flow during freezing were coincident. After the desired block thickness was achieved, the block was
removed from the container and stored at −10 ◦C for a maximum of one week. The grain structure of
the ice was not assessed. However, the specimens are thought to be polycrystalline as this is the more
natural way to grow than single crystal ice.

In the next step the blocks were mechanically cut to rectangular pieces of approximately
100 mm × 100 mm × 50 mm. These pieces were then carefully shaped to cylinders by using aluminum
forms (temperature between +5 ◦C and +15 ◦C). After this step the specimens were still larger than
the target dimensions, i.e., ~Ø40 mm × 35 mm. Then the specimens were cooled again for 10 min in
order to prevent excessive heating of the specimens. After this the specimens were shaped to final
dimensions of Ø22 mm × 20 mm by using the aluminum forms shown by Figure 1a,b. The parallelism
of the specimen loading surfaces was controlled with a purpose made jig shown in Figure 1c. The final
specimens were stored for a maximum of 24 h at the respective test temperature of −20 ◦C before
testing (Figure 1d). In a part of the test series the pre-shaped cylinders were stored for 12 h at −10 ◦C
before final shaping and subsequent testing. This extra step was not, however, observed to affect the
mechanical response of the specimens.

Figure 1. (a,b) aluminum forms used in the forming of the specimen; (c) the jig used to ensure the
parallelism of the specimen loading surfaces (the aluminum cylinder at the center illustrates the
specimen); (d) examples of specimens ready for testing.
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Prior to testing, each specimen was measured with a cooled caliber and inspected for any visible
damage or trapped air.

2.2. High Strain Rate Testing with the Split Hopkinson Pressure Bar

The Split Hopkinson Pressure Bar setup (Freiburg, Germany) used in the tests is schematically
illustrated by Figure 2. The setup consists of an input bar (diameter 22 mm, length 2200 mm), output
bar (diameter 22 mm, length 600 mm), and a striker (diameter 22 mm, length 310 mm, partially enclosed
in a polymer sabot). All bars are made of high strength aluminum alloy. The input and output bars are
laterally supported by stanchions, which allow for accurate alignment of the bars. The contacting parts
of the stanchions are made of Teflon in order to ensure low-friction contact with the bars. Compressed
air is used to accelerate the striker to the desired impact speed. In the current test series the striker
impact speed was in the order of 10 m/s. A thick piece of paper was used as a pulse shaper between
the striker and the input bar in order to reduce high frequency oscillations in the incident wave and to
increase its rise time.

The instrumentation used in the tests involved strain gauges attached on two locations in the
input bar in order to accurately characterize the wave motion during the test. On the output bar both
traditional resistive strain gauges as well as semiconductor strain gauges (for improved measurement
sensitivity) were attached on one location on the bar. The strain gauge signals were measured at
10 MHz with a digital oscilloscope. It should be noted that no data filtering was applied on the
measurement signals. In addition to the strain gauge signals, specimen deformation and damage
was monitored using a high speed camera (Phantom v1610, Wayne, NJ, USA) recording at a frame
rate of 250 kHz, allowing—for the first time—detailed in-situ observation of crack initiation and
propagation in dynamically loaded ice specimens. Accurate synchronization between the oscilloscope
and the camera was obtained using a trigger/feedback signal-loop. Preliminary tests carried out on an
aluminum specimen with dimensions similar to the specimens (length 20 mm, diameter 22 mm) were
used to verify the synchronization between the two devices (Figure 3). In order to assess the validity of
the wave analysis, a black-and-white speckle pattern was applied to the bar ends and the specimen.
The commercial digital image correlation software package GOM Correlate (v17, Braunschweig,
Germany) was then used to track the movement of the ends of the input bar and the output bar.
A subset size of 0.5 mm × 0.5 mm was used for this analysis. It can be seen that a good correlation is
achieved between DIC measurements and wave analyses.

Figure 2. Schematic illustration of the components of the SHPB setup and the relevant wave motion
within the bars during the test. The left hand strain gauge on the input bar is referred to as strain
gauge 1, the right hand strain gauge on the input bar is referred to as strain gauge 2.
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Figure 3. Illustration of the verification of the strain-gauge signal/high speed camera synchronization:
bar end displacements obtained from the stress wave analysis and from the high speed footage using
digital image correlation. In place of the ice specimens an aluminum cylinder with similar dimensions
was used.

Specimen temperature was controlled by means of a temperature chamber made of transparent
Plexiglas, which enclosed the specimen and part of the bars, as shown by Figure 4. A flow of cryogenic
nitrogen gas was used to control the chamber temperature. Specimen temperature was verified
immediately prior to the impact loading by means of a thermocouple placed in contact with the
specimen. In order to ensure low friction contact between the bars and the specimen, Teflon sheets
(thickness 0.25 mm) were placed on the contact interfaces. This introduced a challenge in holding the
specimen in place before the loading. In this project a specimen support made of Teflon (visible in
Figure 4 at the center of the image) was used. The lateral confinement provided by the support column
is very limited. The supports are essentially with short line or almost point-contact with the specimen,
i.e., there is no cylindrical confinement effect on the specimen which would cause hydrostatic stresses
within the specimen. In addition, the relatively low lateral expansion of the test material during
compression loading (strain to failure less than 2%) indicates that the effect of lateral confinement is low.
This assumption is further justified by the high speed footage presented in Section 3 and Appendix A,
which indicates that initial cracking did not take place near the support in any of the tested specimens.

 

Figure 4. SHPB temperature control chamber made of transparent Plexiglas.
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2.3. Data analysis of Dynamic Tests on Ice

In general, the analysis of the SHPB experiments followed the typical practices used in the field [9].
That is, the experiments involved measuring the incident wave generated by the striker into the input
bar, the reflected wave originating from the input bar/specimen-interface and traveling in the input
bar back towards the striker, as well as the transmitted wave originating from the specimen/output
bar-interface and traveling in the output bar in the original direction. The recorded wave data was
then analyzed to obtain the force-time and displacement-time response of the specimen based on the
theory of uniaxial elastic stress waves in slender bars [9]. In the following section, the key points
necessary for the interpretation of the results are presented. As illustrated by Figure 2, the sabot,
which partially encloses the striker and remains in contact with the striker throughout the loading,
introduces nonperfect release wave generation within the striker. This results in a series of oscillations
following the main incident wave, as shown by Figure 5a. Unless corrected for, these trailing incident
oscillations partially overlap the reflected wave at the strain gauge station. In order to establish the
accurate measurement of the reflected wave, the two strain gauge stations on the input bar were
used to separate the trailing oscillations of the incident wave from the reflected wave by means of
deconvolution (Equation (1)):

εst2deconv(t) = εst2(t) − εst1(t− Δt) (1)

In Equation (1) εst1(t) and εst2(t) refer to the strain signals measured by the first and second strain
gauge station on the input bar for time t, respectively. The deconvoluted signal at the second station
is denoted by εst2deconv(t), which also contains the reflected wave signal from the bar-to-specimen
interface. The travel time of the longitudinal elastic wave between the two stations is denoted by Δt.

Figure 5b shows an example of the incident, reflected and transmitted wave obtained after carrying
out time-shifting to specimen interface location and deconvolution of the reflected wave. Careful
analysis of preliminary tests carried out both in the “free end” condition (no contact at the input bar)
and in the “bars together condition” (input bar in contact with the output bar without specimen)
indicated that the measurements and the deconvolution process carried out for the reflected wave were
not accurate enough for the reliable determination of the force acting at the input bar/specimen interface
due to the low force carried by the specimen (recall that the force on the input bar is determined as
the sum of the incident and reflected waves [9], which makes it highly susceptible to any uncertainty
in the measurement especially in the case when the force carried by the specimen is low). Therefore,
the longitudinal force acting (F) on the specimen was determined only on the specimen/output bar
interface (Equation (2)):

F(t) = EbarAbarεtrans(t) (2)

(a) (b) 

Figure 5. Example of the strain gauge signals recorded during the SHPB tests: (a) signals from the
strain gauge stations and (b) incident, reflected (with and without deconvolution) and transmitted
waves after time-shifting to specimen interface location (zoom-in on the early portion of the waves).
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In Equation (2) Ebar and Abar denote the Young’s modulus and cross-sectional area of the bar,
respectively. The transmitted wave strain amplitude (time-shifted to specimen/output bar interface) is
denoted by εtrans. The accuracy of the measurements and the deconvolution was determined to be
sufficient for the calculation of the bar end velocities (vinput and voutput) (Equations (3) and (4)):

vinput(t) = −cbar
(
εinci(t) − εre f (t)

)
(3)

voutput(t) = −cbarεtrans(t) (4)

In Equations (3) and (4) εinci(t), εref(t), and εtrans(t) denote the incident, reflected (deconvoluted), and
transmitted waves moved to the bar/specimen interfaces by time-shifting, respectively. The longitudinal
elastic wave speed in the bar is denoted by cbar. The obtained bar end velocities were integrated over
time to obtain displacements and after subtraction, the specimen elongation. The wave analysis was
compared with the DIC measurements carried out in a preliminary test with aluminum specimen. As
shown in Figure 3, good correlation was obtained between the two measurements.

The high speed video footage of the tests was processed by using the openly available Octave
software package (v4.2.1, available at https://www.gnu.org/software/octave/) in the following manner:
For each test, the image frame corresponding to the specimen immediately prior to loading was
selected as reference. Then each subsequent frame was processed by subtracting the corresponding
pixel gray value of the reference frame from the current frame. Finally, the contrast of the processed
frame was digitally enhanced by stretching the gray values to correspond to the whole available gray
value range. To summarize the data analysis, the measurement data is presented in Section 3 in the
following manner: (1) Macroscopic engineering stress-strain response of the specimen calculated based
on the force-elongation obtained from the wave analysis and (2) comparison of the stress (force)-time
signal obtained from the wave analysis with the processed high speed footage of the specimen cracking
pattern. It should be noted that since the effect of the compliance of the Teflon sheets between the
specimens and the bars was not corrected for, the stiffness of the test material is underestimated by
the results presented here. The time and displacement axis in the presented data refer to the actual
specimen loading event as obtained from above described wave analysis and synchronization between
the digital oscilloscope and the high speed camera. No further adjustments of the time or strain axis
were carried out in the analysis of the experimental data, unless otherwise indicated. The target strain
rate for the test series was between 200 s−1 and 400 s−1. As is seen later in the results, the instantaneous
macroscopic strain rate of the specimen varies notably during the tests. This is caused by the fact that
the specimen deformation and failure already took place during the phase, at which time the incident
wave was still increasing in amplitude.

2.4. Quasi-Static Tests

In addition to the high rate tests, quasi-static tests were carried out on similar specimens using a
ZwickRoell Z250 (Ulm, Germany) electro-mechanical materials testing machine with an incorporated
temperature control chamber. Tests were carried out at a constant displacement rate of 0.05 mm/s,
resulting in a nominal strain rate of 0.0025 s−1. Similarly to the high rate tests, Teflon sheets (thickness
0.25 mm) were placed on the specimen/anvil-contact surfaces. The measurement data included machine
load cell and displacement sensor readings collected at 100 Hz as well as video footage at 10 Hz taken
with a digital video camera incorporated in the system. Specimen strain was calculated based on the
displacement sensor reading. Since the effect of the compliance of the loading frame or the Teflon sheets
was not corrected for, the stiffness of the test material is underestimated by the results presented here.

3. Results

A total of five valid ice tests were performed under quasi-static loading conditions and a total of six
valid ice tests were performed under high-rate loading conditions. Figure 6 presents the macroscopic
specimen response measured in the high rate tests at −20 ◦C. As is evident in Figure 6a,c, there is a
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large scatter in the specimen strength, which reflects the brittle and stochastic nature of the material.
As noted above, the instantaneous specimen strain rate varied notably during the tests, as seen in
Figure 6b. The strain rate corresponding to the maximum strength was between 200 s−1 and 400 s−1 in
this test series. Despite the scatter in the strength of the specimens, all tests indicate a similar material
response: First an almost linear increase of stress with respect to strain until maximum stress and then
a gradual decrease in stress with secondary peaks observed in some of the tests. In some tests there is a
clear initial zero-stress level in the unshifted stress-strain curve (Figure 6c), which is probably related
to a small initial gap between the specimen and the bars (based on the wave analysis, this gap was
estimated to be 0.15 mm or less). When the curves are systematically shifted along the strain axis to a
common starting point (Figure 6d)), all tests indicate an almost linear initial stress-strain response,
though with varying slopes. For quasi-static loading, the measured engineering mean peak stress
was 15.6 MPa (COV 31.6%), for high-rate loading, the measured engineering mean peak stress was
12.4 MPa (COV 34.1%). Furthermore, in all high rate tests notable residual load carrying capacity was
observed after the maximum stress.

Figure 7 presents the processed high speed footage for high rate tests m20_01 and m20_05
(please see supplementary material Videos S1 and S2 for the respective videos and Figures A1–A4
for respective data for the other high rate tests) alongside the synchronized specimen stress signal
measured by the output bar strain gauge station. Several points are evident: The damage process does
not seem to initiate in any preferred location in the specimens and visible damage already appears
before the maximum stress is reached. Furthermore, the maximum stress corresponds relatively
well with the time at which damage is seen throughout the specimen length, except for tests m20_04
and m20_05, in which the stress starts to decrease sooner than visible damage is seen throughout
the specimen length. In the tests with the highest measured specimen strength, tests m20_01 and
m20_02, the initial damage appears to take place as longitudinal cracks along the specimen, especially
in test m20_01. In contrast, in tests with lower specimen strength, the damage is more diffuse. This is
especially pronounced in the test with the lowest specimen strength, test m20_05, in which a diffuse
and wide damage front develops at the input bar/specimen interface and propagates through the
specimen volume. In this test the initial zero-stress level in the stress-strain curve (Figure 6c) was the
longest, implying that the initial contact between the specimen and the bars was not perfect. This might
have contributed to the damage initiating at the input bar side of the specimen. As is evident in the
high speed footage, in all high rate tests the damage eventually fills the whole visible specimen volume.
Comparison with stress-time data shows that under high rate loading the specimens carry load even in
a highly damaged state.

Figure 6e,f present the results of the quasi-static tests carried out at −20 ◦C. In these tests brittle
behavior after the stress maximum was observed, except for the test QS_m20_07. In tests QS_m20_01
and QS_m20_03 the stress-strain curve was smooth until maximum stress, at which point the specimen
failed practically instantaneously (when compared to the time scale of the quasi-static test). The brittle
failure was also clearly seen in the recorded video footage, as shown in Figure 8 and in supplementary
material S3 for test QS_m20_01. Careful inspection of the quasi-static data (Figure 6f) reveals that
in some of these tests (QS_m20_04, QS_m20_06, QS_m20_07) intermittent drops in specimen stress
took place before the maximum stress was reached. The occurrence of the load drops could be well
related to partial cracking taking place in the specimen, as shown by Figure 9 for test QS_m20_06.
The full video is provided as supplementary material S4. In test QS_m20_07, in which the slope of the
stress-strain curve decreases notably after the first drop in stress (Figure 6f), continuous formation of
longitudinal cracks was observed before and after the point of maximum stress until the final failure
took place, as shown in Figure 10.
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(a) (b) 

(c) (d) 

(e) (f) 

Figure 6. (a–d): Measured high strain rate data at −20 ◦C: (a) stress-time, (b) strain rate-time,
(c) stress-strain, (d) stress-strain with curves shifted to common starting point, (e,f): measured
quasi-static stress-strain data at −20 ◦C: (e) tests with smooth stress-strain curve until maximum stress
and (f) tests with intermittent drops in stress before maximum stress.
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(a) 

 
(b) 

 
(c) (d) 

Figure 7. Processed high speed footage obtained in the high rate tests m20_01 (a) and m20_05 (b)
alongside with the corresponding specimen stress–time signal (c,d) obtained from the output bar strain
gauge measurement (synchronized with high speed footage). The input bar is located on the left-hand
side of the figure in (a,b). The time, at which the input bar end velocity exceeded 0.5 m/s as well as the
times corresponding to the high speed frames are marked on the respective stress-time curves. The full
videos are provided as supplementary material S1 and S2.

 

Figure 8. Examples of video frames recorded in the quasi-static test QS_m20_01: (a) prior to loading,
(b) at maximum load, and (c) 0.1 s after the previous frame (zero load). The full video is provided as
supplementary material S3.

81



Materials 2019, 12, 1236

 

Figure 9. Examples of video frames recorded in the quasi-static test QS_m20_06: (a) prior to loading,
(b) immediately prior to the first drop in load (eng. stress = 10.1 MPa), (c) 0.1 s after the previous frame,
(d) at maximum load (eng. stress 22.7 MPa), and (e) 0.1 s after the previous frame (zero load). The full
video is provided as supplementary material S4.

 

Figure 10. Examples of video frames recorded in the quasi-static test QS_m20_07: (a) prior to loading,
(b) immediately prior to the first drop in load (eng. stress = 8.7 MPa), (c) 0.1 s after the previous frame,
(d) at maximum load (eng. stress = 11.7 MPa), (e) after maximum load, immediately prior to the final
failure (eng. stress = 8.4 MPa) and (f) 0.3 s after the previous frame (zero load). The full video is
provided as supplementary material S5.

4. Discussion

As was expected from previous reports (c.f. [11]), the strength of ice showed some scatter, which is
typical for brittle materials. However, the macroscopic strength of the tested ice is not notably loading
rate sensitive in the studied cases. In contrast, the data indicates a clear loading rate dependence in the
damage and failure behavior of the specimens. In quasi-static tests specimen failure was observed to
take place either by brittle-like immediate cracking at the maximum stress or by gradual formation
of longitudinal cracks resulting in columns, which carried load until maximum stress was reached.
In both cases almost no residual load carrying capacity of the specimen after reaching the maximum
stress was observed. In contrast, in high rate tests initial specimen damage was localized and often
diffuse in appearance. The point of maximum stress was observed to coincide relatively well with
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the point at which damage was seen throughout the specimen length. Furthermore, all tested high
rate specimens showed notable residual load carrying capacity after the maximum stress similarly to
previous studies [4,6,7].

Based on the high speed footage it is reasonable to assume that the mechanical behavior observed
at high rates is closely related to the crack propagation velocity in ice. Due to the diffuse nature of the
observed high rate damage, the velocity of an individual crack is challenging to determine based on
the current data. However, an order of-magnitude estimate for the propagation of local damage within
the specimen can be obtained by assuming that initial damage forms at one of the contact surfaces
of the specimen immediately after the start of loading on the specimen/output bar-interface and that
maximum stress is reached when the specimen is damaged throughout its length. This means that
the propagation time of the cracks through the specimen was in the same order of magnitude as the
overall test duration. With these assumptions and by noting that the time until maximum stress was
between 15 μs and 40 μs in the tests, it can be calculated that damage propagates through the specimen
(length 20 mm) at an average velocity between 500 m/s and 1300 m/s. Even though this calculation is
only a rough estimation, it results in a propagation speed which is in accordance with previous reports.
Lian et al. [10] reported a value of 1000 m/s for uniaxial compression tests carried out at the strain rate
of 10 s−1. Pereira et. al [12] reported a value of ~2400 m/s in impact tests carried out at ~200 m/s on
cylindrical specimens, whereas Tippman et al. [3] reported a value of 2000 m/s for spherical impact
specimen traveling at 60 m/s. Furthermore, the crack propagation velocity is in the same order of
magnitude as the longitudinal elastic wave speed in ice (the continuum properties, density 897.6 kg/m3
and Young’s modulus 9.31 GPa, reported by Carney et al. [2], result in a longitudinal elastic wave speed
of 3200 m/s). On the other hand, Smith and Kishoni [13], reported based on ultrasonic measurements
elastic wave speeds of 3940 m/s and 1990 m/s for a compressional and a shear wave in ice, respectively.
It thus seems that the cracks in ice might be able to propagate close to the elastic shear wave speed.

For the current high strain rate test series the above discussed notion leads to an important
conclusion: It is likely that when specimen damage initiates and propagates early on during the
loading, a state of full force equilibrium does not necessarily exist in the whole specimen volume, which
implies that the stress measured at the output bar interface does not necessarily indicate the stress
near the crack: If one assumes a longitudinal elastic wave speed of 3200 m/s, then the aforementioned
rise times until maximum stress, 15 μs and 40 μs, result in distances of 48 mm and 128 mm traveled
by the longitudinal elastic loading wave, respectively. These distances correspond approximately
to 1 and 3 back-and-forth reflections within the 20 mm long test specimen, respectively. This low
number of reflections gives reason to suspect that already at this loading rate the specimen may not be
in full force equilibrium and that the stress measured at the specimen/output bar-interface does not
necessarily indicate the dynamic strength of the material. It seems likely that the measured stress is
affected by the elastic unloading waves initiated from the cracks, which form early during the loading
and propagate at a high velocity through the specimen volume. Thus, the local stress acting on the
material volume, in which a crack is formed, might differ from the one indicated by the measurement
at the specimen/output bar –interface.

The second observation of the test series, i.e., the dynamic load carrying capacity of the specimen
after maximum stress seems to be explained by the fact that at high rates the specimen still maintains
its coherence for a period of time after reaching the maximum stress despite the extensive damage.
By noting that in the high rate tests the post-maximum stress period lasted 30 μs to 70 μs, it seems that
in the high rate tests the specimen fragments alone are able to hold them together. Thus, the input
bar, which is moving at a velocity of ~10 m/s, imparts a compressive load through the fragmented
specimen to the output bar. In contrast, in quasi-static loading the maximum stress corresponds to
the point at which the specimen loses its coherence and ability to carry quasi-static load. A more
detailed analysis of the residual loading capacity would, however, involve incorporating the possible
interaction between the particles, such as the presence of liquid water suggested by Wu and Prakash [7],
and is considered beyond the scope of the current study.
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5. Conclusions

In this work the effect of loading rate on the damage and fracture behavior of pure ice at −20 ◦C
under uniaxial compression was studied. Whilst the ice may not be representative for naturally grown
hail, all specimens have been produced with the same methodology, thus allowing qualitative and
quantitative assessments within the batch. High rate tests were carried out with the Split Hopkinson
Pressure Bar technique in the strain rate region of 100 s−1 to 600 s−1. Specimen damage and fracture
was studied in-situ using high speed imaging. Based on the results the following conclusions can
be drawn:

• Under high rate loading damage may initiate and propagate in the specimen even before the peak
load is reached. Catastrophic damage only occurs after the peak load was reached.

• Under high rate loading the damage was observed to propagate in the specimen with a rate,
which is in the same order of magnitude as the velocity of the elastic loading wave in ice.

• The above-mentioned findings lead to the conclusion that a state of full force equilibrium is not
ensured in the specimen when damage initiates and propagates. This finding implies that already
at this loading rate the determination of the strength of ice is affected by wave propagation effects.
The force equilibrium can theoretically be improved by replacing the aluminum bars with bars
matching the impedance of ice more closely. Amongst practical engineering materials, the next
option after aluminum would be a technical polymer. However, this approach is believed to
bring about more problems than solutions in the current case: The bars would be deforming
visco-elastically, thus demanding tedious numerical techniques and experimental calibration
in order to accurately interpret the strain gauge signals in the presence of notable dispersion
and frequency-dependent damping in the wave motion. In the current study this would be
exceptionally challenging due to the short duration of the tests and brittle response of the specimen,
which would inevitably lead to notable distortion of the stress waves, as they travel in visco-elastic
bars. Furthermore, the mechanical properties of the visco-elastic polymer bars would be most
likely affected, when they are subjected to sub-zero temperature in the specimen cooling chamber.

• The fractured specimen can carry notable load when it is compressed at 10 m/s, but not when it is
compressed at 0.05 mm/s. This can be explained by dynamic effects which do not occur under
quasi-static loading conditions which are four orders of magnitude smaller than the high-rate
loading conditions achieved using the Hopkinson Bar apparatus.

• For quasi-static loading, the measured engineering mean peak stress was 15.6 MPa (COV 31.6%),
for high-rate loading, the measured engineering mean peak stress was 12.4 MPa (COV 34.1%)
indicating a decrease of strength with increasing loading rate. However, at the same time, the
post failure response changes with loading rate such that the post-peak load carrying capability
is higher for high loading rates. However, due to the small sample size, this lacks stochastic
relevance and should be assessed with more tests.

The results of this study clearly show the importance of using in-situ high speed imaging, when
the high rate response of ice is studied. A variety of initial cracking morphologies was observed.
By using only macroscopic stress-strain curves without in-situ footage, these differences in specimen
behavior would be very challenging to detect. This fact has clear implications for example in the
development and calibration of high strain rate material models for ice, whose accuracy in many cases
relies on the correct description of the fracture propagation within the material.

Supplementary Materials: The following are available online at https://zenodo.org/record/2649030#
.XL7aX5MRWUk, Video S1: Video recording of Hopkinson Bar test HR_m20_01 (input bar on the left, output bar
on the right), Video S2: Video recording of Hopkinson Bar test HR_m20_05 (input bar on the left, output bar on
the right), Video S3: Video recording of quasi-static test QS_m20_01. Video S4: Video recording of quasi-static test
QS_m20_06. Video S5: Video recording of quasi-static test QS_m20_07.
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Appendix A

This appendix shows additional high-speed footage recorded during SHPB testing.

appendix shows additional high-speed footage recrded during 
SHPB testing. 

(a) 

(b)
Figure A1. (a) processed high speed footage obtained in the high rate test m20_02, (b) corresponding
specimen stress-time signal obtained from the output bar strain gauge measurement (synchronized
with high speed footage). The input bar is located on the left-hand side of the figure in (a). The time,
at which the input bar end velocity exceeded 0.5 m/s as well as the times corresponding to the high
speed frames are marked on the respective stress-time curve.
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(a) 

 
(b) 

Figure A2. (a) Processed high speed footage obtained in the high rate test m20_03, (b) corresponding
specimen stress-time signal obtained from the output bar strain gauge measurement (synchronized
with high speed footage). The input bar is located on the left-hand side of the figure in (a). The time,
at which the input bar end velocity exceeded 0.5 m/s as well as the times corresponding to the high
speed frames are marked on the respective stress-time curve.

 
(a) 

Figure A3. Cont.
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(b) 

Figure A3. (a) processed high speed footage obtained in the high rate test m20_04, (b) corresponding
specimen stress-time signal obtained from the output bar strain gauge measurement (synchronized
with high speed footage). The input bar is located on the left-hand side of the figure in (a). The time,
at which the input bar end velocity exceeded 0.5 m/s as well as the times corresponding to the high
speed frames are marked on the respective stress-time curve.

 
(a) 

 
(b) 

Figure A4. (a) processed high speed footage obtained in the high rate test m20_07, (b) corresponding
specimen stress-time signal obtained from the output bar strain gauge measurement (synchronized
with high speed footage). The input bar is located on the left-hand side of the figure in (a). The time,
at which the input bar end velocity exceeded 0.5 m/s as well as the times corresponding to the high
speed frames are marked on the respective stress-time curve.
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Abstract: Zirconia-based cast refractories are widely used for glass furnace applications. Since they
have to withstand harsh chemical as well as thermo-mechanical environments, internal stresses and
microcracking are often present in such materials under operating conditions (sometimes in excess of
1700 ◦C). We studied the evolution of thermal (CTE) and mechanical (Young’s modulus) properties as
a function of temperature in a fused-cast refractory containing 94 wt.% of monoclinic ZrO2 and 6 wt.%
of a silicate glassy phase. With the aid of X-ray refraction techniques (yielding the internal specific
surface in materials), we also monitored the evolution of microcracking as a function of thermal
cycles (crossing the martensitic phase transformation around 1000 ◦C) under externally applied stress.
We found that external compressive stress leads to a strong decrease of the internal surface per unit
volume, but a tensile load has a similar (though not so strong) effect. In agreement with existing
literature on β-eucryptite microcracked ceramics, we could explain these phenomena by microcrack
closure in the load direction in the compression case, and by microcrack propagation (rather than
microcrack nucleation) under tensile conditions.

Keywords: electro-fused zirconia; microcracking; synchrotron x-ray refraction radiography (SXRR);
thermal expansion

1. Introduction

The manufacturing of high quality glasses required for new applications (e.g., flat LCD or
PDP screens) imply the development of new, high zirconia fused-cast refractories with excellent
thermomechanical properties [1]. In order to build suitable refractory linings for glass furnaces, this
‘high zirconia’ (meaning high zirconia content) material is typically cast in heavy prismatic industrial
blocks (about 1 m3) that are then adjusted to build the inner wall (lining). During the controlled cooling
step after casting at about 2500 ◦C, dendrites of zirconia initially grow under the form of cubic domains
(C), but then transform into tetragonal domains (T) at around 2300 ◦C. Upon further cooling, between
1000 ◦C and 900 ◦C, zirconia transforms from a tetragonal to a monoclinic (M) crystal structure. This
transformation is associated with a large volume expansion of about 5% [2]. This generates large local
(micro) stresses and typically microcracks [3]. While the polymorphism in zirconium ceramics is very
well known [4,5], most of the literature is limited to the case of structural ceramics utilized in a rather
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low temperature range. In the present case, a high zirconia refractory material is targeted to very
high temperature applications (typically 1500 ◦C, and even in excess of 1700 ◦C) within industrial
furnaces for the production of ‘special’ glasses. In such a case, the stabilized (or partially stabilized)
zirconia would be inadequate, since the refractory material is used above the zirconia phase transition
(taking place between 1000 ◦C and 1160 ◦C in pure zirconia). Instead, a small quantity of glassy phase
(SiO2) within the refractory microstructure is introduced to facilitate the industrial processing of large
blocks (not otherwise possible). The glassy phase accommodates internal stresses induced by the
large volume expansion associated to the zirconia phase transition during cooling (and also during
preheating to the service temperature in the industrial furnace).

During the cooling stage, refractory blocks are also submitted to thermal gradients between
their core and their skin. Thereby the martensitic transformation of zirconia usually occurs under a
significant thermal gradient that generates additional macro-stresses, which can further significantly
modify local microcracking mechanisms and induce macrocracks.

Thermally-induced microcracking (in the following simply thermal microcracking) generally
occurs in ceramics with anisotropic coefficient of thermal expansion (CTE) when cooling from the
sintering temperature [6]. Thermal microcracking distinguishes itself from mechanical microcracking,
since it is: (a) Reversible and (b) mostly insensitive to the thermal cycle history [6,7]. Typical materials
undergoing thermal microcracking are aluminum titanate [7,8], cordierite [8] and β-eucryptite [9,10].
The same phenomenon can occur in composites, where the (brittle) constituents have different CTE.
This phenomenon is visible in the hysteresis of both the thermal dilatation (and of the CTE) and of
the Young’s modulus as a function of temperature [11]. In the present study, high zirconia fused-cast
refractory are typically constituted by pure ZrO2 embedded in a silica-rich glassy phase (though
present in very small amounts). In this case, the network of microcracks stems from the 5% volume
expansion associated to the T → M transformation in the 1000 ◦C to 900 ◦C range, but also from the
anisotropic thermal expansion coefficient of the monoclinic (M) phase below 1000 ◦C. This network
can be significantly modified by the additional macro-stress field induced by the thermal gradient
during the whole cooling process. Thus, on one hand, industrial cooling condition of the blocks could
greatly influence local microcracking, and on the other hand this network of microcracks could also
significantly modify the thermo-mechanical properties (CTE, thermal conductivity, elastic properties).
Depending on the microstructural features (dendrites and domains size), microcracks could play a key
role in the appearance of macrocracks, which would render the block unusable. This is why a better
understanding of the evolution of microcracking under operating conditions (especially thermal cycles,
as well as mechanical loads) is of particular interest for both fundamental and industrial aspects. Due
to the inhomogeneity of thermal stresses (large differences between core and periphery), we needed to
reproduce the effect of the local stress field undergone by the materials during annealing and, more
particularly, during the phase transition. Therefore, we reported that specimens were submitted to
different levels of uniaxial load (tensile or compressive) during the phase transition (T → M) of zirconia.
In this way, the occurrence of a TRansformation Induced Plasticity (TRIP) phenomenon during the
zirconia phase transition could be characterized (such phenomenon is extremely poorly documented
in the literature [12,13]). Since one current hypothesis is that the applied stress generates additional
damage through microcracking, and both density and orientation of such microcracks would influence
the ‘plastic’ deformation of the transition, the main target of the present work was to monitor the
effect of thermal history (thermal cycling with/without external uniaxial loading) on the network of
microcracks and on some thermomechanical properties (since a uniaxial load potentially leads to some
anisotropy of such properties).

With this aim, we used novel techniques such as X-ray refraction radiography. The application of
X-ray refraction [14] as a microstructure characterization technique at a macroscopic scale has proven
to provide answers to questions that cannot be tackled even by the highest resolution techniques such
as computed tomography. This is because X-ray refraction techniques possess detectability of features
(cracks, pores, etc.) with size (~1 nm) well below their spatial resolution (~1 μm in the best case) as
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well as that of computed tomography. This detection power has been exploited in previous works
using X-ray refraction [15,16], whereas model has been elaborated to rationalize the evolution of a
network of microcracks in terms of propagation of large microcracks that could lead to the closure of
smaller ones.

We will see below that microcracks evolved as a function of mechanical load, and are retained
at the end of the thermal cycles. Such microcracks also engender a change of the equivalent elastic
constants, therefore impacting the materials properties.

It belongs to future work to embed this damage behavior in new elasto-plastic constitutive laws.

2. Materials and Methods

2.1. Specimen Manufacture

The studied material was a fused-cast refractory containing 94 wt.% of monoclinic ZrO2 and
6 wt.% of a silicate glassy phase. Materials were typically obtained under the form of large blocks
(1 m3) by a melting process in arc furnaces followed by controlled cooling in ceramic or graphite molds.
All investigated specimens were machined by diamond tools from these cast blocks.

For investigations under a uniaxial load at a high temperature, specimens were prepared from
cylindrical rods of 20 mm in diameter with metallic parts glued at each end. The final dog bone
geometry was obtained by machining simultaneously the central zone (25 mm gauge length) of the
specimen down to a diameter of 16 mm and the metallic parts. This allowed obtaining an optimized
alignment with the loading axis.

In the second step, for X-ray refraction investigations, smaller prismatic specimens (30 mm ×
16 mm × 0.5 mm) were machined in the central zone of the previous ones with a good identification of
the load axis. For elastic properties measured by ultrasound in different directions at room temperature,
cubic specimens (10 mm × 10 mm × 10 mm) cut with the same procedure, were used.

2.2. Microstructural Characterization

In order to investigate the complex microstructure of these high zirconia fused-cast refractories,
coupons were cut and polished for SEM imaging. A Carl Zeiss AG-SUPRA 40 (Carl Zeiss
AG, Oberkochen, Germany) with the following experimental conditions was used: Accelerating
voltage = 15 kV and specimen-detector distance = 7 mm. A total of 4 material conditions were
investigated: As-cast, after purely thermal cycling and after thermal cycling under tensile and
compressive loads.

2.3. Dilatometry

A horizontal dilatometer (Netzsch DIL 402 C, NETZSCH-GERÄTEBAU GMBH, Selb, Germany)
was used for thermal expansion analysis (no applied load). A large specimen (25 mm length) was
prepared in order to reduce measurement error. As usual for such dilatometric experiments, a first test
had to be performed on a calibration specimen (high purity sintered alumina), so as to determine and
then subtract the specimen holder’s dilatation for further experiments on investigated materials.

2.4. Constrained Expansion Measurements

To reproduce the stress field undergone by the materials during the casting process (and during
the phase transition), some specimens were submitted to different levels of uniaxial stress when
undergoing the T → M transformation. These tests were performed with an INSTRON 8862
electro-mechanical universal testing machine (INSTRON, Norwood, MA, USA), which can operate up
to 1600 ◦C. Strain was measured from the variation of a 25 mm gauge length obtained by 2 capacitive
extensometers placed on the opposite faces of the specimen. The specimens were first heated up
to 1500 ◦C with a rate of 10 ◦C/min, and then dwelled for 1 hour. This allowed them to return to
a stress-free state. Then specimens were cooled with different temperature ramps, simulating the
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industrial production process of these materials. During cooling, the load was applied after a short
dwell at 1150 ◦C. This ensured starting the application of the load at a low enough temperature to
limit the risk of rupture, yet well above the T → M transformation. Once the load was applied, it was
kept constant down to room temperature. A total of 2 tests were carried out with different stress
levels (tension, +1 MPa and compression, −5 MPa). The values of the load were chosen, taking into
account the strength values observed in tension and in compression at the temperature of the zirconia
phase transition (about 1000 ◦C). We aimed at maximizing the effect of the TRIP phenomenon on the
associated macroscopic deformation. In fact, at above 1.5 MPa tensile, rupture was systematically
observed during the zirconia phase transition. The value of −5 MPa compressive was selected so that
a more clearly visible effect on the deformation associated with the phase transition could be observed.

A reference cycle without any load (0 MPa) was run. As a side remark, we observed that the free
dilation measured with the dilatometer and with the test rig, while having a similar trend, did not
quantitatively match. This is due to the different calibrations of the 2 machines.

2.5. Ultrasonic Transmission

Ultrasonic measurements, in different directions, were carried out on specimens in the 4 conditions
mentioned above. The velocities of longitudinal waves in infinite mode were measured according to
the pulse transmission echo method [17]. The transmission method was applied due to the presence
of some defects after thermal cycling under load, which can disturb the signal leading to a false
measurement of the velocity if the reflection method were used.

A pulse generator/receiver system and 2 piezoelectric transducers (10 MHz) were used.
A transducer was applied on 1 face of the specimen and directly sent ultrasonic waves across it.
A second transducer collected the waves on the other face. The received signal was recorded on a
digital oscilloscope. After signal analysis, the transit time through the thickness of the specimen was
measured and related to wave velocity along a particular direction. Measurements were made in
3 perpendicular directions. The knowledge of the density allowed the calculation of the corresponding
elastic constants.

2.6. X-ray Refraction

2.6.1. Generalities about X-ray Refraction Techniques

X-ray refraction techniques were introduced a couple of decades ago [18] and have been
successfully used for both material characterization and non-destructive testing [19]. X-ray refraction
techniques are used to obtain the amount of the relative internal specific surface (i.e., surface per unit
volume, relative to a reference state) of a specimen, and are therefore beneficial in the investigation of
defects such as cracks and pores within ceramic components.

X-ray refraction occurs whenever X-rays interact with interfaces between materials of different
densities as in the case of cracks, pores and particles in a matrix. The difference in the refraction indices
between the 2 interfacing materials, the so-called refraction decrement, determines the refraction angle
at the interface. The refraction decrement is dependent on the wavelength of the radiation. Since
the refraction decrement for X-ray radiation is of the order of 10−5, X-ray optical effects can only be
observed at very small scattering angles, which lie between a few seconds and a few minutes of arc.
Since the typical X-ray wavelengths are approximately 0.1 nm, X-ray refraction detects pores and
cracks as soon as they exceed a size of some X-ray wavelengths (so that the wave ‘notices’ the density
difference at the interface). That means the smallest detectable object size is down to the nanometer
range. This is not to be confused with the spatial resolution or the size of the objects that can be imaged.
The spatial resolution is limited by the pixel size (in this work of about 4 μm × 4 μm) of the detector
system. It must be emphasized that because of the inevitable background noise, it is impossible to
conclusively detect one single defect. A certain population of objects is necessary to yield an integrated
signal above the background noise. Thus, X-ray refraction is used primarily in radiographic mode
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with thin specimens (platelets) and yields a 2.5D signal, i.e., integrated over the specimen’s thickness.
This results in the detection and imaging of a population of defects rather than the imaging of single
defects. The X-ray refraction signal has been quantitatively correlated to microstructural changes
and micromechanical models [20]. Furthermore, X-ray refraction techniques are sensitive to defect
orientation, thereby allowing different kinds of defects to be identified [21]. The refraction signal of an
isotropic inhomogeneity, such as spherical voids, will also be isotropic, whereas for cracks or elongated
pores the signal vanishes when the defect surface normal is oriented perpendicular to the scattering
vector of the detection system.

2.6.2. Synchrotron Radiation X-ray Refraction

SXRR measurements were carried out at the BAM synchrotron laboratory BAMline at
Helmholtz-Zentrum, Berlin, Germany [16,22]. The 3 specimens were mounted in a slide frame
as shown in Figure 1. The beam energy was set to 50 keV (with ΔE/E ~0.2%) to achieve a specimen
X-ray transmission of about 30%. A Princeton Instrument camera (2048 × 2048 pixel) in combination
with a lens system and a 50 μm thick CWO scintillator screen provided a pixel size of 3.5 μm × 3.5 μm,
capturing a field of view of about 7 mm × 3 mm [23].

 

Figure 1. Experimental set up of the X-ray refraction station at BAMline. The specimens were mounted
in a slide frame shown on the right. The scattering plane of the Si(111) crystal lies in the image plane.

A Si(111) analyzer crystal was placed in the beam path between the specimen and the camera
system, shown in Figure 1, to perform refraction radiographs. The analyzer crystal reflect the beam
coming out of the specimen into the detector system if the incidence angle is set to the Bragg angle,
θB = 2.2664◦ at 50 keV. By tilting the analyzer crystal around an axis perpendicular to the scattering
plane (the scattering plane of the Si(111) crystal lies in the plane of Figure 1), the so-called rocking
curve is recorded. This describes the reflected beam intensity as a function of the deviation from the
Bragg angle, Δθ = θ − θB. The rocking curve was recorded for each specimen by taking 41 radiographs
between θ = 2.2651◦ and θ = 2.2685◦ with a step size of Δθ = 0.0001◦ and exposure time of 5 s.
All specimens were measured in two orientations: (a) Load direction of the specimen perpendicular
and (b) parallel to the scattering plane (see Figure 1). In addition, the following images were acquired:
Dark field (beam off) and flat field (beam on, but without specimens). The dark field image was used
to subtract the dark current and detector readout noise from the specimen and flat field acquisitions.
The flat field images quantified the instrumental artefacts and noise that were used to correct the X-ray
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radiography images according to Equation (1). The corrected rocking curve images were analyzed
using an in-house software code based on LabView®. Figure 2 shows the typical rocking curves
extracted from one arbitrary detector pixel. Open circles indicate the measurement without and filled
circles with the specimen in the beam, respectively. The peak maxima are normed to unit to show
the increase in beam divergence due to the refraction effect at interfaces (e.g., cracks and/or pores)
inside the specimen. The analysis software delivered the values of the rocking curve integral, the
peak height, peak position and the Full Width at Half Maximum FWHM (see Table 1). By using the
image calculating software “Fiji Image J” [24] the attenuation (μ·d) and the refraction value (Cm·d)
were evaluated for each pixel according to Equations (1) and (2), respectively. A detailed description
of the data processing and evaluation can be found in [25,26].

μ·d = ln
(

I0

I

)
(1)

Cm·d = 1 − IR·I0

IR0·I (2)

The influence of the specimens’ thickness d is eliminated by dividing the local refraction value
(Cm·d) by the local attenuation property (μ·d). This yielded the relative specific refraction value (Cm/μ),
which is proportional to the relative specific internal surface of the specimen up to a calibration
constant, depending on the instrument, the material and the experiment (geometry and energy).

Figure 2. Rocking curves measured at one detector pixel and normalized to the peak maximum. Open
circles: Without specimen (FWHM = 0.00034◦); and filled circles: With specimen (FWHM = 0.00062◦).

Table 1. The rocking curve parameter used to calculate the attenuation properties and the relative
specific refraction value of the specimens.

Symbol Quantity

IR peak height (curve with filled circles) with specimen in the beam
IR0 peak height (curve with open circles) without specimen in the beam
I peak integral (curve with filled circles) with specimen in the beam
I0 peak integral (curve with open circles) without specimen in the beam
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3. Results

3.1. Microstructure

Microstructural features associated with the cooling process are very complex. Figure 3a illustrates
the different steps of microstructure evolution during the different stages of the cooling process [27].
At a very high temperature (2500 ◦C), dendrites of zirconia initially grew with a cubic structure
(C). These dendrites possess primary and secondary ramifications (tree structure in Figure 3c); the
structure transformed into tetragonal domains (T) at around 2300 ◦C. Between 2300 ◦C and 1700 ◦C,
the mix (Figure 3b) was not supposed to be fully solid, and nucleation-growth of zirconia dendrites
probably continued in this temperature range. Below 1700 ◦C, the material could be considered as
fully solid with zirconia dendrites embedded in a silica glassy phase (Figure 3d). Between 1000 ◦C
and 900 ◦C, the martensitic transformation of zirconia from the tetragonal to the monoclinic structure
(M) occurred (Figure 3a). The cubic-to-tetragonal transformation was associated to a 45◦ rotation
of the a- and b-crystal axes around the c-axis. This rotation induced the possible formation of three
distinct crystallographic variants from one single cubic crystal. During the tetragonal-to-monoclinic
transformation, it was possible to form 24 different crystallographic variants. The β angle (between a
and b) differed thus from 90◦ (being close to 99◦). At room temperature each zirconia dendrite was
therefore constituted of different monoclinic variants (Figure 3e,f). Considering the anisotropy in
thermal expansion along the different crystallographic axes in the monoclinic structure, these different
crystallographic variants induced thermal mismatches and then potential microcracking between
variants (Figure 3f). The glassy phase within the microstructure was assumed, because of its low
viscosity at this temperature, to accommodate internal stresses induced by the anisotropic expansion
mismatch between ZrO2 grains during this transformation.

 

Figure 3. (a) Microstructure evolution of the ZrO2-SiO2 refractory; (b) 3D microtomography reconstruction
of a cylindrical specimen, showing the dendritic structure, as in (c,d) (SEM pictures). (e,f) show the
monoclinic variants stemming from the C → T and then T → M phase transformations.

3.2. Free and Constrained Thermal Expansion

As a reference without any external applied stress, a classic dilatometric experiment was carried
out up to 1500 ◦C. This determined the characteristic temperatures for phase transformations of
zirconia, as well as the average amplitude of the different effects in the unconstrained case (Figure 4).
The general shape of this curve described an open hysteresis cycle with expansion discontinuities due
to dimensional changes in the zirconia structure associated with transformations M ↔ T. The M → T
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transformation took place around 1115 ◦C, during heating (beginning of curve descent), whereas the
inverse transformation occurred around 1010 ◦C, during cooling (beginning of sudden expansion).
The amplitude of linear expansion associated with the phase transformations of zirconia depend on the
zirconia content. In the present case, an expansion of 1.7% during cooling corresponded to a volume
variation of 5.1%. This experimental value on high zirconia fused-cast refractories can be compared
with the intrinsic volume variation associated with the transformation T → M in the case of a pure
zirconia that can be measured by X-ray diffraction at high temperatures (3.6%) [12,28]. The macroscopic
linear expansion of the present material was much larger than the microscopic (lattice) one, measured
by XRD. The presence of a small amount of vitreous (silica) phase (6 wt.%, i.e., 12 vol.%), which has a
slightly lower thermal expansion than zirconia, cannot explain this difference. This difference can only
be explained by the variation of free space (void, microcracks) within the microstructure.

Figure 4. Unconstrained thermal expansion curve of the ZrO2-SiO2 refractory.

Results of the constrained dilation tests are presented in Figure 5, where strains are presented
using 1500 ◦C as the reference state. It is clearly observed that the applied stress directly affected the
strain associated with the tetragonal to monoclinic transformation. A tensile stress increased the strain
associated to the T → M transformation, whereas a compressive one reduced it.

 

Figure 5. Constrained thermal expansion curve of the ZrO2-SiO2 refractory upon cooling, calculated
assuming the strain-free state to hold at the maximum temperature (1500 ◦C). The stress was applied
just before the start of the phase transformation (see vertical arrow).

The ability of an external stress to influence the deformation associated with a phase transition has
been already observed in metals [29].This phenomenon is known as Transformation Induced Plasticity.
Thus, an interpretation of the present results can be based on similar mechanisms. The TRIP is a
permanent macroscopic deformation occurring in the materials subjected to a phase transformation
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under an external mechanical stress even if this stress is much lower than the yield limit of the different
phases that are present in the material. From a microstructural point of view, two mechanisms are
usually considered to explain TRIP phenomenon in metals:

• The Greenwood–Johnson mechanism [30] corresponds to the micro-plasticity at the grain
boundaries, which is required for the accommodation of the density differences during the
phase transformation;

• The Magee mechanism [31] corresponds to a selective orientation of some crystallographic variants
depending on the direction of the applied stress.

In the case of brittle material such as zirconia, a third mechanism corresponding to damage is
also involved: Microcracking. The strain associated to microcracking is related thus to the number,
the width and the orientation of microcracks generated under stress. The evolution of the microcrack
density can be quantified by an elastic property measurement [8,9]. To this aim, Young’s modulus of
all specimens was measured at room temperature before and after each test, applying a compressive
stress between 0 MPa and 0.5 MPa. The relative changes of Young’s modulus after different cycles
are reported below. A decrease in Young’s modulus was systematically observed after each test.
In addition, this decrease was strongly correlated with the applied stress, being larger in the case of
thermal cycles run under tensile stress. A thermal cycle run under compression induced a smaller
decrease in Young’s modulus in comparison with an unconstrained thermal cycle.

3.3. Microcracking

Figure 6 shows the local linear attenuation coefficient μ as 2D color-coded images (the color
spread is the same for all images). The 0 MPa and +1 MPa specimens show similar values of the linear
attenuation coefficient. The attenuation of the 5 MPa specimens is about 5% higher. The attenuation
is not homogeneous (areas of higher attenuation intersect with a network of lower attenuation).
The spatial distribution of the attenuation is similar for all specimens, but the peak attenuation is
higher for the 5 MPa specimen.

 

Figure 6. Visualization of the local values of the linear attenuation coefficient μ as 2D color-coded
images (top left), unloaded (top right) 1 MPa tensile loaded and (bottom left) 5 MPa compression
loaded. Bottom right: The integral values of the linear attenuation coefficient μ across the loaded and
unloaded specimens are shown as bar graphs. The small bars represent the inhomogeneity of the μ

values across the measured area of the specimen.

Figures 7 and 8 show the local relative specific refraction value Cm/μ as 2D color-coded images,
respective for the load direction of the specimen perpendicular- and parallel-oriented to the scattering
plane of the analyzer crystal (the color spread is the same for all images) for each specimen.
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Figure 7. Visualization of the local values of the relative specific refraction value Cm/μ of the specimen
as 2D color-coded images. The load direction of the specimen was perpendicular to the scattering plane
of the analyzer crystal. Top left: Unloaded, top right: 1 MPa tensile loaded and bottom left: 5 MPa
compression loaded. Bottom right: The integral values of the relative specific surface for all specimens
are shown as bar graphs. The small bars represent the inhomogeneity of the Cm/μ values across the
measured area of the specimen.

Figure 8. Visualization of the local values of the relative specific refraction value Cm/μ of the specimen
as 2D color-coded images for the orientation of the load direction of the specimen parallel to the
scattering plane of the analyzer crystal. Top left: Unloaded, top right: 1 MPa tensile loaded and
bottom left: 5 MPa compression loaded. The load direction was parallel to the scattering vector.
Top left: Unloaded, top right: 1 MPa tensile loaded and bottom left: 5 MPa compression loaded.
Bottom right: The integral values of the relative specific surface for all specimens are shown as bar
graphs. The small bars represent the inhomogeneity of the μ·d values across the measured area of
the specimen.

The 0 MPa specimen shows the highest specific surface in both orientations. The value of Cm·d
was roughly the same for both orientations (no preferred orientation of the features causing refraction,
namely grain boundaries and microcracks). The areas of high specific surface are localized.
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The −5 MPa specimen shows the lowest specific surface. The value of Cm·d was higher for the
orientation of the load axis perpendicular to the scattering plane (preferred orientation of features
parallel to the load axis). Also, the local maxima are higher than for the other two specimens.

The 1 MPa specimen shows intermediate specific surface. The value of Cm·d was roughly the same
for both orientations (no preferred orientation). The local maxima are similar to the 0 MPa specimen.

3.4. Quantification of Elastic Constants’ Anisotropy

Since the arrangement of microcracks depends on the applied load during cooling (closure occurs
in the case of compression, propagation in the case of tension), the degree of anisotropy of damage
was quantified here through the measurement of the anisotropy of elastic constants (the microcrack
induced anisotropy of properties has been predicted by Kachanov [32]). For this purpose, some entries
of the stiffness tensor (Cij) were determined on specimens cooled under different applied stress through
ultrasonic transmission measurements in different directions. A uniaxial load is likely to induce a
transverse isotropic symmetry, therefore, measurements were focused on the constants C11, C22 and
C33 (axis 3 is parallel to the applied load). For an isotropic material, the constants C11, C22 and C33

should be equal, whereas in the case of transverse isotropy, C33 would be different to C11 = C22. This
anisotropy of the elastic constants was quantified (Figure 9b) through the index AI.

AI =
C33[

C11+C22
2

]
− 1

(3)

Figure 9 shows that:

• An unconstrained cooling yields a value of AI close to 0 (similar values of elastic constants in each
direction), therefore to a rather isotropic microcrack arrangement;

• The application of a tensile stress during cooling leads to negative values of AI (C33 is smaller
than C11 and C22). This implies the generation of a network of microcracks that are preferentially
oriented in the plane perpendicular to the direction of application of the load;

• The application of a compressive stress during cooling leads to positive values of AI (C33 is larger
than C11 and C22). This implies the generation of a network of microcracks that are preferentially
oriented in the direction of the applied load.

 
Figure 9. Room temperature elastic properties evolution due to thermal cycling (and cooling under
applied stress, where axis 3 is the direction of the applied stress): (a) Decrease in Young’s modulus
measured along the direction of the applied load and (b) evolution of the anisotropy index.

In conclusion, these results suggest that the modulation of the deformation during the T → M
transformation of zirconia under load could be related to the preferential direction of microcracks.
This would establish a relationship between damage distribution (orientation) and the applied load
during the T → M transformation that leads to the TRIP effect. In some other work, the orientation
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anisotropy of the microcrack arrangement has already been deduced (from lattice strain neutron
diffraction measurements) and exemplarily observed by electron backscatter diffraction (EBSD) in
porous Al2TiO5 by Bruno et al. [11]. Nevertheless, it was not possible in this case to clearly determine
the preferential orientation of microcracks in SEM pictures, since their field of view was limited.

4. Discussion

It was expected that an external uniaxial stress should close microcracks oriented perpendicular
to the load axis in the compression case, and open them in the tensile case. Correspondingly, we also
expected that in the compression case, a possible rise of the opened microcracks in the direction parallel
to the load axis would occur. Table 2, summarizing the X-ray refraction results, shows some expected
results: In the parallel orientation of the load axis to the scattering plane, the decrease of refraction
value in the −5 MPa specimen (with respect to the behavior of the 0 MPa specimen) corresponded to
the decrease of microcrack density (or specific surface); in the perpendicular orientation of the load
axis to the scattering plane, the (slight) decrease of refraction value for the +1 MPa specimen (with
respect to the behavior of the 0 MPa specimen) corresponded to microcrack closure in the direction
perpendicular to the load (Poisson’s effect as microcrack lips come together and fall below the detection
limit of the technique). However, some apparently surprising trends also appeared: In the parallel
orientation of the load axis to the scattering plane, a slight decrease of the refraction value in the +1 MPa
specimen occurred, which corresponded to a decrease of microcrack density (or specific surface); in the
perpendicular orientation of the load axis to the scattering plane, the (slight) decrease of refraction
value for the −5 MPa specimen occurred, which corresponded to microcrack closure in the direction
perpendicular to the load. These two effects cannot be explained by Poisson’s contraction (tension case)
or expansion (compression case). A plausible explanation has been predicated in [15]: Damage in
microcracked ceramics actually proceeds by propagation of existing microcracks, rather than by
formation of new microcracks. This would imply that small microcracks can suddenly find themselves
in the shielding zone of larger ones, thereby falling below the detection limit of X-ray refraction (~1 nm).
Indeed, it has been shown in [15] that even under tension, some regions of a microcracked material
undergoes local strain release, and when unloaded the detectable specific surface decreases even if the
actual microcrack density (defined as ρ = 1/V·∑i ai

3, where V = investigated volume and ai = radius
of the i-th microcrack) increases, because of its cubic dependence on the crack size a. Furthermore,
the 1 MPa specimen did possess a larger refraction value in the parallel orientation of the load axis to
the scattering plane, i.e., a larger specific surface of microcracks oriented perpendicular to the applied
load, but the amount of external tension is not enough to propagate existing microcracks to the same
amount that a compressive stress of −5 MPa can do.

Table 2. Normalized global refraction value Cm/μ as a function of orientation of the load axis of the
investigated specimens to the scattering plane of the analyzer crystal. Relative error bars lie around
1–2%. Note that cracks perpendicular to the load axis are visible if the scattering plane is parallel to the
load axis and vice-versa.

Specimen
Load Axis Perpendicular to

Scattering Plane
Load Axis Parallel to

Scattering Plane

+1 MPa 0.057 0.063
0 MPa 0.067 0.075
−5 MPa 0.051 0.036

We also have to take into account that the quantitative analysis of the X-ray refraction maps of
Figures 7 and 8 strongly depends on the segmentation procedure utilized to extract the refraction
value. By applying different masks to the images, one can obtain slightly different results. In Figure 10
it is shown that different masks are obtained with different methods (see [33,34]). Those masks yield
slightly different refraction values, as summarized in Table 3. Table 3 shows a similar trend to Table 2,
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with one important exception: Specimens 0 MPa and 1 MPa do not differ much. This analysis would
rather support the hypothesis that indeed specimen 1 MPa did not undergo enough deformation to
induce significant microcrack propagation (further damage to the initial condition), but this is subject
to future work.

  

Figure 10. Segmentation of the refraction map for the 1 MPa specimen (Figure 7): (a) Mask with Otsu
threshold; and (b) mask with Huang threshold.

Table 3. Normalized refraction value Cm/μ as a function of direction for the investigated specimens,
calculated using two different segmentation masks (Otsu and Huang).

Cm/μ Otsu Huang

Specimen
Load Axis

Perpendicular to
Scattering Plane

Load Axis Parallel
to Scattering Plane

Load Axis
Perpendicular to
Scattering Plane

Load Axis Parallel
to Scattering Plane

+1 MPa 0.048 0.060 0.042 0.047
0 MPa 0.061 0.062 0.046 0.057
−5 MPa 0.038 0.030 0.037 0.032

5. Conclusions

We have confirmed that synchrotron X-ray refraction is a useful technique to determine the
evolution of damage, especially in brittle (microcracked) materials. While classically limited to light
materials, we have expanded the use of X-ray refraction to a high-density material such as electro-fused
refractory zirconia. We have shown that one can change the amount of microcracking in this material,
a ZrO2-SiO2 composite, by means of an externally applied uniaxial stress during the cooling branch of
a thermal cycle: A compressive load will close microcracks perpendicular to the applied load. This
change therefore caused the anisotropy of the microcrack orientation. Upon application of a tensile
load during cooling, microcrack propagation seemed to take place, whereby small cracks virtually
closed (i.e., they fell below the detection limit of X-ray refraction techniques), however the X-ray
refraction data can also be interpreted so that the investigated tensile load may not have induced
enough damage to be detected. To clarify the issue, further investigations are needed.
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Abstract: Highly porous silica compacts for superinsulation were characterized by instrumented
indentation. Samples showed a multi-scale stacking of silica particles with a total porous fraction of
90 vol %. The two main sources of silica available for the superinsulation market were considered:
fumed silica and precipitated silica. The compacts processed with these two silica displayed different
mechanical properties at a similar porosity fraction, thus leading to different usage properties, as
the superinsulation market requires sufficient mechanical properties at the lowest density. The
measurement of Young’s modulus and hardness was possible with spherical indentation, which
is an efficient method for characterizing highly porous structures. Comparison of the mechanical
parameters measured on silica compacts and silica aerogels available from the literature was made.
Differences in mechanical properties between fumed and precipitated compacts were explained by
structural organization.

Keywords: silica; super-insulating materials; instrumented indentation; porosity

1. Introduction

Reducing energy consumption in buildings is a critical issue, as it represents more than 40%
of the total energy consumption in the so-called developed countries [1,2]. To drastically reduce
the energy needed for heating and cooling purposes in buildings, new classes of super-insulating
materials are needed, allowing either to ensure a higher insulation capacity as compared to standard
insulation materials or reduce the current thicknesses of insulating materials at a given insulation
capacity. The most promising solution is currently vacuum insulation panels (VIP), which are made of
a core of slightly compacted silica nanopowders (with typically 90% of porosity) wrapped into a sealed
membrane under vacuum. Thermal conductivities as low as 2 to 5 mW/(m·K) can be achieved for
these structures, which is eight times lower than conventional insulation materials such as expanded
polystyrene or mineral wool [3]. However, a major limitation to the commercial development of VIP
is their high price. To reduce it, the preferential solution would be to replace the fumed silica (FS)
that is currently used as the core material with precipitated silica (PS), which is largely used in many
industrial applications (tires, pharmaceutics, etc.). The former are synthesized at high temperature, the
latter in aqueous solution at a lower price and in larger quantities. The choice of the nature of the silica
nanopowder has a major influence on the mechanical characteristics and on the thermal conductivity
of VIP [4–6]. At a given compaction pressure, PS compacts are denser and therefore have a higher
thermal conductivity as compared with FS compacts [7], thus limiting the development of VIP with a
core made with PS. Therefore, it is of critical importance to understand the origins of such differences
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in the mechanical behavior between compacts of PS and FS powders. This could open new avenues to
either develop more competitive solutions in superinsulation or improve existing solutions.

The structural characteristics of PS silica nanopowders have been largely studied using small
angles X-ray scattering (SAXS) [8,9] and transmission electronic microscopy (TEM) [10]. It was
shown that these powders have a pronounced multi-scale structure that is made of elementary silica
nanoparticles (5 to 20 nm in diameter) organized at larger scales in aggregates (in the 100 to 200-nm
size range) and agglomerates (400 to 500-nm size range). The nanometer pore size combined with the
very open structure of the silica and the presence of free dangling arms limit the thermal conduction
through the gas and the solid phases. FS powder and compacts were recently studied using SAXS,
TEM, and mercury instruction porosimetry [11]. The multi-scale organization already noted for PS
was confirmed. Moreover, the non-spherical shape of aggregates of FS particles (necklace-shaped and
disk-shaped) at the submicron-length scale was highlighted.

Whereas numerous publications deal with the mechanical properties of highly porous ceramics
and glasses in the range of 50% to 75% of porosity [12–19], the literature offers a limited number
of papers dealing with the mechanical properties of highly porous mineral materials. Most studies
deal with the mechanical properties of highly porous silica in the form of aerogels that are used as
super-insulating material at atmospheric pressure, with a range of density from 0.08 to 0.35 g/cm3,
i.e., 4% to 15% of solid fraction, which is similar to or lower than that for silica compacts (typically
10%) [20,21]. Silica aerogels have been characterized in terms of their elastic modulus, compression
strength, and fracture toughness for different apparent densities [22,23]. The preparation of samples
for standard mechanical testing was noted as delicate in such materials with very low mechanical
properties [21,23]. Instrumented indentation has also been used to characterize the properties of silica
aerogels, namely elastic modulus and hardness. Typical values of elastic modulus and hardness depend
on the solid content, E, varying from 1 to 100 MPa, and H varying from 0.1 to 10 MPa for solid fractions
ranging from 5 to 20 vol % [21,23]. Ultra-low density aerogels (apparent density below 0.04 g/cm3,
i.e., 2% solid fraction) have also been characterized [21,24]. Their mechanical behavior in spherical
indentation tends to be mainly elastic with a large deformation capacity [25]. In addition to the
influence of the structure on properties, an influence of the relative humidity (RH) on the mechanical
behavior of highly porous silica aerogels has also been noted, with an increase of the time-dependent
contribution at high RH [26]. Silica powders in the form of dense compacts for pharmaceuticals have
been studied, but at relative densities above 30%, which is much larger than the density that is needed
for the superinsulation market [27]. To our knowledge, no work has been published on the mechanical
properties of silica compacts with densities in the range of superinsulation materials.

This work focuses on the characterization of the mechanical properties of compacts of
nanostructured silica powders to be used as the core material of VIP. Two nature of silica were
considered: fumed silica (FS) and precipitated silica (PS). Due to the high volume fraction of
the porosity in such structures, their mechanical properties are very low, and the preparation
of samples with well-defined geometries for standard tests to characterize mechanical properties
(flexion, compression) is delicate. Uniaxial compression strength is also dependent on the aspect
ratio of samples, as the friction between platens and sample surface can influence the measurement
of strength. Instrumented indentation offers a credible alternative due to its relative easy setup,
quasi-nondestructive character, and the ability to run several tests on a single sample.

Indentation tests were carried out with sharp and spherical tips at a large penetration depth to test
a large volume of material, allowing averaging the contributions of both solid and porous phases in
the material [28–32]. Test were carried out on both FS and PS silica compacts at the same total porosity
fraction to help understand the differences in the properties noted in VIP formulations between the
two sources of silica. All of the tests were performed at ambient conditions to limit the influence of
water absorption on the properties of materials.
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2. Materials and Methods

Two commercial nanostructured silica powders were characterized—a fumed silica (Konasil 200,
OCI, Seoul, Korea) and a precipitated silica (T43, Solvay, Collonges-au-Mont-d’Or, France)—both
with purity above 99.5%. Cylindrical pellets of FS and of PS powders were fabricated by oedometric
compression on a Zwick testing machine (BZ1-MM1195, Zwick-Roell, Ulm, Germany) equipped
with a steel die (inner diameter of 20 mm) and a brass piston. The same weight of FS or PS powder
(200 mg) was introduced in the die before compaction. The surface roughness of the sample was
controlled by a disk of mirror-polished sapphire (20-mm diameter and 2-mm thick) placed inside the
die below the silica compact. The crosshead speed during loading and unloading were 10 mm·mn−1

and 5 mm·mn−1 respectively; a one-hour stress relaxation stage was made after the loading phase, as it
promotes the flattening of the sample’s surface. A typical roughness Ra of 1.5 μm was measured on the
tested sample’s surface using a Hirox KH-7700 digital microscope (Hirox-Europe, Limonest, France).
A similar volume fraction of pores was targeted for both FS and PS silica samples for the sake of
comparison in mechanical properties (10% of solid volume fraction targeted, i.e., an apparent density
of 210–220 g/m3). To reach the targeted apparent densities after compaction, maximum applied
pressures were 0.6 MPa and 0.15 MPa for FS and PS respectively, illustrating the easier densification of
PS powder as compared with FS powders. The final sample diameter and height were 20 mm and
3 mm, respectively. All of the compaction tests were performed at 20 ◦C and between 30–45% RH
(measured by a thermohygrometer, Testo 625, Testo, Lenzkirch, Germany) to limit the influence of
environmental conditions. Table 1 gathers the main physical parameters measured on FS and PS silica
powders and on FS and PS pellets.

Table 1. Main physical characteristics of fumed silica (FS) and precipitated silica (PS) compacts
(average values and standard deviations when available) as determined in this work. Water uptake
is measured on silica powders; after drying at 140 ◦C for 1 h, skeletal density is measured with a
helium pycnometer (Accu-Pyc, Micrometritics, Norcross, GA, USA), and specific surface by nitrogen
absorption (Belsorp-max, BEL, Germany). Numbers in italic stand for the standard deviation.

Silica
Solid Fraction

Specific
Surface

Skeletal
Density

Apparent
Density

Water Uptake
(wt %)

% g/m2 kg/m3 kg/m3 24 ◦C 45% RH

FS 9.9 187 15 2200 218 2 0.5 0.1
PS 9.4 207 20 2100 198 2 6.0 0.4

Instrumented indentation tests were performed on a nanoindenter G200 (Agilient, Santa Clara,
CA, USA), equipped with a continuous stiffness measurement (CSM) module. Synthetic sapphire
spherical indenter tips were used with diameters of 600 μm and 2000 μm, respectively, where are
hereafter labeled D600 and D2000. The actual sphere radius of curvature was measured with an AFM
(Dimension 3100, Veeco, Plainview, NY, USA) to calculate the exact tip area functions. Some tests were
also performed with a diamond Berkovich tip. The calibration of the tip area function was made using
a standard fused silica sample. Indentations were carried out under a constant strain rate of 0.1 s−1

to a maximum depth of 5 μm for the Berkovich tip and 20 μm for the spherical tips. The load was
also maintained at its maximal value for 10 s before unloading the material. Temperature and relative
humidity conditions were set to 20 ◦C with RH varying from 30% to 45%.

The determination of the contact point was made using the method described by
Moseson et al. [33] and successfully applied to porous ceramics [29,34]. E was determined using
both CSM and Oliver and Pharr method [35]. The Poisson’s ratio, ν, was set to 0.2, which was a value
obtained by Sanahuja et al. for highly porous materials, independently of the Poisson’s ratio of the
solid matrix [19]. Three different samples for each silica were tested with a minimum of six indents
per sample. To avoid proximity effects, the minimal center-to-center distance between two neighbor
indents was set at four times the radius of contact for spheres and four times the side of residual
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imprints for the Berkovich tip. The observation of the residual imprints was found to be difficult due
to the large radius of curvature of the spheres used and the uniform white color of the samples. Gold
coating prior to SEM or optical microscopy observation was needed.

A spherical indentation test enabled the determination of contact stress–strain behavior [21,28,36]
by plotting the mean pressure of hardness pm, which was defined as: pm = P

πa2 as a function of the
indentation strain a/R, where a is the radius of contact and R is the sphere radius. As a spherical
tip avoids stress singularities, an elastic contact is likely to occur at low loads. The theory of elastic
contact, as suggested by Hertz, prescribes a linear relation between pm, the indentation stress, and a/R,
the indentation strain: pm = 4Er

3π . a
R where P is the indentation load, and Er is the reduced modulus

defined by: 1
Er

= 1−ν2
m

Em
+

1−ν2
i

Ei
, where E and ν are the Young’s modulus and Poisson’s ratio of the tested

material and of the indenter. This usually corresponds to the initial stage of the stress–strain curves
in real experiments [36] and permits determining the Young’s modulus E of the material (hereafter
referred as the Hertz method for the determination of E).

Another parameter of interest is the ratio of the area under the unloading curve to the area under
the loading curve, defined as the elastic-to-total work ratio We/Wtot. This ratio ranges from zero (totally
irreversible behavior) to one (totally elastic behavior).

3. Results

The load–displacement curves measured on FS and PS samples using Berkovich, D600, and D2000
spheres are shown in Figure 1. The curves measured with Berkovich tips (Figure 1a) show a large
scattering for both of the tested materials. Tests with D600 and D2000 (Figure 1b,c) spheres led to
a much better repeatability of the load–displacement curves. Then, a clear distinction can be made
between FS and PS compacts with a higher hardness for FS pellets as compared with PS, which was
emphasized in the tests with D2000 spheres. The comparison of load–displacement curves for the
three different tips shows a large influence of tip characteristics on the residual penetration depth after
unloading (Figure 1). The Berkovich test led to larger irreversible fractions, which were illustrated by a
large residual penetration depth compared with the maximum penetration depth. The irreversible
energy fractions were lower in tests with D600 spheres, and even lower in tests with D2000 spheres.
The latter show a strong elastic behavior, as illustrated by the evident elastic recovery during unloading
with a limited residual penetration depth.

As the spherical indentation tests did not lead to a unique hardness value, contact stress–strain
curves were plotted from the D2000 tests and are shown in Figure 3. They show a first linear
relationship between hardness and a/R, allowing the determination of Young’s modulus by the Hertz
method, followed by a non-linear increasing part. Then, the average pressure at the beginning of
non-linearity could be extracted. The parameters for FS and PS pellets determined from instrumented
indentation tests, including Young’s modulus, hardness, the elastic-to-total work ratio, are presented
in Tables 2 and 3.

The Young’s modulus determined with the CSM, Oliver and Pharr, and Hertz methods led to
similar values for spherical indentation tests for both FS and PS pellets (Table 2). E values were
slightly dependent on the size of spheres; they were higher with D2000 as compared with D600 for
the FS samples, and higher with D600 for the PS samples. The strong influence of using a sharp tip as
compared with a spherical one was noted, with much larger values of E for FS and PS compacts using
a Berkovich tip. Comparing the two materials, FS compacts were approximately twice as stiff as PS
from the D2000 tests, and only 25% higher from tests using D600 spheres. Berkovich indentation led to
similar values of Young’s modulus for the two silica samples, showing even slightly higher values for
PS compacts.
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(a) 

 
(b) 

 
(c) 

Figure 1. Load–deflection curves in spherical indentation on fumed silica (FS, in green) and precipitated
silica (PS, in blue) compacts. (a) Berkovich tip; (b) 600-μm diameter sphere; and (c) 2000-μm
diameter sphere.

The Young’s modulus versus penetration depth (CSM mode) in the D2000 tests is shown in
Figure 2. The average modulus was extracted in the plateau region, which was above 5 μm of
penetration depth, thus avoiding the influence of the surface roughness of the samples. The higher
rigidity of the FS compacts as compared with PS ones was clearly demonstrated.
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Figure 2. Young’s modulus as measured by CSM versus penetration depth with a 2000-μm diameter
sphere for FS (in green) and PS (in blue) compacts.

 

Figure 3. Contact stress–strain curves on FS (in green) and PS compacts (in blue) measured with a
2000-μm diameter sphere. Triangles illustrate the difference in slope between FS and PS compacts.

Table 2. Average values and standard deviations of elastic modulus of FS and PS compacts determined
from indentation tests with different tips and using different calculation methods. Poisson’s ratio is
considered equal to 0.2. CSM: continuous stiffness measurement, OP: Oliver–Pharr. Numbers in italic
stand for the standard deviation.

E (MPa)
Sphere Berkovich

D2000 D600

CSM OP Hertz CSM OP Hertz CSM
FS 11.8 0.6 12.6 0.6 12.3 1.0 10.0 0.6 10.7 0.6 10.6 1.0 21 10
PS 5.5 0.4 6.1 0.4 5.7 1.0 8.2 0.3 9.1 0.3 7.1 1.0 24 10

In terms of hardness, tests with Berkovich tips led to much higher values as compared with
spherical tests. As spherical tests led to non-unique hardness values, the hardness indicated in Table 3
for the spherical tests corresponds to the pressure at the end of the elastic domain in the contact
stress–strain curves (see Figure 3). Tests with D600 and D2000 spheres led to slightly different values
of pressure for PS compacts, whereas for FS compacts, the values were identical. The comparison
between FS and PS confirmed the large difference in properties already noted for the Young’s modulus,
with a higher hardness for FS compacts, which was particularly evidenced for tests with D2000 spheres
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(FS pellets more than twice as hard as PS ones), and slightly less pronounced for tests with D600
spheres and Berkovich tips (FS pellets 40% harder than PS ones).

Table 3. Average values and standard deviations of elastic modulus, hardness, and elastic-to-total work
ratio determined from indentation tests with spherical and Berkovich tips, using the CSM method. The
values of hardness for the D2000 and D600 spherical tests correspond to the end of the elastic domain
in the contact stress–strain curves. Numbers in italic stand for the standard deviation.

Property Sample
Sphere

Berkovich
D2000 D600

E (MPa)
FS 11.8 0.6 10.0 0.6 21 10
PS 5.5 0.4 8.2 0.3 24 10

H (MPa)
FS 0.35 0.01 0.35 0.02 5.2 2.4
PS 0.15 0.01 0.25 0.02 3.8 1.8

We/Wtot
FS 0.77 0.02 0.65 0.03 0.45 0.08
PS 0.65 0.02 0.55 0.03 0.33 0.06

The elastic-to-total work ratio was largely dependent on the tip geometry, with the largest values
for the D2000 sphere, and lowest values for the Berkovich tip. This is clearly illustrated in the
load–displacement curves (Figure 1) by the ratio of areas under the unloading and under the loading
curves, respectively. Regarding the two materials tested, FS compacts showed a higher elastic-to-total
work ratio as compared with PS compacts, whatever the testing conditions.

Figure 4 illustrates the residual imprints observed with SEM. The high level of porosity gives a
heterogeneous surface aspect with some charging effect, making the observation delicate, especially
for tests with D2000 with a strong elastic recovery at unloading and a small residual depth. No pile-up
was noted around the residual imprints, whatever the tip geometry. No macrocracks were found at
the corner of Berkovich residual imprints (Figure 4d,e). Spherical imprints did not show macrocracks;
however, ring cracks could be noted above a threshold load (approximately 10 mN for tests with D600)
on FS samples (Figure 4c), but not on PS samples.

  
(a) (b) 

Figure 4. Cont.
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(c) 

  
(d) (e) 

Figure 4. Images of residual indents: (a) D600 sphere on an FS compact, load 6 mN, (b) D600 sphere on
a PS compact, load 6 mN, (c) D2000 sphere on an FS compact, load 50 mN, (d,e) Berkovich on an FS
compact, load 1 mN (dotted lines in d added as guidelines). Scale bar: (a) 20 μm, (b) 20 μm, (c) 20 μm,
(d) 20 μm, and (e) 10 μm.

4. Discussion

4.1. Porous Silica Compacts, A Peculiar Material

The mechanical testing of highly porous silica compacts is a tough task due to the difficulty
of manipulating samples with a very low stiffness and hardness. Instrumented indentation offers
an advantage over standard mechanical tests (compression, bending) due to the possibility to test
samples with non-standard geometry, requiring only two parallel and flat surfaces. However, the
impossibility of mechanically polishing the surface without degradation (cracks, densification) requires
the development of a specific preparation protocol. In this study, samples were processed by
oedometric compression with a one-hour stress relaxation stage between loading and unloading
to decrease the surface roughness of the sample. Preliminary tests (not shown) have shown that
mean values of Young’s modulus and hardness are not affected by the relaxation stage, but that the
experimental scatter was largely reduced after relaxation. The relaxation stage did not generate any
dense “skin” layer at the sample’s surface, as illustrated in Figure 2 by the constant value of Young’s
modulus versus penetration depth once the contact has been established. The white mat surface aspect
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of the samples, as well as their high porosity level, made the observation of residual imprints difficult
with surface charging even after metal coating (Figure 4).

No piling up was noted neither in the spherical nor in the Berkovich tests, as already encountered
on highly porous ceramics [28], which was related to the densification capacity of the material due
to its high porous fraction. The densification of silica pellets in oedometric compaction at increasing
pressures (0.15 to 1.2 MPa) has already been noted for FS samples and PS samples [11,37]. Some
circumferential cracks could also be noted on FS compacts on the periphery of residual imprints for
spherical tests for the highest loads used in this work (Figure 4). No macrocrack propagation from the
corners of Berkovich residual imprints was noted, which can also be related to the densification of the
material under the indent, reducing the residual tensile stress field at the origin of crack propagation
after unloading [37]. This lower sensitivity to crack propagation from indents in highly porous ceramics
has already been noted [38,39].

4.2. Influence of the Tip Geometry

The mechanical parameters extracted from the instrumented indentation tests, hardness, and
Young’s modulus varied largely with the tip characteristics, which included the geometry (sharp or
spherical) and size for spherical tips.

Tests with Berkovich tips led to much higher E and H values than with spherical tips (Tables 2 and 3)
as well as to a lower elastic contribution, as testified by the lower elastic-to-total work ratio (Figure 1,
Table 3). Irreversible phenomena below the indenter were favored by the high stress concentration
generated by Berkovich tips, as compared with spherical tips.

Comparing the spherical tests with D600 and D2000 spheres, a small difference was noted in
the pressure at the end of the elastic domain of the contact stress–strain curves for PS compacts only,
with average values of 0.15 MPa and 0.25 MPa for D2000 and D600, respectively (Figure 3, Table 3).
This may be related to a different stress field under the indenter for a given a/R value between the
two sphere sizes for a damageable material, as already noted in the literature on porous ceramics and
mineralized bone tissue [29,39]. Nevertheless, it should be noted that spherical tests are much less
sensitive to damage than the Berkovich test, which is due to the smoother stress fields as compared
with sharp indenters [31,39].

The samples tested in this work were highly porous (90% of pores) and displayed a granular
structure, which was made of a stacking of nanosized silica particles. The presence of an elastic domain
for such material may be questioned. From the results of this work, it appears that a Young’s modulus
can be determined from spherical indentation tests. Indentation tests with a given sphere diameter
gave similar values for E with different methods (Table 2), which included the Hertz and Oliver Pharr
methods based on loading and unloading curves recorded at a static strain rate, and the CSM method
on a high-frequency measurement, thus validating the existence of an elastic domain for both FS and
PS compacts in ambient environmental conditions. A small difference was noted when comparing the
Young’s modulus extracted from D600 and D2000 tests, with a lower value for the FS modulus and a
higher value for PS with D600 as compared with D2000. It seemed that tests with the D600 sphere
showed a more pronounced tendency to involve irreversible mechanisms as compared with tests with
the D2000 sphere, as testified by the lower elastic-to-total work ratio (Table 3). As a consequence, the
Young’s modulus calculated from the D600 tests may be influenced by damage, as noted to a larger
extent on tests with Berkovich tips. Finally, D2000 spheres appear to be the preferred geometry to
characterize compacts of silica nanopowders.

4.3. Comparison between Fumed and Precipitated Silica

From the experimental data collected in this work, a large difference in terms of mechanical
properties is evidenced between compacts of FS and PS silica with a similar total fraction of pores.
The comparison of samples is made at a similar apparent density, as density is a first-order parameter
on the properties of porous materials [12,40]. FS compacts offered higher rigidity and hardness as
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compared with PS compacts, with a Young’s modulus of 12 MPa and an average pressure at the end
of elastic domain of 0.35 MPa versus 6 MPa and 0.15 MPa respectively (data from D2000 tests). This
is consistent with previous work on the formulation of the VIP core [7] that showed the superior
mechanical behavior of FS materials over PS in VIP core formulations. It is also consistent with the
observation during handling that FS pellets are stronger than PS pellets, which tend to collapse under
finger pressure.

The larger rigidity and pressure at the end of the elastic domain of FS compacts (more than twice
the value of PS compacts) may be explained by the structural organization of the stacking of silica
powders. The multi-scale organization of similar compacts was characterized by transmission electron
microscopy and by small angle X-ray scattering (SAXS) experiments [11]. The organization at the
submicron-length scale appeared as clearly different between FS and PS compacts. Silica agglomerates
of FS silica were shown to have a high aspect ratio, which was linked with a stronger entanglement
capacity, and finally with a stronger material as a given total porosity fraction [12,41]. When comparing
the hardness and rigidity of silica pellets, it has to be noted that FS and PS samples were compacted
at two different pressures (0.6 MPa for FS and 0.15 MPa for PS) to prepare samples with a similar
apparent density. The different compaction behavior between FS and PS powders can also be related
to the stronger entanglement between agglomerates of silica particles in FS samples as compared with
PS ones. Compaction pressures are of the same order of magnitude as the mean pressures at the end of
elastic domain measured with spherical indentation (0.3 MPa for FS and 0.15 MPa for PS). However, it
needs to be noted that the stress field in oedometric compaction and spherical indentation tests are
different, and a direct comparison of the pressure level is not possible.

When tested with Berkovich tips, smaller differences in E and H values were noted between
FS and PS samples as compared with spherical tests (Table 3). This has to be related to the large
irreversible phenomenon contribution, and mainly to a strong densification under the indenter, as
testified by the large values of E and H with sharp tip as compared with spheres. It seems that once the
stacking of silica agglomerates locally collapses and subsequently densifies, the differences between
FS and PS samples are greatly reduced. It also appears that E measured using a Berkovich tip was not
representative of the virgin material, showing the strong influence of the densification phenomena or
damage. This tendency was already noted for bone tissue, which is a damage-sensitive material [39].

4.4. Comparison with Other Porous Silica Samples and Silica Aerogels

As mentioned in the introduction, no previous indentation tests on compacts of silica
nanopowders were found in the literature. Instrumented indentation tests were carried out on
silica aerogels [20,21,25] and foamed silica [42], which had apparent densities close to those of the
silica compacts tested in this work.

The instrumented indentation of silica macroporous scaffolds with a solid fraction of 18 vol % and
24 vol % have shown that the major mechanism occurring during indentation is densification by local
fracture of the solid walls between pores [42], with a very limited elastic contribution in tests with both
Berkovich and spherical tips. Silica aerogels with a similar solid fraction as the silica compacts tested
in this study (apparent density of 340 g/m3 i.e., a solid fraction 15 vol % [21]) were also tested using
Berkovich and spherical tips at room temperature. Young’s modulus and hardness measured with both
tip geometries led to similar values i.e., 110 MPa for E and 10 to 11 MPa for H. These E and H values of
silica aerogels were larger than those noted for the silica compacts tested in this study (Table 3). The
mechanism involved during the indentation of silica aerogels is the bending of nanoligaments of silica
with no major signs of densification, but with the presence of cracks from the corner of the residual
imprint in Berkovich tests, and of numerous ring cracks in spherical tests [21]. The 3D distribution of
the solid phase in aerogel and silica compacts is different, with a 3D network of small size (3 to 6-nm)
silica ligaments for aerogels [43,44] versus a multi-scale stacking of aggregates and agglomerates for
silica compacts [11]. The former give a pore size distribution centered on 10 nm, while the latter give
a multi-scale pore distribution with pores from several nanometers to tens of micrometers [11]. The
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stronger resistance to the densification of silica aerogels as compared with silica compacts may be
related to the different organization of the solid phase and to the presence of Si–C bonds, leading to a
better strength and a higher amount of stored elastic energy, and therefore to a more brittle behavior.

4.5. Final Remarks, Outlook

A fine characterization of the mechanical properties of VIP core is of critical importance, as these
materials need to show sufficient mechanical properties to enable the fabrication of panels at the lowest
possible density in order to limit the thermal conductivity. It appears from this study that indentation
testing with a large sphere offers the best choice to extract elastic properties and estimate the average
pressure at the end of elastic domain with a large tested volume.

However, the characterization of the damaged volume below the residual indent needs to
be improved, possibly through using FIB slice and viewing the observations. In particular, the
quantification of densification would bring valuable information for identifying the constitutive law of
the material, as already demonstrated for densifying glasses or porous ceramics [29,45,46]. Modeling
the mechanical properties of a multi-scale stacking of silica particles [43] also appears as critical to
better understand the structure–properties relationship of silica compacts, similarly to that which has
been done for silica aerogels [44].

We have chosen in this work to maintain limited and similar environmental conditions by working
in an ambient environment under controlled temperature and with only small variations in relative
humidity. Large differences exist in the hydrophilicity of silica nanopowders, which are related to
their processes and possible surface treatments (see Table 1 [5,47]). Thus, an influence of the water
absorption on the mechanical properties of compacts is expected. It could be useful to test the compacts
at 140 ◦C to eliminate the physisorbed water [48,49], and therefore get closer to the conditions in the
core of a VIP. At the same time, it is also of importance to characterize the aging of silica compacts
versus relative humidity, as the pressure inside the VIP is known to increase during the service life of
the insulating materials [49].

5. Conclusions

In this work, we have demonstrated the relevance of spherical indentation to characterize the
mechanical properties of highly porous silica compacts with a porosity fraction of 90% and a very low
rigidity, with a Young’s modulus ranging between 5–10 MPa. This experimental technique allows
discriminating the properties of two types of silica powder (fumed and precipitated) on compacts with
a similar total volume fraction of porosity. Compacts of fumed silica are approximately twice as stiff
and harder as those of precipitated silica. The behavior of porous silica compacts under indentation
is shown to be elastic damageable with a notable influence of the tip geometry on the measured
properties. Tests with large spheres are shown to be preferable over sharp tips for estimating the
average properties of porous silica compacts.
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Abstract: The main hindrance to realistic models of fiber-reinforced concrete (FRC) is the local
materials property variation, which does not yet reliably allow simulations at the structural level.
The idea presented in this paper makes use of an existing constitutive model, but resolves the problem
of localized material variation through X-ray computed tomography (CT)-based pre-processing.
First, a three-point bending test of a notched beam is considered, where pre-test fiber orientations are
measured using CT. A numerical model is then built with the zone subjected to progressive damage,
modeled using an orthotropic damage model. To each of the finite elements within this zone, a local
coordinate system is assigned, with its longitudinal direction defined by local fiber orientations.
Second, the parameters of the constitutive damage model are determined through inverse analysis
using load-displacement data obtained from the test. These parameters are considered to clearly
explain the material behavior for any arbitrary external action and fiber orientation, for the same
geometrical properties and volumetric ratio of fibers. Third, the effectiveness of the resulting model is
demonstrated using a second, “control” experiment. The results of the “control” experiment analyzed
in this research compare well with the model results. The ultimate strength was predicted with
an error of about 6%, while the work-of-load was predicted within 4%. It demonstrates the potential
of this method for accurately predicting the mechanical performance of FRC components.

Keywords: Fiber-reinforced concrete; X-ray computed tomography (CT); anisotropic fiber orientation;
inverse analysis

1. Introduction

With recent developments in structural and material mechanics, assessments of safety margin with
respect to non-linear system response and failure, instead of admissible stresses, became possible and
even required by several codes [1–3]. Numerical methods for the accurate simulation of the non-linear
behavior of engineering structures have also been developed in last few decades and incorporated into
computational tools [4]. This evolution has significantly increased the need for knowledge about the
inelastic properties of materials (e.g., plasticity, damage, creep, fracture, etc.) which cannot be assessed,
unlike the elastic parameters, by means of non-destructive tests such as those based on ultrasound
tests [5]. Furthermore, the assessment of inelastic properties when combined phenomena take place
(e.g., plasticity with damage and fracture) is rather difficult, or even impossible, using standardized
tests for the evaluation of compressive or tensile strength as a single material property [6,7].
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Accurate numerical modeling within the non-linear regime is related to the appropriate selection
of a constitutive model, capable of accounting for phenomena that are taking place at the material
level (e.g., plastic deformation, damage of the material, creep, etc.). Such a constitutive model would
offer a framework for the accurate modeling of a structural response in the general context, beyond the
one represented by the experiment performed for its calibration. Therefore, the quantification of
the parameters that govern the constitutive equations should not be merely reduced to the fitting of
a single experimental response.

The importance of appropriate constitutive model selection becomes more evident when a
complex material, such as fiber-reinforced concrete (FRC), should be modeled. Owing to the presence
of small fibers, the structural response of FRC with respect to conventional reinforced concrete is
considerably different. With conventional reinforcement, significant elongation of the steel bar is
required, so that it can carry tensile loads, which requires the notable opening of macro cracks within
the concrete. In contrast, in FRC the cracks are often barely visible to the naked eye, and are developed
in the form of a network, which gives the structural member greater ductility and, at the same time,
limits the exposure of fibers to the ambient conditions [8,9].

In previous years, considerable research efforts have been devoted to studying the mechanical
response of FRC. Significant attention has been devoted to analyzing the influence of fiber orientation
on the mechanical response of structures [10,11]. Since it is recognized that fiber distribution and
orientation play an important role in global mechanical properties, several authors have discussed
the influence of the casting process on the orientation of fibers [12], analyzed various methods to
measure it [13], and tried to predict it through flow simulations [14]. There have also been many
experimental studies focused on the quantification of the global mechanical properties of structural
components made of FRC [15–17]. However, for the systematic incorporation of this material into
structural analysis, a proper constitutive description and related parameter calibration is required.

The mechanical response of the structural components made of FRC depends, to a large extent,
on the local distribution and orientation of reinforcing fibers. Such information can be collected through
the use of X-ray computer tomography (CT), but its effective incorporation into numerical modeling
still needs to be solved. The major difficulty for successful modeling is related to the fact that the
existing orthotropic constitutive damage models, which are implemented in commercial finite element
codes, are suitable for defining anisotropic material behavior only at the structural level. While this
can be an appropriate strategy to model conventional reinforced concrete, it is not appropriate for the
FRC, where locally strengthened directions, achieved by reinforcing fibers, vary considerably within
different regions of individual structural components.

For reliable numerical simulations, fiber distribution and orientation should be included within
the constitutive description, thus requiring multi-scale approaches with the capability of incorporating
the inherent variability of the internal structure. For this purpose, discrete models [18,19], can be used,
with further modifications, to take into account fiber distribution and orientations. These discrete
models are capable of addressing material behavior at the micro and meso-scales. For the macro-scale,
however, which is of importance for the analysis of large-scale structures, it is desirable to have
a continuum phenomenological model. Such models are based on a representative volume element
(RVE), treated as a continuum, without the necessity to model smaller constituents (e.g., fibers or
grains) [20]. The presence of these individual constituents is, instead, taken into account through
homogenized, macro-scale mechanical characteristics. These models, necessarily, involve certain
assumptions that could limit their applicability. The feasibility of the numerical implementation,
however, is significantly improved, since the problem is solved on a single scale. This approach is
adopted in the present study.

Considering the nature of the phenomena that take place on the fiber scale, a reasonable approach
would be to employ a damage model. The major difficulty related to the employment of existing
constitutive damage models within commercial finite element modeling (FEM) codes is that even
though they can simulate either isotropic or orthotropic behavior, the orthotropic behavior can only be
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modeled along the directions defined at the structural level. This can be an appropriate strategy to
model conventional reinforced concrete, where reinforcing bars have well established directions with
respect to the structure, but is not sufficient for FRC, where locally strengthened directions change
from one point to another.

A detailed description of the FRC material as well as the characteristics of the CT measurements
and the analysis of fiber orientation data are presented in Section 2. Section 3 is devoted to a description
of the main features of the finite element model used in this study and its specialized adaptation to take
into account the local material variability with reference to the three-point bending experiment of a
notched beam, which was adopted as the test for subsequent material calibration. The inverse analysis
procedure developed to assess governing constitutive parameters is outlined in Section 4. Section 4
presents the results produced by the calibrated constitutive model including those from its validation.
Section 5 concludes the paper by offering a brief summary of the advantages and limitations of the
proposed strategy together with some future prospects.

2. Materials, Computed Tomography Measurements and Data Reconstruction

2.1. Material and Specimen Properties

The FRC material used during this research program is an ultra-high-performance concrete
(UHPC) developed by the US Army Engineer Research and Development Center (ERDC, Vicksburg,
MS, USA). As a reactive powder concrete mixture, this material contains no course aggregate
particles and is characterized by a low water-to-cement ratio and high cement paste content [21–23].
This material has a nominal compressive strength of 200 MPa and contains nominally 3.6% steel
fibers by volume [24]. The steel fibers were 30 mm long, 0.55 mm in diameter, and had hook-like
pre-deformations at each end.

The two beams analyzed in this study were nominally 220 mm long, 48 mm high, and 30 mm
wide. After curing, nominally 18 mm deep by 5 mm wide “notches” were saw cut at the bottom of
each beam midway along the length. Given the large aspect-ratio of the beams and the relatively small
height and width dimensions relative to fiber length, it was expected that significant anisotropies in
fiber orientation could occur, in particular with the fibers oriented principally in the direction of the
beam length. Following CT scanning, the specimens were loaded to failure in a three-point bending
configuration. Further detail about the materials, specimens, and mechanical testing was reported by
Williams, Roth, Trainor, et al. [22–25].

2.2. CT Measurement and Analysis

Prior to mechanical testing, the central section of each beam was scanned using CT; for details
of the specific scanning procedure and parameters [24]. Three-dimensional reconstruction of the
CT images was completed using a proprietary algorithm provided by the CT instrument vendor
(Northstar Imaging, Inc., Rogers, MN, USA)

Analysis of fiber orientation, including the compilation of fiber data into a finite element mesh, was
completed using the Fiber Composite Material Analysis module of VGSTUDIO MAX [26]. A section
of the CT image from a beam with overlaid finite element mesh can be seen in Figure 1.
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Figure 1. Section of beam computed tomography (CT) image with overlaid finite element mesh.

2.3. Tensor-Based Analysis of Fiber Orientation

In order to achieve a compact description of fiber orientation, a tensorial representation was
adopted. Specifically, for a unit vector p = [p1, p2, p3], the second-order orientation tensor was
constructed as its dyadic product [27] namely:

T =

⎡
⎢⎣

a11 a12 a13

a21 a22 a23

a31 a32 a33

⎤
⎥⎦ =

⎡
⎢⎣

p2
1 p1 p2 p1 p3

p2 p1 p2
2 p2 p3

p3 p1 p3 p2 p2
3

⎤
⎥⎦ (1)

The eigenvalue analysis of matrix T recovers the unit vector p, which is the eigenvector
corresponding to the largest eigenvalue. In this case, this is the only eigenvalue larger than zero
(and equal to 1). For a group of N fibers, each is associated with a fiber unit vector pi, i=1, . . . N
describing its orientation. The average orientation tensor is computed by taking the mean value of
entries from the individual orientation tensors, calculated for each pi [27], namely:

Tavg =

⎡
⎢⎣

aavg
11 aavg

12 aavg
13

aavg
21 aavg

22 aavg
23

aavg
31 aavg

32 aavg
33

⎤
⎥⎦ , with aavg

ij =
1
N

N

∑
k=1

ak
ij (2)

By performing the eigenvalue analysis of Tavg, a set of three eigenvectors and corresponding
eigenvalues is obtained. For an arbitrary case, when fibers from the group are not all parallel, all the
three eigenvalues are different from zero, while their summation is equal to one. The magnitude of
each eigenvalue gives the statistical proportion of the fibers from the analyzed group, aligned along the
corresponding eigenvector. Thus, by averaging the orientation of the analyzed fiber set, the smallest
error is introduced if the representative direction is taken to be the eigenvector corresponding to
the largest eigenvalue. This conclusion stems directly from proper orthogonal decomposition (POD)
theory [28,29]. Within POD, it is demonstrated that when representing a set of vectors pi =

[
pi

1, pi
2, pi

3
]T
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with one component approximation, the error of approximation is minimized if they are projected to
the direction of the eigenvector corresponding to the largest eigenvalue of matrix D:

D =

⎡
⎢⎣

d11 d12 d13

d21 d22 d23

d31 d32 d33

⎤
⎥⎦ =

⎡
⎢⎣

p1
1 p2

1 . . . pN
1

p1
2 p2

2 . . . pN
2

p1
3 p2

3 . . . pN
3

⎤
⎥⎦ ·

⎡
⎢⎢⎢⎣

p1
1 p1

2 p1
3

p2
1 p2

2 p2
3

. . . . . . . . .
pN

1 pN
2 pN

3

⎤
⎥⎥⎥⎦ (3)

It is easily demonstrated that matrices D and Tavg are related through a scaling factor 1/N, since

aavg
ij = 1

N

N
∑

i=1
pk

i pk
j , while davg

ij =
N
∑

i=1
pk

i pk
j , and, hence, have the same eigenvectors.

The developed numerical model uses two-dimensional domains. Volume cells, over which fiber
orientation is analyzed, are of the size 1 mm × 1 mm in the modeled plane and have a 30 mm thickness.
Fibers crossing this volume are averaged according to the above outlined procedure, and replaced by
the first two components of the first eigenvector (i.e., projected to modeling plane x-y), see Figure 2.

Figure 2. Eigenvector of principal fiber orientation.

The averaging of fiber properties over the 30 mm cell thickness, corresponding to the width of
the entire beam, is the required step for implementing the real, 3D fiber measurements into the 2D
numerical model.

3. Modeling

3.1. Constitutive Model for Progressive Damage of Fiber-Reinforced Concrete

In this paper, a fully phenomenological orthotropic damage model is adopted to model FRC
(i.e., a model that accounts for the effect of fibers and not their physical presence). The presence
of fibers contributes to the increase in load-carrying capacity of the whole specimen. This increase
is manifested only along the direction of fibers, while in the perpendicular directions the response
is considered to roughly correspond to that of unreinforced concrete (though possibly somewhat
weaker). Therefore, to model the response employing the phenomenological constitutive model, it is
appropriate to use the orthotropic mode: a model with different behavior along different, well-defined
directions. The local variability of the structure, in terms of fiber orientation, is incorporated by
previous pre-processing. This is achieved by dividing the portion of the sample most susceptible to
progressive damage, due to formation of a crack network, into 1 mm × 1 mm 2D elements. Within each
of these regions, local coordinate systems are assigned based on fiber-orientation data collected from
CT measurements, averaged over the considered region. Thus, through the use of local coordinate
systems, the primary direction strengthened by the reinforcement of the fibers in each individual
zone is simulated. The constitutive parameters are the same for the whole sample, while local
structural variability is accounted for through specific coordinate systems. This formulation results in
a constitutive model capable of predicting unique global specimen behavior, since the variability at the
structural level, including significant differences in overall structural response, result from changes in
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these local orientations. Such an approach provides the advantage that the problem is solved over one
scale only, requiring the quantification of only one set of constitutive parameters, here solved on the
basis of the designated inverse analysis procedure.

The adopted constitutive model is typical for fiber-reinforced composites, existing in the
commercial FEM code ABAQUS (Dassault systemes, Providence, RI, USA) [4]. These materials usually
exhibit elastic-brittle behavior, with the damage initiation without any previous plastic deformation.
Damage here refers to the onset of degradation at a material point, implemented within the continuum
constitutive model through the reduction of elastic constants. Given the significant difference in the
reinforcing behavior along the axis of the fiber compared to the reinforcing behavior in the direction
perpendicular to this axis, an orthotropic damage model is adopted. Within this model, stresses are
related to the total strains through following relation:

σ = CD · ε (4)

with the elasticity matrix computed by:

CD =
1
D

⎡
⎢⎣

(1 − d f )E1 (1 − d f )(1 − dm)ν21E1 0
(1 − d f )(1 − dm)ν12E2 (1 − d f )E2 0

0 0 (1 − ds)G · D

⎤
⎥⎦ (5)

where D is calculated as:
D = 1 −

(
1 − d f

)
(1 − dm)ν12ν21 (6)

The material mechanical response is therefore governed by the following parameters:

• E1—Young’s modulus for longitudinal direction (i.e., along axis of the fiber)
• E2—Young’s modulus for transversal direction (i.e., corresponding to unreinforced

concrete properties)
• ν12, ν21—Poisson’s ratios
• df, dm and ds—Damage variables for the longitudinal load capacity, the transversal load capacity

and for shear capacity, respectively

In the general version of the model, the two Young’s moduli are not the same, however within this
study, the model is simplified by assuming the same value for both moduli. The damage parameters
are bounded by the initial value of zero, corresponding to “virgin” material, and the maximum value
of one, corresponding to fully degraded material. The calculation of each particular damage parameter
value was related to the formulation of the damage initiation criterion (i.e., the state of stress at which
the damage parameter value begins to increase above zero) and the criterion by which the damage
parameter evolves up to a value of one, representing complete failure. This second damage evolution
criterion completely governed the post-damage behavior of the material in the model.

The model adopted in this study (outlined above) required, besides the elastic parameters, the
definition of the following parameters governing the damage:

• Damage initiation relative to the longitudinal tensile capacity (and, thus, an increase in df)
was assumed to occur once the longitudinal tensile stress exceeds the predefined value of σf,
corresponding to the beginning of fiber reinforcement failure. Here, fiber reinforcement failure
is taken to mean the point at which the load carrying capacity of the fibers begins to decrease.
This may be due to one or more phenomena (for instance excessive plastic deformation of the
fibers, slip along the fiber-mortar interface, etc.);

• Damage initiation relative to the transverse tensile capacity (and, thus, an increase in dm)
was assumed to occur once the transverse tensile stress exceeded the predefined value of σc,
corresponding to the beginning of unreinforced concrete tensile failure. In other words, fibers are
assumed not to contribute to strengthening in the direction perpendicular to their long axis;
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• Damage initiation relative to compression capacity is defined identically for both the longitudinal
and transverse load capacities (corresponding to an increase in df or dm, respectively).
This initiation was assumed to occur once the compressive stress in a given direction exceeded the
predefined value of σcmp, corresponding to the beginning of unreinforced concrete compression
failure. This simplified damage initiation criterion relies on the assumption that there is no
significant contribution of fibers relative to compression failure;

• Damage initiation relative to the shear capacity (corresponding to an increase in ds) was assumed
to occur once the shear stress exceeds the predefined value of σSL or σST, corresponding to the
beginning of concrete shear failure in the longitudinal or transversal directions, respectively.

• It was assumed that the damage propagation was to be governed by the fracture energy dissipated
up to the full degradation of the element. In the general version of the model, separate fracture
energy parameters governed the damage propagation in longitudinal (df), transversal (dm) and
shear (ds) loading. In this study, however, in view of the 2D (i.e., simplified) nature of the
model, a simplification was adopted by setting the value of each of these separate fracture energy
parameters equal to the value of a single parameter, Gf. Within the 2D model, it is not possible to
model the complex crack pattern that is developed within the real, 3D sample. To compensate
for this limitation of the model, it is expected that the Gf parameter will be overestimated.
Moreover, since it was expected that the response of the beam was to be dominated by the damage
along the longitudinal direction of the fibers, the values of the fracture energy parameters for
transversal and shear loading were considered of secondary importance to overall response.
The effects of restricting all fracture energy parameters to a single value on the overall beam
response was, consequently, considered to be negligible.

3.2. Finite Element Model of Three-Point Bending Test

The geometry of the three-point bending specimen considered in this model was adopted [24],
specifically a beam with 48 mm × 30 mm rectangular cross-section and 220 mm overall length,
with 200 mm of span between the supports. At the mid-span, below the point of load application,
a notch 5 mm wide and 18 mm in depth was introduced into the beam. In order to significantly reduce
the necessary computation time, a two-dimensional numerical model was implemented. The beam
was modeled as a 2D plane-stress problem, while the cylinders, through which the loading was
applied, were considered rigid analytical curves in unilateral contact with the deformable specimen.
Between the specimen and the cylinders, contact with friction was assumed, with a Coulomb friction
coefficient equal to 0.15, taken as an a priori known quantity. During a three-point bending test,
the contact between the specimen and the supports does not exhibit significant sliding. The friction,
therefore, does not have a large influence on the response and, thus, an ad hoc value suggested by
the literature was assumed [30]. The modeled beam was divided into three zones. In the central
zone, which was subjected to the largest value of bending moment, the orthotropic damage model
described in Section 3.1 was implemented. In the two outer zones, which were subjected to far lower
bending moments, a linear-elastic model was implemented (see Figure 3). The central zone included
all material within 10 mm of each side of the notch, thus having the overall width of 25 mm. Due to
the load pattern and the specific geometry of the considered specimen, it was expected that the cracks
would be formed mostly within this zone. The finite element mesh was generated using the automatic
advancing front algorithm in ABAQUS [4], which resulted in a somewhat different shape of the mesh
in the two outer zones. However, these two regions of the beam, which are within the elastic range,
exhibit rather small deformations and, therefore, do not significantly affect the solution. The finite
element mesh selected for the model was verified through a usual procedure by comparing the results
of the simulations of models with different mesh densities. Here specifically, the adopted model
is compared against one with a significantly denser mesh (having an overall number of degrees of
freedom (DOF) about 2.5 times larger). The larger numerical model led to results less than 1% different
from those achieved by the adopted model with the coarser mesh. The comparison is not included in
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the paper for the sake of brevity. In what follows, a brief outline of the adopted damage constitutive
model and its specialized adaptation in the present context is given.

Figure 3. Adopted 2D finite element modeling (FEM) of three-point bending test with individual
elements simulated by different constitutive models.

In order to take the local orientation of fibers into account, the central zone of the beam specimen
was divided into 1 mm × 1 mm elements, each of these having its own unique local coordinate system.
The local coordinate system of these elements was assigned such that its longitudinal (i.e., stronger)
axis corresponded to the primary axis of the average orientations of the fibers within the element
calculated using CT data from the specimen (see Figure 3 and Section 2.2). For regions without
fibers, unreinforced concrete properties were assigned, thus providing the possibility for the model
to also partially take into account fiber density distribution. Clearly, this approximation represents a
simplification in view of the two-dimensional nature of the model. Variations in material properties
(including fiber orientations) over the beam thickness were not considered within the 2D model
(i.e., the volume of each element is 1 mm × 1 mm × 30 mm). This strategy served to test the proposed
approach prior to its implementation within a more realistic three-dimensional model.

To verify the capability of the proposed approach to model diverse structural responses governed
by local variability of fiber distribution, the following numerical exercise was performed. Two different
numerical models of three-point bending beams were generated. The fiber distributions were arbitrarily
selected to produce a significantly different mechanical response. Such variations in fiber orientation
and distribution are commonly seen in FRC and result directly from variation in the material flow
during the casting process [11,31]. The numerical simulations lead to the results depicted in Figures 4
and 5. From these figures, it may be observed that a significantly different structural response is
obtained in terms of both the overall force-displacement curve and the cracking pattern.
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Figure 4. Two numerical models of the three-point bending test with different fiber orientations.
(a) model with gradually changing fiber orientations, (b) model with all fibers oriented perpendicular
to the longitudinal axis of the beam.
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Figure 5. Force displacement curves resulting from the two numerical models of the three-point
bending test with different fiber orientations.

Figure 4a depicts the model with gradually changing fiber orientations; Figure 4b depicts the
model with all fibers oriented perpendicular to the longitudinal axis of the beam. The dimensions of
the whole beam are given in Figure 3.

Numerical model (b) assumed all the fibers to be perpendicular to the longitudinal axis of the
beam, therefore providing negligible reinforcing capacity for the three-point-bending load scenario.
Indeed, as shown in Figure 5, the maximum force is significantly smaller than for the model (a).
Furthermore, such uniform distribution does not provide any variability and, thus, the beam failed
with one major crack in the mid-span (see Figure 4b). On the other hand, model (a) assumed that
the fibers gradually changed orientation moving from left to right and from the bottom to the top of
the sample, with certain zones not containing any fibers. Such a fiber distribution clearly leads to
the strengthening of the specimen with respect to the model (b). Additionally, this fiber distribution
produced a variation of the locally strengthened directions over the specimen. The effects of this
characteristic were captured by the model and can be identified as a network of small, distributed
cracks (depicted by green color in Figure 4a).

4. Model Calibration and Validation

In the procedure implemented for this study, a three-point bending test, from which a
force-displacement curve is obtained, is treated as the main experimental data. The measured fiber
orientation characteristics for the beam used in this calibration are also, naturally, implemented into
the numerical model and, thus, directly influence the corresponding constitutive parameter values.
A discrepancy function is further constructed to quantify the difference between measured quantities
and their computed counterparts [29]. Through the execution of a test simulation employing the above
constitutive model, this function becomes dependent on the governing constitutive parameters. At this
point, the discrepancy function is minimized with respect to the sought constitutive parameters. This is
the solution of the inverse problem.

Afterwards, the assessed parameter values can be treated as material representative data and can
be used for arbitrary loading scenarios. Validation of the accuracy and resilience of the model was
completed using CT-based fiber orientation measurements from a second three-point bending test
in combination with the assessed material parameters to predict the structural response. This is the
validation step [32].

128



Materials 2019, 12, 717

4.1. Inverse Analysis Procedure for Quantification of Material Parameters

The reliability of numerical simulations of FRC structural components using the previously
outlined damage model rests on the accuracy of the implemented constitutive parameters. In the
present case, these parameters quantify the elastic response and progressive damage. In this context,
further simplifications were adopted to reduce the number of necessary parameters:

• The values of Young’s modulus E1 (fiber direction) and E2 (transversal direction) were defined
within the model based on experimental data, while the remaining elastic constants were
considered to be a priori known values and were, correspondingly, fixed within the model.
The response of the beam is dominantly governed by the damage parameters, regardless of
the initial, perfectly elastic conditions. Thus, in order to reduce the number of parameters that
had to be assessed, only one Young’s modulus value (identical for both E1 and E2) was used.
This simplification is reasonable, considering that the variation in Young’s modulus due to the
presence of fibers has been previously reported as only about 10% of the Young’s modulus typical
for unreinforced concrete [33].

• number of damage-initiation parameters were also defined in the model based on experimental
data: the damage initiation stress in tension for the longitudinal direction (σf), the damage
initiation stress in tension for the transversal direction (σc), the damage initiation stress in
shearing for the longitudinal (σSL) and for the transversal (σST) directions. The stress value
for damage initiation in compression was assumed to be the same for both the longitudinal and
the transversal directions and did not have to be directly calculated from the experimental data.
This damage initiation stress in compression was therefore not subjected to the identification from
the experiment and was taken to be eight times the magnitude of the defined damage initiation
stresses for tension in the transversal direction, based on standard tensile-to-compression strength
ratios described in ACI 318 [34]. This represents a reasonable simplification, assuming that there
is no significant contribution of fibers to cracking loads in compression.

Using this formulation, the number of parameters that had to be defined based on experimental
data was reduced to six: one elastic parameter, four damage-initiation parameters, and the fracture
energy, which was described in Section 3.1. These parameters were quantified through an inverse
analysis procedure completed using force-displacement data collected from the three-point-bending
experiment. The main features of this inverse analysis procedure are briefly outlined in what follows.

The unknown material parameters were calculated through an inverse analysis procedure in
which a suitably selected discrepancy function designed to quantify the difference between measured
and numerically computed quantities is minimized. The function has the following form:

ω(p) = [ue − uc(p)]
T [ue − uc(p)] (7)

In this equation, p represented a variable vector, here specifically containing the six unknown
material parameter variables. The vector ue contained the force values at each of N points along
the force-displacement curve, corresponding to the equidistant displacements, measured during
the experiments. The vector uc contains predictions for the force values at each of the N points.
These predicted values were generated through test simulations, attributing to the material parameters
estimated values corresponding to the current iteration of the optimization algorithm. In Figure 6,
differences to be minimized are schematically visualized.
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Figure 6. Construction of the discrepancy function from the force-displacement curve.

This function was numerically minimized by employing the “Trust Region” (TR) algorithm.
Details of the TR algorithm and its numerical implementation are available in the literature [29,35,36],
while in what follows, only the main features are outlined.

The minimization started from an initial vector of the parameters. Within each iteration,
a quadratic programming problem in two variable spaces was solved, namely a sub-space spanned by
the gradient direction and the second derivative direction (called the Newton direction). The solution
of the constrained minimization of this sub-problem provided the modified parameter vector for the
next iteration (say pk+1) and resulted in an improved value of the discrepancy function (also called the
objective function within the minimization community). Constraints are provided by a “trust region”,
here adopted as a circle shape within the two-dimensional sub-space.

With such a formulation, the minimization problem was solved inside the trust region, in which
the quadratic approximation was “trusted” to be a reasonably good approximation of the real
discrepancy function. The quadratic approximation of ω(p) in the point pk reached after the kth

iteration was generated by a means of the computed gradient in that point and by means of the
Hessian matrix approximated through the Jacobean (J), namely:

ω(pk + Δpk) ≈ ω(pk) + ΔpT
k · ∂ω

∂p

(
pk

)
+

1
2

ΔpT
k · H · Δpk, where H = JTJ (8)

The described features of the TR algorithm clearly imply calculations of first derivatives only,
numerically computed through finite differences, namely by separately varying each of the parameters.
After individual simulations had been completed for variations in each separate parameter variable,
a final simulation was completed with the revised values for all parameter variables applied.
Therefore, the iterations contain M+1 simulations, where M is the number of parameters.

This iterative sequence was repeated until reaching the convergence criteria, here imposed as the
change in the discrepancy function value and the difference between parameter vector norms between
two consecutive iterations (specifically 1E-2, for the latter, and 1E-4, for the former, criterion). This was
realized through an appropriate normalization of parameters with diverse orders of magnitude.
The resulting parameter vector reached after a certain number of iterations represented the solution to
the designed inverse problem and, therefore, also the representative material properties. As a remedy
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to the possible lack of convexity of the discrepancy function (7) and consequent termination in a local
minimum, the TR iterative sequence was repeated starting from another initialization point.

4.2. Calibration of the Model

The inverse analysis procedure described in Section 4.1 was here employed to assess
previously described unknown elastic and damage parameters of the outlined constitutive model.
The experimental result used, as an input to the procedure, is a force-displacement curve collected from
a three-point bending experiment on the same sample, described in Section 2.1. Based on comparisons
of model predictions with this experimental data, a discrepancy function (7) was formed. Additionally,
on the basis of CT measurements, the distribution of fiber orientation was calculated for the numerical
model. The central zone of the beam, modeled by the damage constitutive model, was discretized
by a finite element mesh with square elements 1 mm in size, resulting in the overall number of
1110 elements. To each of these elements, a unique local orientation was attributed in accordance with
the procedure described in Section 2.3. This orientation corresponds to the fiber orientations measured
in the specimen prior to testing.

The inverse problem was found to be well-posed and the procedure converged to the solution
after several iterations. The parameter values, which resulted as the solution to the inverse problem
are listed in Table 1. The comparison between experimental and numerical force-displacement curves
generated by employing these parameters is visualized in Figure 7. Good agreement between the two
curves proves that the adopted approach is capable of capturing the overall mechanical response of
three-point bending experiments.

Table 1. Parameter estimates resulting from the inverse analysis.

Parameter Resulting Value

E1/2 26.5 GPa
σf 23.6 MPa
σc 3.9 MPa

σST 2.7 MPa
σSL 18.3 MPa
Gf 27500 N/m

Figure 7. Comparison of force-displacement curves resulting from the experiment and resulting from
simulations using inverse analysis.
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Considering the adopted simplifications outlined in Section 4.1, the assessed value of Young’s
modulus represents the mean value of E1 and E2. The resulting value of Young’s modulus was
somewhat smaller than expected. This discrepancy is likely due to the influence of several factors on
the displacement values measured during the experiments (e.g., compliance of the beam supports).
The elastic properties, however, were not of primary interest here, since they can be measured more
precisely with some alternative methods, therefore the removal of these effects was not considered.
The damage initiation stresses are of the expected order of magnitude, when compared to the
values reported in the literature [14]. The magnitude of parameter σf is comparable to flexural
strengths previously measured for this material [23], while σc corresponds well to the tensile strength
of unreinforced concrete. The identification procedure converged to these values without any
preconditioning. A comment should also be made here regarding the parameter Gf. The crack network
developed in the two-dimensional model is significantly simpler than in the real three-dimensional
case. Therefore, the only way for the numerical model to simulate the experimentally observed
ductility is by increasing the value of Gf. This could be confirmed by comparing the obtained values of
Gf with the absolute values of dissipated energy corresponding to different internal mechanisms [24].

4.3. Validation of the Model

In order to verify the accuracy of the resulting material parameters for the given sample geometry
and test setup, a second sample subjected to the three-point bending experiment is further considered.
The two samples were made of nominally the same material, but with fairly different fiber orientation
and distribution. Another numerical model was built, in which the fiber orientation was distributed
within the model following the procedure described in Section 3.2 on the basis of CT measurements
of the second beam sample before the test. The constitutive parameters were assumed to have the
values resulting from the inverse analysis procedure described above, see Table 1. The experimental
and numerical force-displacement curves for this second beam also turned out to be in quite good
agreement (see Figure 8). This result corroborates the conclusion that the proposed strategy of
modeling FRC by separating the material behavior (here expressed in terms of elastic-damage model)
from the local structural variability, accounted for by applying different fiber orientations on an
element-wise basis, is quite promising. The two considered specimens were different only in terms of
fiber distribution, and two numerical models with the same material properties captured the unique
structural response of each beam quite well.

Figure 8. Comparison of experimental and simulated force-displacement curves for the second experiment.
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5. Closing Remarks and Future Prospects

This research showed that with a fully phenomenological model, without detailed modeling of
fibers, the ductility of the fiber-reinforced concrete could be successfully simulated. Further, it is clear
that such behavior can be captured with a single material property set, while the structural variability
is incorporated through localized fiber orientation. The novelty of the proposed approach lies in the
combination of the phenomenologically based model construction with the inverse analysis based
calibration procedure. One obvious limitation of the modeling strategy presented here is the use of a
simplified two-dimensional numerical model. The extension of this approach to a three-dimensional
model requires the implementation of the proposed constitutive model using the USER subroutine of
the commercial software ABAQUS. Such an extension would be a desirable development, but requires
further research, which is presently ongoing, and additional numerical implementation that extends
the relevant functionalities of the commercial software. The results achieved and presented within this
paper, however, provide a meaningful contribution by demonstrating the advantages and limitations
of this modeling approach using readily available numerical tools.
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Abstract: The mechanical strength variation of ambient cured Alkali-activated mortar (AAS) upon
exposure to elevated temperatures from 200 to 1200 ◦C was studied in this article. Slag was activated
by the combination of sodium silicate liquid (Na2SiO3) and sodium hydroxide (NaOH) with different
Na2O concentrations of 4%, 6%, 8%, and 10% by slag weight. Mechanical properties comprising
compressive strength, flexural strength, and tensile strength before and after exposure were measured.
Thermogravimetric analysis (Thermogravimetric analysis (TGA) and Derivative thermogravimetric
(DTG)), X-ray diffraction (XRD), scanning electron microscope (SEM), and energy-dispersive X-ray
spectroscopy (EDS) were also used for strength alteration explanation. The results indicated that Na2O
concentration influence on strength variation of AAS mortar was observed clearly at temperature
range from ambient temperature to 200 ◦C. The melting alteration of AAS mortar after exposed to
1200 ◦C was highly dependent on concentrations of Na2O.

Keywords: alkali-activated slag; elevated temperatures; Na2O concentration; residual strength;
brittleness; melting

1. Introduction

Blast furnace slag is a by-product that is formed by rapidly cooling the slag liquid from the furnace
in cast iron manufacture [1]. For a long time, blast furnace slag is known as a mineral admixture that
can be used for partial replacement of Portland cement in blended cement or concrete [1]. In recent
decades, non-Portland cement binder, named as alkali activated slag (AAS), which is synthesized
by mixing blast furnace slag with alkali hydroxide, carbonate, or silicate attracted a great deal of
attention of many scientists due to its high strength, durability, and low environmental impact [2,3].
The main product of AAS is a low crystalline hydrated calcium silicate, like a C-S-H gel type with a
low CaO/SiO2 ratio [4].

The activation process of slag is highly dependent on the physical-chemical properties of blast
furnace slag, the nature and dosage of activator and the curing condition [5,6]. When compared with
sodium carbonate or sodium hydroxide activator, slag activated by sodium silicate liquid possessed the
highest compressive strength [5]. The activation products are predominantly composed of sodium and
calcium aluminosilicate hydrates (C-A-S-H and N-A-S-H), as well as some hydrotalcite-like products
when using sodium hydroxide or sodium silicate as activator [7–10]. Furthermore, urban and industrial
glass waste was investigated to be used as a potential alkaline activator for blast furnace slag [11–13].
AAS binders was observed exhibit some advantages such as earlier and higher mechanical strengths,
lower heat of hydration when compared with original Portland cement (OPC) and concretes [14].
However, slag mortar activated with sodium silicate liquid was reported to have a higher drying
shrinkage and to be more brittle than ordinary Portland cement (OPC) mortar [15]. Previous studies
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indicated that none or little amount of Ca(OH)2 was found in AAS system [16]. Consequently, AAS
is expected to exhibit stronger resistance to extremely aggressive environments, such as chemical
solution or high temperature exposure [17–21].

In recent years, many publications investigated the thermal behavior of various AAS material
when exposed to elevated temperatures. Zuda, L. et al. [22–24] studied the alteration of sodium silicate
powder activated slag mortar using quartz sand [22,23] and electrical porcelain [24] as fine aggregate
subjected to high temperatures up to 1200 ◦C. The results presented a decrease in residual compressive
strength of exposed mortar and obtained the lowest value of approximately 20% at 800 ◦C. However,
the residual compressive strength greatly increased from 800 to 1200 ◦C due to sintering phenomena
between binder matrix and aggregate. At 1200 ◦C, the remaining strength attained about 87% of
unexposed mortar strength in the case of using quartz sand as fine aggregate and a doubling of original
mortar strength when using electrical porcelain. Guerrieri, M. et al. [25] studied the effect of high
temperatures up to 1200 ◦C on properties of AAS concrete activated by powdered sodium metasilicate
and hydrated lime. The study showed that the residual strength of specimens was approximately
76%, 73%, 46% and 10% of unexposed specimen strength when exposed to 200 ◦C, 400 ◦C, 600 ◦C, and
800 ◦C, respectively. Moreover, the fire performance of AAS mortar cured in two different regimes
(ambient and heat curing condition) with exposure temperatures from 200 to 800 ◦C was investigated
by Türker, H.T. et al. [26]. The results illustrated that the strength of ambient curing specimens at
200 ◦C increased approximately 20% when compared to reference specimens, while a strength decrease
was observed in heat curing mortar.

Many previous studies concluded that the nature of activator had significant effect on the
alkali-activated slag properties, such as strength, microstructure, and shrinkage [5,15,27–30]. However,
there are few publications in literature that have focused on the influence of activator on the AAS
performance when subjected to elevated temperatures. Chi, M.C. [31] studied durability in high
temperatures environment to 800 ◦C of AAS concrete while using alkaline activator with different
concentrations of 4%, 5%, and 6% of Na2O by slag weight. The results exhibited high temperatures
resistance of concrete was improved when increasing the Na2O concentration. Rashad, A.M. et al. [32]
studied the effect of elevated temperatures on the AAS paste activated by Na2SO4 with concentrations
1%, 3% of Na2O equivalent by slag mass. The sample compressive strength was observed to increase
slightly with an increase Na2O concentration after exposure to temperatures from 600 to 800 ◦C.
Properties alteration of AAS paste with different sodium silicate concentration of 3.5%, 5.5%, 6.5%,
10.5% Na2O by slag weight when exposed to high temperatures up to 1000 ◦C was also investigated by
Rashad, A.M. et al. [33]. The study indicated that the paste strength before and after exposure increased
as the concentration of Na2O increased. Nevertheless, until now there has not been any publication
which studied the influence of activator with different alkaline concentrations on the behavior of AAS
mortar upon exposure to temperatures ranging from 200 to 1200 ◦C. Furthermore, the tensile strength
of AAS mortar that was exposed to high temperatures has not also been investigated in previous
studies. Consequently, the main goal of this paper is to determine the various Na2O concentration
alkaline activated slag mortar mechanical strength and microstructure alteration after exposure to
temperatures up to 1200 ◦C. Mechanical strength of mortar comprise compressive strength, flexural
strength, and tensile strength.

2. Materials and Methods

2.1. Material Characterization

Blast furnace slag, which originated from South Korea, was used to synthesize the alkali activated
slag mortar in current research. Slag has a specific surface area of 435 m2/kg (Blaine) and a density
of 2.9 g/cm3. The activity index of slag at seven days and 28 days is 97% and 112%, respectively.
The chemical composition and XRD analysis results of used slag material are presented in Table 1
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and Figure 1. The XRD analysis diffractogram displays a wide diffusive hump between 25◦ and 35◦,
indicating that slag is mostly amorphous.

Table 1. Chemical composition of used blast furnace slag.

Oxide SiO2 CaO Al2O3 Fe2O3 MgO SO3 Na2O K2O LOI

(%) 33.81 41.24 15.19 0.41 5.54 2.51 0.25 0.61 0.18

Figure 1. X-ray diffraction (XRD) pattern of blast furnace slag.

For material synthesis, blast furnace slag was activated by the alkaline activator, which was a
combination of sodium silicate solution (water glass) and sodium hydroxide. Sodium silicate is liquid
form with chemical composition comprising 26.4% Na2O, 8.2%SiO2, and 65.4% H2O by mass. Sodium
hydroxide (NaOH) pellets was dissolved in sodium silicate solution to decrease the silica modulus to 1
and Na2O dosage of 4%, 6%, 8%, 10% by slag weight. The alkaline activator was prepared prior to
mixing with slag 24 h. Local natural river sand (silica sand) with nominal maximum size of 4 mm and
fineness modulus of 2.45 was used as fine aggregate to make mortar samples.

2.2. Mixture Proportion

The fine aggregate to slag mass ratio was 2.75. The alkaline activator portion was determined by
dosage of Na2O per cent by slag weight. Four mortar mixtures with different activator concentration of
4%, 6%, 8%, and 10% Na2O by slag weight were named as A4, A6, A8, and A10, respectively. The water
amount was adjusted to attain a water to solid ratio of 0.45 for all mortar mixtures. The solid portion
included slag and solid component in alkaline activator.

2.3. Method

Blast furnace slag and fine aggregate were initially mixed in a 5 L capacity planetary blending
machine for 1 min. Then, the mixture of alkaline activator and diluted water was poured into the
machine bowl and continuously mixed for 2 min, followed by resting time of 1 min. During the resting
period, the unmixed solids were scrapped from the sides and paddle into the mixing bowl. The whole
mixture was mixed once again for 1 min. For casting, the fresh mortar mixture was poured into moulds
of different shapes, depending on each mechanical property tests; 50 mm cube triplicate moulds for
compressive strength test, 40 × 40 × 160 mm3 moulds for flexural strength test, and number “8”
shaped moulds for tensile strength test. The specimens were then vibrated by using a vibrating table
for 1 min to release any residual air bubbles. To prevent water evaporation, the specimens were covered
with a thin plastic sheet and kept in the laboratory environment with a temperature of 20 ± 5 ◦C and
humidity of 60 ± 5% for one day. The specimens were unmoulded and cured in the same condition for
more 27 days prior to subject to high temperatures.
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The mortar strengths were determined after curing period of 28 days according to standard ASTM
C109 for compressive strength [34], ASTM C348 for flexural strength [35], and ASTM C190 for tensile
strength [36]. The specimens, which were tested in the age of 28 curing days without exposure to
elevated temperatures, were called the reference specimens or unexposed specimens. After 28 days of
curing, the specimens were dried in oven at temperature of 105 ± 1 ◦C for 24 h prior to subject to high
temperatures of 200 ◦C, 400 ◦C, 600 ◦C, 800 ◦C, 1000 ◦C, and 1200 ◦C (Tc) by using an electrical heated
furnace. For each temperature, the specimens were placed in the furnace and then heated at a rate
of approximately 6.67 ◦C/min to obtain the determined temperature (Tc). When reaching the target
temperature (Tc), the furnace temperature was maintained for 2 h. After that, the specimens were left
in the furnace to cool naturally to ambient temperature. The furnace temperature versus time schedule
is presented in Figure 2.

Figure 2. Temperature profile curve of furnace.

The exposed specimens were tested to determine the residual compressive strength, flexural
strength, and tensile strength. After the compressive strength test, selected debris was immersed in
acetone for three days to the stop hydration reaction. The debris was then filtered from acetone and
dried in desiccator under vacuum. A part of dried samples was grounded and screened by using a
63 μm sieve. Fine particles passing a 63 μm sieve were used to analyze by X-ray diffraction (XRD)
and thermogravimetric analysis (Thermogravimetric analysis (TGA)/Derivative thermogravimetric
(DTG)) method. Nominated pieces were investigated by the scanning electron microscopy (SEM) with
energy dispersive X-ray spectroscopy (EDS).

3. Results and Discussion

3.1. Compressive Strength

The behavior of mortar specimens with different Na2O concentrations when being exposed
to elevated temperatures was examined by determining the residual mortar strength alteration,
which is illustrated in Figure 3a. Figure 3b presents the change of exposed specimen strength in
comparison with that of reference specimens. It can be seen from Figure 3 that the increase of Na2O
concentration resulted in enhancement of the unexposed specimen compressive strength at 28 days.
This result is consistent with previous studies [15,28]. With higher concentration of Na2O, the higher
pH value of solution accelerated chemical reaction of alkali activation of slag, causing material strength
gain. Increasing Na2O concentration from 4% to 6% led to great strength gain of approximately
61.2%. Nevertheless, the strength gain decreased gradually with further increasing concentration
of Na2O above 6%. For instance, the A10 specimen strength was higher than that of A8 specimens
by approximately 4.4%, whilst the A8 specimen strength increased 14.4% of A6 specimen strength.
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Parallel to the hydration process acceleration due to high alkaline activator, alkali activated slag
exhibits high shrinkage deformation resulted from high sodium content [28,29] when the concentration
of Na2O increases. This may explain for reduction in strength gain of AAS mortar when increasing
Na2O concentration.

(a) (b)

Figure 3. Residual compressive strength (a) and change in compressive strength (b) of alkali activated
slag (AAS) mortar.

The residual compressive strengths of exposed specimens were highly dependent on Na2O
concentration especially with the exposure temperature range from 200 to 400 ◦C. At 200 ◦C, the A4
specimens had a remarkable strength increase of 36.9% in comparison with strength of unexposed
specimens. Increasing the exposure temperature up to 400 ◦C led to reduction in strength gain, but the
residual strength at 400 ◦C was still higher than reference strength of specimens by 30.7%. This result is
similar to study of Türker, H.T. et al. [26] about the ambient cured mortar sample. According to Türker,
H.T. et al. [26], this strength enhancement was likely caused by heating effect accelerated the hydration
process. However, the strength gain of A4 mortar specimen exposed to 200 and 400 ◦C was observed to
decrease or be absent with further increase of Na2O concentration. Expose to 200 ◦C, the A6 specimens
exhibited 1.6% enhancement of compressive strength whilst both A8 and A10 specimens possessed
the great strength loss of 14.8% and 37%, respectively. It is noticeable that the loss of strength value of
A10 mixture (37%) was equivalent to the strength gain value of A4 mixture (36.9%) at 200 ◦C. These
results indicate that the enhancement in compressive strength at 200 ◦C decreases when increasing the
concentration of Na2O. Influence of heating treatment on strength development of alkali-activated slag
material was investigated in many previous studies [27,37,38]. Elevated temperature curing greatly
accelerates strength gain in sodium silicate-activated slag material at early-age [37,39]. Furthermore,
extension the length of time the samples were kept in ambient condition prior to heating treatment
was observed to be unbeneficial for strength gain due to heating curing [26,37]. On the other hand,
Gebregziabiher, B.S. et al. [39] found that the sample with elevated temperature curing exhibited the
higher enhancement in strength as sodium oxide (Na2O) dosage increased. However, above results
reveals that the strength gain due to later heating treatment occurs in sample that is activated by
alkaline solution with low Na2O dosage.

With further exposing temperatures beyond 400 ◦C, A4 specimens exhibited slight strength
reduction of 6.5% at 600 ◦C and considerable degradation in strength of 75.1% at 800 ◦C. The strength
of A6 specimen gradually decreased to 17.3% and 40.2% at exposure temperature of 400 ◦C and 600 ◦C,
respectively. The strength loss of both A8 and A10 specimens gradually alleviated when increasing
temperature from 200 to 400 ◦C and 600 ◦C. It was noticeable from Figure 3 that all of the mortar
mixtures lost significant strength and those strength values converged at the temperature of 800 ◦C.
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The slope of strength reduction line at temperature range from 400 to 600 and from 600 to 800 ◦C was
observed to decrease when increasing the Na2O concentration from 4% to 10%. Throughout elevated
temperature range from 200 to 600 ◦C, the A6 specimens exhibited the highest strength value among
four mixtures specimens, whilst the lowest strength was observed in the mortar mixture with Na2O
concentration of 10%.

There was a minor change in compressive strength of all the mixtures at temperature range
800–1000 ◦C. In comparison with residual strength at 800 ◦C, A4, A6, and A8 specimen at 1000 ◦C
exhibited the slight reduction in strength of 9%, 14.6%, and 3.6%, respectively, whilst A10 attained
strength gain of 9.5%. This slight strength gain at temperature range 800–1000 ◦C of AAS mortar is
similar to previous research [23,24], in which slag was activated by dried sodium silicate. With the
highest Na2O concentration as 10%, the A10 specimens possessed the highest compressive strength at
800 and 1000 ◦C. It is obvious that the A4 specimens with the lowest Na2O concentration 4% attained
the greatest strength increase and the lowest strength deterioration upon heating to high temperatures.
During heating examination up to 1000 ◦C, there was no sign of spalling for all of the mixtures mortar,
but a great amount of small cracks appeared on specimen surface at 800 ◦C and 1000 ◦C (Figure 4).

Figure 4. Photographs of AAS mortar samples activated with different concentration of Na2O before
and after exposure to high temperatures from 200 to 1000 ◦C.

Raising the examination temperature up to 1200 ◦C resulted in deformation of all the mixture
specimens due to melting phenomena. Therefore, the mechanical strength values could not be
evaluated for samples after being exposed to 1200 ◦C. It is noticeable from Figure 5 that the deformed
appearance was observed to be less in the specimens with higher concentration of Na2O.

Figure 5. Photograph of AAS mortar samples after exposure to 1200 ◦C.
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According to previous studies [15,40,41], the brittleness of a material is evaluated by the ratio of
flexural strength to compressive strength and the angle of internal friction. Angle of internal friction
from Mohr envelope can be shown as ϕ = 0.5 × ARCTAN((CS − TS)/SQRT(CS × TS)), where CS
and TS are the compressive and tensile strength. The brittleness of a material increases when ratio of
flexural strength to compressive strength decreases and the angle of internal friction increases [40,41].
It can be seen from result in Table 2 that raising the Na2O concentration led to an increase in the
brittleness property of AAS mortar in this study.

Table 2. Mechanical strength, ratio of flexural strength to compressive strength (FS/CS) and internal
friction angle (ϕ) of AAS mortar at 28 days.

Mixture
Compressive

Strength CS (MPa)
Flexural Strength

FS (MPa)
Tensile Strength

TS (MPa)
FS/CS ϕ (Radian)

A4 35.8 6.8 1.54 0.18994 0.67868
A6 57.7 8.9 2.2 0.15425 0.68526
A8 66 9.3 1.64 0.14091 0.70527

A10 68.9 8.7 1.67 0.12627 0.70629

3.2. Flexural Strength

Flexural strength of AAS mortar in ambient temperature was highly dependent on Na2O
concentration of activator. Increasing the Na2O concentration from 4% to 6% and 8% led to
mortar strength gain of 30.9% and 36.8%, respectively. This result is consistent with finding of
Duran Atiş, C. et al. [15]. However, the strength gain decreased slightly to 27.9% with a further increase
in Na2O concentration to 10%. Flexural strength is more sensitive to micro-cracks than compressive
strength [42]. The AAS mortar with higher Na2O concentration was observed to be more brittle,
resulting in more micro-cracks due to higher shrinkage deformation [15]. Raising the concentration of
Na2O led to not only the reaction acceleration but also the higher shrinkage deformation. This could
explain the reason why there was the flexural strength reduction in mortar with Na2O concentration
of 10%.

Exposing mortars to 200 ◦C diminished the flexural strength of mortar significantly with all Na2O
concentrations. More loss in strength was observed in samples with Na2O concentration of 4 and 10%
than that of 6 and 8% Na2O samples. This flexural strength reduction could be attributed to further
micro-crack formation resulted from shrinkage. As exposing to high temperature of 200 ◦C, ambient
cured AAS mortar specimen experienced shrinkage which was combination of drying shrinkage due
to evaporation of water from specimen and chemical shrinkage. According to Gu, Y.-M. et al. [42],
the rapid reaction at relatively higher temperatures resulted in larger chemical shrinkage and induced
micro-cracks in matrix at early ages, which developed with aging although the hardened paste got
more compact. Increasing the exposing temperature from 200 to 400 ◦C and 600 ◦C alleviated the rate
of reduction in flexural strength greatly. It is noticeable from Figure 6 that A4 specimen with the lowest
Na2O concentration exhibited slight strength gain at exposing temperature range from 400 to 600 ◦C.
The flexural strength deterioration increased when exposed to temperature from 600 to 800 ◦C. As
seen in Figure 6, flexural strength behavior of AAS mortar in temperature range from 800 to 1000 ◦C
was similar to that of mortar compressive strength. In comparison with residual strength of mortar at
800 ◦C, the A4, A6, and A8 specimens at 1000 ◦C exhibited no change or slight reduction in strength,
whilst the slight strength increase occurred in A10 specimen. Throughout the exposed temperatures,
the residual strength of A6 and A8 specimens was equivalent each other. The flexural strength variation
trend of mortar was different to that in result of some previous studies [23,24]. According to Zuda,
L. et al. [23], there was no chance in flexural strength of AAS mortar, which used quartz sand as fine
aggregate when exposing to 200 ◦C. When using electrical porcelain as fine aggregate of AAS mortar,
Zuda, L. et al. [24] found that mortar flexural strength altered slightly at temperature range from 200
to 1000 ◦C.
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(a) (b)

Figure 6. Residual flexural strength (a) and change in flexural strength (b) of AAS mortar.

3.3. Tensile Strength

The tensile strength which was determined by testing “8” shaped mortar specimens at ambient
temperature and after exposure to high temperatures is given in Figure 7a. Figure 7b presents the
relative tensile strength of mortar that is exposed to high temperatures in comparison with unexposed
mortar strength. Similar to compressive and flexural strength, the Na2O concentration of activator
has an important role in tensile strength of unexposed specimens. The AAS mortar using activator
with Na2O concentration of 6% possessed the highest tensile strength value, which was approximately
1.43, 1.34, and 1.32 times higher than that of A4, A8, and A10 specimen, respectively. Raising Na2O
concentration in activator to 6% led to grow of the tensile strength value, however the strength
was investigated to decrease with further increase of Na2O concentration beyond 6%. According to
Duran Atiş, C. et al. [15], there is direct correlation between the tensile strength and the brittleness
of AAS mortar. The mortar with higher brittleness is higher shrinkage, and thus, the tensile strength
is lower. The mortar is more brittle, the tensile strength is lower due to cracking by shrinkage
deformation resulted from high Na concentration. When exposed to high temperatures from 200
to 800 ◦C, the tensile strength of all mixture AAS mortar decreased rapidly and then converged at
temperature of 800 ◦C. The tensile strength of AAS mortar is strongly dependent on the paste-aggregate
bond strength [43]. As exposing to high temperatures, the thermal incompatibility between AAS
paste and fine aggregate resulted in weakening the paste-aggregate bond. In addition to weak AAS
paste-aggregate bond, the development of pre-existing micro-cracks as well as new crack formation
due to thermal shrinkage also caused deterioration in tensile strength of mortar. Throughout high
temperature range from 200 to 600 ◦C, the A6 mortar specimen still possessed the highest residual
strength in 4 mortar mixtures.

It can be seen in Figure 7 that Na2O concentration has apparent influence on residual tensile
strength of mortar at temperature of 1000 ◦C. In comparison with strength of mortar at 800 ◦C,
the strength of A6, A8, and A10 mortar specimens at 1000 ◦C was observed to increase slightly, whilst
strength loss occurred in the A4 mortar. The AAS mortar with higher Na2O concentration exhibited
higher tensile strength enhancement. For instant, the residual strength of A10 specimen after exposed
to 1000 ◦C was 2.3 times higher than that of mortar at 800 ◦C. This ratio decreased to 1.8, 1.2, and 0.6
for mortar with Na2O concentration of 8%, 6%, and 4%, respectively.
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(a) (b)

Figure 7. Residual tensile strength (a) and relative tensile strength (b) of AAS mortar.

According to above results, there was clear correlation between the brittleness property and
residual mechanical strength of AAS mortar exposed to high temperature range from laboratory
temperature to 200 ◦C and from 800 to 1000 ◦C. Relation between Na2O concentration and the
mechanical strength variation in temperature range from ambient to 200 ◦C and from 800 to 1000 ◦C
is, respectively, shown in Figure 8a,b, respectively. After exposed to 200 ◦C, the loss in compressive
strength was higher in AAS mortar with higher brittleness. In contrast, the mechanical strength
of the AAS mortar had a tendency to increase with increasing the brittleness at temperature range
800–1000 ◦C.

(a) (b)

Figure 8. Relation between Na2O concentration and the strength of AAS mortar after exposure to high
temperature range: (a) From laboratory temperature to 200 ◦C; and, (b) From 800 to 1000 ◦C.

3.4. Thermogravimetric Analysis

Figure 9 presents the result of Thermogravimetric analysis (TGA) and Derivative
thermogravimetric (DTG) of mortar with different Na2O concentration of 4%, 6%, 8%, and 10%.
For four samples, the main DTG peak centered at approximately 90 ◦C is result of dehydration of
calcium silicate hydrate (C-S-H) [44]. It is noted from Figure 9b that the DTG peak of C-S-H is larger
and sharper when increasing the Na2O concentration in mortar. It reveals that more hydration product
C-S-H is formed in AAS mortar with a higher concentration of Na2O. This is consistent with the
sharp mass loss of A10 and A8 mortar sample due to release of free water and OH groups from
matrix [26] before around 120 ◦C (TGA curve in Figure 9a). The rapid migration and evaporation of
water resulted in more micro-cracks in the mortar structure. This also may explained the reason why
the significant deterioration in compressive strength occurred in A8 and A10 mortar when exposed
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to 200 ◦C. The reduction in mass loss was observed in all mixture specimens for temperature higher
150 ◦C. On the other hand, the wide DTG peak at approximately 550 ◦C due to decomposition of
calcite (CaCO3) [45] was apparently observed to be present in A4, A6, and A8 samples. These DTG
peaks are consistent with sharp reduction in mass of A4, A6, and A8 sample in temperature range
from 450 to 560 ◦C in TGA curve. Furthermore, the slope of mass reduction line in this temperature
range increased with an increase of Na2O concentration. The significant degradation in mass reduction
occurred abruptly at approximately temperature of 560 ◦C. Beyond this temperature, there was minor
change in the percentage of residual mass and all of the samples possessed the minimum mass value
at 1000 ◦C. It can be seen from Figure 9a that the elevated temperatures treatment caused the highest
mass loss in mortar with Na2O concentration of 8%, followed with Na2O concentration of 10%, 6%,
and 4%, respectively.

(a) (b)

Figure 9. Thermogravimetric analysis (TGA) analysis (a) and Derivative thermogravimetric (DTG)
analysis result (b) for AAS mortar at 28 days.

3.5. XRD Analysis

Figure 10 displays the XRD traces of unexposed AAS mortar with different Na2O concentrations
after 28 days of curing in ambient condition. The predominant crystalline phase of Quartz (SiO2)
was detected with minor reflections of Albite (NaAlSi3O8), Calcite (CaCO3), and calcium silicate
hydrate (CaO·SiO2·nH2O) (C-S-H). From previous studies [33,45], the peak of C-S-H was present in
overlapping with trace of Calcite (CaCO3). The XRD trace of Calcite (CaCO3) was identified clearly in
A4, A6, and A8 mortar samples. However, Calcite reflection was not found in mortar specimen with
Na2O concentration of 10%. This XRD result is consistent with DTA and TGA analysis.

Figure 10. XRD patterns of AAS mortar with different concentration of Na2O before exposure.
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3.6. Microstructural Analysis

The SEM micrograph in Figure 11 shows the microstructure of AAS mortar activated by alkaline
solution with different Na2O concentrations at the age of 28 days curing in ambient condition. It is
noted from Figure 11 that the AAS mortar is highly dependent on concentration of Na2O. The sample
with concentration of 4% Na2O exhibited a porous microstructure and unhydrated slag particles.
Figure 12a presents the EDS trace of spot marked 1 on A4 specimen surface (Figure 11) where the
dominant elements were detected to be Si and Al, whilst Ca element was present with minor amount.
The Calcium amount is not enough to make a reaction with Silicate component for C-S-H formation.
These results prove that the low activation process of slag was resulted from low alkaline activator
with Na2O concentration of 4%. As seen in Figure 11b–d, the structure became denser and well-packed
with increasing the concentration of Na2O. Specimens A6, A8, and A10 display micro-cracks due to
high shrinkage deformation. On the other hand, the EDS spectra in Figure 12b–d reveals that Ca
element amount at spots marked 2, 3, 4 in Figure 11b–d increased significantly to be dominant with
Si element when increasing concentration of Na2O. Furthermore, EDS spectra (Figure 12e) of spot 5
at Figure 11d indicates that there was free sodium component in A10 mortar sample. Furthermore,
Sodium substituted calcium silicate hydrate (N-C-S-H) with low Ca/Si is known as the main reaction
product of alkali activated slag [46,47]. Malolepszy, J. [48] postulated the formation of a solid solution
of Na2O-CaO-SiO2-H2O (N-C-S-H), since Na+ ions in alkali-activated cement have a very low solubility
in water. It is well known that the Ca/Si ratio has a significant influence on properties of C-S-H. EDS
image in Figure 12 reveals that Ca/Si ratio decreased with raising Na2O concentration from 6% to
10%. The Ca/Si ratio reduction causes an improvement in binding ability of C-S-H [46,49,50], led to a
compressive strength gain of AAS mortar.

Figure 11. Scanning electron microscopy (SEM) micrograph of fracture surface of AAS mortar at
28 days: (a) A4; (b) A6; (c) A8; and, (d) A10.
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The microstructure transformation of AAS mortar after exposure to elevated temperatures up
to 1200 ◦C is given in Figures 13–15. It is noticeable that, as samples exposed to 200 ◦C, the porous
structure of unexposed mortar with the lowest Na2O concentration of 4% transformed to be compact
structure with few hair-line micro-cracks. This change could be attributed to more hydration product
resulted from the reaction acceleration due to the heating effect. Furthermore, migration of water
before 200 ◦C occurred more easily from the porous structure of A4 mortar. This explains for the
compressive strength gain of A4 mixture mortar at 200 ◦C. Moreover, Ca element amount at A4
fragment surface was investigated to increase highly from EDS spectra (Figure 16a) of spot marked 6
in Figure 13, revealing the formation of C-S-H. As seen in Figure 14, there was no significant change
in microstructure of A6 mixture mortar at 200 ◦C. Contrary to A4 sample, the rapid migration and
escape of a large amount of water from unexposed dense structure of A8 and A10 specimens caused
the significant degradation in strength after exposure to 200 ◦C. This explains the reason why the
microstructure of mortar with Na2O concentration 10% possessed more cracks and rough surface at
200 ◦C (Figure 15). Micro-cracks were observed to be present on mortar surface (Figures 13–15) led to
the drop of flexural and tensile strength when exposed to high temperatures.

 

 

Figure 12. Energy dispersive X-ray spectroscopy (EDS) image of spots in Figure 11: (a) Spot labeled 1;
(b) Spot labeled 2; (c) Spot labeled 3; (d) Spot labeled 4; and, (e) Spot labeled 5.

One of the main reasons for the deterioration in strength of AAS mortar at high temperature was
thermal incompatibility between AAS matrix and fine aggregate. For exposure to elevated temperature,
the AAS paste contraction occurred by the loss of water, whilst fine aggregate expands, resulting in
weakening the bond between paste and aggregate. In addition, the occurrence of calcite decomposition
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process in mortars with Na2O concentration of 4%, 6%, and 8% at a temperature of around 550 ◦C
weakened mortar structure. This likely to explain reason why A10 specimen exhibited the lower
deterioration rate in strength at temperature range from 400 to 600 ◦C. Furthermore, the great strength
reduction result of AAS mortar from 600 to 800 ◦C is consistent with the significant damaged structure
of mortar, which is presented in Figures 13–15.

Figure 13. SEM micrographs of fracture surface of A4 at different temperatures: (a) 200 ◦C; (b) 600 ◦C;
(c) 800 ◦C; (d) 1000 ◦C; and, (e) 1200 ◦C.
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Figure 14. SEM micrographs of fracture surface of A6 at different temperatures: (a) 200 ◦C; (b) 600 ◦C;
(c) 800 ◦C; (d) 1000 ◦C; and, (e) 1200 ◦C.

Increasing the exposing temperature from 800 to 1000 ◦C resulted in the significant alteration
of AAS mortar structure due to sintering process, a significant increase in porosity and no sign of
cracks was observed. This remarkable microstructure alteration may be the cause for slight change in
mechanical strength of mortar from 800 to 1000 ◦C. As seen in Figures 13–15, alkali activated mortar
structure at 1000 ◦C was denser with an increasing concentration of Na2O. Figure 16 presents the
EDS spectra of spots marked 7 in Figures 13–15, revealing a reduction in Ca/Si ratio when raising
Na2O concentration from 4% to 10%. The reduction of Ca/Si ratio in C-S-H structure indicates an
enhancement in binding ability of C-S-H [49,50]. Both SEM and EDS result could explain for the
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higher strength of A10 mortar sample when exposing to 1000 ◦C. As sample exposed to temperature
of 1200 ◦C, previous porous microstructure of all mortar mixtures was transformed to a considerable
dense structure with smooth surface. The cracks and pores in structure at previous temperature
were healed and filled by melting of AAS when exposed to 1200 ◦C. In spite of having highly dense
structure, AAS mortar specimens observed to be deformed due to melting at 1200 ◦C and the intensity
of deformation was higher in mortar with lower Na2O concentration. This result could be attributed
to binding ability of C-S-H in mortar structure, which was improved when increasing concentration of
Na2O.

Figure 15. SEM micrographs of fracture surface of A10 at different temperatures: (a) 200 ◦C; (b) 600 ◦C;
(c) 800 ◦C; (d) 1000 ◦C; and, (e) 1200 ◦C.
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Figure 16. EDS image of: (a) Spot labeled 6 in Figure 13; (b) Spot labeled 7 in Figure 13; (c) Spot
labeled 7 in Figure 14; and, (d) Spot labeled 7 in Figure 15.

4. Conclusions

Based on above experimental results and discussion, the study reveals the following conclusions:
The Na2O concentration of alkaline activator has a great influence on mechanical strength of

unexposed alkali-activated slag mortar, higher compressive strength with higher concentration of
Na2O. Moreover, raising the concentration of Na2O led to increasing the brittleness of AAS mortar.

The compressive strength gain at 200 ◦C was observed in AAS mortar with a low Na2O
concentration of 4 and 6%, whilst mortar activated with Na2O concentration of 8 and 10% exhibited a
great reduction in strength.

The variation in residual flexural strength of AAS mortar was similar to tensile strength when
exposed to high temperatures below 800 ◦C. The AAS mortar with Na2O concentration of 6% exhibited
the highest mechanical strength with exposing temperature below 800 ◦C.

The difference in residual mechanical strength of all mixture mortar was negligible at the exposure
temperature range from 800 to 1000 ◦C. The mechanical strength of mortar at 1000 ◦C had a tendency
to increase with higher Na2O concentration and brittleness.

The highest mass loss after exposure was observed in alkali activated mortar with Na2O
concentration of 8%. Calcite (CaCO3) was not found in alkali activated slag mortar with Na2O
concentration of 10%.

All mixture AAS mortar deformed significantly due to melting phenomena after being exposed to
1200 ◦C. The deformation was observed to be less with increasing concentration of Na2O from 4% to
10%. The microstructure of mortar was changed to be highly dense with smooth surface when exposed
to 1200 ◦C irrespective of Na2O concentration.
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Abstract: Early-age restrained creep influences the cracking properties of concrete.
However, conventional creep measurements require a large number of tests to predict the
restrained creep as it is influenced by the combined effects of variable temperature, creep recovery,
and varying compression and tension stresses. In this work, a double feedback control method for
temperature stress testing was developed to measure the early-age restrained creep of concrete.
The results demonstrate that the conventional single feedback control method neglects the effect of
restrained elastic deformation, thus providing a larger-than-actual creep measurement. The tests
found that the double feedback control method eliminates the influence of restrained elastic
deformation. The creep results from the double feedback method match well with results from
the single feedback method after compensation for the effects of restrained elastic deformation is
accounted for. The difference in restrained creep between the single and double feedback methods is
significant for concrete with a low modulus of elasticity but can be neglected in concrete with a high
modulus of elasticity. The ratio between creep and free deformation was found to be 40–60% for
low, moderate, and high strength concretes alike. The double feedback control method is therefore
recommended for determining the restrained creep using a temperature stress testing machine.

Keywords: restraint; creep; double feedback method; concrete; temperature stress testing machine
(TSTM)

1. Introduction

The cracking of massive concrete structures due to thermal stresses is a problem that has long been
studied by engineers [1]. Dam concrete, a typical type of mass concrete, suffers varying temperature
and strong restraint effects during the first days following casting. This influences early-age creep.
The early-age creep of concrete can relax more than 50% of the restraint stress [2–4]. Creep is one of the
most important properties that influence temperature stress in concrete due to relaxation effects [5].

In dam concrete, early-age creep has its own unique characteristics: The temperature in the
concrete increases due to the hydration heat and must be controlled below a design value to avoid
a large temperature gradient. The temperature stress is not a constant load, instead increasing and
decreasing during the hydration process [6,7]. The early-age creep of concrete is also difficult to
obtain because both the physical and chemical properties of concrete change simultaneously [4,8].
Therefore, the determination of early-age concrete creep under both varying temperature and restraint
conditions is a challenging and a significant topic for research.

The influence factors on the creep, such as temperature, creep recovery, and loading at early-age
have been widely studied. Temperature effects have been studied from the perspective of equivalent
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age [7], hydration degree [9], and transient creep [10,11], among others. Some calculation models,
such as the B3 model [12], microprestress–solidification theory [13], rheological model [14,15],
and degree of the hydration-based creep model [16,17] have been proposed to predict the effects of
temperature on creep. Creep recovery is another important characteristic of creep. Rheological models,
such as the modified Double Power Law [7], Kelvin-Voigt [18], and Maxwell [19] can effectively predict
the recovery effect. Delsaute [20,21] combined a classical test and a repeated minute–scale–duration
loading test to model the recovery effect.

Loading age can influence the creep magnitude, and the creep loading in early age is more
significant than in later age. Existing creep models require modification to predict the extent of this
early-age creep. For example, Østergaard [22] suggested a mathematical model for early-age creep by
redefining a parameter in the B3 model. Similarly, Wei [23] redefined this parameter in the modified
microprestress–solidification model to consider the effects of both temperature and early age on
creep. Although the temperature, early age, and unloading factors have been extensively studied,
the combined effect of these factors on the very early-age restrained creep of dam concrete is still
difficult to accurately predict.

A temperature stress testing machine (TSTM) can be used to study early-age creep under the
combined effects of restraint and temperature. The TSTM was developed by many researchers [3,24–28],
and a multi-TSTM system controlled by a synchronous closed loop method was constructed by Zhu [29].
The restrained creep has been extracted from free and restrained specimens using a TSTM [25] based
on the assumption of linear superposition, which was validated by [7,8,30,31]. In traditional TSTM
tests controlled by the single feedback method, the restraint stress is also variable in a compensation
cycle, and an additional restraint elastic deformation caused by the varied restraint stress is produced.
This varied restraint stress has typically been ignored when decoupling the restrained creep [2–4,32].

In order to experimentally investigate the restrained creep of dam concrete under the effects of
temperature and restraint conditions at early age, a double feedback control method was developed
in this study based on the multi-TSTM system [29]. In the conventional creep test when applying a
constant load, a series of tests to consider the varying temperature, alternating tension and compression
stress, and different loading ages are required. Based on the multi-TSTM system, the restrained elastic
deformation effect was then studied. Finally, a testing method for restrained creep using TSTM
is proposed.

2. Materials and Methods

2.1. Double Feedback Control Method and Creep Calculation Method Using the TSTM

In a TSTM as shown in Figure 1a, the specimen deformation is measured directly by a deformation
sensor embedded into the concrete and the load is monitored by the load cell. The TSTM can maintain
the specimen in a restrained state by continuously checking the specimen deformation. When the
preset deformation threshold is exceeded, the actuator of the TSTM is started to compensate for the
strain, and the specimen is pushed or pulled to return it to its original length [25]. The number of the
compensation cycle is indicated as 1, 2, . . . i, and the time was marked as t1, t2, . . . ti.

In this work, a double feedback control method was developed. Both the load and the deformation
of the specimen were monitored and automatically controlled by the computer in real-time. In addition
to restoring the specimen to its original length when the deformation reached the preset threshold,
the actuator was also working to maintain the load of the specimen as a constant value between the
compensation cycles. As shown in Figure 2a, Case I represents the free specimen, and Case II represents
the restrained specimen. The cumulative deformation curves are shown in Figure 2b, and the load
history of the specimen controlled by double feedback method is shown in Figure 2c.
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(a) (b) 

Figure 1. Schematic and the specimen geometry of a temperature stress testing machine (TSTM).
(a) Schematic of TSTM; (b) A-A cross-section view.

 
(a) 

 
(b) 

 
(c) 

Spring

Figure 2. Restrained creep calculation method without considering the restrained elastic deformation,
in which εr is the strain under the restrained condition, ε f is the free deformation, and εcreep is the
restrained creep strain. (a) Deformation decomposition between the strain compensation cycles;
(b) Cumulative curve of free deformation, elastic strain and restrained creep; (c) Stress history.

The deformation can be decomposed into restrained strain and creep as shown in Figure 2a,b,
in which ε f , εr, and εcreep represent the free strain, restrained strain, and restrained creep, respectively.
εr is the restrained strain recorded by the strain sensor, and the actuator starts to compensate when εr

reaches the preset threshold, so the restrained strain is equal to the instantaneous elastic strain induced
by the increment load applied by the actuator. The deformations conform to the geometric Equation
(1), describing the relationship between the strain compensation cycles, so the restrained creep strain
at time tn can be calculated by Equation (2).
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εcreep(ti) = ε f (ti)− εr(ti) (1)

εcreep(tn) =
n

∑
i=1

[
ε f (ti)− εr(ti)

]
(2)

The restrained creep in the TSTM controlled by the double feedback method can be calculated by
Equation (2).

2.2. Singles Feedback Control Method and Creep Calculation Method Using the TSTM

For a traditional TSTM [4,25,33], the control method is called single feedback control method,
in which only the deformation is checked to keep the specimen restrained. During the compensation
cycle, the load applied to the specimen increases as the deformation increases to the threshold.
Both the deformation and the load are variable during the compensation cycle as shown in Figure 3a,c.
The difference between the single feedback method and proposed double feedback method is that the
load is not a constant value between the strain compensations. The proposed double feedback TSTM
is generally conducted as a creep relaxation combining test as both the restrained stress and strain are
all variable [33]. An additional restrained elastic deformation, marked as εre in Figure 3a,b is produced
due to the variable restrained stress during the compensation cycle.

 
(a) 

 
(b) 

 
(c) 

Spring

Figure 3. Restrained creep calculation considering the restrained elastic deformation, in which εre is the
restrained strain. (a) Deformation decomposition between the strain compensation cycles of the single
feedback control method; (b) Cumulative curve of free deformation, restrained elastic deformation,
and restrained creep; (c) Stress history.
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Under the single feedback method [25], the restrained elastic deformation has typically been
ignored. The creep in a TSTM test controlled by the traditional single feedback method is also
calculated by Equation (2), by decoupling the restrained creep without considering the restrained elastic
deformation [2–4,32]. In reality, the restrained stress is accordingly variable during a compensation
cycle, and an additional restrained elastic deformation will be produced. Consequently, the creep
deformation calculated by Equation (2) will be influenced by the restraint stress.

In Figure 3a, Case I represents the free specimen, Case II represents the restrained specimen under
the assumption that the concrete is elastic without considering the creep, and Case III represents the
restrained specimen under which concrete is considered to be viscoelastic. Equation (3) can be derived
from the force equilibrium equations as follows:

ΔFre(ti) = Ece(ti)× Ac × εre(ti) (3)

where ΔFre(ti) is the restrained elastic load increment corresponding to the restored elastic deformation
increment εre(ti) in compensation cycle i, and can be recorded by the load cell of the TSTM in a
compensation cycle; Ac is the cross-sectional area of the concrete specimen; Ece(i) is the concrete
elastic modulus, and εre(ti) is the restrained elastic deformation increment of the concrete under the
restraint of the device during one adjustment cycle. Based on linear superposition, the deformation
relationship is:

εre(ti) = ΔFre(ti)/[Ac × Ece(ti)] (4)

ε f (ti) = εre(ti) + εcreep(ti) + εr(ti) (5)

Therefore, in a complete test period, the creep deformation at time tn can be obtained as shown in
Figure 3b and calculated by Equation (6) as follows:

εcreep(tn) =
n

∑
i=1

{
ε f (ti)− εr(ti)− ΔFre(ti)/[Ac × Ece(ti)]

}
(6)

2.3. Materials

All the raw materials used for mixing the concrete were transported from the construction site of
a super-high arch dam. The mix ratios of the concretes are listed in Table 1, in which the water-cement
ratio was 0.50. Manufactured sand with a fineness modulus of 2.61 and apparent density of 2790 kg/m3

was chosen as the fine aggregate. Limestone gravel with a diameter of 5–20 mm, an apparent density
of 2790 kg/m3, and a saturated surface dry water absorption rate of 0.21% by mass was employed as
the coarse aggregate. The density of the fly ash was 2320 kg/m3, and its fineness was 7.6%. The effect
of the admixture on the concrete performance is given in Table 2. The constituents of the Portland
cement and the fly ash are provided in Table 3. Two kinds of concrete, low-heat cement concrete (LHC)
and moderate-heat cement concrete (MHC), were mixed in the same ratios given in Table 1. The only
difference between the two mixes was the cement used, detailed in Table 3.

Table 1. Mix ratios of the concrete specimens used in the experiments (kg/m3).

Water Cement Fly Ash Sand Gravel Water-Reducing Admixture Air-Entraining Admixture

130.00 169.00 91.00 727.58 1351.23 1.12 0.074
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Table 2. Effect of the admixtures on the performance of the concrete.

Admixture Mix Ratio (%) Water Reduction Ratio (%) Air Content (%) Bleeding Rate (%)
Difference in Setting Time (min)

Initial Setting Final Setting

Water reducing
admixture 0.60 19.5 1.9 25 +260 +350

Air entraining
admixture 0.008 6.5 5.0 35 +40 +70

Table 3. Chemical composition of the materials used (% mass).

Material CaO SiO2 Al2O3 Fe2O3 MgO SO3 R2O

Low heat cement 58.7 22.8 4.3 4.3 4.2 3.0 0.3
Moderate heat cement 47.9 25.1 11.3 2.4 5.5 3.0 1.3

Fly ash 3.2 52.4 24.0 9.4 1.1 0.4 0.9

2.4. Experimental Procedure

Two batches of temperature stress tests were designed for LHC and MHC separately. Four TSTM
were employed in each experimental set using a multi-TSTM system [29]. The restraint control methods
used by each TSTM are drawn in Figure 4a for LHC and Figure 4b for MHC.

  
(a) LHC setup (b) MHC setup 

Figure 4. TSTM setups for the testing of low-heat cement concrete (LHC) and moderate-heat cement
concrete (MHC) specimens.

The specimens tested by the TSTM A for LHC and tested by TSTM A and TSTM D for MHC were
all set as free ones. The specimens on other TSTMs were set as restrained. Note that the restrained
specimens were controlled by one of two methods, single or double feedback. As shown in Figure 4a,b.
TSTM B for LHC and MHC were controlled by the single feedback method. Both TSTM C and TSTM
D for LHC were controlled with double feedback method to verify the reproducibility of the double
feedback method. The MHC-A and MHC-D TSTMs were set with free restraints to verify that the free
deformation measured by the TSTMs was representative.

To simulate a realistic temperature history such as that found at the construction site of a dam,
typical temperature history curves measured at the subject site were used as shown in Figure 5.
To ensure that the placement temperature was between 14 ◦C and 16 ◦C, which was required by the
temperature control strategy of the dam construction, all the materials were precooled in an artificial
climate laboratory atmosphere of 0 ◦C for 24 h before mixed. The temperature was reduced at a rate of
0.5 ◦C/h after the concrete specimens had been cured for seven days.

160



Materials 2018, 11, 1079

 

Figure 5. The controlled temperature curves of LHC and MHC measured at a dam construction site.

The restrained test should be initiated as early as possible in order to determine the effects of the
early age properties; however, premature failure can occur if the concrete is not of sufficient strength.
A variety of methods were studied to determine an appropriate starting time (t0 or “zero time”)
with respect to aspects of the restrained stress increment [27,28], temperature rate [34], autogenous
deformation rate [33,35], and the earliest possible time [3]. The starting time finally selected was
approximately equal to the final setting time [36]. In this work, the initial setting time was 14 h and
the final setting time was 20 h, so the starting time was chosen as 20 h after the specimens were
cured, and at that time the deformation was established as zero. The side formworks were removed
2 h before the starting time to minimize the temperature gradient between the concrete and the
surrounding environment.

The concrete was poured into the TSTM and covered by plastic sheets as shown in Figure 1b.
After the side formworks were removed, the side surfaces of LHC and MHC specimens were still
covered by plastic sheets as shown in Figure 1b. The top surface of the LHC specimens was then
sealed with self-sticking aluminum foil to prevent drying, while the top surface of the MHC specimens
remained only covered by plastic sheeting in order to conduct a preliminary investigation of drying
creep. The detailed experimental procedure of concrete preparation and TSTM protocol can be found
in reference [29]. The measured deformation distance of the specimen was 1000 mm, even though
the actual length of the specimen was 2000 mm, and a uniform distribution of the restraint stress was
obtained between the 1000 mm, of which the schematic of TSTM is drawn in Figure 1a. The deformation
sensor has a 0.1 μm resolution and 0.2 μm reproduction accuracy. The concrete temperature was
measured by three temperature sensors inserted into the specimen, in the locations shown position
can be seen in Figure 1a,b.

3. Results and Discussion

3.1. Restrained Stress

The restrained stress histories of the LHC and MHC specimens are shown in Figure 6.
The measured stress difference between LHC-C and LHC-D is insignificant. Both of these TSTMs were
controlled by the double feedback method, which indicates that the stresses measured by different
TSTMs are reproducible. During the compensation cycles, the stress of specimen LHC-B was varied
while that of LHC-C and LHC-D was held constant. Specimens MHC-B and MHC-C manifested the
same pattern as the LHC specimen. The results indicate that the restrained stress is variable between
the compensation cycles under the single feedback control method.
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(a) (b) 

Figure 6. Restrained stress history measured by TSTMs. (a) The stress history of LHC; (b) The stress
history of MHC.

Both the restrained stress and strain are variable between compensation cycles, so the temperature
stress test is like a kind of creep relaxation combined experiment. The developed double feedback
control method holds the load constant, which results in a stepwise creep experimental process. In the
temperature increase phase, the compressive stress measured by the single feedback method increased
slower than that measured by the double feedback method, as shown in Figure 6a,b During the
temperature decrease phase, the tensile stress measured by the single feedback method was smaller
than that measured by the double feedback method. Figure 6b shows that the tensile stress of MHC-B
was only 1.09 MPa at failure, while specimen MHC-C exhibited a tensile stress of 1.45 MPa at failure.
The inset detail view in Figure 6a shows that the stress in LHC-B lags behind that in LHC-C, and the
inset detail in Figure 6b shows the same trend for the MHC specimens.

3.2. Free and Restrained Deformation

The cumulative deformation results of the LHC and MHC specimen tests are shown in Figure 7a,b,
in which positive deformations indicate expansion and negative deformations indicate shrinkage.
The value of the free deformation was observed to increase with the temperature and vice versa.
In Figure 7a, the maximum free strain is 57.3 με when the temperature is 26.60 ◦C. The maximum
compressive cumulative deformations of LHC-C and LHC-D are only about 30 με because most of the
temperature deformation transforms into creep. When the temperature cools from 26.60 ◦C to 19.50 ◦C,
the free deformation decreases from 57.3 με to 2.2 με and the restrained deformation decreases from
30 με to −9.4 με.

The restrained deformation of LHC-B is smaller than that of LHC-C and LHC-D, corroborating the
understanding that the stress determined by the single feedback method lags behind that determined
by the double feedback method. An additional restrained elastic deformation is produced in the single
feedback method, so the restrained deformation and stress are smaller than those measured in the
double feedback method. In the rapid cooling phase, as the restrained stress increased in the single
feedback method, the restrained stress is constant in the double feedback method, and an additional
restrained stress would retard the increase in the restrained deformation, as shown in Figure 2b. Hence,
the change in restrained deformation controlled by the single feedback method is obviously slower
than that controlled by the double feedback method.

The free deformations of MHC-A and MHC-D shown in Figure 7b are almost identical,
which indicates that the TSTM system provides good deformation measurement and reproducibility.
Though the number of specimens is limited in the temperature stress tests, the results indicate
that the proposed TSTM system provides high measurement accuracy. The maximum free strain
is 49.8 με when the temperature reaches 26.00 ◦C and decreases to −15.6 με as the temperature cools
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from 26.00 ◦C to 21.33 ◦C. The MHC specimens exhibit larger shrinkage than the LHC specimens
because the MHC specimens were only sealed by plastic film rather than self-sticking aluminum foil.
The free deformation of the MHC specimens contains temperature deformation, autogenous volume
deformation, and dry shrinkage deformation. The restrained deformation of MHC-C develops faster
than that of MHC-B, which is the same as the LHC, a result of the different feedback control methods.

  
(a) (b) 

Figure 7. The deformation evolution history from different TSTM tests. (a) Deformation results of LHC
specimens; (b) Deformation results of MHC specimens.

3.3. Restrained Creep

Restrained creep deformations are derived from the free and restrained deformations, with the
measurements shown in Figure 8a,b. The creep results of LHC-B, controlled by the single feedback
method, are larger than those of LHC-C and LHC-D, controlled by the double feedback method.
A restrained elastic stress increment is generated during the compensation cycle, so the creep
deformation calculated by Equation (2) includes the restrained elastic deformation, which can be
eliminated by Equation (6). The modulus of elasticity (E) is a key factor influencing the results,
and the E values of the LHC and MHC were determined at ages of 1, 3, 5, and 7 days by a standard
method [37]. In Reference [37], the E values were determined by applying a load of 0.2 MPa/s on
the specimen, of which the dimension was 100 × 100 × 300 mm. The E value was calculated from
the variation in stress amplitude from 0.5 MPa to 40% of the specimen compressive strength at the
loading age. The values of E provided in Table 4 were calculated based on the average values from
three 100 × 100 × 300 mm specimen tests at the given testing age.

  
(a) (b) 

Figure 8. The restrained creep from different TSTM tests. Compressive creep is indicated as a positive
value. (a) Creep results of LHC; (b) Creep results of MHC.
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Table 4. The modulus of elasticity (E) of the low-heat cement concrete (LHC) and moderate-heat
cement concrete (MHC) at different ages (GPa).

Concrete 1 Day 3 Days 5 Days 7 Days

LHC
Average value 10.57 14.27 16.83 21.73

Measured values 11.60, 11.70, 8.40 12.20, 14.40, 16.20 15.30, 16.70, 18.00 19.00, 22.50, 22.00

MHC
Average value 13.90 23.27 24.27 26.67

Measured values 13.70, 13.80, 14.20 23.70, 23.00, 23.10 24.10, 23.50, 25.22 24.90, 29.50, 25.60

The loading stress amplitude affects the determined value of E, and the degree of influence of
the stress/strength ratio on the E value is different at different ages [38]. The stress level and stress
increments in the specimens during the temperature stress tests were quite small, so the initial tangent
E-modulus appeared to be more relevant for use in the stress calculations [33] than those determined
from the standard E-modulus [37]. The E value determined using the lower stress amplitude is
larger than that using the high-stress amplitude. However, the E values calculated by stress and strain
increments from the TSTM yield larger scatter because the increments are so small. The “active method”
was then applied [39] by cyclically applying a compressive load corresponding to approximately 10% of
the concrete compressive strength. Using this method, the value of E looks very similar to the E values
calculated using the stress and strain increments and is approximately 130% of the E values determined
by the standard method [37], which are also in accordance with existing research results [40]. Therefore,
the E values used for calculation in Equation (6) were set to 130% of the values shown in Table 4.

After considering the restrained elastic deformation, the maximum compressive creep of LHC-B
can be observed to decrease from 45 με to 30 με as shown in Figure 8a and is almost equal to that of
LHC-C and LHC-D. The elimination of elastic strain is clearly necessary for LHC: The creep results from
the single feedback method calculated by Equation (6) match well with those of the double feedback
method for LHC. The restrained creep of MHC-B is smaller than that of MHC-C, especially after
60 h, as shown in Figure 8b. Because the restrained deformation of MHC-C varies faster than that of
MHC-B in Figure 7b, the creep value of MHC-B, determined by Equation (2), is smaller than that of
MHC-C. This difference is caused by material dispersion and is not contrary to the behavior of LHC.
Because the E values of MHC are much larger than those of LHC, the restrained elastic deformation
of MHC determined by Equation (5) is smaller than that of LHC. The restrained creep results from
MHC-B determined by Equations (2) and (6) show little difference. These results indicate that effects
of restrained elastic deformation on restrained creep are more obvious for concrete with a lower E.
This influence can, thus, be safely neglected for high strength concrete as has been done by some
researchers [2,41]. The double feedback method, proposed for determining the restrained creep at
early ages, is generally confirmed to be accurate by the creep results of the single feedback method
after considering the effects of restrained elastic deformation.

The restrained creep can influence the magnitude of the restrained stress. The restrained stress
can be measured by the load cell of the TSTM directly, and the theoretical elastic stress can then be
derived by Equation (7).

σf e(tn) = ∑ n
i=1Δε f ree(ti)·E(ti) (7)

where σf e(tn) is the theoretical elastic stress at a time tn corresponding to the free deformation, and E(ti)

is 130% of the values given in Table 4, according to references [39,40]. The maximum compressive
stress in the LHC in Figure 6a is only between 0.54 and 0.58 MPa. However, when the temperature of
the concrete increases to its maximum value of 26.60 ◦C, the maximum free deformation is 57.3 με,
corresponding to a theoretical elastic stress of approximately 0.95 MPa. The relaxation is about 40–45%
at the maximum temperature. The maximum compressive restrained creep is 25–30 με, and the
ratio between the creep and free deformation of LHC is about 43.6–52.4%, which is very close to the
relaxation ratio. Similarly, the ratio between the creep and free deformation of MHC is about 50–60%,
and the stress relaxation ratio is also about 50–60%. The results indicate that, no matter the material,
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the restrained creep is 40–60% of the free deformation in the restrained temperature stress test, and the
creep-to-free deformation ratio is approximately equal to the stress relaxation degree under the given
temperature history. This 40–60% creep-to-free deformation ratio has also been observed in high
performance concretes [2,3,41,42] whether or not the temperature histories were constant or variable.
Thus, the ratio between creep and free deformation can be used as a measure of stress relaxation [7],
and early-age creep could relax 40–60% of the restrained stress at early age.

A TSTM can determine the restrained creep as influenced by the combined factors of temperature
and creep recovery from a very early age, which can hardly be obtained using only a test with the
conventional creep testing method of applying a constant load [41]. The classical linear viscoelasticity
creep theory [43–45] can also predict restrained creep, however, the viscoelasticity creep model should
consider the combined factors such as variable temperature, alternating tension and compression stress,
and the early age effects. A significant amount of testing is required to obtain a creep model that can be
used to calculate the restrained creep exactly. Some researchers [46,47] have predicted the restrained
stress using a creep model derived from the conventional testing method. However, Kovler [41] found
that specific creep values obtained in the plateau from a restrained shrinkage test were smaller than
those obtained from a conventional test. Two reasons may account for the difficulty of combining
the restrained creep as determined by TSTM with that determined by the conventional method. One
reason is that the magnitude of self-induced restrained stress is small. The restrained stress at very early
age is near zero, yet the restrained creep is considerable. Therefore, the specific creep as determined by
dividing creep strain by restrained stress would result in a large discrepancy. Another reason is that
the restrained creep is influenced by many factors, so the classical method, which obtains results by
applying only a constant load, is insufficient.

In future work, a creep model considering variable temperature, alternating tension–compression
stress, and early age effects will be studied by directly measuring creep and free strains.
Furthermore, the restrained creep can be accurately predicted by combining the creep model.

4. Conclusions

A double feedback control method using a TSTM was developed based on a multi-TSTM system
to measure the early-age restrained creep of LHC and MHC specimens. The conclusions are as follows:

(1) The TSTM is a very useful instrument for determining the early-age restrained creep of dam
concrete under the combined effects of varying temperature, creep recovery, tension and
compression stress, and early age. The double feedback control method for a TSTM can hold the
stress constant during the compensation cycle, eliminating the restrained elastic deformation.

(2) The restrained creep measured by the conventional single feedback TSTM control method
neglects the effects of restrained elastic deformation, and as a result, the measured creep is
larger than the actual value. A new creep calculation equation for single feedback method was,
accordingly, derived. The results calculated with the proposed equation show positive agreement
with the results of the more accurate double feedback method.

(3) The difference in restrained creep between single and double feedback methods is significant in
low elastic modulus concrete and can be neglected in high elastic modulus concrete.

In summary, the double feedback control method is recommended for determining the restrained
creep of concrete using a TSTM. The value of early-age restrained creep is significant and should not
be neglected. The ratio between creep and free deformation at an early age may be in the range of
40–60% for LHC, MHC, and high-performance concretes.
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