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Abstract: This Special Issue is devoted on design and application of thin films and structures with
special emphasis on optical applications. It comprises ten papers, five featured and five regular
papers, authored by respective scientists all over the world. Diverse materials are studied and their
possible applications are demonstrated and discussed: transparent conductive coatings and structures
from ZnO doped with Al and Ga and Ti-doped SnO2, polymer and nanosized zeolite thin films for
optical sensing, TiO2 with linear and non-linear optical properties, organic diamagnetic materials,
broadband optical coatings, CrWN glass molding coatings and silicon on insulator waveguides.

Keywords: transparent conductive coatings; optical sensing; broadband design; linear and non-linear
optical properties; sidewall roughness; organic diamagnetic materials

1. Introduction

Diverse types of materials such as polymers, glasses, metals, ceramics, zeolites, etc., could be
prepared as thin films with high optical quality thus finding applications in photonics, optical sensing,
photocatalysis, optoelectronics, linear and non-linear optics, holography, etc. Different production
strategies, including “dry” and “wet” deposition methods, are developed and optimized. In order for
these thin films and structures to be utilized in different optical devices, unambiguous methods for
design and characterization are required. Additionally, in-situ optical monitoring of their properties
will be beneficial for proper device operation.

This Special Issue covers the recent progress and new developments in the area of design,
deposition, characterization and application of optical thin films and structures.

2. Statistics of the Special Issue

The special issue consists of 10 full papers authored by 57 authors. The geographical distribution
of authors can be seen in Figure 1. The authors originate from 10 countries from three different
continents—Europe, Asia and North America. The average number of authors per manuscript is 5.7.

Coatings 2020, 10, 1140; doi:10.3390/coatings10111140 www.mdpi.com/journal/coatings1
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Figure 1. Geographic distribution by the country of authors.

3. Brief Overview of the Contributions to This Special Issue

Tikhonravov et al. [1] presented a computational approach for comparing various broadband
monitoring strategies, taking into account the positive and negative effects associated with the
correlation of thickness errors caused by the monitoring procedure. The presented computational
approach is general and can be applied to check the prospects of the production of various types of
optical coatings. Stenzel et al. [2] studied linear and non-linear optical properties of titanium dioxide
films prepared by plasma ion-assisted electron beam evaporation. Linear optical properties were
investigated in terms of spectrophotometry using the beta-distributed oscillator model as a parametrized
dispersion law. The nonlinear two-photon absorption coefficient of titanium dioxide was determined
by means of the laser-induced deflection technique at a wavelength of 800 nm. Dimitrov et al. [3]
demonstrated transparent and conductive aluminum-doped zinc oxide (AZO) thin films deposited
on rigid and transparent substrates through atomic layer deposition. Applications as transparent
conductive layers in AZO/glass-supported liquid crystal displays and flexible polymer-dispersed liquid
crystal devices were discussed. Akhmedov et al. [4] investigated the structural, electrical, and optical
performances of Ga-doped ZnO/Ag/Ga-doped ZnO (GZO/Ag/GZO) multilayered structures deposited
on glass substrates by direct current (DC) magnetron sputtering in a pure Argon medium without any
substrate heating. Highly transparent and conductive samples were obtained. Liu et al. [5] investigated
Ti-doped SnO2 transparent conductive oxide thin films deposited on glass substrates using radio
frequency (RF) magnetron sputtering and postdeposition annealing at temperatures in the range of
200–500 ◦C for 30 min. The effects of the annealing temperature on the structural properties, surface
roughness, electrical properties, and optical transmittance of the thin films are then systematically
explored. Cody et al. [6] demonstrated a possibility of optical sensing of copper ions in water using
Linde Type L (LTL) zeolite thin films. Both single wavelength and spectroscopic ellipsometry were
used for characterization of the changes in optical constants and thickness of films in the presence
of heavy metal ions. Lazarova et al. [7] demonstrated a possible approach for enhancement of
Poly(vinyl alcohol) (PVA) humidity-sensing ability using poly(vinylalcohol-co-vinylacetal) copolymers
of different acetal content. Further enhancement through preparation of polymer–silica hybrids was
demonstrated. The possibility of color sensing of humidity was also discussed. Eerdekens et al. [8]
demonstrated organic, diamagnetic materials based on structurally simple (hetero-)tolane derivatives
that form crystalline thin-film aggregates suitable for Faraday rotation spectroscopy. Huang at al. [9]
studied the impact of vacuum annealing on CrWN glass molding coatings deposited by plasma
enhanced magnetron sputtering. The vacuum annealing induced surface coarsening and spinodal
decomposition accompanied by the formation of nm-sized c-CrN, c-W2N, and h-WN domains.
The large volume fraction of the last one seriously weakened the coating strength and caused a drop
in hardness. Shang et al. [10] used a theoretical/experimental combinative model for investigation
of the waveguide sidewall roughness (SWR) and its impact on the optical propagation losses in
silicon-on-insulator waveguides.
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4. Conclusions

In making this Special Issue on Optical Thin Films and Structures: Design and Advanced
Applications, I had the pleasure of communicating with first-class authors worldwide and the chance
to obtain high quality contributions. I am very grateful to all the authors of the Special Issue for their
submissions. I hope that the papers will be useful and of interest for the readers.

Conflicts of Interest: The author declares no conflict of interest.
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Abstract: This article presents a computational approach for comparing various broadband monitoring
strategies, taking into account the positive and negative effects associated with the correlation of
thickness errors caused by the monitoring procedure. The approach is based on statistical estimates
of the strength of the error self-compensation effect and the expected level of thickness errors.
Its application is demonstrated by using a 50-layer, nonpolarizing edge filter. The presented approach
is general and can be applied to verify the prospects of broadband monitoring for the production of
various types of optical coatings.

Keywords: thin films; optical coatings; monitoring; deposition

1. Introduction

Optical monitoring techniques can be applied in the production of optical coatings in almost all
deposition plants. Both commercial and homemade optical monitoring devices are widely used all
over the world, and choosing a good optical monitoring strategy is a key issue for the production
of high-quality optical coatings. There is a great variety of optical monitoring techniques, and
they are divided into monochromatic and broadband techniques [1]. In the case of monochromatic
techniques, the question of having a proper monitoring strategy was raised many decades ago.
The most impressive example of this was the production of narrow band-pass filters using turning
point optical monitoring [2–4]. The production of very complicated optical filters became possible due
to the presence of a very strong error self-compensation effect associated with this type of monitoring.
The physics of the error self-compensation effect was explained many years later [5], and it was shown
that the advantage of turning point monitoring appears only in the case of filters with resonant filter
cavities. For other types of optical coatings, monochromatic-level monitoring was proposed many
years ago in various forms [6–9]. For monochromatic-level monitoring, the choice of monitoring
strategy is usually decided by the specifications of monitoring wavelengths and signal termination
levels or swing [10] termination levels for all coating layers. The choice of monochromatic monitoring
strategy is not a straightforward task, and recent efforts have been made to automate this choice [11,12].

In the case of broadband monitoring, various monitoring strategies are also possible. The first
alternative is the choice between direct and indirect monitoring strategies [1,10]. The main advantage
of direct monitoring was indicated by Macleod [7]. In this case, we monitor one of the samples that we
want to produce. Unfortunately, direct broadband monitoring can lead to the development of a strong,
cumulative effect of thickness error growth. This effect was even noticed in the first works done on
broadband monitoring [13,14] and was later investigated in detail [15]. Indirect broadband monitoring
allows one to use several monitoring chips and, thus, prevent the fast growth of thickness errors.

Coatings 2019, 9, 809; doi:10.3390/coatings9120809 www.mdpi.com/journal/coatings5
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However, with this type of monitoring, we lose the previously noted advantage of direct monitoring.
The recent progress in monitoring hardware arrangements [16,17] allows one to combine the advantages
of direct and indirect monitoring. In the arrangement reported in these works, the monitor holder has
several monitoring chips and is located on the main wheel of the deposition chamber with the same
radial position as those of the deposited samples. Thus, the cumulative effect of thickness errors can be
reduced by using several monitoring chips during the coating deposition.

The negative cumulative effect of thickness error growth is connected with the correlation of
thickness errors by optical monitoring procedures [15]. Although, the correlation of errors can also lead
to a positive effect of self-compensation of influence of errors in various layer thicknesses. In the case of
broadband monitoring, this effect was first noticed four decades ago [13,14]. However, a comprehensive
study of the error self-compensation effect associated with direct broadband monitoring began only
recently, after the presence of a very strong effect was detected in the production of Brewster’s angle
polarizers for high-fluence optics [18]. The mathematical investigation of the error self-compensation
mechanism in the case of broadband monitoring was performed in Ref. [19]. The results of this
investigation were formulated in terms of singular values of rectangular matrices describing the
correlation of errors in the course of broadband monitoring. Unfortunately, this form of representation
is not convenient for practical applications, and the degree of correlation between the thickness
errors and the strength of the error self-compensation effect can be calculated using computational
experiments on optical coating production simulations [20,21].

The recent progress in broadband monitoring hardware [16,17] allows one to apply different
direct monitoring strategies. In particular, direct broadband monitoring can be performed using
several monitoring chips. It is also possible to remove monitoring chips and bring them back to the
measurement position many times during the coating deposition. This strategy was previously applied
in the case of indirect broadband monitoring, and it was shown that it had a certain advantage in
monitoring some types of optical coatings [22].

Despite the obvious progress in monitoring arrangement, choosing the optimal strategy in the
case of broadband monitoring is still an open question. When studying this question, we should
take into account the negative and positive effects connected with the correlation of thickness errors.
On the one hand, the use of several monitoring chips prevents rapid development of the cumulative
effect of thickness errors. On the other hand, it can also reduce the degree of correlation of thickness
errors and the associated positive effect of error self-compensation. The goal of this paper is to present
a computational approach that can be applied for the comparison of various monitoring strategies
while also taking into account the above-mentioned effects. We hope that such a comparison will be
useful in practice to help select the optimal monitoring strategy for a given coating design.

2. The Computational Approach to Assessing the Degree of Thickness Error Correlation and the
Strength of the Error Self-Compensation Effect

To illustrate the proposed computational approach, we analyzed a design of 50-layer, nonpolarizing
edge filter with a 45◦ light incidence. Its theoretical spectral characteristics and layer physical thicknesses
are presented in Figure 1. The filter used model high- and low- index materials with refractive indices
of 2.35 and 1.45 (for example, model TiO2 and SiO2 indices). The first layer counting from the substrate
was the high-index material layer, and the substrate refractive index was 1.52. It was designed using
OptiLayer thin film software (v12.12) [23]. Computational manufacturing experiments with this
filter [24] demonstrated the presence of a strong error self-compensation effect in the case of broadband
monitoring in the normal incidence transmittance mode.

6
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(a) (b) 

Figure 1. Theoretical s- and p-reflectances (a) and thicknesses (b) of the 50-layer, nonpolarizing
edge filter.

Let dt
1, ..., dt

m be physical thicknesses of a coating design. Here, m is the total number of coating
layers, and m = 50 in the case of the considered nonpolarizing filter. In the course of production, actual
layer thicknesses da

1, ..., da
m differed from the planned values. Consider broadband monitoring using

measured transmittance spectra. When using modern broadband monitoring devices, such spectra
usually have hundreds or even thousands of spectral points. Let d be the growing thickness of the j-th
coating layer. The measured transmittance is

Tj(d) = Tj(da
1, ..., da

j−1, d) + δTmeas (1)

Here, δTmeas is the error in measured transmittance data. In Equation (1) and the following
equations, we omitted the indication of an obvious dependence on wavelength λ.

With broadband monitoring, the deposition of the j-th layer is terminated in accordance with the
condition that the minimum is reached by the discrepancy function

Φ j(d) =
∑
λ

[
Tj(da

1, ..., da
j−1, d) + δTmeas − Tj(dt

1, ..., dt
j)
]2 → min (2)

Here, the summation is carried out over the wavelength grid at which the transmittance
is measured.

It follows from Equation (2) that the actual thickness of the deposited j-th layer is associated
not only with the errors in transmittance data but is also determined by the actual thicknesses of all
previously deposited layers. This is the reason for the correlation of errors in layer thicknesses.

As outlined above, a rigorous mathematical investigation of the correlation of thickness errors
was provided in [19]. To present the main result of this investigation, we introduced the vector of
thickness errors Δ = {δd1, ..., δdm}. When considering Equation (2) for all coating layers, starting from
layer j = 2, the following matrix appears:

Sj = ‖
∑
λ

∂Tj

∂di

∂Tj

∂dk
‖ . (3)

Here, ∂Tj/∂di are partial derivatives of the intensity transmission coefficient for the subsystem of
layers with the numbers from 1 to j.

7
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Let λ j
i and Pi

j be eigenvalues and eigenvectors of the matrix Cj, and pij
1 , ..., pij

j be the elements of

the eigenvectors Pi
j. With their help, the following raw vectors are introduced for all i from 1 to j and

all j from 2 to m:

Wij =

√
λ

j
i

{
pij

1 , ..., pij
j , 0, .., 0

}
. (4)

These raw vectors were then used to form the rectangular matrix W with the dimensions k × m,
where m is the number of coating layers, and k = (m − 1)/(m + 2)/2. In accordance with the results of
Ref. [19], the correlation of thickness errors led to a small norm of the vector WΔ. To formalize the
concept of the smallness of this norm, the parameter α was introduced in [20]. It is calculated as

α = ‖WΔ0‖2/
〈
‖WΔr‖2

〉
(5)

Here, Δ0 is the normalized error vector Δ (i.e., Δ0 = Δ/‖Δ‖), and
〈
‖WΔr‖2

〉
is the averaged square

norm of the vectors WΔr over all vectors Δr with the norm ‖Δr‖ = 1.
The introduced parameter α compares the value of the norm WΔ0 with the average value of the

norm WΔr for all random vectors of the unit length. The introduced parameter is called the degree of
thickness error correlation. The smaller this parameter the stronger the correlation of errors.

In [20,21], the degree of thickness error correlation was estimated for two cases in which a strong
error self-compensation effect was observed either practically [18] or in the course of simulating
the coating deposition [24]. The Brewster’s angle polarizer and the nonpolarizing edge filter were
considered here. In both cases, the smallness of parameter α was confirmed. We consider the related
results for the edge filter later in this document.

Subsequently, we proceeded to assess the strength of the error self-compensation effect. Despite
the correlation of thickness errors, error vectors Δ are also random in nature since they are determined
by various random factors. Therefore, the estimation of the strength of the error self-compensation
effect should have a statistical form. Since this effect is caused by the correlation of thickness errors,
it is also natural to estimate it by comparing it with the influence of uncorrelated thickness errors.

To assess the impact of errors on coating spectral characteristics, we used the merit function to
solve the respective design problem. In the case of the nonpolarizing edge filter, it has the form

MF =

⎧⎪⎪⎨⎪⎪⎩ 1
2L

∑
λ

[
(Ts − T̂)2

+ (Tp − T̂)2]⎫⎪⎪⎬⎪⎪⎭
1/2

(6)

Here, Ts and Tp are transmittances for the s- and p-polarized light at 45◦ light incidence; T̂ is
the target transmittance, equal to 0% in the 900–990 nm spectral band and equal to 100% in the
1010–1100 nm band; and L is the total number of spectral grid points that has the step of 1 nm in the
two target spectral bands.

Let us designate δMF(Δ) as the deviation of merit function corresponding to the error vector Δ.
We wanted to compare the deviations that are caused by the correlated and uncorrelated thickness errors.

The uncorrelated thickness errors are most consistent with stable production processes using time
and quartz crystal monitoring. It is generally accepted that when using these monitoring techniques,
the best accuracy in controlling layer thicknesses is about 1% of the planned thickness values. Let us
denote 〈δMF〉 as the root-mean-square value of merit function deviations calculated for the large
number of random error vectors Δ that are set so their coordinates Δdj are distributed according
to Gaussian law with zero mathematical expectations and standard deviations equal to 1% of the
thicknesses of the corresponding layers. Thus, 〈δMF〉 is an estimate of the effect of uncorrelated errors.
Further, to obtain this estimate, we generated 1 million uncorrelated error vectors.

To obtain the vector of correlated thickness errors, one can use computational manufacturing
experiments to simulate the deposition process with broadband optical monitoring. In [24], OptiLayer
software [23] was used for this purpose. In [21], a simplified simulator of this process was proposed

8
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that, on the one hand, fully reflected the process of thickness error correlation and, on the other hand,
allowed error vectors to be generated much faster than full simulators of the deposition processes.
In this paper, we applied the simplified simulator from [21].

In order to evaluate the strength of the error self-compensation effect S, two possible assessments
were considered in our previous works [20,25]. They were also based on a comparison of the effect
of correlated and uncorrelated thickness errors. In Ref. [20], a special Dα region was considered in
the unit sphere in the space of error vectors, and an estimate for parameter S was introduced using
all correlated error vectors with a degree of correlation of thickness errors less than α. In Ref. [25],
an estimate for S was introduced with the normalization of all error vectors to unit norm vectors. Here,
we introduce a new evaluation form for S, which we hope is more consistent with practice.

Depending on the levels of simulated error factors, generated error vectors Δ will have various
norms. In general, with a lower norm of the error vector, lower values of the merit function variations
should be expected. For a more objective comparison of correlated and uncorrelated thickness errors,
it is advisable to consider, in both cases, error vectors of the same norm. For this reason, we normalized
all correlated errors vectors so that their norms were 1% of the design vector norm. With this
normalization, the strength of the error self-compensation effect for a specific vector of correlated errors
will be estimated as

S = 〈δMF〉/δMF(Δ) (7)

Figure 2 shows the probability density functions of the distributions of the degree of correlation of
thickness errors and the strength of the error self-compensation effect in the case of direct transmittance
monitoring in the 450–950 nm spectral band. These distributions are calculated using 1,000,000 vectors
of correlated errors.

 

Figure 2. Probability density functions for the degree of thickness error correlation α (a) and for the
strength of the error self-compensation effect S (b).

In full accordance with previously obtained results [18,24], Figure 2 demonstrates the smallness
of parameter α. At the same time, almost all calculated S values were large enough, which indicates
the presence of a strong error self-compensation effect. The average S value was equal to 16.6.

An even more visual representation of a strong correlation of thickness errors and the associated
error self-compensation effect is given by Figure 3, where pairs of α and S values are presented for
correlated and uncorrelated error vectors. The pairs of values corresponding to these two types of
errors are located in significantly different parts of the (α, S) plane.
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Figure 3. Comparison of pairs α and S for correlated (blue) and uncorrelated (red) error vectors.
Dots represent 10,000 tests randomly selected from calculated sequences of 1,000,000 vectors.

3. Comparison of Various Monitoring Strategies

In this section, we used the estimates of the previous section to compare four different monitoring
strategies. The first one was the direct monitoring strategy with all filter layers monitored using one
of the samples to be produced. The next strategy used two subsequent monitoring chips, so that
filter layers with the numbers from 1–24 were monitored using the first chip, and layers 25–50 were
monitored using the second chip. The third strategy applied four monitoring chips that were used to
monitor layers 1–12, 13–24, 25–36, and 37–50. The fourth strategy used two chips that were moved out
of the measurement position and returned back to this position so that the first chip monitored layers
1, 2, 4, . . . , 50, while the second chip monitored layers 3, 5, . . . , 49. Monitoring the first two layers with
a single chip allowed us to increase the optical contrast for monitoring low-index layers (even layers)
by applying the first high-index layer to this chip. All four strategies caused correlation of thickness
errors, but we expected that, in the first case, parameter α would have lower values than in the other
cases. Recall that parameter α is smaller when the correlation of errors is higher.

In all four cases, 1,000,000 error vectors were generated to calculate α and S values. Figure 4
shows the probability density functions for the degree of thickness error correlation α and the strength
of the error self-compensation effect S.

As one may expect, parameter α had lower values in the case of direct monitoring. This reflects
a stronger correlation of thickness errors when all layer thicknesses are monitored using a single
sample. In the case of direct monitoring, the average S value was the largest, and it was equal to 16.6.

For predictive comparisons of various monitoring strategies, we also needed to compare thickness
error levels for all four cases. Recall that for the comparison with uncorrelated errors, all error vectors
in Equation (7) were normalized to the same value. Following this, strategies with several monitoring
chips were introduced to reduce thickness error levels. Figure 5 shows the probability density functions
of the distributions of norms of error vectors for the considered strategies. As before, calculations were
performed based on 1,000,000 simulation tests in each case.
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(a) (b) 

Figure 4. Probability density functions for α (a) and S (b) in the cases of different monitoring strategies.
Full—direct strategy, 2seq—strategy with two subsequent chips, 4seq—strategy with four subsequent
chips, and 2ret—strategy with two returning chips.

 
Figure 5. Probability density functions for the norms of error vectors: (a) direct strategy, (b) strategy with
two subsequent chips, (c) strategy with four subsequent chips, and (d) strategy with two returning chips.

Indeed, levels of thickness errors were noticeably reduced when the strategies with several
monitoring chips were applied. The average values of error vector norms in Figure 5 were equal to
17.25 nm in the case of direct monitoring and 9.32, 6.92, and 10.55 nm in the cases of strategies with
several monitoring chips.

Despite somewhat weaker error self-compensation effects, the strategies with several monitoring
chips may be preferable because of the lower levels of thickness errors. To evaluate a positive effect
of error self-compensation, taking into account the expected levels of thickness errors, we made the
following considerations. From a theoretical point of view, in the first approximation, the deviation
δMF(Δ) grew linearly with an increase in the norm of the error vector Δ. The strength of the error
self-compensation effect S was estimated by Equation (7) for the error vectors Δ with the norms equal to
0.01D, where D is the norm of the design vector. Let us denote as 〈‖Δ‖〉 the average values of the error
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vector norms in the distributions shown in Figure 5. Using these average values, we introduced the
effective strength of the error self-compensation effect for a given monitoring strategy by the equation

Se f f = 〈S〉0.01D
〈‖Δ‖〉 (8)

Table 1 compares average S values in Figure 4b, average ‖Δ‖ in Figure 5, and Seff values for the
considered four monitoring strategies.

Table 1. Average S, average norm ‖Δ‖, and Seff values for the four discussed monitoring strategies.

Strategy 〈S〉 〈‖Δ‖〉 Seff

direct 16.55 17.25 9.32
2 subs. chips 9.42 9.32 9.82
4 subs. chips 7.38 6.92 10.36

2 returning chips 2.48 10.55 2.28

The discussion of the obtained results is provided in the next section.

4. Discussion

Recent achievements in the development of broadband monitoring hardware allow one to combine
advantages of direct and indirect monitoring strategies through the use of several monitoring chips
that are located on the main wheel of the deposition chamber. Even more, it is also possible to remove
monitoring chips and bring them back to the measurement position many times during the coating
deposition. This opens a way for using various broadband monitoring strategies. Thus, the question of
comparing various strategies and choosing the most appropriate one becomes important. The presented
research outlines a way for answering this question.

When considering optical monitoring strategies, we should take into account the correlation of
thickness errors by optical monitoring procedures. This correlation causes both negative and positive
effects. On one hand, it can lead to the development of a strong cumulative effect of thickness error
growth, but on the other hand, it can result in the self-compensation of thickness errors. In this paper,
we proposed a computational approach to assess the degree of thickness error correlation and the
strength of the error self-compensation effect. The proposed approach was used to compare four
strategies of broadband monitoring. It was shown that in the case of a 50-layer, nonpolarizing edge
filter, the direct monitoring strategy provided the strongest correlation of thickness errors and the
strongest error self-compensation effect. At the same time, in this case, one should expect the highest
level of thickness errors caused by the negative cumulative effect of error growth. This reduces the
effective strength of the error self-compensation effect. In the case of monitoring strategies with two
and four subsequent monitoring chips, the strength of the error self-compensation effect was lower,
but the expected levels of thickness errors were also lower. To evaluate the combined effect caused
by the correlation of thickness errors, the effective strength of the error self-compensation effect Seff
was introduced by Equation (8). Table 1 shows that, in the case of strategies with several subsequent
monitoring chips, Seff was a bit higher than in the case of direct monitoring. However, taking into
account the approximate nature of statistical estimates, on this basis, one should not conclude that the
strategies with several subsequent chips have an absolute advantage in the case of a nonpolarizing
edge filter. In the case of this design, all of the first three strategies deserve attention.

As for the fourth considered strategy, in the case of the nonpolarizing edge filter, it was clearly
less suitable than the first three. However, this does not mean that the fourth strategy cannot be the
best option for other designs. It is worth noting that the advantage of this strategy was discovered
earlier [22] for a design with layers that were essentially thinner than the layers of the discussed filter.

The presented computational approach to comparing various broadband monitoring strategies is
general and can be applied to check the prospects of the production of various types of optical coatings.
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Abstract: Titanium dioxide films were prepared by plasma ion-assisted electron beam evaporation.
Linear optical properties were investigated in terms of spectrophotometry using the beta-distributed
oscillator (ß_do) model as a parametrized dispersion law. The nonlinear two-photon absorption
coefficient of titanium dioxide was determined by means of the laser-induced deflection technique at
a wavelength of 800 nm. The obtained values of (2–5) × 10−11 cm/W were consistent with published
experimental values for rutile as well as for simulations performed in the frames of the ß_do and
Sheik–Bahae models.

Keywords: optical coatings; titanium dioxide; optical constants; two-photon absorption; nonlinear
refraction; scattering; laser-induced deflection; absorption measurement

1. Introduction

The standard theoretical apparatus used for modeling the optical properties of multilayer systems
is formulated in terms of linear optics, i.e., it is based on a linear relationship between the electric
field strength and the polarization induced in the medium. Within this framework, commonly
used calculation recipes, such as matrix formalism or the admittance approach, have been derived
in relevant textbooks [1–4]. Practical applications for these approaches in optical coatings design,
characterization, and reengineering tasks have formed the content of relevant monographs (see,
for example, References [2–5]).

Nevertheless, in high-power laser systems, the electric field in the incident light beam may be
strong enough to induce relevant nonlinear optical effects in the coating materials. In many cases,
it is the third-order (cubic) optical nonlinearity that dominates the nonlinear response. The optical
Kerr effect, as well as nonlinear two-photon absorption (TPA), are prominent examples of third-order
processes [6].

In high-power laser applications, third-order nonlinearity may therefore have to be taken into
account in order to correctly predict the optical properties of a coating [7]. Thus, Razskazovskaya et al. [8]
demonstrated the effect of TPA on the reflectance of dielectric laser mirrors in a pre-damage regime.
Similarly, the optical Kerr effect appeared to be responsible for an intensity-dependent shift of the
rejection band edge in several Angstroms in edge filters [9]. As opposed to linear optics, the general
effect is that coating reflectance (and transmittance) becomes intensity-dependent. As we have shown in
a previous study, these effects can principally be incorporated into a manageable design algorithm [10]
when describing each coating material by four (instead of two) optical constants, namely linear and
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nonlinear refractive indexes as well as linear and nonlinear extinction or absorption coefficients.
Concerning linear optical constants, an overwhelming number of studies exist that give an idea on
the range of optical constants achievable for practically any relevant coating material depending on
the deposition technique and parameters used. However, although there exist several manageable
theoretical approaches for estimating nonlinear optical constants (see, for example, References [11–16]),
reliable experimental data on the dispersion of nonlinear optical constants of thin-film materials are
practically not available.

The motivation of this study was to contribute to an improvement of the data basis for nonlinear
optical constants. We present results from the measurement of the two-photon absorption coefficient of
TiO2 thin optical films at a wavelength of 800 nm and discuss the results with respect to the predictions
of two different theoretical approaches.

2. Theoretical Background

Both nonlinear refraction and absorption may be (in terms of the lowest order with respect to
the field strength) expressed in terms of the cubic nonlinear dielectric susceptibility χ(3). General
quantum-mechanical expressions for χ(3) are available in relevant textbooks (compare Reference [6]),
but because of the high number of input parameters, their direct usage may be inconvenient in practical
applications. Instead, we will make use of simplified expressions that allow for estimating the TPA
coefficient β in terms of input parameters that are available from standard (linear) optical thin-film
characterization techniques, among them spectrophotometry and ellipsometry.

In this context, the model of Sheik–Bahae et al. [15] provides a simple formula for calculating TPA
contributions to nonlinear absorption in semiconducting solids. The material-specific input parameters
of the model are the band gap Eg as well as the usual linear refractive index n. Both these values may be
obtained from linear optical spectroscopy. When choosing the remaining, rather material-independent
model parameters corresponding to what is recommended in Reference [15], the expression for β may
be written as

β(ν) ≈ 3100
√

21
25n2E3

g

(
2hcν
Eg
− 1

) 3
2

(
2hcν
Eg

)5 . (1)

Equation (1) yields β directly in cm/GW, provided that both hcν and Eg are given in eV (in
which h represents Planck’s constant, c is the velocity of light in a vacuum, and ν is the wavenumber,
i.e., the reciprocal value of the light wavelength in a vacuum. In order to better understand the
parametrization, Figure 1 shows estimated β values corresponding to Equation (1) for the crystalline
TiO2 modifications of anatase, rutile, and brookite. The underlying parameters are summarized in
Table 1. The crystal refractive indices indicated in Table 1 are polarization-averaged.

Table 1. Mass density, band gap energy, and refractive index of selected TiO2 modifications.

Modification
Mass Density

gcm−3
Band Gap Eg

eV
Eg/hc
cm−1

Eg/2hc
cm−1

Refractive Index
n@589 nm

anatase 3.79–3.97 3.23 26,050 13,025 2.537
brookite 4.08–4.18 3.14 25,324 12,662 2.623

rutile 4.23 3.02 24,353 12,177 2.709
PIAD TiO2 film ≈3.70 3.33 26,850 13,425 2.33

IBS TiO2 film [17,18] 3.93 3.26 26,291 13,146 2.45

Note that, according to this model calculation, the main difference between the different
modifications is in the onset energy of the TPA processes. The maximum β value is residually
influenced by the choice of the modification, because material modifications with a lower gap tend
to have a higher refractive index (compare Figure 2, where this trend is represented graphically for
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the sake of clarity), such that in Equation (1), the changes in n and Eg tend to cancel each other
out. For reference purposes, we also include data from two thin-film samples, namely a sample
produced by plasma ion-assisted evaporation (PIAD) as well as an ion beam-sputtered (IBS) sample,
the latter prepared at Laser Zentrum Hannover LZH (for details, see Reference [17]). IBS is known as a
preparation method that yields high-quality optical films with a rather high mass density. Indeed,
the IBS data (Figure 2) fall closer to the values reported for the crystalline modifications than the PIAD
sample does.

β

ν

Figure 1. Two-photon absorption (TPA) coefficient as calculated from Equation (1) for crystalline TiO2

modifications (solid lines; input data according to Table 1). Symbols: Experimental data reported in
References [19,25] for rutile, as obtained from Z-scan techniques.

Figure 2. Correlation between optical gap and refractive index for the TiO2 modifications from Table 1.

As previously mentioned, reported values for the nonlinear optical constants of TiO2 are rare.
Table 2 presents some published values of nonlinear refractive indices and absorption coefficients.

Note that the experimental β values published in Reference [25] are in rather good agreement
with the theory (Figure 1), while those published in Reference [19] exceed the theoretically predicted
values for a factor of approximately 5, such that experiment and theory indeed fall into the same order
of magnitude anyway.
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Table 2. Reported values for measured nonlinear TiO2 optical constants. IAD denotes ion-assisted
evaporation. C denotes the direction of the rutile optical axis, while E denotes the direction of the
electric field vector in the light wave. IBS: Ion beam-sputtered.

Sample Source ν/cm−1 n2/cm2 W−1 ß/cm W−1

Rutile single crystal [19] 18,800 C||E −1.07 × 10−13 ≈1.9 × 10−8

C⊥E −1.02 × 10−13 ≈1.5 × 10−8

Anatase polycrystalline
waveguide [20] 6452

1.03 × 10−15 -
1.82 × 10−15 -

Crystal [21] 9434 ≈9.4 × 10−15 -

IBS waveguide layer [22] 6452 ≈3 × 10−14 -

Rutile [23] 9434 ≈2 × 10−14 -

IAD thin film [24] 19,800 ≈3 × 10−12 -

Rutile [25]

12,300 C||E - <1 × 10−17

C⊥E - 8 × 10−12

12,500 C||E - 9 × 10−12

C⊥E - 1.5 × 10−11

12,920 C||E - 8.9 × 10−11

C⊥E - 5.4 × 10−11

TiO2 thin film [26] 12,500 7.9 × 10−15 -

As a second approach, we will make use of the beta-distributed oscillator (ß_do) model [16].
This is a semiempirical model primarily developed for fitting linear optical constants, but again, all of
the input parameters can be fitted from linear optical spectra. The dielectric function ε in terms of the
ß_do model is given by

ε(ν) = [n(ν) + ik(ν)]2 = 1 + J
π

M∑
s=1

ws
(

1
νs−ν−iΓ +

1
νs+ν+iΓ

)
M∑

s=1
ws

;

ws =
(

s
M+1

)A−1(M+1−s
M+1

)B−1
; s = 1, 2, 3, . . . , M ;A, B > 0

νs = νa +
νb−νa
M+1 s

, (2)

while the real parameters J, Γ, A, B, νa, and νb are free parameters within the ß_do model [16], and M
is the number of individual Lorentzian oscillators. Here, n and k are the linear refractive index and
the extinction coefficient, correspondingly. Then, the third-order nonlinear susceptibility χ(3) may be
estimated by

χ(3) ≈ J3g(ν) f (ν)2
(

M∑
s=1

ws

)−3

; ν < νa

f (ν) =
M∑

s=1
ws

(
1

νs−ν−iΓ + 1
νs+ν+iΓ

)
g(ν) =

M∑
s=1

ws
(

1
νs−2ν−iΓ + 1

νs+2ν+iΓ

)
, (3)

which leads us to expressions for the nonlinear refractive index n2 and the TPA coefficient β according
to [27]

n2(ν) =
3
4
μ0c

(n2+k2)

[
Reχ(3) + k

n Imχ(3)
]

β(ν) = 3 μ0πcν
(n2+k2)

[
Imχ(3) − k

n Reχ(3)
] , (4)

in which μ0 represents the free space permeability. Note that the expressions written here are also valid
in the case where there is still some linear absorption present in the TPA region [27]. In this approach,
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the parameter J3 is estimated from the generalized millers rule according to References [14,16,28].
The gap values indicated in Table 1 for the PIAD and IBS samples correspond to hcνa.

3. Experiment

3.1. PIAD Film Deposition

All samples were prepared in a Bühler Syrus LCIII deposition plant at Fraunhofer IOF using
an electron-beam gun HPE6 and Ti3O5 as starter material. A target layer thickness of 200 nm was
controlled by quartz crystal monitoring. For characterization, two different fused silica substrates
(spectrophotometric characterization: Diameter 25 mm, thickness 1 mm; direct absorption measurement:
Rectangular block 20 × 20 × 6 mm3) located in adjacent positions with identical radial positions in the
rotating substrate holder, as well as silicon wafers, were used. During layer growth, additional energetic
particle bombardment by means of a Bühler Advanced Plasma Source APS pro was accomplished.
For this, two gas fluxes, Γ1 and Γ2 (for either argon or xenon as an inert gas), were used. In all
experiments, the oxygen flow Γ3 was 15 sccm, and the substrate temperature was around 110 ◦C.
Additional main deposition parameters are summarized in Table 3.

Table 3. Main deposition parameters for the plasma ion-assisted evaporation (PIAD) preparation of
the titanium dioxide single-layer coatings.

Sample r/nms−1 UB/V Inert Gas Γ1/sccm Γ2/sccm

1 0.1 120 Ar 6 6
2 0.5 160

Xe 2 23 0.1 160

3.2. Energy-Dispersive X-Ray Spectroscopy (EDX)

EDX measurements were performed using a high-resolution scanning electron microscope
(FE-SEM Sigma, Carl Zeiss Microscopy GmbH, Oberkochen, Germany). Spectra were analyzed
using INCA Software (INCA Energy 250, INCA Oxford Instruments GmbH, Wiesbaden, Germany).
EDX measurements were performed with samples deposited onto silicon substrates. As the EDX
method is not particularly surface-sensitive, the detection volume is dependent on the acceleration
voltage and includes the film as well as parts of the substrate. In order to eliminate the substrate
response, the film atomic composition was estimated from a combined elaboration of two EDX spectra
obtained from different acceleration voltages (10 kV and 16 kV) for each sample.

3.3. Spectrophotometric Characterization

The transmittance (T) and reflectance (R) of all samples were measured in the spectral range of
320–2000 nm at near-normal incidence as well as at an incidence angle of 60◦ (in s- and p-polarization)
in a Perkin Elmer Lambda 900 scanning spectrophotometer using the VN measurement technique [29].
From these spectra, film thickness d as well as optical constants n and k were obtained as a result of
spectra fits in terms of Equation (2) (using a Matlab environment). In all spectra fits, the number of
individual Lorentzian oscillators M in Equation (2) was set to M = 10, 000, which has been proven to
model a smooth function [16].

3.4. Direct Absorption Measurements

Light absorption measurements in TiO2 films were measured directly using a laser-induced
deflection (LID) technique [30,31]. This technique belongs to an ensemble of photothermal techniques
with a pump–probe configuration. When the pump laser hits the sample under investigation,
the absorbed pump laser power forms a temperature profile (Figure 3, left). The latter is
turned into a refractive index profile (=the thermal lens) by both the thermal expansion and the
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temperature-dependent refractive index. The refractive index gradient accounts for a deflection of the
probe beams (from the same laser source) that is proportional to the absorbed pump laser power.

 
Figure 3. General scheme for the laser-induced deflection (LID) photothermal technique (left) and the
measurement concept for rectangular substrate geometries (right).

Figure 3 (right) shows the applied measurement concept for the investigated rectangular substrate
geometry (20 × 20 × 6 mm3) with one coated surface. Two-probe beams above/beneath the irradiated
spot utilize the probe beam deflection perpendicular to the pump beam direction. To measure
coatings, the probe beams pass the sample close to the coated surface. In the case of transparent
coatings, the probe beam deflection always comprises both the coating and substrate absorption.
In order to distinguish both absorption contributions, an uncoated reference substrate of the same
geometry/material is measured additionally, and the difference in the deflection signals is assigned to
the coating absorption.

Calibration of the measurement setup is required to obtain absolute absorptance data from
the deflection signals. For the LID technique, electrical calibration is applied, i.e., the thermal
lens is generated by particular electric heaters. In the case of coating/surface absorption, small
surface-mounted device (SMD) elements—fixed onto a very thin copper plate (thickness ~200 μm)—are
placed centrally onto the surface of a reference substrate (of the same geometry and material) [32].
The copper plate allows for the required high thermal conduction to the sample. The validity of this
calibration approach has been verified through separate measurements of reflectance, transmittance,
absorptance, and scattering for different materials and coatings. The results of these energy balance
measurements confirmed that in terms of measurement accuracy, a value of 1 was obtained in each
of the investigations [33]. The calibration procedure itself is composed of measuring the probe beam
deflection as a function of the electric power. Plotting the deflection signals versus electrical power
(Figure 4) gives a linear function that spans several orders of magnitude for electric power, and the
calibration coefficient FCAL is defined by the slope of the linear function (including the zero-point, i.e.,
no electrical power means no probe beam deflection) [31]. From the LID deflection signal ILID (for
the sample under investigation), the corresponding mean pump laser power PL, and the calibration
coefficient FCAL, the coating absorptance (defined as the ratio of the absorbed and incident light
intensity) is calculated by

absorptance =
ILID

FCALPL
. (5)

Laser irradiation at around 800 nm was realized by two different laser sources. For low-intensity
measurements, an 808-nm continuous-wave semiconductor laser (HangZhou Naku Technology Co.,
Ltd.) with a maximum output power of 10 W was applied. The laser beam was shaped to a spatial
profile of about 2 × 2 mm2 on the sample. For elevated laser intensities in the GW/cm2 range, an 800-nm
Femtosecond laser (Astrella-V-F-1k, Coherent Inc.) with a pulse duration of 82 fs, a repetition rate of
1 kHz, and an average power of up to 2.1 W was used. In order to vary the laser intensity and maintain
the laser pulse duration, a combination of a thin-film polarizer and a polarizing beam splitter was
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placed into the beam path. A telescope was used to shape the Gaussian laser output beam to a 1/e2

Diameter of 5.4 mm on the sample under investigation.

Figure 4. Measured deflection signal as a function of the electrical power (dots) and the linear fit
without offset (red line) used for a determination of the calibration coefficient.

For a wavelength of 800 nm, the optical thickness of a 200-nm-thick TiO2 film is not equal to λ/4 or
multiples of λ/4. Therefore, laser beam reflection at the interface of the air/TiO2 film was not negligible.
The calculated reflectance amounts (up to about 15%) were taken into account for the determination of
the average laser power PL inside the TiO2 film.

4. Results

4.1. Linear Optical Constants from Spectrophotometry and Their Parametrization

The linear optical constants of the titanium dioxide samples were fitted by means of Equation (2).
In Figure 5, the measured and modeled transmittance and reflectance for sample 3 at near-normal
incidence and at 60◦ for s- and p-polarization and the corresponding optical constants are shown.
The complete set of calculated model parameters is summarized in Table 4.

Table 4. Here, beta-distributed oscillator (ß_do) parameters of all samples obtained from the
spectra fitting.

Sample M νa/cm−1 νb/cm−1 Γ/cm−1 A B J/cm−1 d/nm J3/V−2 cm5

1 10,000 26,690 106,690 40 3.15 7.35 291,960 201.5 0.001679
2 10,000 26,975 106,792 40 3.14 7.32 287,543 194.6 0.001570
3 10,000 26,850 106,850 50 3.07 7.04 291,600 195.5 0.001654

In order to verify the film elementary composition, EDX measurements were performed.
Uncorrected (raw) data on the elementary composition contained a significant substrate contribution,
which increased with increasing acceleration voltage. In order to eliminate the substrate contribution,
each sample was measured with two acceleration voltages, and the (corrected) elementary composition
of the film was estimated using Equation (6):

Ncorrected,Ti =
Nraw,Si,16Nraw,Ti,10−Nraw,Si,10Nraw,Ti,16

Nraw,Si,16−Nraw,Si,10

Ncorrected,ng = 1
2

[
Nraw,ng,16
Nraw,Ti,16

+
Nraw,ng,10
Nraw,Ti,10

]
Ncorrected,Ti

Ncorrected,O = 1−Ncorrected,Ti −Ncorrected,ng

. (6)
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Generally, N denotes the atomic concentration, whereas “raw” and “corrected” subscript indicate
raw and corrected values, respectively. Accordingly, “10” or “16” subscripts indicate the raw values
obtained at 10 and 16 kV of acceleration voltage, respectively. Here, ng stands for the noble gas used,
i.e., argon or xenon.

 

ν ν Γ

ν ν

ν ν

Figure 5. Modeled (solid line) and measured transmittance (up triangles) and reflectance (down
triangles) at 60◦ for s- (top left) and p-polarizations (top right) and at near-normal incidence (bottom

left) for sample 3 and modeled optical constants (bottom right, refractive index: Solid line, left axes;
extinction coefficient: Dotted line, right axes).

The final calculated atomic concentrations are summarized in Table 5.

Table 5. Energy-dispersive X-ray spectroscopy (EDX) results and linear refractive index of the
PIAD films.

Sample
Ncorrected,Ti

at %
Ncorrected,O

at %
Ncorrected,Ar

at %
Ncorrected,Xe

at %
n@800 nm

(12,500 cm−1)

1 32 64 4 - 2.269
2 31 66 - 3 2.253
3 32 65 - 3 2.261

Note that sample 1 had the highest refractive index, such that we expected the largest density
for that sample. This was in agreement with the EDX results, indicating a correct stoichiometric
relation between titanium and oxygen atoms. Samples 2 and 3 showed some more oxygen in the
EDX analysis, indicating a somewhat porous layer structure with some incorporated water molecules.
Correspondingly, the refractive index turned out to be smaller. Noble gas impurities from the used
inert gas of the plasma source (Table 3) were of the order of 3 to 4 at % in all samples.

4.2. LID: Absorption Properties of the Films

Figures 6–8 give the film absorptance as a function of the laser intensity for the three investigated
TiO2 films. Table 6 summarizes the linear absorptance and the TPA coefficients.
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β ± ⋅

Figure 6. Absorptance versus laser intensity and the TPA coefficient for sample 1.

β ± ⋅

Figure 7. Absorptance versus laser intensity and the TPA coefficient for sample 2.

β ± ⋅

Figure 8. Absorptance versus laser intensity and the TPA coefficient for sample 3.
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Table 6. LID results.

TiO2 Film Linear Absorptance at 808 nm (ppm)
TPA Coefficient at 800 nm
(12,500 cm−1) (10−11 cm/W)

1 (3.9 ± 1.3) (4.9 ± 0.5)
2 (470 ± 50) (3.0 ± 1.0)
3 (32 ± 6) (2.7 ± 0.5)

5. Discussion

5.1. Film Absorption

Linear absorption in TiO2 films at 800 nm has been shown to be as low as a few ppm, but varies
over two orders of magnitude. No correlation was found between linear and nonlinear absorption
properties. The observed TPA coefficients were less than one order of magnitude higher than previously
published TPA coefficients in the range of 0.9–1.5 × 10−11 cm/W (measured at 800 nm in bulk rutile
(TiO2)) [25]. However, this finding is in agreement with earlier experimental results for fluoride thin
films at 193 nm [34]. Here, it was demonstrated that the TPA coefficients of thin films were significantly
larger than those obtained for the corresponding bulk materials.

On the other hand, the TPA coefficients observed in this study were about three orders of
magnitude smaller than the values published in Reference [19] (compare Table 2), which was obviously
a result of the different wavenumbers. Indeed, the photon energy in our study was still slightly below
the value of Eg/2 (which we will further call the TPA threshold energy), while in Reference [19],
the photon energy was well above that value. In order to visualize that, Figure 9 presents the measured
TPA coefficients together with those calculated according to both the Sheik–Bahae (Equation (1), solid
lines) and ß_do (dashed lines) models. Note that both models predicted an increase in β by almost
three orders of magnitude when the wavenumber was changed from 12,500 to 18,800 cm−1. This way,
both models reproduced the dynamic range observed in the measured values. What is particularly
remarkable is the good mutual agreement between both model approaches in the mentioned spectral
region: The models delivered remarkably different results only when the photon energy came close
to the single photon absorption edge at wavenumbers around 26,500 cm−1. For reference purposes,
we parametrized the dielectric function of the IBS sample specified in References [17,18] in terms of the
ß_do model and included corresponding estimations of the TPA coefficient with Figure 9: Similarly
to what is shown in Figure 1, the Sheik–Bahae model predicted a wavenumber shift of the spectral
features without significant changes in the maximum absorption. On the contrary, note that in the
ß_do model, the larger density of the IBS layer resulted in an increase in β, so that the calculated
TPA coefficient came closer to the rutile value from Reference [19]. Again, for reference purposes,
we included the rutile TPA simulation in terms of Equation (1) with Figure 9.

Note that the wavenumbers around 12,500 cm−1 fell close to the TPA threshold wavenumbers
in TiO2. In the case of the rutile data from Reference [25], the Sheik–Bahae model (dark cyan line)
provided a good theoretical reproduction of the TPA coefficients, because the excitation wavenumbers
(Table 2) were still higher than the corresponding TPA threshold wavenumber (12,177 cm−1, compare
Table 1), which was required for calculation in terms of Equation (1). However, the measured PIAD
data could not be reproduced in terms of the Sheik–Bahae model (solid black line) with the parameters
given in Table 1. The reason is that in Equation (1), the excitation wavenumber should exceed the TPA
threshold, which corresponds to 13,345–13,490 cm−1 for the PIAD samples (Tables 1 and 4). This was
not achieved in our measurements. Clearly, the PIAD films were essentially amorphous, such that the
optical gap (and correspondingly the TPA thresholds) did not represent “hard” threshold energies.
Instead, band tailing allowed for absorption even when the photon energy was smaller than the
corresponding “threshold”. Note that in this connection, the ß_do model predicted a certain TPA
even below the thresholds, which turned out to be less than one order of magnitude smaller than the
measured absorption. Clearly, films produced by evaporation are usually highly defective and maybe
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somewhat contaminated, and it is therefore not so surprising that the measured absorption values
somewhat exceeded the modeled ones.

ν / 

β 
/  

β_

β_

Figure 9. Measured TPA coefficients from rutile and PIAD TiO2 compared to simulations in terms of
Equations (1), (3), and (4).

5.2. Considerations Regarding Nonlinear Refraction

It should be mentioned that both model approaches allowed for estimating the nonlinear refractive
index as well, and such like calculations could be compared to the reported experimental data collected
in Table 2. This is shown in Figure 10 (excluding the extraordinarily large value from Reference [24]).
The predictions of the Sheik–Bahae model (assuming the input data from Table 1) almost coincided
with the chosen ordinate scaling and were in reasonable agreement with the experimental data from
References [20–23,26]. The ß_do model delivered results in the infrared that practically coincided with
the Sheik–Bahae model predictions up to the TPA threshold. At higher wavenumbers, both approaches
delivered divergent results. Note that none of the models was able to reproduce the strongly negative
n2 value from Reference [19], but the Sheik–Bahae model came at least close to this value. This is not
astonishing, because in the ß_do approach (Equations (3) and (4)), only the TPA resonant contribution
to n2 is taken into account, while nonresonant contributions are not considered at all.

ν

β

β

Figure 10. Measured nonlinear refractive indices from different TiO2 modifications compared to
simulations in terms of the Sheik–Bahae approach as well as Equations (3) and (4).
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The relative stability of the Sheik–Bahae approach with respect to correlated changes in the optical
gap and the refractive index makes it difficult to understand density-related differences in the nonlinear
response of different TiO2 modifications. Nevertheless, a density dependence of n2 and β is physically
reasonable and expected. It seems to be an advantage of the ß_do model that differences in the density
are explicitly taken into account in terms of the model parameter J; consequently, the modeled n2 data
for the IBS film is larger than those of the PIAD film. This way, the ß_do model might provide access to
explaining the significant scatter in measured nonlinear constants, as has been reported in the different
studies cited. For future practical modeling, it might therefore be useful to merge both models in a
suitable way.

5.3. Considerations Regarding the Effect of the Nonlinear Film Properties on Elastic Scattering

Albeit not the main scope of this paper, we would like to briefly consider the role of light scattering
and the potential impact of nonlinear effects on light scattering properties. We focus here on elastic
scattering processes, because with conventional laser coatings, elastic scattering is four orders of
magnitude stronger than inelastic scattering. Nevertheless, one must keep in mind that the excitation
of nonlinear optical processes may also result in an increase in inelastic scatter contributions, but this
discussion is outside the scope of this paper.

For most interference coatings, the interface roughness is the dominating source of light scattering.
The angle-resolved scattering (ARS) can be calculated using multilayer vector perturbation (VPT)
theories (given in detail, for instance, in References [35–37] and summarized briefly in Reference [38]).
The most relevant factors influencing light scattering properties are (i) interface roughness, (ii) the
cross-correlation properties of the roughness of different interfaces, (iii) the field strengths at the
interfaces, and (iv) the interference properties not only for the specular fields but also for the scattered
fields (the latter of course being linked to wavelengths and incident angles). Defects and contamination
on the coatings can be considered to be additional sources of light scattering, which we excluded from
this discussion.

As a result of VPT, the angle-resolved scattering distribution (the scattered intensity) of a multilayer
can be calculated as

ARS(θs) =
16π2

λ4

Z∑
i=0

Z∑
j=0

FiF∗jPSDij( f ), (7)

where Z is the number of layers (of course Z = 1 for a single film), and Fi and Fj are optical
factors containing information about the optical properties of the perfectly smooth multilayer (design,
dielectric functions, etc.) and the conditions of illumination and detection (angles, polarization, etc.).
The roughness factor PSDij comprises the power spectral density functions of all interfaces (for i = j)
and their cross-correlation properties (for i � j). The total scatter can be calculated by integrating
Equation (7).

It is important to go back into the full treatment of the VPTs to assess the influence of nonlinear
effects. The main approach of VPT is that the unperturbed specular fields are used to calculate the fields
at the interfaces. Depending on the roughness structure, these fields drive surface currents, which
produce scattered waves. These scattered waves then propagate through the coating and interfere.
Therefore, we expect an influence of nonlinear effects on the scattering properties in two ways: (i) the
field-induced change of the dielectric function leads to a modification of the field distribution inside the
coating and hence modified fields at the interfaces, and (ii) the modified dielectric properties change
the propagation and interference properties of the scattered waves. It has been demonstrated that even
small changes in the field distribution, e.g., caused by small wavelength shifts, can easily lead to an
enhancement of the scatter losses by an order of magnitude [38]. Simply put, if for whatever reason the
observed specular field deviates from the expected values by several percentage points, a substantial
change in the scatter losses can be expected.
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Although not trivial, we believe that taking nonlinear effects into account in scatter modeling
is straightforward. One precondition is that the scattering effects are still so weak that they do not
influence the determination of the dielectric function, including nonlinear effects using the approaches
described in this paper. We should then be able to use these new parameters to calculate the scattered
fields. Further studies will show if this pragmatic approach is justified. We also believe that for
interference coatings, once we have taken nonlinear effects into account in the design, we are also
able to bring the light scattering properties back to the level we would expect for a similar coating
designed for low fluences, or we even have the possibility of making use of nonlinear effects for scatter
loss reduction.

6. Conclusions

We presented experimental results on the optical properties of PIAD titanium dioxide thin
films, with a focus on their absorption behavior. In addition to a rather conventional linear optical
characterization, TPA coefficients at a wavelength of 800 nm were obtained from laser-induced
deflection measurements and were compared to the values reported so far for rutile crystals in terms
of a Z-scan technique. It turns out that the TPA coefficients obtained from our LID measurements were
very consistent with what has been reported in the literature in terms of manageable models describing
the TPA coefficient, such as the Sheik–Bahae model and the ß_do approach.

We provided a further discussion on the accompanying changes in the refractive index in terms of
nonlinear refraction and discussed their possible impact on the elastic light scattering characteristics of
dielectric coatings at high light intensities.
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Abstract: The integration of high uniformity, conformal and compact transparent conductive layers
into next generation indium tin oxide (ITO)-free optoelectronics, including wearable and bendable
structures, is a huge challenge. In this study, we demonstrate the transparent and conductive
functionality of aluminum-doped zinc oxide (AZO) thin films deposited on glass as well as on
polyethylene terephthalate (PET) flexible substrates by using an atomic layer deposition (ALD)
technique. AZO thin films possess high optical transmittance at visible and near-infrared spectral
range and electrical properties competitive to commercial ITO layers. AZO layers deposited on
flexible PET substrates demonstrate stable sheet resistance over 1000 bending cycles. Based on the
performed optical and electrical characterizations, several applications of ALD AZO as transparent
conductive layers are shown—AZO/glass-supported liquid crystal (LC) display and AZO/PET-based
flexible polymer-dispersed liquid crystal (PDLC) devices.

Keywords: Al-doped ZnO; ALD technique; transparent conductive layers; LC display; flexible
PDLC devices

1. Introduction

Transparent conducting materials (TCMs) possess simultaneously high electrical conductivity and
optical transparency (i.e., effective transmission of light in the visible spectrum), with these particular
characteristics being achieved on processing the materials as thin films on transparent substrates.
This specific combination of properties makes TCMs very interesting both from a fundamental
viewpoint and for a large variety of applications. The principal factor that has stimulated the research
on TCM syntheses and their processing is definitely the development of optoelectronic materials
and devices in which the principles of actuation involve an application of electric current or voltage
to control the emission or passage of light, the most notable examples being display devices [1,2].
Moreover, other applications that require TCM, such as smart windows (based on electrochromic or
polymer-dispersed liquid crystalline materials) and photovoltaic systems, have attained enormous
relevance in the present context of environmentally important energy efficiency and clean energies,
further prompting the scientific and technical developments in TCMs, as evidenced in the intensive
and continuing research in this field [3].
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The most studied and practically used TCMs are oxides, referred to as transparent conducting
oxides (TCOs). TCOs are usually made of high band gap (> 3 eV) oxides which are intrinsically or
extrinsically doped to reach a very low resistivity (~10−4 Ω·cm). The basic TCO materials include indium
oxide (In2O3), tin oxide (SnO2), and zinc oxide (ZnO). They can be degenerately n-type doped with tin
(In2O3:Sn, also known as ITO), fluorine (SnO2:F) or Al (ZnO:Al), as popular examples. The usage of
TCO films depends on the application. In liquid crystal displays (LCDs), light-emitting diodes (LEDs),
or transparent displays, these films are used as electrodes, while they are used as touch sensors for
resistive and capacitive touch panels. Transparent electrodes are essential in high-impact technological
areas such as photovoltaics, flat panel displays and touch screens, as well as in emerging areas such as
smart sensors or organic electronics (organic light-emitting devices (OLEDs), organic photovoltaics)
as well as transparent field-effect transistors (FETs) [4]. The most relevant properties for all these
applications are their high conductivity combined with high transparency in the visible spectral region.
Furthermore, key TCO performance factors, depending on the particular application, are their high
chemical and thermal stability or the possibility of tuning their work function. Especially important for
flexible electronics are the mechanical properties, high stretchability and bendability, and low-contact
resistance with organic materials. Transparent conducting films are estimated to reach a market of value
of US$ 8.46 billion by 2026 [5]; intensive research is therefore important to discover superior materials,
new substrates, and new ways to enhance light transmission, to increase the electric conductivity,
to add flexibility, and to decrease costs.

ITO is the most widely used material for the fabrication of TCOs; however, ITO has several critical
shortcomings such as generally high processing cost and unsuitability for flexible devices. In particular,
for large-area touch screens, the resistivity is too high for the rapid touch sensing response; in addition,
ITO is brittle and therefore inadequate for applications in flexible electronics such as flexible touch
screen displays and solar cells. Aluminum-doped zinc oxide (AZO) is an affordable, non-toxic and
robust transparent conductive oxide (TCO) [6]. AZO films have high transmission in the visible region
and useable transmission to IR wavelengths as long as ~12 μm. In contrast, the more commonly
known TCO, ITO, reflects IR at wavelengths longer than ~2 μm. IR transmission is very important
because increasing the long-wavelength response is an approach to enhance the efficiency of some
solar devices [7]. The higher stability of AZO in reducing atmospheres may also be an advantage for
future applications [8]. A substantial cost saving is possible with AZO materials compared to ITO and
other TCOs. Due to these practical advantages, AZO films are considered as ideal replacements for ITO
films in applications such as transparent electrodes for solar cells, flat panel displays, LCD electrodes,
touch panel transparent contacts and IR windows [9–11]. AZO thin films can be deposited by
several techniques such as sol–gel [12], chemical spray [13], thermal evaporation [14], pulsed laser
deposition [15], DC and RF magnetron sputtering [16], reactive mid-frequency magnetron sputtering
using dual magnetrons [17] and atomic layer deposition (ALD) [18]. The desired properties of a
good TCO—transparency, conductivity, and surface texture—depend significantly on the preparation
technique and the growth parameters.

ALD is a growth technique that has recently become very popular since it provides uniform and
conformal coverage and control of the thin film by atomic layer precision [19]. Although the growth
rate of the ALD system is relatively low, the uniformity, conformality and the compactness of the film
cross-section achieved from the ALD technique are superior to those from other techniques [20].

In this work, we demonstrate the application of AZO thin films as a substitute for ITO electrodes
in LC and PDLC display devices. Using the ALD technique, AZO films are deposited on glass and
PET substrates and their structural, optical and electric properties are measured and discussed. AZO
layers on PET substrates show good flexing properties, as evidenced by their stable sheet resistance
over 1000 bending cycles.

The article is structured as follows: we first report on the ALD deposition of AZO films, followed by
brief characterizations of the layers, including structural, optical and electrical properties. The next step
includes the measurement of the bending ability of the AZO layer deposited on a flexible PET substrate.
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In the final section, on the basis of the above characteristics, we present two applications of AZO as a
transparent and conductive layer, respectively, in (i) a liquid crystal (LC) display using AZO/glass and
(ii) flexible polymer-dispersed liquid crystal (PDLC) devices using AZO/PET. The obtained results show
the great potential of AZO for integration into next-generation ITO-free flexible and stretchable devices.

2. Materials and Methods

Al-doped ZnO films were deposited using an ALD Beneq TFS-200 system (Espoo, Finland).
Trimethylaluminum (TMA) and diethylzinc (DEZ) were purchased from Strem Chemicals, Inc.
(Bischheim, France), and used as received. These precursors and distilled water were held at room
temperature in stainless steel containers for all depositions. Purge and line flows used pure N2

(600 sccm for TMA, DEZ, and water). The precursors’ pulse durations were the same for DEZ, TMA,
and H2O—200 ms, while the purging time after each precursor was 2 s, for all deposition runs. In all
depositions, the TMA pulse was introduced after a DEZ pulse/purge cycle, in order to minimize the
impact of the TMA pulse on the growth rate [21]. The Al-doping of ZnO was controlled by varying the
number of DEZ/H2O and TMA/H2O pulses [22]. In a typical deposition procedure, after each 24 cycles
of DEZ/H2O, a cycle of TMA/H2O was applied consisting one so-called supercycle. The desired film
thickness was controlled by the number of supercycles. The depositions were performed with the
substrate holder temperature of 200 ◦C for AZO/glass and 100 ◦C for AZO/PET. The structural, optical
and electrical properties of ALD Al-doped ZnO films were measured by using Atomic Force Microscopy
(AFM), Scanning Electron Microscopy (SEM), spectrophotometry and a four-point probe method.

Additionally, in the case of AZO deposition on PET substrates, a buffer film of amorphous Al2O3

(ALO) was deposited in situ at the same temperature of 100 ◦C. The buffer film prevents the diffusion of
the next precursors in the pores of the PET substrate. For ALO buffer deposition, the same precursors
(TMA/H2O) were used with the same pulse durations and purging times and 88 repetitions of the
TMA/H2O cycle.

The AZO film thickness was determined by ellipsometric measurements using a Woollam M2000D
rotating compensator spectroscopic ellipsometer (Lincoln, MI, USA) with a wavelength range from
193 to 1000 nm in reflection mode. For AZO/glass, the thickness was 206 nm and for AZO/PET the
thickness was approximately 100 nm. The Al2O3 buffer film deposited on PET substrates as barrier to
prevent diethylzinc diffusion into the polymer substrate [23] was approximately 15-nm thick.

The AZO films’ surface morphology was analyzed using Atomic Force Microscopy (AFM),
MFP-3D, Asylum Research, Oxford Instruments (Abingdon, UK) and Scanning Electron Microscopy
(SEM), JEOL (Tokyo, Japan).

The optical transmittance spectra of AZO films deposited on glass and PET in the wavelength
range of 200 to 1600 nm were measured at room temperature using an ultraviolet–visible–near-infrared
(UV–VIS–NIR) spectrophotometer Cary 5E (Palo Alto, CA, USA). The same measurements were
performed on reference glass, PET and ITO/glass substrates for comparison.

The sheet resistance was measured using a four-point probe technique. A computerized home-built
bending setup, with an ESP301 control platform (Newport, Irvine, CA, USA) with the function to
stimulate bending at different radii, was used for the bending tests of flexible samples. The sheet
resistance was tested in the interval of up to 1000 bending cycles.

Several AZO films deposited on glass and PET were selected for the LC and PDLC device assembly.
The LC and PDLC device fabrication procedure is described in detail in Section 3.2: Applications.
The electro-optical characteristics of fabricated LC and PDLC devices were measured by positioning
the assembled cell in the optical setups, also described in detail in the same section.

3. Results and Discussion

For an application as a transparent conductive layer, the high optical transmission and high
electrical conductivity of the AZO layers are the most essential properties. These properties also
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depend on the film’s elemental composition (doping concentration), deposition conditions/method
and the interface with the substrate.

3.1. AZO Layers Characterisations

3.1.1. Structural Analysis

The surface morphologies of the samples were analyzed by using the AFM method with a scanning
area of 40 × 40 μm2, as well as SEM. AFM and SEM images for the surface morphologies of AZO
films on glass and PET (before and after bending) are shown in Figure 1a–f. The surface of the films
on glass was reasonably smooth, with a roughness of < 3 nm. Grain growth was dense with highly
homogenous distribution, as clearly seen in the 3-D AFM image of the surface. It is well known that
the grain size, the distribution and the surface roughness are influenced by the sample thickness [16].
The measured root mean square (RMS) roughness of AZO/glass was about 2.3 nm. As seen from the
SEM, the as-grown AZO films on both substrates–glass and PET are relatively smooth, with a uniform
distribution of slightly elongated grains. The average grain size of AZO films is approximately the
same, around 20 nm. The RMS roughness of AZO/PET and SEM morphology before and after bending
are discussed in Section 3.1.4.

Figure 1. Atomic Force Microscopy (AFM) and SEM analysis of aluminum-doped zinc oxide (AZO)
layers deposited on (a,b) AZO/glass (c,d) AZO/polyethylene terephthalate (PET) (before bending test)
and (e,f) AZO/PET (after bending 1000 times, discussed in 3.1.4.).
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3.1.2. Optical Properties

The optical transmittance spectra of AZO films deposited on glass and PET are shown in Figure 2.
The spectra of glass and PET blank substrates are also included for reference as well as commercially
available ITO/glass substrate. As seen in comparison to the blank PET substrate, the absorption edges
of AZO films on glass and PET are shifted to the longer wavelengths and follow a similar transmittance
behavior (around 80% transmittance in visible and near-infrared regions).

Figure 2. Transmittance spectra of AZO/glass and AZO/PET. Blank glass and PET spectra are also
shown for reference, as well as commercial indium tin oxide (ITO)/glass.

3.1.3. Electrical Properties

Next, the electrical properties were assessed. Room temperature currents versus voltage (I–V)
characteristics of AZO thin films on glass and PET as well as ITO/glass are shown in Figure 3a–c.
All performed current–voltage measurements show Ohmic behavior. As a device-relevant parameter,
sheet resistance (Rs) = 1/σd, where σ is the electrical conductivity of the material and d is the thickness of
the electrode, is used for a comparison of the transparent electrodes rather than conductivity, which is
an intrinsic material property. The calculated sheet resistances are also shown in the figures.

 

(a) (b) 

 

(c) 

Figure 3. Current–voltage characteristics of AZO thin films deposited on (a) glass and (b) PET, as well
a comparison with (c) commercial ITO/glass, are shown for reference.
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3.1.4. Bending Ability Test of AZO/PET Flexible Substrates

The bending ability test has been checked for flexible AZO/PET substrates under tensile strain.
Generally, the sheet resistance (Rs) value depends on the film composition, morphology, thickness
and the substrate material. After continuous bending up to 1000 times (radius of 10 mm), the sheet
resistance of AZO/PET increased only slightly (see Figure 4). The RMS roughness of blank PET
substrate was 6.26 nm. AZO/PET RMS was measured to be around 12 nm and it is increasing to
22 nm after 1000 bending cycles. During the bending cycles, damage in the AZO/PET develops, most
probably in the form of extended defects that collapse as micro-cracks (as evidenced by SEM image in
Figure 1f), capable of interrupting electrical paths on subsequent bending. Bending in–out cycles open
and close these micro-cracks, and with the accumulation of the bending cycles an effective breaking of
a slightly increasing number of conductive paths occurred, thus influencing the measured resistance
and appearing as increased sheet resistance. These results are confirmed further by the increased
roughness shown in the AFM image of the same layer, performed after 1000 bending cycles (Figure 1c).

Figure 4. Sheet resistance dependence of the number of bending cycles for AZO layer on PET substrate.

3.2. Applications of AZO Transparent Conductive Layer for Display Applications

3.2.1. AZO as Transparent Conductive Layer in Rigid LC Display

Several AZO/glass samples were selected for transparent electrodes in the LC cell assembly,
hereafter called an AZO-based LC rigid display. First, a Polyvinyl Alcohol (PVA) layer was
spin-coated, baked at 90 ◦C for 30 min and post baked at 120 ◦C for 30 min on AZO/glass samples.
Next, the PVA-coated AZO/glass substrates were mechanically rubbed for LC molecule alignment. We
used nematic LC (NLC type E7, Merck, Kenilworth, NJ, USA). The cell was arranged by gluing the
two rubbed layers in an anti-parallel configuration with the alignment directions facing each other.
A 12-μm Mylar spacer was used to keep the same thicknesses in the fabricated cells. The liquid crystal
was injected via the capillary method into the empty cell. Finally, the arranged cell was sealed with
ultraviolet (UV) glue and exposed with UV light to stabilize it. Copper tape wires were used for
electrical connections (see Figure 5a,b). In addition, a reference LC cell using ITO/glass was prepared
following the same fabrication procedure and thickness for comparison.

For electro-optical modulation characteristic measurements, the LC cells were placed between
a pair of crossed polarizers. The incident beam was polarized at the angle of 45◦ with respect to
the nematic director (a dimensionless unit vector n, which represents the direction of the preferred
orientation of LC molecules). An alternating voltage (f = 1 kHz) with varying amplitude was applied
across to the LC cell to orient the LC director. A helium–neon laser (He–Ne) emitting λ = 633 nm
was used to probe the changes in the transmitted intensity of LC devices under different amplitudes
of driving voltage. The power of the transmitted beam was monitored by a power meter. The light
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transmission was measured as a function of the applied root mean square (RMS) alternating current
(AC) voltage with a 1-kHz frequency. The transmittance changes were detected by positioning a
photodetector behind the device (Figure 5d).

Figure 5. Schematic diagrams of: (a) AZO/glass LC cell; (b) ITO/glass LC cell and (c) AZO/PET
polymer-dispersed liquid crystal (PDLC) cell and (d) experimental setup to measure the electro-optical
modulation behavior. Legend: lens (L), aperture (Ap), polarizer (P), analyzer (A), amplifier (Am),
function generator (FG), data acquisition card (DAQ). Note: for PDLC cell measurements, the P and A
are removed from the setup.

The basic operation principles of LC displays rely on the electro-optically controlled birefringence
of the LC molecules [24,25]. Upon application of an electric field, since the LC molecules have a
different polarizability along their long and short axis, an induced dipole moment arises and all the
molecules start to reorient towards the direction of the applied field. Because of the LC’s anisotropy,
the nematic LC layer acts as the birefringent material, characterized by different refractive indices for a
beam polarized along the long or short molecular axis.

Figure 6a,b shows the transmitted light intensity dependence of the applied voltage for an LC cell
using AZO as transparent electrode. A reference cell, assembled using a commercial ITO electrode is
shown for comparison. The transmittance–voltage behavior follows the typical sinusoidal function of
the amplitude of applied voltage, governed by the electrical response of the liquid crystal molecules,
as expressed by [25].

T =
1
2

sin2 Γ
2
= 1/2 sin2

[
πd(ne − n0)

λ

]
(1)

where Γ = 2π
λ (ne − n0)d is the phase retardation due to the birefringence Δn (Δn = ne − n0) modulation,

λ—the wavelength, d—the thickness of the LC layer and ne and n0 are the refractive indices for
extraordinary and ordinary waves, respectively.

As shown in Figure 6a, the transmitted intensity follows a series of maxima and minima
(so-called Fréedericksz transition), which correspond to the phase retardation, as presented in Figure 6b.

The low sheet resistance of the AZO layer has a large impact on the modulation characteristics
of assembled LC cells. As seen from Figure 6a, the modulation behavior of the LC cell using AZO
contacts is very similar and competitive with the LC cell using ITO. The results are also supported by
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the calculated Haacke figure of merit (FOM) factor of performance, expressed by the ratio between the
optical transmittance (Tav) and the sheet resistance (Rs) values [26]:

FOM =
Tav

10

Rs
(2)

Figure 6. (a) Transmittance–voltage characteristics of AZO/glass and ITO/glass (reference) LC cells and
(b) phase retardation for both LC cells.

Using the transmittance data (Figure 2) and measured sheet resistance values of AZO/glass, we
obtained FOM (AZO) = 1.05× 10−3 Ω−1. Similar values have been calculated for (commercially available)
ITO/glass, FOM (ITO) = 2.52 × 10−3 Ω−1. These values are in good confirmation with those previously
reported [27,28] and demonstrate the high potential of AZO films as transparent electrodes for ITO-free
LCD devices (Table 1).

Table 1. Haacke figures of merit (FOM).

LC Cell Type Tav (%) Rs (Ω/sq) FOM (Ω−1)

AZO/Glass 80.6 110 1.05 × 10−3

ITO/Glass 84.3 72 2.52 × 10−3

3.2.2. AZO as Transparent Conductive Layer in Flexible Display (Smart Structures)

PDLC-based structures have attracted increasing attention for applications as outdoor displays,
switchable privacy glasses, energy saving windows, light shutters, projection displays, and so on [29,30].
Here, the PDLC film was prepared using a polymerization-induced phase separation method, based
on the phase separation of the LC (E7, Merck, n0 = 1.521 and ne = 1.72) and photo-curable adhesive
polymer matrix (NOA65, Norland, Cranbury, NJ, USA, n = 1.524) with a 3:7 weight ratio. During
the fabrication of our flexible PDLC structures, supported by AZO/PET substrates, we perform the
following steps: first, an empty cell was prepared by gluing two AZO/PET substrates with 12-μm
Mylar spacers between them. Then, the LC/monomer mixture was injected into the empty cell and,
finally, the cell was exposed with ultraviolet light ((λ = 365 nm) with an intensity of 60 mW/cm2 for
15 min) to polymerize NOA65. As a result, using the polymerization-induced phase separation method,
randomly dispersed liquid crystal droplets (usually in micrometer size) are formed within a transparent
polymer matrix. Figure 5c shows the schematic structure of the AZO/PET PDLC flexible device.

3.2.3. Electro-Optical Characteristics and Bending Test Ability

In general, PDLC can be switched between a light-scattering to a transparent state by applying an
external electric field. The effect results from a mismatch or match of refractive indices between the LC
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molecules and the polymer matrix and is due to the LC birefringence and the ability of an applied
voltage to re-orient the LC molecules inside the droplets in order to match the LC’s refractive index
to that of the polymer matrix. The electro-optical characteristics were measured by an optical setup,
shown in Figure 5d. In these measurements, the polarizer and analyzer were removed from the setup,
since the polymer defines the polarization state of the PDLC film.

The typical transmittance dependence of the assembled AZO/PET PDLC device as a function of
the applied voltage is shown in Figure 7a. Without an applied voltage, the LC molecules are randomly
oriented in the droplets, which causes light scattering when the light passes through the structure. As a
result, the “scattering” state appears. When the voltage is applied, the electric field aligns the LC’s
nematic director to the direction of the electric field, allowing light to pass through the droplets. As a
result, a “transparent” state appears. Thus, the intensity of the transmitted light through the PDLC
structure can be controlled by the application of an external voltage.

Figure 7. (a) Voltage-transmittance behavior of AZO/PET PDLC device and (b) the response time.

For the AZO/PET device shown in Figure 7a, we defined (i) the threshold voltage Vth as a value
of the applied voltage necessary to reach 10% of the maximum transmittance, e.g., to “turn on” the
PDLC cell (measured Vth ~ 6.1 V) and (ii) the saturation voltage Vsat, defined as the value of applied
voltage required to reach 90% of maximum transmittance T (Vsat ~18 V). As seen, at the saturation
state, the PDLC structure becomes transparent (the “BAS LOGO” image pattern become clear).

In addition, the response time of the assembled PDLC device for switching between “off“ and
“on“ states was measured and is presented in Figure 7b. The measured response time and the fall time
values were ~68 and ~88 ms, respectively. These values are very similar to the reported values for
PDLC devices using other transparent contacts [31,32].

To sum up, the implementation of AZO layers as transparent conductive electrodes in LC and
PDLC devices requires the synthesis of high uniformity, conformal and compact layers by an appropriate
process such as ALD. The AZO films obtained by ALD technique enable low sheet resistance and high
optical transparency through the use as transparent electrodes on the top surfaces of both the selected
rigid and flexible substrates.

4. Conclusions

In summary, we studied the structural and optical properties and the sheet resistance ability
of AZO layers deposited by the ALD technique onto glass and PET substrates. LC devices with
transparent AZO electrodes were successfully fabricated, and the measured driving voltage and
response time values show the great potential of AZO for integration as functional transparent
conducting material. We expect that the above demonstrations will be relevant for further applications
in high-end optoelectronics.
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Abstract: Presently, research and development of indium-free stable highly transparent conductive
(TC) materials is of paramount importance for the blooming world of information display systems and
solar energy conversion. Development of devices based on flexible organic substrates further narrows
the choice of possible TC materials due to the need for lower deposition and process temperatures.
In our work, the structural, electrical, and optical performances of Ga-doped ZnO/Ag/Ga-doped
ZnO (GZO/Ag/GZO) multilayered structures deposited on glass substrates by direct current (DC)
magnetron sputtering in a pure Ar medium without any purposeful substrate heating have been
investigated. The highest figure of merit achieved was 5.15× 10−2 Ω−1 for the symmetric GZO/Ag/GZO
multilayer, featuring GZO and Ag thicknesses of 40 and 10 nm, respectively, while the average
optical transmittance was over 81% in the visible range of wavelengths and the resistivity was
2.2 × 10−5 Ω·cm. Additionally, the good durability of the performances of the multilayer structures
was demonstrated by their testing in the context of long-term storage (over 500 days) in standard
environmental conditions.

Keywords: multilayer; ZnO; Ag; TCO; transmittance; structure; resistance

1. Introduction

Transparent electrodes (i.e., thin films based on transparent conductive (TC) materials) are some of
the most important parts of many optoelectronic devices, such as touch panels, organic light-emitting
diodes (OLEDs), optical sensors, and solar cells [1–5].

Nowadays, transparent electrodes based on Sn-doped In2O3 (ITO) present outstanding
optoelectronic performance and have been widely used in various commercial domains [1,6]. However,
the wide use of ITO transparent electrodes in optoelectronic devices is gradually pushing up the cost
of ITO electrodes because indium is not abundant on Earth. Moreover, with the rapid development of
new types of display systems, sensors, and solar energy, new requirements for transparent electrodes
are emerging from device developers, in addition to their transparency and conductivity. It is getting
harder for the traditional ITO electrodes to meet the new requirements. Therefore, alternative materials
should be developed.

A variety of ITO replacements have been investigated, including doped wide-bandgap oxides
with high transmittance, such as SnO2 [7], ZnO [8,9], and TiO2 [10]. However, these oxides were found
to have lesser performance than ITO, combining both electrical and optical properties. As alternatives
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to ITO, poly(3,4-ethylenedioxythiophene):poly(4-styrenesulfonate) (PEDOT–PSS) [11], graphene [12],
carbon nanotubes [13], and metal nanowires and meshes [14,15] have been proposed. However, each
alternative solution is affected by one or more drawbacks that prevent their widespread use [16,17].

In order to keep a low resistance and conversely maintain high optical transmittance,
oxide–metal–oxide multilayered structures have recently received renewed interest as a highly
promising route towards the production of flexible large area OLEDs and solar cells [3,18–20]. In
this case, Ag is the optimal metal because of its low resistivity (approximately 1.6 × 10−6 Ω·cm) and
relatively low cost [21], whereas Ga-doped ZnO (GZO) is the optimal oxide due to its abundance, low
cost, superior optical features, and rather high stability [22,23].

Various deposition techniques have been used to produce oxide–metal–oxide structures, including
thermal evaporation [24], electron beam evaporation [25], spray pyrolysis [26], sol–gel methods [27],
ion beam sputtering [28], and magnetron sputtering [18–20,28]. Low-cost wet chemical methods are
usually the starting point and benchmark for most academic and industrial processes that require a
thin and uniform coating, but the transparent electrodes obtained by these techniques have resulted
in inferior electrical features compared with those deposited by ion plasma methods [25,29,30]. In
this sense, it appears that DC magnetron sputtering is the most promising technique in terms of the
industrial deposition of uniform films at a proper deposition rate [18]. From the point of view of the
deposition of transparent electrodes on flexible substrates covering a large area, it is also very important
to achieve TC films with good performance stability by using low-temperature processes [28,31].

In this article, symmetric GZO/Ag/GZO (GAG) multilayered structures were sequentially formed
on glass substrates by room temperature DC magnetron sputtering under a pure Ar atmosphere. The
uniqueness and novelty of this work resides in having found the process conditions that provide the
optimal trade-off between low resistivity and high optical transmittance and are applicable for TC thin
film formation on polymer substrates. The thicknesses of GZO and Ag layers were parametrized to get
the optimal optical and electrical properties of the superstructures. The deposited multilayers were
characterized and tested for their structural, electrical, optical, and adhesive properties.

2. Materials and Methods

GAG multilayered structures were deposited on glass and surface-oxidized Si pieces by DC
magnetron sputtering method using a Magnetron setup (Russia) equipped with two sputtering units.
The base pressure of the chamber was maintained at 2 × 10−4 Pa.

The bottom and top oxides layers were deposited using Ga (3 at.%)-doped ZnO target under the
following deposition conditions: Ar working pressure of 0.5 Pa, discharge current of 270 mA, discharge
voltage of 720 V. The Ag thin interlayer was deposited using an Ag (99.99%) pure target under the
following conditions: Ar working pressure of 0.5 Pa, discharge current of 150 mA, discharge voltage
of 750 V. Before the formation of each layer of the GAG trilayered structure, a presputtering cycle
of both GZO and Ag targets on a closed shutter was performed for 10 and 3 min, respectively. The
distance between targets and substrates was 150 mm. The substrates revolved at a rate of 30 r/min.
The substrate was not specially heated during the growth of multilayers, but there was a slight heating
to about 50 ◦C due to ion bombardment. The growth rates for the oxide and metal components of the
three-layer structure under such conditions were 1.33 and 3.00 nm/min, respectively. The thickness of
oxide and metal components of the GAG multilayer was controlled by varying the deposition time,
which was the same for bottom and top GZO films in order to create a symmetric trilayer structure.
Layer thickness variations were also confirmed by cross-sectional scanning electron microscopy (SEM)
and were consistent with the estimated depositing times (Figure S1 of Supplementary Materials (SM)).

Table 1 shows thickness data of seven multilayered samples with various geometries. For the first
five samples (from GAG-0 to GAG-4), the thicknesses of the silver interlayer were varied between 0
and 12 nm, while keeping fixed thicknesses for oxide top and bottom GZO layers (40 nm). For the
samples GAG-5 and GAG-6, the thickness of oxide films was varied, keeping the thickness of the Ag

44



Coatings 2020, 10, 269

interlayers fixed (10 nm). For comparison, a two-layered GA with a 80-nm thick bottom oxide and thin
upper metal layer (10 nm) was deposited additionally.

Table 1. Nomenclature of Ga-doped ZnO/Ag/Ga-doped (GZO/Ag/GZO) multilayered structures.

Sample Name
Thickness of Bottom

GZO Layer, nm
Thickness of Ag
Interlayer, nm

Thickness of Top GZO
Layer, nm

GAG-0 40 0 40
GAG-1 40 6 40
GAG-2 40 8 40
GAG-3 40 10 40
GAG-4 40 12 40
GAG-5 30 10 30
GAG-6 50 10 50

GA 80 10 -

The surface morphologies of the deposited samples were investigated by using a Leo-1450
scanning electron microscope (SEM) (Carl Zeiss) and a Ntegra Prima atomic force microscope
(NT-MDT SI). X–ray diffraction (XRD) patterns were collected on a X’PERT PRO MPD diffractometer
(PANalytical) with CuKα radiation (λ = 1.5418 Å). The electrical properties were measured by using the
four-probe technique (IUS-3, Russia). Optical transmittance spectra were obtained by a UV-3600 optical
spectrophotometer (Shimadzu) in the wavelength range of 340–1240 nm. All of the measurements
were carried out at room temperature.

3. Results and Discussion

3.1. Surface Morphology and Structural Studies

The surface morphology of the GAG samples was investigated by SEM. Figure 1 shows the typical
SEM images of top view surfaces observed in this work. A single layer GAG-0 sample with a total
thickness of oxide of 80 nm and a zero thickness Ag interlayer (Figure 1a) consists of well-defined
continuous particles of nearly equal lateral size (~ 40 nm) uniformly covering the smooth substrate.
After deposition of 10-nm thick Ag layer on the GZO surface, a well-marked change in morphology
appears (Figure 1b). Forming a sufficiently continuous layer of silver makes the surface of the structure
even smoother, although some nanovoids on the surface of the GA bilayered structure are still present
due to the surface performance of the bottom GZO layer. The observed smoothing of the surface
indicates that under the above growth conditions, the process of Ag growth should be described in the
following scenario:

• At the initial stage of growth, a large number of silver nuclei are formed on the surface of the
GZO layer due to limited migration of adatoms;

• The high density of the nuclei contributes to their earlier coalescence into a continuous metal film,
covering the GZO surface [32].

 
(a) (b) (c) 

Figure 1. SEM images GAG-0 (a), GA (b), and GAG-3 samples (c).
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In earlier reports [33,34], it was found that the spreading of Ag on the surface of ZnO was better
than on SnO2 and In2O3 due to an ameliorated affinity between Ag and ZnO. Nevertheless, it was
confirmed that the surface of ZnO was rougher than that of the latter.

As is shown in Figure 1c, the surface morphology of GAG-3 trilayered structure became less
smooth but quite compact. The difference between the surfaces of GAG-1 and GAG-3 samples is due
to both differences in the nucleation conditions of the top and bottom oxide layers, and the fact that the
grain size usually increases with the thickness of the ZnO thin film [35,36].

It should be noted that the SEM studies of other samples did not reveal any noticeable differences
in the surface morphology of the samples considering the thickness of the Ag interlayer at a fixed
thickness of the GZO, as well as when changing the thickness of the GZO layers in the range of
30–50 nm. Thus, we can reach a conclusion that in our SEM experiment, the top GZO, which was
sputtered at room temperature, showed surface features typical of nanocrystalline Ga-doped ZnO
thin films, regardless of the Ag interlayer thickness and its morphology. At the same time, additional
atomic-force microscopy (AFM) studies (Figure S2 in SM) showed that the surface roughness increases
noticeably by introducing an Ag interlayer into GZO. The root mean square (RMS) roughness values
of GZO-0 and GZO-1 samples are 0.897 and 1.226 nm, respectively, calculated from the AFM data. A
slight decrease in roughness is observed with further increases of both Ag and GZO thicknesses in the
trilayer structures.

Figure 2a shows the XRD plots of the GAG multilayered structures with Ag interlayers of different
thicknesses. Only four broad peaks were present in the XRD spectra, two of which belong to the (002)
ZnO and (004) ZnO reflections, and the other two to the (111) Ag and (222) Ag reflections. The presence
of two (002) ZnO and (004) ZnO peaks corresponding to the nanocrystalline hexagonal ZnO wurtzite
phase indicates that the GZO has a preferential orientation featuring the c-axis perpendicular to the
substrate surface, regardless of the Ag interlayer thickness. The insertion of the Ag interlayer in the
middle of the GAG structure does not affect the strongly preferred orientation of GZO toward (001).
Additionally, for the GAG structures, the Ag interlayer has highly preferred orientation toward (111).
It is often reported that the crystallized ZnO lattice promotes the silver growth along the (111) direction.
This might be due to the fact that the (111) plane of a cubic structure has a similar symmetry to that of
the (001) plane of ZnO [34]. The inset of Figure 2a shows the XRD spectral region in which the most
intense (002) ZnO and (111) Ag peaks are located. The main features of both peaks are given in Table 2.

 
(a) 

 
(b) 

Figure 2. X-ray diffraction (XRD) plots of the prepared multilayer structures: (a) with different Ag
interlayer thicknesses; (b) with different thicknesses for bottom and top GZO layers. The inset of
Figure 2a shows the XRD spectral region with the most intense (002) ZnO and (111) Ag peaks.
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Table 2. XRD data for GAG multilayer structures.

Sample
Name

Thickness of Layers,
nm

XRD Data for the
(002) ZnO Peak

XRD Data for the
(111) Ag Peak

IAg/IZnO

GZO Ag GZO I, cps β, deg CS, nm I, cps β, deg CS, nm

GAG-0 40 0 40 15755 0.520 16 - - - 0
GAG-1 40 6 40 9606 0.592 14 2767 1.056 7 0.29
GAG-2 40 8 40 9760 0.602 14 3882 0.964 8 0.40
GAG-3 40 10 40 9728 0.598 14 6045 0.847 10 0.62
GAG-4 40 12 40 9894 0.601 14 6400 0.840 10 0.65
GAG-5 30 10 30 5437 0.665 12 6153 0.829 10 1.13
GAG-6 50 10 50 13240 0.585 15 6750 0.836 10 0.51

It can be seen that when the Ag interlayer is introduced into the GAG structure, thereby breaking
the GZO layer into two equal parts by thickness, a decrease in intensity and some broadening of the
(002) ZnO peak takes place. A further increase of the thickness of the Ag interlayer until 12 nm does
not affect the crystallinity of the GZO phase, which is correlated with the SEM data results.

At the same time, the intensity of the (111) Ag peak increases and the integral breadth β decreases
with a thickening of the Ag interlayer. The peak shifts from 38.21 to 38.25◦, with an increase in the Ag
thickness from 6 to 8 nm, after which its position no longer changes.

Estimation of the averaged crystallite size (CS) from (002) ZnO and (111) Ag peak characteristics
using the Scherrer equation (CS = 0.9λ/(βcosθ), where λ is the wavelength of CuKα x-rays, β is the
peak integral breadth with no instrumental contribution, and θ is the peak Bragg angle) showed that
the crystallite size of GZO decreases from 16 to 14 nm when the Ar interlayer is introduced, and the Ag
crystallite size increases continuously with the increase of the Ag thickness from 7 to 10 nm.

The change in the ratio of the intensities I of the (111) Ag and (002) ZnO peaks (IAg/IZnO) is in
agreement with the deposition regimes for these GAG structures.

Despite the low substrate temperature during the GZO and Ag sputtering process, the GAG
multilayer structures consist of both nanocrystalline GZO and Ag layers (Figure S3 of SM). In addition,
we can reach the conclusion that the crystallinity of the top GZO layer is independent of the Ag interlayer.

GZO thickness variation in the range of 30–50 nm at a fixed thickness of the Ag interlayer of 10 nm
does not affect the preferential orientation of both GZO and Ag layers. Figure 2b shows the XRD plots
of the GAG structures as a function of the top and bottom GZO thickness in the 2θ range of 31–41◦.
XRD data for (002) ZnO and (111) Ag peaks of GAG-5 and GAG-6 are shown in Table 2 (in order to
compare these with GAG-3).

Comparing these samples, the (002) ZnO peak shifts from 34.01 to 34.10◦ with an increase in the
GZO thickness from 30 to 40 nm. A further increase of the GZO thickness does not change the peak
position at 34.10. It can also be observed that as the thickness of GZO film increases, the intensity I is
enhanced and the integral breadth β decreases for the (002) ZnO diffraction peak, indicating that the
increased thickness of top and bottom layers improves the crystallinity of the GZO phase.

As for the (111) Ag peak, its features for this sample group were practically independent of the
thickness of the oxide layers, which implies the invariability of the crystallinity of the Ag interlayer
with the increase of the GZO thickness. By increasing the GZO thickness, the averaged crystallite size
for GZO increases continuously from 12 to 15 nm, while the Ag crystallite size remains unchanged and
remains in good agreement with the thickness of the Ag interlayer.

Thus, we can conclude that the crystallinity of the Ag interlayer is insensitive to changes in the
thickness of the bottom GZO layer for the low substrate temperature sputtering process. In this case,
the presence of this GZO layer itself is important as a seed layer for Ag. Changes in the nature of
coalescence of Ag nuclei were observed in the presence of seed layers with a thickness of only a few
nanometers [37,38].
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3.2. Optical and Electrical Studies

The GAG-0 sample without any silver interlayer showed a high sheet resistance RS of 2500 Ω/sq
and electrical resistivity ρ in the order of 10−2 Ω·cm due to the low preparation temperature. The
optical transmittance of GAG-0 is 88% in the visible range of wavelengths (400–700 nm), as shown
in Figure 3a, which is consistent with early studies [23,26]. After covering this GZO film with the
10-nm thick Ag layer (GA sample), the resistivity decreases to 2.3 × 10−5 Ω·cm. It is obvious that the
conductivity of such a two-layer structure is mainly governed by the continuity and homogeneity of
the Ag thin layer [39]. However, as can be seen from Figure 3a, the existence of the Ag layer on top
of the 80-nm thick GZO layer substantially reduces the optical transmittance in the visible and near
infrared (NIR) regions (the average visible transmittance Tav is 41.5%) [28].

 
(a) (b) 

Figure 3. Optical transmittance spectra of the prepared multilayer structures: (a) with different Ag
interlayer thicknesses; (b) with different thicknesses for the bottom and top GZO layers.

In Figure 3a, the optical transmittance spectra are presented of the GAG trilayered structures,
consisting of two identical 40-nm GZO layers and Ag interlayers with different thicknesses. As
shown in the figure, the top GZO layer antireflects the Ag layer in GAG structures to output higher
transmittances than the GA bilayer structure by itself [40]. Moreover, the optical transmittances of the
GAG multilayers were found to depend critically on the Ag interlayer thickness.

The average optical transmittance in the visible wavelength Tav region of the GAG-1 sample is
relatively low (75%) due to light scattering on various defects (pores inherent in ultrathin Ag films and
resulting imperfections of the GZO–Ag interfaces). By increasing the Ag thickness to 10 nm, the average
optical visible transmittance increases and there is a shift of the transmission peak due to the effects of
surface plasmon resonance of the Ag interlayer with minimum voids [41]. In particular, GAG-3 shows
high optical transmittance in the visible region, with maximum transmittances of approximately 89%
at λ = 529 nm. Next to a wavelength of 550 nm, this sample has the highest optical transmittance,
which is even higher than that of GAG-0, which has no silver interlayer.

Further increasing the Ag thickness above 10 nm results in a decrease of the transmittance because
of increased light reflection from the continuous Ag interlayer. Additionally, all samples show an abrupt
decrease in optical transmittance in the near infra-red region, which is correlated with the thickness of
the metal interlayer and attributed to the reflection of long-wavelength light by the layered metal [33].
Thus, the best optical properties of the GAG structures are obtained when the Ag interlayer thickness
is 10 nm. The obtained optimal thickness value of the Ag interlayer is similar to the one reported by
other groups for ZnO/Ag/Zno multilayers deposited at low substrate temperatures [19,28,42–44].

Figure 3b depicts the transmittance spectra for the GAG structures with the optimum Ag interlayer
thickness and different GZO thicknesses. With the increase of GZO thickness, the transmittance first
shows an increase and then decreases. Simultaneously, the peak transmittance shifts towards the
long wavelength regions. For clarity, the results of our optical measurements are summarized in the
corresponding columns of Table 3. Based on these results, the GAG-3 sample with 40-nm thick GZO
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top and bottom layers and a 10-nm thick Ag interlayer was considered as the optimum choice in terms
of optical properties.

Table 3. Optical and electrical parameters of GAG samples.

Sample
Name

Thickness of Layers, nm Optical Data
Electrical
Properties

FOM,
Ω−1

GZO Ag GZO Tav, % T550nm, %
λmax,
nm

RS,
Ω/sq

ρ,
×10−5

Ω·cm

GA 80 10 - 41.5 39.9 400 2.2 1.95 6.99×10−5

GAG-0 40 0 40 87.8 86.6 431 2500 2000 1.09×10−4

GAG-1 40 6 40 75.5 80.1 487 15.1 13.0 3.99×10−3

GAG-2 40 8 40 78.8 85.0 526 4.5 4.0 2.04×10−2

GAG-3 40 10 40 81.3 89.0 529 2.45 2.2 5.15×10−2

GAG-4 40 12 40 75.6 84.7 515 2.0 1.85 3.05×10−2

GAG-5 30 10 30 75.3 80.2 498 2.8 2.0 2.08×10−2

GAG-6 50 10 50 74.6 83.6 560 2.2 2.45 2.39×10−2

The results of our study on the dependence of electrical properties of the multilayer samples as
sheet resistance resistivity (RS) and resistivity (ρ) on the thicknesses of the GZO and Ag layers are also
presented in Table 3.

According to the presented results, the resistivity ρ can be decreased drastically by three orders of
magnitude by inserting a thin Ag interlayer. From the fact that even at the Ag thickness of 6 nm, the
specific resistance of the GAG-1 is significantly reduced, it can be assumed that in this case the Ag
interlayer is already a continuous network of partially coalesced islands. The material of the top GZO
layer partially fills the voids of Ag, therefore additionally shunting the gaps in the metal network. A
further increase in the thickness of the Ag interlayer results in both an improvement in the crystalline
perfection of the metal phase and a decrease in the size and number of voids in it. Thus, a monotonic
decrease in resistance with increasing thickness of the Ag interlayer can be explained by an obvious
increase in the total number of charge carriers (the effective carrier concentration) in GAG and also
very likely by an increase of carrier mobility.

From the comparison of the electrical properties of the GAG-3, GAG-5, and GAG-6 samples
(GZO thickness variation at a fixed Ag thickness of 10 nm), we can verify that the oxide layers in
the oxide–Ag–oxide multilayer play only a minor role in the electrical properties of the conductive
multilayer structures [45]. While the surface resistance decreases from 2.8 to 2.2 Ω/sq with increasing
GZO thickness, there is an increase in resistivity from 2 × 10−5 to 2.45 × 10−5 Ω·cm.

Assuming that the total number of carriers in the metal layer (NAg) is much greater than the
number of carriers in the oxide layer (NGZO), the effective concentration of carriers (n) of the symmetric
GAG structure is related to the thickness of the GZO layers by the following expression [46]:

n ~ NAg / (2 × dGZO + dAg) (1)

where dAg and dGZO are the thickness of the metal interlayer and top (bottom) oxide layer, respectively.
From this relation, it can be clearly seen that the carrier concentration should be decreased as the GZO
layer thickness increases. This is consistent with the above experiment results.

To evaluate the performance of transparent conductive films for various applications, the
optical transmission and the electrical conduction of the films should not be considered separately.
Simultaneous optimization of low resistivity and transparencies is needed. Usually, the objective
evaluation can be carried out using Haacke’s figure of merit (FOM) [47], defined as:

FOM = T10 / RS (2)
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where T is the transmittance at λ = 550 nm or the average visible transmittance. In the last column
of Table 3, there are FOM values, which are calculated by using the value of the average visible
transmittance Tav for the all deposited samples. From samples of Ag of varying thickness, the
maximum FOM of 5.15 × 10−2 Ω−1 corresponds to GAG-3, with Ag thickness measuring 10 nm and
sheet resistance of 2.45 Ω/sq. This is despite the fact that GAG-4, with Ag thickness of 12 nm, showed a
record low resistance (2.0 Ω/sq.). As can be seen, GAG-3 also demonstrates the maximum FOM value
when comparing samples with the same Ag layer thickness. Additionally, for this sample the FOM’
was also calculated by using the value T550nm of the transmittance at λ = 550 nm (this parameter is
usually used to characterize transparent electrodes for LED and information display applications). The
value of FOM’ is equal 1.27 × 10−1 Ω−1 due to the highest transmittance at 550 nm. Both values of the
figure of merit of GAG-3 are superior to many of those reported in the literature [19,44–46]. This may
be due to the better spreadability of the Ag layer on the GZO layer during DC magnetron deposition
at low temperature, where the bottom GZO layer enhances the silver thin film crystallite size [34,48].
This prompts the formation of a uniform and continuous Ag layer at a much thinner thickness, thereby
significantly improving its transparency and conductivity characteristics.

3.3. Adherence and Durability Tests

In order to test the adherence of the GAG structures, the scotch tape test was carried out for all the
deposited samples. All the GAGs were found to withstand the scotch tape test as soon as prepared
and after 500 days of exicator-free storage in paper envelopes. Long-term indoor storage at an average
annual humidity and temperature of 65% and 24 ◦C, respectively, did not lead to any deterioration of
the performance of our GAG samples, whereas in the bilayer GA sample, a lot of white dots and spots
with fractal-like structures appeared after 45 days [49]. After this, its optical and electrical performance
became unacceptable. This result reveals an additional important role of the upper GZO layer as a
protective layer, blocking the damaging effects of moisture on the thin Ag layer. Thus, the trilayer
GAG structures have good long-term durability and their adherence to the substrate is good.

4. Conclusions

The GZO/Ag/GZO multilayer structures were deposited sequentially by using DC mode only in
the magnetron sputtering for both oxide and metal components of the multilayer structure in pure Ar
medium and without any purposeful substrate heating. We investigated the structural, electrical, and
optical properties of multilayer structures deposited in various combinations of thicknesses of the Ag
interlayer and GZO layers. Comparison between XRD, SEM, and electro-optical performance data with
each other, as well as with the data from other authors, allows us to draw the following conclusions:

• The bottom nanocrystalline GZO layer contributes to the earlier formation of the continuous Ag
layer with highly preferred orientation toward(111);

• The earlier coalescence of Ag nanocrystallites makes it possible to achieve high conductivity
for the ultra-thin metal interlayer, characterized by low scattering and lowered plasmonic and
intrinsic absorption;

• The top GZO layer, in addition to the antireflection effect, also acts as a protective layer, effectively
blocking the interaction of the nano-Ag phase in the presence of external humidity.

The highest FOM value was 5.15 × 10−2 Ω−1 for the symmetric GZO/Ag/GZO multilayer with
GZO and Ag thicknesses of 40 and 10 nm, respectively, and was achieved when optimizing the
geometry of the multilayered structure. This multilayer structure has an average visible transmittance
of above 81% and resistivity of 2.2 × 10−5 Ω·cm, values that were unchanged after 500 days storage in
a normal environment. In conclusion, using only DC mode in magnetron sputtering and the absence
of substrate heating during sample preparation in the context of this work makes our results very
promising in terms of further industrial compatibility.
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Abstract: Ti-doped SnO2 transparent conductive oxide (TCO) thin films are deposited on glass
substrates using a radio frequency (RF) magnetron sputtering system and then are annealed at
temperatures in the range of 200–500 ◦C for 30 min. The effects of the annealing temperature on the
structural properties, surface roughness, electrical properties, and optical transmittance of the thin
films are then systematically explored. The results show that a higher annealing temperature results
in lower surface roughness and larger crystal size. Moreover, an annealing temperature of 300 ◦C
leads to the minimum electrical resistivity of 5.65 × 10−3 Ω·cm. The mean optical transmittance
increases with an increase in temperature and achieves a maximum value of 74.2% at an annealing
temperature of 500 ◦C. Overall, the highest figure of merit (ΦTC) (3.99 × 10−4 Ω−1) is obtained at an
annealing temperature of 500 ◦C.

Keywords: SnO2; Ti-doped; annealing temperature; electrical resistivity; transmittance

1. Introduction

Transparent conductive oxide (TCO) thin films possess excellent conductivity and optical
transmittance in the visible and near-infrared regions, and are thus applied in many photoelectric
components nowadays, including solar cells [1,2], organic light-emitting diodes [3,4], thin-film
transistors [5,6], photovoltaic batteries [7–9], electrochromic devices [10–12], and tablet displays [13–16].
Metallic films are generally opaque in the visible light range. However, for film thicknesses of less than
100 Å, visible light is transmitted through the film, while infrared (IR) light is reflected. Moreover,
for metals such as In2O3, ZnO, SnO2, TiO2, and CdO with energy gaps of 3 eV or more, the film also
has excellent semiconducting properties [17].

The literature contains many studies on the optoelectronic properties of metallic films [18–20].
In addition, various authors have investigated the properties of three-layer TCO films with
oxide/metal/oxide or metallic oxide/metal/metallic oxide structures [21]. The results have shown
that such films not only suppress the reflection from the metallic layer in the visible light range but
also produce a transmittance effect [22,23]. Consequently, the TCO thin films are used in solar cells,
gas sensors, LCD displays, etc.

Among the various metal oxides in common use nowadays, SnO2 has poorer electrical properties
than ITO, but a superior photoelectric performance in the IR region. Furthermore, SnO2 has good
chemical and thermal stability and is also amenable to surface modification in order to expand its
working wavelength range. As a result, SnO2 conductive films are widely used for such applications
as gas sensors, solar energy battery electrodes, low-radiation glasses, etc. [24,25]. However, SnO2 films
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are less easily used in tablet display applications due to their high electrical resistance and poor
etching effect.

Accordingly, the present study explores the feasibility of improving the optical and electrical
properties of SnO2 thin films by doping the films with Ti. Note that Ti is deliberately selected as the
dopant material here, since it has a maximum chemical valence of +4 [26], where the radius of Ti4+ is
0.0605 nm, while that of Sn4+ is 0.069 nm. Due to the similarity of the ion radii, the Ti4+ ions readily
replace the Sn4+ ions in the crystal lattice of the SnO2 and hence modify its electrical and optical
behavior. The Ti:SnO2 films are deposited on glass substrates using a radio frequency (RF) magnetron
sputtering system and then are annealed at various temperatures in the range of 200–500 ◦C to prompt
the diffusion of the Ti atoms into the SnO2 layer. The optoelectronic properties of the films are then
systematically explored in order to determine the annealing temperature, which results in the optimal
tradeoff between the electrical and optical properties of the film, respectively.

2. Experimental Procedure

The glass plate was purchased from Corning company (Corning, NY, USA) and cut into pieces
the size of 25 mm × 25 mm × 7 mm (length × width × thickness) using a diamond saw. The substrates
were cleaned sequentially in deionized (DI) water, acetone, and IPA (isopropanol), and DI water
once again in order to remove any pollutants, residual solvents, or nonorganic components from the
substrate surface. The substrates were then dried in an oven at 90 ◦C until the water was completely
vaporized. The thin films were prepared using a sputtering target (two-inch diameter) composed of
SnO2(95%) and TiO2(5%). The Ti:SnO2 films were then deposited on the glass substrates using an RF
sputtering system with a sputtering power of 60 W, an argon gas flow rate of 29 sccm, an oxygen
flow rate of 1 sccm, and a bias of 7.5 mTorr. The sputtering process was performed without substrate
heating. The purpose of this experiment was to study the impact of different process parameters and
conditions on the characteristics of a transparent conductive film. Following the deposition process,
the Ti:SnO2 films were annealed at temperatures of 200, 300, 400, and 500 ◦C for 30 min. The structures
of the annealed thin films were examined by X-ray diffraction (XRD, Bruker, Billerica, MA, USA).
In addition, the surface roughness and crystal size were determined by atomic force microscopy (AFM,
NTMDT-AFM, Bruker, Billerica, MA, USA) and scanning electron microscopy (SEM, JEOL JSM-7000F,
JEOL, Kyoto, Janpan), respectively. The photoelectric property data consisted of light transmittance,
resistivity, carrier concentration by spectrophotometer (UV Spectrophotometer, Hitachi 2900, Hitachi,
Tokyo, Japan), and a Hall measuring instrument(AHM-800B, Advnaced Design Technology, Taipei,
Taiwan), respectively. In this paper, the measurement for each condition was performed six times to
confirm the data.

3. Results and Discussion

3.1. Effects of Annealing Temperature on Ti:SnO2 Film Thickness

Table 1 shows the thickness of the various Ti:SnO2 films, measured by alpha–step profilometer
(KLA-Tencor, Milpitas, CA, USA). In general, it is noted that while the annealing temperature has no
significant effect on the film thickness, the thickness increases slightly in the film annealed at 200 ◦C
but then reduces progressively as the annealing temperature is further increased to 500 ◦C.

Table 1. Effects of annealing temperature on thickness of Ti:SnO2 films.

Annealing Temperature (◦C) Thickness (nm)

as-deposited 88.2 ± 2.0
200 93 ± 2.0
300 90 ± 2.0
400 89.4 ± 2.0
500 88.6 ± 2.0
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3.2. Effects of Annealing Temperature on Structural Properties of Ti:SnO2 Films

Figure 1 shows the XRD patterns of the as-deposited and annealed Ti:SnO2 thin films. As the
annealing temperature increases, prominent peaks are observed at 26.6◦, 33.8◦, and 51.7◦ corresponding
to (110), (101), and (211) phases, respectively. The (101) phase is a combined SnO and SnO2 phase [27];
some of the Sn and Ti atoms are replaced by a diffused process following the annealing process [28,29].
Notably, diffraction peaks are very small in the as-deposited film or the film annealed at 200 ◦C.
However, as the annealing temperature increases to 300 ◦C, the crystalline phase appears more within
the film. The crystalline structure becomes increasingly pronounced as the annealing temperature
increases to 500 ◦C, and hence has a significant effect on the electrical and optical properties, as described
in the following sections.

 
Figure 1. X-ray diffraction (XRD) patterns of as-deposited and annealed Ti:SnO2 films.

3.3. Effects of Annealing Temperature on Electrical Resistivity

Figure 2 shows the electrical properties of the as-deposited and annealed Ti:SnO2 films.
Previous studies have shown that the TCO transmission mechanism is governed mainly by element
doping and oxygen vacancies [29,30]. For the Ti:SnO2 thin films considered in the present study,
the oxygen vacancy contributes two free electrons, and therefore dominates the transmission mechanism.
Although the Sn+ atom also provides a free electron, it cannot be activated as effectively as the oxygen
vacancy because the carrier concentration is primarily controlled by the oxygen vacancy. As described
above, the Ti:SnO2 film has a small crystal structure in the as-deposited condition and under an annealing
temperature of 200 ◦C. However, as the annealing temperature is increased to 300 ◦C, the film has
a low resistivity of 5.65 × 10−3 Ω·cm as a result of the high carrier concentration. Meantime, as the
annealing temperature is increased beyond 300 ◦C, the SnO and SnO2 combined phase are gradually
formed, causing the carrier concentration to decrease and the resistivity to increase.
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Figure 2. Electrical properties of as-deposited and annealed Ti:SnO2 films.

3.4. Transmittance

Figure 3 shows the optical transmittance properties of the various Ti:SnO2 thin films. For the
as-deposited film, the mean transmittance has a low value of approximately 58% due to the poor
effect of the replaced Sn for the Ti atom. However, the transmittance improves significantly in the
annealed samples, particularly in those annealed at temperatures of 300 ◦C or more. In conventional
ITO films, the optical energy gap theoretically increases as the carrier concentration increases, since the
Fermi level moves into the conduction band and the electrons on the valence band are forced
to jump to the conduction band, thereby requiring more energy and resulting in the so-called
Burstein–Moss effect [31,32]. However, the optical energy gap rises with a decreasing carrier
concentration. Such a phenomenon may be due to an interaction effect between ion compounds.
For example, Zn2+ and Sn4+ ions coexist in IZTO films and trigger the generation of a donor-accepter
pair, which reduces the energy gap and mitigates the Burstein–Moss effect. For the present Ti:SnO2

films, the carrier concentration decreases following annealing at temperatures higher than 200 ◦C
(see Figure 2). However, the energy gap and mean transmittance both increase (see Table 2 and Figure 3,
respectively). For an annealing temperature of 200 ◦C, the improvement in the transmittance is very
modest (i.e., from around 58% for the as-deposited sample to approximately 60% for the annealed
sample). However, for an annealing temperature of 300 ◦C, the film undergoes a transformation from
a homogenous crystalline structure and the mean transmittance improves to almost 75%. Furthermore,
as the annealing temperature increases, the transformation toward a crystalline structure becomes
more complete (see Figure 1) and hence the mean transmittance increases. Thus, the film annealed at
a temperature of 500 ◦C shows the maximum mean transmittance of approximately 74.2%.

Table 2. Effects of annealing temperature on energy gap (Eg) of Ti:SnO2 films.

Annealing Temperature (◦C) Eg (eV)

as-deposited 2.95
200 2.88
300 3.13
400 3.21
500 3.28
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Figure 3. Optical transmittance of as-deposited and annealed Ti:SnO2 films.

Figure 4 shows the relationship between the optical absorption coefficient (α) and photon
energy(hν) for the Ti:SnO2 film. The optical band gap (Eg) is calculated as follows with the
equation [33,34]:

αhν = A(hν − Eg)1/2 (1)

where α is the absorption coefficient, ν is the frequency of incident light, h is the Planck’s constant,
and A is constant. The optical band gap is extrapolating the straight-line portion of the plot to the
energy axis. Table 2 shows the calculated values of the optical band gap for the present Ti:SnO2 thin
films. Furthermore, an Eg value greater than 3 eV is regarded as excellent. Referring to Table 2, the Eg
value of the present Ti:SnO2 films increases with an increase in annealing temperature and is equal to
3.28 eV at an annealing temperature of 500 ◦C. Moreover, an Eg value greater than 3 eV is obtained for
all of the films annealed at a temperature of 300 ◦C or more.

Figure 4. The (αhν)2 against photon energy (hν) of Ti:SnO2 films under different annealing temperatures.
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3.5. Surface Feature Analysis

Figures 5 and 6 show AFM and SEM images of the various as-deposited and annealed Ti:SnO2

films. The mean surface roughness values of the films are listed in Table 3. As shown, the as-deposited
sample has a surface roughness of 0.31 nm. However, following annealing at 300 ◦C, the surface
roughness falls to a value of around 0.35 nm due to the formation of the crystalline phase. However,
as the annealing temperature is further increased, the surface roughness reduces and has a value of
just 0.296 nm in the sample processed at the highest annealing temperature of 500 ◦C. The AFM and
SEM images show that the as-deposited Ti:SnO2 film and the film annealed at 300 ◦C have higher
surface roughness. Annealing at a temperature of 300 ◦C results in high roughness, but after 300 ◦C
the roughness is decreased.

 
(a) (b) 

  
(c) (d) 

 
(e) 

Figure 5. Atomic force microscopy (AFM) images of as-deposited and annealed Ti:SnO2 films:
(a) as-deposited, (b) annealed at 200 ◦C, (c) annealed at 300 ◦C, (d) annealed at 400 ◦C, and (e) annealed
at 500 ◦C.
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Figure 6. SEM images of as-deposited and annealed Ti:SnO2 films: (a) as-deposited, (b) annealed at
200 ◦C, (c) annealed at 300 ◦C, (d) annealed at 400 ◦C, and (e) annealed at 500 ◦C.

Table 3. Effects of annealing temperature on surface roughness of Ti:SnO2 films.

Annealing Temperature (◦C) Ra (nm)

as-deposited 3.10 ± 0.02
200 3.23 ± 0.02
300 3.50 ± 0.02
400 3.03 ± 0.02
500 2.96 ± 0.02

3.6. Effects of Annealing Temperature on Crystal Size

The full width at half maximum (FWHM) values of the peaks in the XRD patterns can be derived
from the following Scherrer formula [35]:

D = 0.9 × λ/βcosθ (2)

where D is the grain size, β is the XRD peak FWHM, λ is the wavelength of the incident light, and θ is the
diffraction angle of the incident light. In the XRD process, λ and θ have constant values. Consequently,
the grain size, D, and FWHM, β, are inversely related. (Cullity and Stock 2001). Figure 7 shows the
FWHM and crystal grain size values of the present Ti:SnO2 films. Note that the as-deposited film has
a small crystal structure, and hence the FWHM and crystal size values are also calculated carefully.
However, for an annealing temperature of 300 ◦C, the Ti:SnO2 film has a crystalline structure with a
grain size of around 14.89 nm. As the annealing temperature is increased, the crystalline structure
becomes more pronounced. Consequently, the grain size decreases, while the FWHM increases. For the
maximum annealing temperature of 500 ◦C, the grain size is equal to approximately 11.56 nm, while the
FWHM increases to 0.8.
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Figure 7. The full width at half maximum (FWHM) and grain size of as-deposited and annealed
Ti:SnO2 films.

3.7. Figure of Merit(ΦTC)

The figure of merit (ΦTC) is an important factor used to evaluate the performance of TCO films
from the relationship between transmittance and electrical properties. The figure of merit (ΦTC) is
defined as [36] as follows:

ΦTC = T10/Rsh (3)

where T is the average optical transmittance, and Rsh is the sheet resistance of the films. Table 4
shows the figure of merit(ΦTC) results for the as-deposited and annealed Ti:SnO2 thin films. As shown,
the optimal ΦTC (3.99 × 10−4 Ω−1) is obtained at an annealing temperature of 500 ◦C. According to
the figure, we see that because of an insignificant difference in electrical properties, it has led to a
more obvious influence on quality elements from mean optical transmittance, and the optimal mean
transmittance is seen at 500 ◦C. Therefore, optimum quality elements can be achieved at 500 ◦C.

Table 4. The figure of merit of Ti/SnO2 (ΦTC (Ω−1)).

Annealing Temperature (◦C) Ti/SnO2

as-deposited 1.61 × 10−5

200 2.79 × 10−5

300 1.99 × 10−4

400 2.27 × 10−4

500 3.99 × 10−4

3.8. Comparison of Other Methods to the Ti-Doped SnO2 Method

Table 5 shows some literature about the Ti-doped SnO2 thin film under different methods
(e.g., sol-gel and ultrasonic spray). We listed the optical and electrical properties in Table 5 from the
literature and this study. From Table 5, it can be seen that the RF sputter method has some better optical
and electrical properties than sol-gel. However, the cost of the sputtering method is more expansive.
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Table 5. A comparison of the values of film properties in this study with other methods.

Method Transmittance (%) Resistivity (Ω·cm) Band Gap(eV)

Rf-Sputter (this study,
the doped content of Ti

is at 5 at %)

Average is 74.2% (annealing
at 500 ◦C, maximum is 92%)

5.65 × 10−3 (annealing
at 300 ◦C)

3.21 (annealing at 500 ◦C)

Ultrasonic spray [37] Maximum 83% (the doped
content of Ti is at 4 at %)

7.64 × 10−3 (the doped
content of Ti is at 4 at %)

3.91 (the doped content
of Ti is at 4 at %)

Sol-gel [38] none 62.5 (calcined at 1000 ◦C) none

Sol-gel [39] Maximum 74% (the doped
content of Ti is at 5 at %) None 3.67 (the doped content

of Ti is at 5 at %)

4. Conclusions

This study has examined the electrical and optical properties of Ti:SnO2 thin films deposited on
glass substrates and then annealed at temperatures ranging from 200–500 ◦C. The experimental results
have shown that the thickness of the Ti:SnO2 films is insensitive to the annealing temperature. However,
as the annealing temperature increases, strong peaks in the XRD patterns emerge corresponding to
(110), (101), and (211) phases. Hence, it is inferred that the films increase a well-crystalline structure
at higher annealing temperatures. The Ti:SnO2 film annealed at the lowest temperature of 300 ◦C
shows both the minimum resistivity of 5.65 × 10−3 Ω·cm. The energy gap and optical transmittance
both increase with increasing annealing temperature and have values of 3.28 eV and 74.2% at an
annealing temperature of 500 ◦C. The AFM results show that for the samples annealed at temperatures
of more than 300 ◦C, the mean surface roughness reduces with an increase in annealing temperature.
The SEM observations suggest that the lower surface roughness is the result of larger grain size.
In particular, the grain size decreases from 14.89 nm in the film annealed at 300 ◦C to 11.56 nm in the
film annealed at 500 ◦C. The Ti:SnO2 film annealed at a temperature of 500 ◦C shows the highest ΦTC

of 3.99 × 10−4 Ω−1. The characterization results have suggested that the optimal performance of this
film is due to optical transmittance.
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Abstract: Optical sensors fabricated in zeolite nanoparticle composite films rely on changes in
their optical properties (refractive index, n, and thickness, d) to produce a measurable response in
the presence of a target analyte. Here, ellipsometry is used to characterize the changes in optical
properties of Linde Type L (LTL) zeolite thin films in the presence of Cu2+ ions in solution, with a
view to improving the design of optical sensors that involve the change of n and/or d due to the
adsorption of Cu2+ ions. The suitability of two different ellipsometry techniques (single wavelength
and spectroscopic) for the evaluation of changes in n and d of both undoped and zeolite-doped
films during exposure to water and Cu2+-containing solutions was investigated. The influence
of pre-immersion thermal treatment conditions on sensor response was also studied. Due to the
high temporal resolution, single wavelength ellipsometry facilitated the identification of a Cu2+

concentration response immediately after Cu2+ introduction, indicating that the single wavelength
technique is suitable for dynamic studies of sensor–analyte interactions over short time scales.
In comparison, spectroscopic ellipsometry produced a robust analysis of absolute changes in film
n and d, as well as yielding insight into the net influence of competing and simultaneous changes
in n and d inside the zeolite-doped films arising due to water adsorption and the ion exchange of
potassium (K+) cations by copper (Cu2+).

Keywords: optical sensors; optical materials; zeolites; ellipsometry; single wavelength ellipsometry;
spectroscopic ellipsometry

1. Introduction

Sensors are being developed for every possible aspect of modern life, ranging from the detection of
air pollutants [1] and food contaminants [2], monitoring health biomarkers [3,4], and even assisting in
the detection of extra-terrestrial life [5]. There are many characteristics of an effective sensor, including
high sensitivity, selectivity, high signal-to-noise ratio, fast response time, and reliability/stability.
Sensors should ideally also be manufacturable at relatively low cost and have a reasonable shelf life
that makes them cost-effective to use.
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Optical diffraction grating-based sensors respond to an analyte or environmental stressor via a
change in their optical properties, namely grating refractive index, n, refractive index modulation,
Δn, and/or thickness, d. In the case of surface relief grating configuration sensors, Δn is the difference in
refractive index, n, between the surface relief grating material and the surrounding medium. For volume
grating configuration sensors, Δn is the difference in the refractive index, n, between illuminated and
non-illuminated regions inside the grating. In the case of transmission-mode diffraction grating-based
sensors illuminated with a probe beam (with incident intensity Io), any change in the value of Δn or d
will vary the phase difference, ϕ, between the beams propagating along the zero (It) direction, and
the higher orders (Id) of diffraction from the grating. For thin gratings operating in the Raman-Nath
regime [6], the diffraction efficiency, η, can be related to ϕ via:

η = J2
m

(
ϕ

2

)
=

Id
Io

(1)

where Jm is the Bessel function of the order m, and ϕ is given by:

ϕ =
2πΔnd

λrcos θB
(2)

where λr is the wavelength of the probe beam and θB is the Bragg angle. Thus, changes in n, Δn and d
due to analyte exposure can be indirectly measured via the η. Recently, Sabad-e-Gul et al. implemented
this approach for the development of a surface relief diffraction grating (SRG)-based sensor for the
detection of heavy metal ions in water [7]. The SRG-based sensor, fabricated via the holographic
lithography of an acrylate photopolymer surface, which is subsequently functionalized with zeolite
nanoparticles, successfully detected low concentrations of copper (Cu2+), Pb2+ and Ca2+ cations.
It is postulated that the obtained change in η results from the adsorption of the metal ions onto the
zeolite nanoparticles on the SRG surface, thereby changing the n of the functionalizing component
(i.e., the zeolite nanoparticles) and consequently changing Δn.

While this indirect measurement technique is a straightforward and fast method for sensor
evaluation and characterization, this approach provides limited information on the underlying sensor
operation mechanism, such as the relative contribution of simultaneous and competing changes in
grating n, Δn and d to the overall measured sensor response. Moreover, due to the nature of the Bessel
function in Equation (1), it is not readily possible to ascertain from a change in η alone whether ϕ

is increasing or decreasing as a result of analyte exposure. Theoretical modelling of the processes
can be conducted; however, models require assumptions and a robust model has yet to be reported.
It is thus preferable to directly measure the changes in grating n and d due to analyte exposure. Such
measurements will facilitate the direct study of sensor–analyte interactions, which will facilitate the
enhanced understanding, design and fabrication of optical sensors.

Here, the use of ellipsometry as a characterization tool to provide further insight into optical
sensor operation and zeolite–analyte interactions is presented. Ellipsometry is a highly sensitive
optical technique that uses polarized light to measure the dielectric properties, such as refractive index,
of a thin film or layer system [8,9]. A beam of light with a known polarization state is transmitted or
reflected from the surface of the thin film, causing a change in its polarization state. The modified
polarization state can be decomposed into the reflection coefficients, rp and rs, as derived by Fresnel,
of the parallel and normal components of the electric field with respect to the plane of incidence.
Ellipsometry measures the ratio of rp and rs (known as the ellipsometric ratio, ρ), and uses this to
calculate the ellipsometric angles, Δ and ψ:

ρ =
rp

rs
= tan ψ× eiΔ (3)

The angle of incidence, θ, of the light beam is selected to be near Brewster angle of the substrate
in order to maximize the difference between rp and rs. Following the measurement of Δ and ψ, a
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layer model is established for the thin film, which consists of any known optical constants (n, k) and
thicknesses (d) of all individual sequential layers within the thin film. Using an iterative approach,
the unknown optical constants and/or thicknesses are then varied until the best match for the measured
values of Δ and ψ is obtained. For increased accuracy, as much information as possible regarding the
layer model should be known in advance.

The advantages of ellipsometry are obvious; it is a non-destructive, non-contact and non-invasive
characterization technique that readily achieves sub-nanometer resolution in thickness. Due to this high
sensitivity, its principles have even sometimes been used as a sensor transduction mechanism [10,11].

The current study aims at developing a better understanding of the changes to the
nanozeolite-doped thin film that result as a consequence of its exposure to a target analyte. In addition,
consideration will be given to the advantages and limitations of both the single wavelength and
spectroscopic ellipsometry apparatus for this particular study.

2. Materials and Methods

2.1. Synthesis and Characterisation of LTL-Type Zeolite Nanoparticles

The Linde Type L (LTL) zeolite suspensions were prepared in the following manner. Firstly, solution
A was prepared by dissolving 2.19 g of KOH (ACS reagent, ≥85%, pellets, Sigma-Aldrich, Saint-Quentin
Fallavier, France) and 0.49 Al(OH)3 (reagent grade, Sigma-Aldrich) in 6.94 g of doubly distilled water
at room temperature and stirred until the water was clear. Solution B was prepared by dissolving
1.09 g of KOH (ACS reagent, ≥85%, pellets, Sigma-Aldrich) and 10 g of LUDOX® SM 30 colloidal silica
(30 wt.% suspension in H2O, Sigma-Aldrich) in 3.47 g of doubly distilled water at room temperature
and stirred until the water was clear. Afterwards, solution A was added dropwise into solution B under
vigorous stirring at room temperature to achieve a non-opaque suspension, free of organic template, with
the following molar composition: 5 K2O:10 SiO2:0.5 A12O3:200 H2O [12]. The as-prepared precursor
mixture was aged at room temperature for 24 h prior to hydrothermal treatment at 170 ◦C for 18 h.
Upon completing the crystallization process, the nanosized product was washed with doubly distilled
water and recovered by multistep centrifugation (20,000 rpm, 40 min) until pH = 8. The final stabilized
nanocrystal suspension had a concentration of approximately 1.5 wt.%.

Dynamic light scattering and X-ray diffraction measurements were carried out to determine the
size of the nanoparticles and to confirm their crystalline structure, respectively. The agglomeration
and average size of particles and the aggregates in the crystalline suspensions were determined using
dynamic light scattering (DLS) performed with a Malvern Zetasizer Nano instrument (Malvern, UK),
scattering angle of 173◦, laser wavelength of 632.8 nm and output power of 3 mW). X-ray diffraction
measurements were operated on a PANalytical X’Pert Pro diffractometer (Almelo, The Netherlands)
using the Cu Kα monochromatized radiation (α = 1.54059 Å). A detailed crystal morphology, particle
size distribution and crystallinity of the LTL zeolite were examined by field-emission scanning electron
microscope (FESEM) using a TESCAN Mira (Brno, Czech Republic) operating at an accelerating voltage
30 kV, and high-resolution transmission electron microscope (HRTEM) using a Tecnai G2 30 UT (LaB6,
Hillsboro, OR, USA) operated at 300 kV with 0.17 nm point resolution equipped with an EDAX EDX
detector (Mahwah, NJ, USA).

2.2. Preparation of TEOS-LTL Films

As in [7], the ellipsometry measurements necessitated prolonged exposure of the zeolite films
to water. In order to facilitate increased mechanical stability of the LTL-type zeolite films in solution,
the LTL-type zeolites were mixed with a pre-hydrolyzed tetraethyl orthosilicate (TEOS).

The following composition was used: 24 mL TEOS, 17.5 mL ethanol, 3 mL of 0.04 M nitric acid and
12 mL of the 1.5 wt.% LTL zeolite suspension described in Section 2.1 [13]. This solution was magnetically
stirred for 24 h, filtered (0.8 μm), and then spin-coated at 5000 rpm onto a Silicon wafer substrate.
This procedure produced dry films with a thickness of approximately 220 nm. Reference TEOS-only
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(i.e., no zeolites) samples were also fabricated in the same manner. Scanning electron microscopy studies
were conducted to confirm the uniform distribution of LTL-type zeolites within the TEOS-LTL film.

All samples (both TEOS-LTL and TEOS-only) were initially annealed for 3 h to ensure that the
zeolite nanoparticles contained no water prior to the ellipsometric measurements. For the single
wavelength ellipsometric study, the samples were annealed at 170 ◦C under vacuum, whereas, for the
spectroscopic ellipsometric study, the samples were annealed at 170 and 320 ◦C in air. The second
annealing temperature, 320 ◦C, was added in order to compensate for the difference in the annealing
conditions at 170 ◦C (i.e., vacuum vs. air), which arose due to the difference in available equipment
across the multi-national laboratories contributing to the reported work. For the data presented for
each study (single wavelength and spectroscopic) identical thermal treatment conditions were used,
which facilitates meaningful analysis of the data.

2.3. Ellipsometric Characterization

2.3.1. Single Wavelength Ellipsometry Experiments

A single wavelength (632.8 nm) Multiskop (Optrel GbR, Sinzing, Germany) ellipsometer was used
to study the change in the optical refractive index, n, and thickness, d, of the TEOS-LTL and TEOS-only
films during exposure to Cu2+ water solutions with concentrations of 0, 2 and 4 mM. A custom-built
liquid cell with quartz windows allowed for the transmission of the 632.8 nm ellipsometer probe beam
with minimal losses. A similar approach was successfully used by Pristinski et al. [14] for the study of
thin film swelling in liquid environments. Each test film was placed in the cell, which was then filled with
90 mL of deionized water. The measurement was commenced as soon as the probe beam was correctly
aligned with both the sample and detector. A value for the Δ and ψ parameters was captured every 10 s
for 700 s. After 200 s, 10 mL of a concentrated Cu2+ solution was then added to the cell, ensuring not
to disturb the test film. Due to dilution, the final overall concentrations in the cell were 0, 2 and 4 mM.
The experiment was carried out in this fashion in order to determine if the change observed in the Δ and
ψ parameters of the test films is due simply to water or if the metal solution has a separate effect.

Following data collection, a four-media model within the Optrel Elli v3.2 software was used to
calculate values for the d and n of the test films as function of time. These four media from top to
bottom are: water (n = 1.33), the test film, SiO2 (n = 1.4585, d = 3 nm) and Si (n = 3.8858, k = 0.018 [15]).
The model was additionally supplied with upper and lower limits n and d of the test film: n = 1.35–1.60
and d = 140–260 nm.

2.3.2. Spectroscopic Ellipsometry Experiments

A phase modulated spectroscopic ellipsometer (UVISEL 2, Horiba JobinYvon, Longjumeau Cedex,
France) was used to characterize the change over time in the refractive index, n, the extinction coefficient,
k, and the thickness, d, of the TEOS and TEOS-LTL films as a function of the incident wavelength.
The phase modulated ellipsometer, which contains a Xenon light source, shows higher acquisition
speed compared to, for example, null ellipsometer and rotating parts ellipsometer, because of the
presence of the photoelastic modulator (PEM) with modulation frequency of 50 kHz. The modulator
induces temporal change in polarization state of the light thus eliminating the need of rotating polarizer,
analyser and compensator.

A specially designed cell was used in the study to enable measurements in liquid environment.
In the first measurement step, the sample was placed in the cell and a measurement was taken in air.
Then, without disturbing the sample, the solution of Cu2+ with particular concentration (0, 2 or 4 mM)
was added and the measurements were taken after 90, 500 and 1000 s.

The temporal resolution of a specific scientific instrument is provided by the manufacturer and
it is given for a single wavelength. However, the specific measurement time is determined by other
parameters. For these measurements, scans were performed over the wavelength range 320–800 nm
using a 5 nm increment. The increment was chosen based on the estimated thickness of the sample.
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The time integration interval was set to 200 ms, so that an optimum signal to noise ratio was achieved,
taking into account the reflectivity of the sample. Thus, the time required for a single scan at these
measurement conditions was larger than 19.2 s, since some time is required to record the data at a
particular wavelength and to carry out the next measurement.

For the determination of the optical constants, a four media model was implemented: silicon
substrate, the studied film, a thin (1–3 nm) surface layer that contains 50% voids and water. The top
layer was used for modelling the surface roughness of the studied film and its thickness is one of
the parameters that was calculated. In spectroscopic ellipsometry for the determination of optical
constants (n and k), the so-called dispersion models were used. They relate n and k with wavelength
through different dispersion parameters that usually have physical meaning. In our case, we used the
one-oscillator Lorentz model where the complex dielectric constant, ε, is described as:

ε = ε∞ +
(εs − ε∞)ω2

t

ω2
t −ω2 + iΓoω

(4)

where ε∞ is the high frequency dielectric constant, εs gives the value of the static dielectric constant at
a zero frequency of light, ω is the frequency of light (in eV), ωt (in eV) is the resonant frequency of the
oscillator, whose energy corresponds to the absorption peak and Γo (in eV) is the broadening of the
oscillator also known as damping factor. The relation between n, k and ε is:

εr = n2 − k2 (5)

εi = 2nk (6)

where εr and εi are the real and imaginary parts of ε, respectively.

3. Results and Discussion

3.1. Characterisation of the LTL Nanocrystals

The size of the LTL nanoparticles was confirmed to be 50 nm, as measured by DLS (Figure 1a).
The DLS provides information on the average size of the crystals as individuals and as aggregates due
to random Browning motion in the suspension during the measurements. Therefore, the particle size
distribution curve covers the region 25–80 nm but centered at 50 nm. In addition, the size of individual
zeolite grains according to the high-resolution transmission electron microscopy study (HRTEM) was
determined to be in the range 10–20 nm (Figure 2b). It can be clearly observed that the LTL sample is
fully crystalline (Figure 1b) and consists of many aggregates, which are formed from single rectangular
crystalline domains with well-defined edges and crystalline fringes (Figure 2b).

 
Figure 1. Dynamic light scattering (DLS) data (a) and the X-ray diffraction (XRD) pattern (b) of the
Linde Type L (LTL) zeolite nanoparticles.
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The SEM picture in Figure 2a displays aggregates with the size of 100 to 200 nm with the particles
closely connected to each other. These agglomerates are composed of crystalline single nanocrystals of
rectangular shape with prominent edges with an average size of 20 nm. The aggregated crystals in the
SEM pictures are due to the drying of the LTL colloidal suspension prior to the SEM study.

  
Figure 2. SEM (Scale bar, M = 2000 nm) (a) and high-resolution transmission electron microscope
(HRTEM) (Scale bar, M = 10 nm) (b) pictures of LTL nanosized zeolite.

3.2. Single Wavelength Ellipsometric Studies

Figure 3 shows the results from the single wavelength ellipsometric measurements carried out using
both undoped and doped (i.e., TEOS-only and TEOS-LTL) samples that have been exposed to water
solutions of Cu2+ ions with concentrations of 0, 2 and 4 mM. All samples were thermally treated in a
vacuum oven at 170 ◦C for 3 h in order to remove any residual water from the samples as a result of
ambient humidity. A significant effort was made to minimize the period required for ellipsometer beam
realignment between the addition of water and the commencement of the measurement (i.e., t = 0 s in
Figure 3). This period was typically 50 ± 10 s. While some swelling of the film is expected during this
period, the initial absolute values for n and d were largely consistent, implying that changes occurring
during this period were minimal and consistent across all samples. Specifically, for the TEOS-LTL data
shown in Figure 3, the average n at t= 0 s was 1.4412± 0.0029; the average d was 218.83± 4.00 nm. For the
TEOS-only samples, the average n at t = 0 s was 1.4198 ± 0.0024; the average d was 227.63 ± 7.05 nm.

3.2.1. Dynamic Studies of Film n and d due to Exposure to Water

It can be seen (Figure 3a,d) that when exposed to water, both n and d of the reference TEOS-only
films were relatively constant. This could be explained by the relatively low porosity of the undoped
films, which reveals that the amount of water penetrating into the films was insignificant. The change
in d (Figure 3a) was within 0.12% while the change in the films n was less than 1.3 × 10−4 (Figure 3d).
It is worth noting that no significant disturbance of the samples was observed as a result of the injection
of water at 200 s. This confirms that there was no mechanical instability during the injection step
causing changes, thus any changes observed in presence of copper in the sample can be attributed
solely to the presence of the copper analyte.

The introduction of LTL zeolite nanoparticles in the film increased swelling significantly (up to
1.2% in a 220-nm thick film) and the observed change in n is 1.1 × 10−3, revealing that the structure is
more flexible (i.e., able to swell) as well as more porous and hydrophilic, which allows for the water
molecules to penetrate the film.

72



Coatings 2020, 10, 423

 
Figure 3. (Top row) normalized thickness, d, as a function of exposure time to 0 (a), 2 (b) and 4 (c) mM
Cu2+ solution; (bottom row) normalized refractive index, n, as a function of exposure time to 0 (d), 2 (e)
and 4 (f) mM Cu2+ solution. Black square symbol represents tetraethyl orthosilicate (TEOS)-LTL data,
and red spheroidal symbol represents TEOS-only data.

3.2.2. Dynamics Studies of Film n and d due to Exposure to Copper Ions in Water

As seen from Figure 3b,c, the introduction of copper in the solution did not lead to a significant
dimensional change in the TEOS-only films (within 0.13% for both 2 and 4 mM), while, in the TEOS-LTL
zeolite-doped films, the swelling was similar to water solutions and within 1.2%. Nevertheless, a close
examination revealed that the dynamics of the swelling is different, with a small jump at 200 s for the
4 mM concentration. One can conclude from these results that the swelling of the zeolite doped films
is mainly due to the film being immersed in water and it is within 1.2% of the original thickness of the
film for the first 700 s.

The examination of the dynamics of the refractive index of TEOS-LTL films under exposure to
copper ions in water revealed that the rate of initial change of the refractive index after introduction of
the copper ions strongly depends on their concentration (Figure 3d–f). The absolute refractive index
change measured 500 s after the injection of copper ions was 7 × 10−4, 7 × 10−4 and 11 × 10−4 for
samples with a concentration of 0, 2 and 4 mM correspondingly. This can be explained by the high
ion exchange capacity of the LTL zeolite nanocrystals. The higher amount of Cu cations replacing the
original K cations in the LTL zeolite nanocrystals leads to a higher decrease in the absolute refractive
index (Figure 3).

As d increases due to swelling, the average n of the film will decrease as the TEOS-LTL matrix
molecules become more separated in space. While one would expect that water replacing air will
increase n of the film voids, the net effect of swelling of the TEOS-LTL matrix, which has an initially
higher refractive index, likely overcomes this effect, causing an overall decrease in the n of the film
with increasing water/Cu2+ exposure. This effect is not observed for the TEOS-only films, which are
highly rigid. Understanding these effects is important for sensor design.

3.3. Spectroscopic Ellipsometric Studies

The spectroscopic measurements were carried out with two sets of samples: the first set was
thermally treated at 170 ◦C for 3 h i.e., identical treatment to the samples studied by single wavelength
ellipsometry except that the treatment was performed in air; the second set of samples was exposed to
320 ◦C degrees for 1 h in air in order to suppress any dimensional changes under exposure to water
and to remove water and organic residues from the pores.
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The calculated extinction coefficients, k, for the films in air, water and 4 mM Cu2+ solution are
presented in Table S1. These k values are averaged over three different samples and the deviations
from the average value are in the range (0.6–1) × 10−3 with the exception of 3 × 10−3 for the TEOS-only
(170 ◦C) samples. Immersion does not lead to any substantial change in k, nor is some trend observed.
This demonstrates that the absorption of the films at the wavelengths used in this study is negligible.

3.3.1. Studies of Film n and d due to Exposure to Water

Initially, we studied the optical behaviour of samples in pure water. Figure 4 presents the
dispersion curves of the calculated refractive index, n, of both sets of samples measured prior to and
after the immersion in water, while the calculated thickness values are displayed in Table 1. It is seen
from Figure 4 that the refractive index of the TEOS-LTL composites annealed at both temperatures was
substantially lower compared to the TEOS-only layers. The reason is that the refractive index of the LTL
zeolites (~1.37) [16] is less than the refractive index of the TEOS matrix, and thus LTL addition reduces
the effective refractive index of the composite. Furthermore, the annealing at higher temperature also
led to a reduction in the refractive index; this effect was most pronounced for doped samples. The most
probable reason is that after 170 ◦C annealing in air, water was still present in the pores of zeolite
particles and the TEOS matrix but was then removed after the higher temperature treatment at 320 ◦C.

 
Figure 4. Dispersion curves of refractive index of TEOS-only films annealed at 170 ◦C (a) and 320 ◦C (b)
and TEOS-LTL films annealed at 170 ◦C (c) and 320 ◦C (d) immersed in water for the denoted duration.
The reference curve of refractive index of the layers prior to immersion is also plotted (solid black line).

Table 1. Calculated thickness values (in nm) and thickness change Δd = (d1000s − d90s)/d90s of undoped
(TEOS-only) and doped (TEOS-LTL) films annealed at 170 and 320 ◦C after immersion in water for 90,
500 and 1000 s.

Film Type 90 s 500 s 1000 s Δd (%)

TEOS (170 ◦C) 159 159.7 159.9 0.57
TEOS (320 ◦C) 160.4 160.7 160.7 0.19

TEOS-LTL (170 ◦C) 210.6 211.1 211.3 0.33
TEOS-LTL (320 ◦C) 195.7 195.6 195.4 −0.15
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For all samples, the immersion in water led to an increase in the refractive index; this is expected
considering the presence of porosity in the layers. Water, with a higher refractive index (n ~ 1.33) than
air (n = 1), penetrates the pores, thus increasing the effective refractive index. It may be expected that
with increasing the immersion time this trend will continue. However, it is interesting to note that for
all samples except TEOS-LTL annealed at 320 ◦C, n was observed to decrease with increasing time of
immersion (Figure 5). The most pronounced decrease was for samples annealed at 170 ◦C: decrease
in n from 7 × 10−4 at 500 s to 11 × 10−4 at 1000 s was observed. The reason is the swelling of the
TEOS matrix with the time of immersion led to a decrease in the overall film density, thus decreasing
the refractive index. From Table 1, it can be seen that the thickness of samples annealed at 170 ◦C
increased by 0.57% and 0.33% for the undoped (TEOS-only) and doped (TEOS-LTL) films, respectively.
These results suggest that the addition of LTL zeolite particles in the TEOS matrix positively influences
its mechanical stability, and dimensional changes due to immersion in water are less pronounced.
Additionally, the calculated thickness changes (Table 1) show that the TEOS matrix annealed at 320 ◦C
is more rigid compared to that annealed at 170 ◦C; the increase in d was only 0.19% and this explains
the weaker decrease in n in this case: 1 × 10−4 at 500 s to 1.4 × 10−4 at 1000 s. Furthermore, the addition
of zeolites in the TEOS matrix and annealing at higher temperature contribute to an increase in the
mechanical strength of TEOS-LTL samples, thus minimizing its swelling when immersed in water
(thickness change is 0.15% only). In this case, an expected increase of n was observed with the time of
immersion due to the constant penetration of water in the pores: 1.8 × 10−4 at 500 s to 3.6 × 10−4 at
1000 s.

Figure 5. Relative change of refractive index (at wavelength of 800 nm) as a function of immersion
time in water.

We should note that for samples annealed at 170 ◦C, especially these of TEOS-only, the spectroscopic
ellipsometry yielded higher changes in their d and n compared to the results obtained from
single-wavelength ellipsometry. The reason is that the samples are not fully identical; the first
set is annealed in air, while the second set is in vacuum. The conclusion is that annealing at a low
temperature (170 ◦C in this case) in air is not effective enough for the TEOS matrix to become sufficiently
rigid, and changes related to removing organic residues and water still take place. Considering all of
the above, we decided to use only samples annealed at 320 ◦C for further experiments.

3.3.2. Studies of Film n and d due to Exposure to Copper Ions in Water

The relative changes of n (at wavelength of 800 nm) as a function of immersion time in pure
water and Cu2+-containing water solution with a concentration of 4 mM for films annealed at 320 ◦C
are presented in Figure 6. It was seen that, in both cases (water and Cu2+ ions), the influence of
immersion was more pronounced for the TEOS-LTL samples. From the results presented above for
water immersion, it has already been determined that the thickness changes in samples annealed at
320 ◦C are negligible and the refractive index changes are mainly due to the penetration of water inside
the pores. As noted above, this is the reason for the continuous change of TEOS-LTL refractive index
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with immersion time, as seen in the earlier studies (Figure 5). It is also seen from Figure 6 that the
changes in sample n when immersed in the copper ion solution are weaker compared to the case of
water immersion. Considering that the calculated thickness changes in this case are less than 0.1%,
we may conclude that the immersion of samples in Cu2+-containing solution leads to a decrease in the
films’ refractive index for two reasons. The first reason is that the refractive index of copper solution is
smaller than water [17], which leads to decrease of the effective refractive index of the films when the
Cu2+ water solution penetrates the pores. The second reason is the decrease in the hydrophilicity of
the zeolites by introducing copper; more Cu in the zeolites decreases the water content, leading to a
decrease in the effective refractive index of the film. This was verified by contact angle measurement
using a First Ten Angstroms (FTA200, USA) surface energy analyser (details of the measurement
technique can be found in the Supplementary Material). The contact angles of the TEOS-only films
and TEOS-LTL films were measured to be 62.55◦ and 70.50◦, respectively. The increase in the contact
angle value verifies the decrease in the hydrophilicity of the TEOS matrix due to the incorporation of
LTL zeolites. The further increase in the contact angle of the TEOS-LTL films to 106.56◦ after exposure
to Cu2+ ions in solution supports the claim that the hydrophilicity of the zeolite-doped film decreases
due to the adsorption of copper (see Figure S1). Because for the TEOS-only films there is no change of
hydrophilicity (no LTL zeolites), the decrease in n is smaller compared to the case of the TEOS-LTL
films where both factors contribute to the decrease in n. The further increase in refractive index with
time is due to the penetration of Cu2+ water solution inside the pores. For the TEOS-LTL samples,
the difference in n of films in water and copper solution is almost the same at 500 and 1000 s—2.8 × 10−4

and 3.1 × 10−4, respectively. The same trend is observed for the TEOS-only samples, but the changes
are weaker (0.9 × 10−4 and 1 × 10−4, respectively).

 
Figure 6. Relative change in refractive index, n, (at wavelength of 800 nm) as a function of immersion
time in water (solid symbols) and the solution of Cu2+ with a concentration of 4 mM (open symbols)
for films of TEOS-only (circles) and TEOS-LTL (triangles) annealed at 320 ◦C.

4. Conclusions

The use of ellipsometry as a characterization tool to provide further insight into optical sensor
operation and zeolite–analyte interactions is presented. The suitability of both single wavelength
and spectroscopic ellipsometry for the evaluation of changes in the refractive index, n, and thickness,
d, of zeolite-TEOS films during exposure to copper ion solutions has been investigated. Additionally,
the influence of the initial film thermal treatment conditions on the response of both doped and
undoped films has been studied.

Due to the short acquisition time involved, single wavelength ellipsometry offers excellent
temporal resolution and thus is suitable for the real-time study of optical changes in thin films.
This approach was used to study the dynamic changes in the n and d of TEOS-only and TEOS-LTL
films immersed in water and copper ion solutions. Due to the competing effects of film swelling
and refractive index change due to water and copper ion adsorption, no significant difference in
the absolute values of n and d were observed between the different concentrations of Cu2+ ions.
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However, close examination reveals that the dynamics of change in n and d are different for the
different Cu2+ concentrations, as well as between the TEOS-only and TEOS-LTL films. This highly
sensitive measurement technique offers a unique insight into the sensor response mechanism over
short timescales.

Spectroscopic ellipsometry was used as a second method for the study of the changes in TEOS-LTL
film optical properties. While the temporal resolution of the spectroscopic system in this instance was
limited by the necessity to acquire data over a larger wavelength range, the dispersion model used for
data analysis in spectroscopic ellipsometry facilitates a more accurate estimation of the absolute values
of the optical constants. Using this approach, detailed analysis of changes in n and d for the undoped
and LTL zeolite doped TEOS films as a result of water and copper ion exposure was conducted. It was
observed that the amount of film swelling can be controlled by the temperature at which the samples
are treated before exposure to the analyte. The higher the temperature, the smaller the swelling of
the TEOS films during immersion. Additionally, it was observed that the inclusion of LTL zeolites
in the TEOS increases the rigidity and mechanical stability of the film under prolonged exposure to
aqueous solutions.

Both the single wavelength and spectroscopic measurements of films pre-treated at 170 ◦C show
a decrease in n after the sample is exposed to water or Cu2+-containing water solution. Samples
pre-treated at 320 ◦C and doped with LTL zeolites show no swelling, and n slightly increases when
immersed in water and decreases after exposure to copper ions. This is explained by (i) the lower
refractive index of copper water solution as compared to pure water and (ii) the decrease in the
hydrophilicity of zeolites with the addition of copper.

The suitability of ellipsometry for the study of optical material and sensor–analyte interactions,
including the differentiation of the influence of simultaneous and competing processes, has been
demonstrated. Future work will study a wider range of zeolite–analyte combinations over a wider
range of annealing temperatures and conditions.

Supplementary Materials: The following are available online at http://www.mdpi.com/2079-6412/10/4/423/s1,
Figure S1: Contact angle results for uncoated and coated films: SRG-surface relief grating; SRG-TEOS-sol-gel coated
surface relief grating; SRG-TEOS-LTL-zeolite-doped sol-gel coated surface relief grating; SRG-TEOS-LTL-Cu II
zeolite-doped sol-gel coated surface relief grating exposed to 4 mM Cu2+ solution, Table S1: Extinction coefficients
at wavelength of 633 nm.
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Abstract: A possible approach for enhancement of Poly(vinyl alcohol) (PVA) humidity-sensing
performance using hydrophobically modified PVA copolymers is studied. Series of
poly(vinylalcohol-co-vinylacetal)s (PVA–Ac) of acetal content in the range 18%–28% are synthesized
by partial acetalization of hydroxyl groups of PVA with acetaldehyde and thin films are deposited
by spin-coating using silicon substrates and glass substrates covered with Au–Pd thin film with
thickness of 30 nm. Sensing properties are probed through reflectance measurements at relative
humidity (RH) in the range 5%–95% RH. The influence of film thickness, post-deposition annealing
temperature, and substrate type/configuration on hysteresis, sensitivity, and accuracy/resolution of
humidity sensing is studied for partially acetalized PVA copolymer films, and comparison with neat
PVA is made. Enhancement of sensing behavior through preparation of polymer–silica hybrids is
demonstrated. The possibility of color sensing is discussed.

Keywords: poly(vinyl alcohol) copolymers; thin films; humidity sensing; optical sensors

1. Introduction

Poly(vinyl alcohol) (PVA) is a hydrophilic and very water-soluble polymer due to pendant hydroxyl
groups, which are mainly responsible for its reactivity and crystallinity [1]. Due to its outstanding
mechanical and film-forming properties PVA is used in a variety of areas such as membranes, adhesives,
coatings, etc. [2]. Because PVA can absorb and desorb water quickly, an increasing interest in the
research of PVA-based humidity sensors has been observed recently and PVA is implemented as a
humidity-sensitive medium in various sensor types [3–8].

However, development of PVA-based optical humidity sensors with high sensitivity, wide dynamic
range and linearity, stability, and low hysteresis is still a challenge. This is probably due to the highly
water-soluble nature of PVA that limits its stable sensing properties in a form of nanometer-thick polymer
film. One possible approach to overcome these drawbacks is to use different composites consisting
of PVA as a matrix. Mixture of PVA and graphene quantum dots (GQDs) [9–11] and crosslinked
PVA/functionalized graphene oxide nanocomposite films [12] were used for humidity-sensing using
optical fiber technology [9–11] and attenuated reflectance measurements [12]. Composites consisting
of PVA and nanosilica particles were used for humidity sensing through crystal microbalance [13]
or for depositing sensitive opal structures [14]. Polyaniline/poly(vinyl alcohol) composites [15]
and silver–polyaniline/polyvinyl alcohol composites [16] were used as sensitive media for acoustic
wave-impedance humidity sensors and resistive humidity sensors, respectively. Thick PVA substrates
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(around 80 microns) doped with silver nanoparticles were applied for humidity sensing through
transmittance measurements [17].

Another possible approach to enhance PVA sensing performance is to use hydrophobically
modified PVA copolymers such as poly(vinyl acetal)s [18]. In general, poly(vinyl acetal)s are class
of polymers obtained by reaction of PVA with aldehydes, especially formaldehyde, acetaldehyde,
and butyraldehyde finding advanced application as structural adhesives in the aircraft industry, as
the interlayer in automotive safety glass, etc. [19]. The contents of unreacted hydroxyl groups along
with the acetal rings and the molecular weight determine the polymer properties. Hydrophilicity of
partially acetalized PVA is reduced while maintaining its inherent response to humidity.

Our previous studies [20,21] have shown that hydrophobically modified PVA copolymers, namely
poly(vinylalcohol-co-vinylacetal)s (PVA–Ac) of acetal content in the range 18%–28% prepared as a
single films on opaque substrate are suitable for optical sensing of humidity. In this work, the influence
of film thickness, post-deposition annealing and substrate type/configuration on humidity-sensing
properties is studied for partially acetalized PVA films and comparison with neat PVA is made. The
possibility to improve the reaction toward humidity of the polymer thin films via doping with SiO2

particles is explored and polymer–silica hybrids are obtained. Enhancement of sensing behavior
through this approach is demonstrated and discussed.

2. Materials and Methods

2.1. Synthesis of PVA Copolymers

Series of hydrophobically modified PVA copolymers were synthesized by partial acetalization
of hydroxyl groups of PVA (average polymerization degree 1600) with acetaldehyde following the
procedure described elsewhere [18]. The copolymer composition of obtained PVA–Ac, namely the
content of acetal groups, was estimated by using Nuclear Magnetic Resonance (NMR) spectroscopy.
1H NMR spectra were taken on a Bruker Avance DRX 250 spectrometer (Bruker Corporation, Billerica,
MA, USA) in DMSO-d6 as solvent. The extent of hydrophobic modification was evaluated by means
of UV-VIS spectroscopy. Transmittance of copolymer aqueous solutions was studied at wavelength
of 500 nm at concentration of 5 g/L as a function of temperature. Cloud points (TCP) of copolymers
solutions were determined from the measured transmittance-vs-temperature curves as the temperature
at transmittance level of 50%.

Copolymer solutions of 1 wt.% concentration in mixed water–methanol solvent (20:80 volume
ratio) were prepared for thin film deposition process. To obtain hybrid polymer–silica thin films, SiO2

particles were in situ generated in copolymer solutions via the sol-gel method [22,23]. Calculated
amount of the precursor tetraethyl orthosilicate (TEOS) was added to the copolymer solution under
stirring and mixture was acidified with 1 M HCl to pH 2. The reaction mixture was homogenized by
ultra-sonication for 30 min and then TEOS hydrolysis was continued at vigorous stirring on a magnetic
stirrer at room temperature for 24 h. The obtained copolymer solution doped with SiO2 particles was
used for thin films deposition without further treatment. The condensation of the silica was completed
during the annealing of the deposited thin hybrid films.

2.2. Deposition of Thin Films

Water–methanol solutions in a volume ratio of 20:80 and concentrations of 1 and 2 wt.% were
used for deposition of acetal modified PVA films. Thin polymer films were deposited by spin-coating
method at a rotation speed of 4000 rpm and time of 60 s using 0.250 mL of the solution. After deposition,
the films were annealed in air for 30 min at 60 and 180 ◦C. For comparison, films of neat PVA were
also prepared by depositing 2 and 5 wt.% water solution of PVA to achieve the same film thicknesses
as in the case of modified films. Silicon wafers and Au–Pd covered optical glass plates were used as
substrates. The Au–Pd sublayers with Au:Pd ratio of 80:20 and thickness of 30 nm were deposited on
glass substrates by cathode sputtering of gold/palladium target (Quorum Technologies, Lewes, UK) for
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60 s under vacuum 4 × 10−2 mbar using Mini Sputter Coater SC7620 system (Quorum Technologies,
Lewes, UK).

Polymer thin films composites (polymer doped with SiO2 particles) were spin-coated on silicon
wafers (0.250 mL solution at concentration of 1 wt.%, 4000 rpm, 60 s) and post-annealed at 60 ◦C for
30 min.

2.3. Characterization of Thin Films

Optical constants (refractive index n and extinction coefficient k) and thickness of the films d were
calculated simultaneously using previously developed two-stages nonlinear curve fitting method using
measured reflectance spectra with UV-VIS-NIR (ultraviolet-visible-near infrared) spectrophotometer
(Cary 5E, Varian, Australia) [24]. The sensing properties of the films were studied through recording
reflectance spectra at different values of relative humidity (RH) in the range from 5% to 95% RH. The
sample was placed in a quartz cell inside the spectrophotometer and the humidity decreased from
ambient to 5% RH by purging dry argon in the cell. Then the recording of reflectance (or transmittance)
value as a function of humidity was started. The continuous increase of humidity from 5% to 95%
RH was achieved by bubbling argon through distilled water kept at 60 ◦C. In these experiments
the reflectance/transmittance was measured at fixed wavelength that is preliminary chosen as the
wavelength of the highest humidity responses. To determine this wavelength for each thin film (λmax),
along with optical constants and thickness (and its change), the reflectance spectra (320–800 nm) of the
samples were measured at humidity of 5% and 95% RH in another set of humidity experiments and
optical constants and thickness were determined.

To quantify and compare studied samples, three parameters were used. The sensitivity of the
sensors, S, was calculated according to the following equation:

S =
ΔR

RH2 −RH1
, (1)

where ΔR (or ΔT, if transmittance T is measured) is the change of film’s reflectance (or transmittance)
in % for humidity variation from RH1 to RH2. Accuracy/resolution (ΔRH) of detection depends on the
sensitivity and measurement accuracy in the signal and was calculated from:

ΔRH =
errR (%)

S (%)
, (2)

where errR = 0.3% (or errT = 0.1%, if T is measured) is the experimental error (accuracy) of R or T and
S is the sensitivity, calculated by Equation (1).

Sometimes it is possible unwanted hysteresis to occur that is expressed in different values of R
(or T) measured at the same values of humidity depending of the history of humidity, i.e., depending
whether humidity increases or decreases. The percentage of hysteresis, H was determined through:

H(%) =
max

∣∣∣Rup−Rdown
∣∣∣

ΔRmax
·ΔRHhyst

ΔRH
·100, (3)

where Rup and Rdown are reflectance (or transmittance) values measured for increasing and decreasing
humidity, respectively, ΔRmax is the reflectance (or transmittance) change in the whole range ΔRH of
measured humidity and ΔRHhyst is the humidity range where hysteresis is observed.

It is obvious from Equations (1)–(3) that the goal is to obtain the highest sensitivity and accuracy
of detection and the lowest percentage of hysteresis.
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3. Results

3.1. Characterization of Synthesized Polymers

Four PVA–Ac copolymers of different composition were synthesized varying PVA-to-acetaldehyde
molar ratio. The reaction scheme and chemical structure of the obtained PVA copolymers are illustrated
in Figure 1a. The copolymer composition and aqueous solution properties were studied by NMR and
UV-VIS spectroscopy, respectively. The results are summarized in Table 1.

 
Figure 1. (a) Schematic presentation of acetalization reaction of PVA; (b) 1H NMR spectrum of
copolymer AC18 (solvent DMSO-d6).

Table 1. Acetal content and cloud point (TCP) of modified PVA copolymers.

Sample
Acetal Content, %

(NMR)
TCP *, ◦C
(UV-VIS)

PVA 0 -**
Ac18 18 47
Ac19 19 40
Ac24 24 30
Ac28 28 27

* As measured for 5 g/L aqueous copolymer solution; ** No TCP detected up to 90 ◦C.

Typical proton NMR spectrum of PVA–Ac is shown in Figure 1b. Copolymer composition
expressed as a content of acetal groups was calculated by comparing the area of the peak assigned to
the methine protons from the acetal group (e) to those assigned to the methine protons from the PVA
main chain (b+d).

The synthesized PVA–Ac copolymers, although very water soluble at room temperature,
undergo phase transition when increasing the temperature of the aqueous solutions and turn water
insoluble. This is due to the introduced fractions of hydrophobic acetal groups and reflects in
the reduced hydrogen bonding between copolymers and water molecules as compared to pure
PVA. To evaluate the hydrophilic–hydrophobic balance of the copolymers, expected to influence
the humidity-sensing properties of the corresponding thin films, TCP in dilute aqueous solutions
were measured. Clouding curves of the copolymer aqueous solutions were registered, and TCP were
estimated at 50% transmittance. As seen in Table 1, the higher the acetal content, the lower the TCP.

3.2. Optimization of Thickness and Post-Deposition Annealing

When polymer films are exposed to humidity they change their thicknesses and refractive indices.
This results in change of the measured reflectance or transmittance spectra. We have recently shown
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that the dimensional change in polymer films with nanometer thickness in the range 100–400 nm
depends on the initial thickness and increases with increasing thickness [25]. Figure 2a presents the
change in thickness for studied samples (80 and 200 nm) at their exposure from low to high humidity.
As expected, the degree of swelling of thicker films (200 nm) is substantially higher as compared to
thinner films especially for 19% modified PVA films where the relative increase of thickness (Δd/d) is
120%. Furthermore, the post-deposition thermal treatment of samples at higher temperature (180 ◦C)
does not lead to an improvement of swelling, as we have already shown in [21]. On the contrary, the
dimensional changes of films pre-annealed at 180 ◦C are smaller as compared to those treated at 60 ◦C,
especially for the neat PVA films which degree of swelling is almost 7 times lowered.

 

 

 
Figure 2. (a) Thickness change upon humidity exposure ranging from 5% to 95% RH of polymer films
with thickness of 80 and 200 nm and of different acetal content pre-annealed at 60 and 180 ◦C; (b)
Percentage of hysteresis, H calculated with eq. 3 for polymer films (80 and 200 nm) and of different
acetal content pre-annealed at 60 and 180 ◦C.

It is well known that the hysteresis, H, is another very important parameter that determines the
suitability of the material for sensor applications. The existence of H means measuring of different
signal (reflectance or transmittance in our case) for the same humidity values depending whether
humidity increases or decreases. It is obvious that H is unwanted parameter and the main goal is to
keep its value as low as possible.

The hysteresis values H of all samples studied is summarized in Figure 2b and Table 2. A
substantial decrease of hysteresis due to annealing at 180 ◦C is observed for neat PVA films. The
smallest H-values (4.3% and 3.8%) are achieved for PVA-modified samples (80 nm) with acetal content
of 18% and 24%, pre-annealed at 180 and 60 ◦C, respectively.

  

 
Figure 3. Reflectance versus relative humidity curves for films with 24% and 18% acetal content (80 nm
thick), pre-annealed at 60 and 180 ◦C, respectively, measured for increasing (solid black symbols) and
decreasing (open blue symbols) humidity.
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Table 2. Post-annealing temperature (Tpost), wavelength at which R (T) measurements were conducted
(λmax), percentage of hysteresis (H), dynamic range, sensitivity, and accuracy for studied samples.

Sample Tpost(
◦C)

λmax

(nm)
H (%)

Dynamic
Range (% RH)

Sensitivity
(%/% RH)

Accuracy
(% RH)

PVA 60 597 17.4 <30 <0.01 >30

PVA 180 402 5.6 <75 0.013 23

Ac18 60 592 6.8 <45 0.010 30

Ac18 180 400 4.3 >60 0.07 (60%–84% RH)
0.3 (>84% RH)

4
1

Ac19 60 400 7.8 <40 <0.01 >30

Ac19 180 400 9.9 <60 <0.01 >30

Ac24 60 408 3.8 full 0.03 (5%–65% RH)
0.14 (> 65% RH)

10
2

Ac24 180 406 4.9 full
0.01 (5%–60% RH)
0.02 (60%–77% RH)

0.08 (>77% RH)

30
15
4

Ac28 60 598 6.8 <60 < 0.01 >30

Ac28 180 600 5.4 full 0.01 (5%–70% RH)
0.05(>70% RH)

30
6

Ac24 (T%) 60 460 3.6 full 0.03 (5%–70% RH)
0.14(>70% RH)

3
0.7

Ac24p1 60 424 1.7 full 0.03 10

Ac24p2 60 482 3.9 full 0.02 15

One can conclude that the most suitable samples are Ac24 and Ac18 annealed at 60 and 180 ◦C,
respectively. The dependence of reflectance on relative humidity in the range 5%–95% RH (R-vs-RH
curves) for both samples of the smallest H-values are presented in Figure 3.

It is seen that reflectance for Ac18 is almost the same in wide humidity range (5%–60% RH) and
starts to increase exponentially at RH > 60%. On the contrary, for sample Ac24 two linear dependences
of R-vs-RH plot with different slopes are well distinguished. The sensitivity is 0.03 at RH = 5%–65%
and increases to 0.14 at RH > 65%. Considering that the measurement error in reflectance is 0.3%
the accuracy of humidity measurement is 10% and 2% RH, respectively (Table 2). We should note
that although the swelling is the strongest for thick films (200 nm) they are not suitable for sensing
because exhibit high values of hysteresis (Figure 2b). Additional measurements of reflectance as a
function of relative humidity (not shown) demonstrated that thicker samples have narrow dynamic
range. Generally, for thicker samples R changes only for humidity higher than 80% RH. For sample
Ac19 the case is even worse because there is unambiguity—one and the same reflectance values are
measured for different humidity. The reason is the periodicity of the dependence of R on d. When the
change of thickness due to humidity is higher than the period of R-vs-d dependence then a periodicity
in R-vs-RH curve could be observed. Usually this unambiguous behavior appears for thicker films (d
higher than 150 nm) where swelling is stronger as compared to thinner ones [25].

Considering all results presented above we concluded that the most appropriate sample for our
purposes is Ac24 (24% acetal content PVA) with approximate thickness of 80 nm pre-annealed at
60 ◦C. Further efforts are concentrated on optimization of sensing properties of this material using
two approaches: (i) humidity sensing through transmittance measurements; and (ii) doping with
SiO2 particles.
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3.3. Humidity Sensing Using Transmittance Measurements

It is well known that in general case measuring the transmittance is easier, more accurate, and less
expensive than measuring the reflectance. Therefore, it will be more advantageous to use transmittance
measurements as optical read-out for detecting humidity. To perform transmittance measurements,
the sensitive medium should be deposited on transparent substrate. Usually these are glass or plastic
with approximate refractive index in the range 1.4–1.5 that is very close to refractive index of the
polymers used for detection. Thus, the small optical contrast will lead to low sensitivity of detection,
because it will be difficult to distinguish the thin film from the substrate because of the match of their
refractive indices. We have already shown that quarter-wavelength multilayers stacks (Bragg stacks)
and glass covered with thin semitransparent metal overlayer are suitable transparent substrates for
optical detecting of humidity in transmittance mode [25,26]. When planar Bragg stacks are used for
substrates, the sensitivity of detection increases with thickness of the sensitive medium deposited
on top and it is the highest for films thicker than 250 nm [25]. However, as already mentioned an
ambiguity exists when films with thicknesses higher than 100–150 nm are used as sensitive media.
Therefore, in this study we use thin film with thickness of 80 nm deposited on Au–Pd covered glass
substrate. The thickness of the metal overlayer is selected to be 30 nm thus guaranteeing transmittance
to be around 50%.

The transmittance of Ac24 thin film with thickness of 80 nm, deposited on glass covered with
Au–Pd overlayer with thickness of 30 nm as a function of relative humidity is shown in Figure 4.
The observed percentage of hysteresis of 3.6% is very close to the value obtained when reflectance
as a function of humidity is used (3.8%) (Figure 2b). Furthermore, similarly to the case of reflectance
measurements (Figure 2b), two well-distinguished linear parts of the T-vs-RH curve are observed. The
calculated sensitivities are comparable to the case of silicon substrate: 0.03 in the range 5%–70% RH
and 0.14 for RH > 70%. However, because of the higher accuracy in transmittance measurements (errT
is 0.1% as compared to errR = 0.3% when R is measured) the accuracy of sensing ΔRH is 3 times higher
(Equation (2)). Thus, using the configuration polymer film/metal layer/glass, less than 1% RH could be
distinguished in the range of high humidity (RH > 70%) and 3% for RH < 70% (Table 2).

 

  

Figure 4. Transmittance versus relative humidity curve for PVA film (80 nm thick) of 24% acetal content,
deposited on Au–Pd (30nm) covered glass substrate, pre-annealed at 60 ◦C measured for increasing
(solid black symbols) and decreasing (open blue symbols) humidity.

3.4. Doping with SiO2 Particles

Incorporation of silica nanoparticles may further enhance the sensing properties of studied
PVA–Ac copolymer thin films. The silanol groups on the particles’ surface can develop intermolecular
bonds with PVA hydroxyl groups and may assist improving the sensing performance and reducing
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hysteresis. This approach was demonstrated by implementing in situ sol-gel reaction of TEOS in Ac24
copolymer solutions prior to the thin film deposition.

The influence of SiO2 particles doping on humidity thickness change and percentage of hysteresis
is illustrated in Figure 5a. The comparison between undoped (Ac24) and differently doped samples
(Ac24p1, 20% and Ac24p2, 50%) shows that the swelling (Δd/d) due to humidity exposure decreases
with doping from 14.5% for undoped sample to 6.6% and 4.2% for 20% and 50% doped samples,
respectively. The possible reason is the rigidity of the films that increases when SiO2 particles are
incorporated in the polymer matrix. However, the doping has a positive effect on percentage of
hysteresis: H decreases more than twice for 20% doped sample (Ac24p1): from 3.8% (undoped film)
to 1.7% (20% doped film). In this case, the increased rigidity of the doped film contributes positively
because it prevents fast shrinking of polymer films during humidity desorption in high range (RH >
70%) where the hysteresis is commonly observed.

 

 
 

 
Figure 5. (a) Percentage of hysteresis, H (Equation (3)) and relative change of film thickness Δd/d due
to humidity exposure from 5% to 95% RH for polymer films (about 80 nm in thickness) with 24% acetal
content (Ac24) doped with 20% (Ac24p1) and 50% (Ac24p2) SiO2 particles; (b) Reflectance versus
relative humidity curve for films with 24% acetal content doped with 20% and 50% SiO2 particles
measured for increasing (solid black symbols) and decreasing (open blue symbols) humidity.

The R-vs-RH curves for the doped films are plotted in Figure 5b. A very good linear dependence
of measured reflectivity is observed in the whole RH range for both samples, mostly pronounced
for heavily doped one (Ac24p2) sample. This means that the acetal modified PVA films doped with
appropriate amount of SiO2 particles are very suitable for optical sensing of humidity offering linearity
in the entire humidity range.

Results summary is presented in Table 2. From all studied samples the smallest hysteresis is
observed for Ac24 polymer film doped with 20% SiO2 particles. The sample has full dynamic range and
linear dependence of the measured signal as a function of relative humidity. The accuracy of sensing is
10% RH but could be substantially increased if transmittance measurements are implemented. More
studies are underway to optimize the sensing behavior of doped polymer samples.

It is seen from Table 2 that another good option for optical sensing of humidity is Ac24 polymer
film (PVA with 24% acetal content) deposited on glass substrate with Au–Pd overlayer (30 nm). At RH
> 70% the accuracy is less than 1% RH, the dynamic range is wide, and the hysteresis is acceptable.

3.5. Color Sensing of Humidity

When transparent film is deposited on absorbing substrate (silicon wafer or metal overlayer in
our case) it exhibits a certain color which depends on film’s optical thickness. When optical thickness
changes due to adsorption of water vapors (as is in our case) from the environment, the reflectance
spectrum of the film changes and the color alters. Optical sensing based on perceptual color change in
response to analyte of interest offers simplicity and is preferred in color sensing of vapors. So the next
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step of our investigation was to study the possibility of color sensing of humidity, i.e., monitoring of
color at different humidity levels for Ac24 thin film on both types of substrates (Si wafer and glass
covered with Au–Pd thin film) post-annealed at 60 ◦C. Figure 6 presents the calculated color coordinates
(CIE X and CIE Y) of PVA films with 24% acetal content deposited on selected substrates for low (5%
RH) as well as high humidity (95% RH). In the case of film on Si substrate, reflectance spectra are used
for calculation, while for polymer film deposited on Au–Pd/glass, transmittance spectra at 5% and
95% RH are used. It is seen from Figure 6 that a substantial change of color takes place in the first
case: the two points, for 5% and 95% RH, are well separated in the color space. On the contrary, when
transparent substrate is used the change of the color due to humidity is not so distinct: the two points,
associated with the sample colors at low and high humidity, respectively, almost overlap.

Figure 6. Calculated CIE coordinates for Ac24 thin film deposited on opaque (Si) and transparent (glass
covered with Au–Pd thin film) substrates exposed to 5% and 95% RH.

4. Conclusions

The successful humidity-sensing application of thin films of hydrophobically modified PVA
copolymers, namely poly(vinylalcohol-co-vinylacetal)s (PVA–Ac), of acetal content in the range of
18%–28% is demonstrated. A noticeable decrease of hysteresis, increase of sensitivity, and widening of
dynamic range for modified films as compared to the neat PVA films are observed. For optimization
of sensor performance, post-deposition annealing at 60 and 180 ◦C is used and two different film
thicknesses are used (80 and 200 nm). The best sensor characteristics are obtained for films modified
with acetal content around 24% with thickness of 80 nm and post-deposition annealing temperature of
60 ◦C. For relative humidity higher than 70% an accuracy of 0.7% RH is achieved. Both post-deposition
annealing at 180 ◦C and higher film thickness (200 nm) leads to deterioration of sensing operation of
the films.

It was demonstrated that both types of substrate used, silicon substrate and glass with thin (30 nm)
metal (Au–Pd) overlayer, are suitable for humidity sensing. The first one is preferable if color sensing
of humidity is considered, while the second one enables transmittance measurements thus offering
more technological convenience and higher accuracy/resolution of measurements. For further decrease
of hysteresis, a doping of PVA–Ac (24%) with SiO2 particles (20%) is used. The thin film samples
have full dynamic range and linear dependence of the measured signal in the entire humidity range.
Humidity-sensitive films have thickness values around 80 nm that guarantees fast sensing.
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Abstract: We present organic, diamagnetic materials based on structurally simple (hetero-)tolane
derivatives. They form crystalline thin-film aggregates that are suitable for Faraday rotation (FR)
spectroscopy. The resulting new materials are characterized appropriately by common spectroscopic
(NMR, UV-Vis), microscopy (POM), and XRD techniques. The spectroscopic studies give extremely
high FR activities, thus making these materials promising candidates for future practical applications.
Other than a proper explanation, we insist on the complexity of designing efficient FR materials
starting from single molecules.

Keywords: faraday rotation; thin films; magneto-optics; organic material; tolane derivatives

1. Introduction

Faraday rotation (FR) is a magneto-optic (MO) effect that was discovered more than a century
ago [1]. It is the rotation of the plane of polarization in the presence of a longitudinal magnetic
field, and the rotation angle θ can be described by θ = VBL with the angle of polarization rotation,
V the Verdet constant, B the magnetic field parallel to the propagation of light, and L the path length.
Applications of FR are of practical relevance for magnetic field sensors, wave guiding, fiber-optics,
etc. [2–4]. Traditionally the field of magneto-optics has been dominated by inorganic materials or radical
species [5–8]. Only recently have diamagnetic organic materials emerged as novel FR supplies [9–14].

Although the exact origin of Faraday rotation in organic molecules is currently unknown, different
research groups have dedicated their efforts to designing new organic materials for FR applications.
Current experiments reported in the literature clearly suggest that molecular conjugation andπ-stacking
are crucial factors to obtain very strong FR. Furthermore, for organic diamagnetic materials, it became
evident that the macroscopic order of the bulk material is crucial for its optical and MO activity [9–14].
It is this duality of molecular vs. macroscopic material, i.e., intra- vs. intermolecular processes, that
complicates a rational correlation of the observed magnetic effects with the nature of molecular units
and supramolecular aggregates. We have recently shown how the structural simplification of the
molecular units (from trigonal to linear) has led to an increase in the FR activity of the respective
thin-film materials [15]. Nonetheless, one has to keep in mind the macroscopic structure of the
respective aggregates. A decisive requirement is the capacity to form quality thin films from molecular
units or aggregates, either crystalline [16] or liquid crystalline [17]. It was shown that long-range
electron movement along columnar supramolecular aggregates leads to a dramatically increased
Faraday response [18].
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2. Materials and Methods

In the present work, we present tolane structures that form crystalline thin films and assess their
MO activity by FR spectroscopy (Figure 1).

Figure 1. Tolanes (1–3) and N-Hetero-tolane derivatives 4 and 5.

The diphenyltolanes 1–3 present a conventional donor-π-acceptor system. Compounds 2 and 3

have been studied previously for their second-order NLO properties [19].

2.1. Bulk Properties

Tolane 1 was synthesized following the literature procedure and was obtained in a 72% yield [20].
Characterization: 1H NMR (400 MHz, CDCl3) δH 7.56 (m, 4H), 7.47 (d, J = 8.1 Hz, 2H), 7.17 (d, J = 8.1
Hz, 2H), 2.60 (t, J = 7.5 Hz, 2H), 1.61 (q, J = 7.5 Hz, 2H), 1.31 (m, 4H), 0.91 (t, J = 6.8 Hz, 3H); 13C NMR
(100 MHz, CDCl3) δC 144.5, 131.9, 131.9, 130.5, 129.6, 128.7, 127.6, 125.4, 119.9, 92.3, 87.6, 36.1, 31.6, 31.0,
22.7, 14.1. EI+-MS m/z 316 (M+); Anal. calcd. for: C20H19F3: %C, 75.93; %H, 6.05; found: %C, 75.88;
%H, 5.97.

Differential scanning calorimetry (DSC) analysis revealed the existence of two main crystalline
polymorphs melting at 69.7 and 71.3 ◦C, respectively. These transitions stabilized after two
heating–cooling cycles (Figure 2).

Figure 2. Differential scanning calorimetry (DSC) of 1, second heating (green) and cooling (blue) cycle.

The N-pyridyl-tolanes 4 and 5 were solid (4) or liquid (5) at room temperature, respectively.
However, upon protonation (with hydrochloric or terephthalic acid), both formed crystalline solids.
In addition, solid halogen bond complexes were obtained from 4 and 5 with suitable halogen bond
donors. The terephthalate complex of protonated 4 was liquid crystalline over a wide temperature
range. Hence, the material can be processed and measured conveniently in a conventional liquid
crystal (LC) cell.
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2.2. Spectroscopy and Thin Film Preparation

UV-Vis Spectra were measured in chloroform at a concentration of 1.5 × 10−4 mol/L using a
Perkin-Elmer Lambda 900 spectrophotometer (Norwalk, CT, USA). To measure the Faraday rotation as
well as polarized optical microscopy (POM) [21], the materials were placed in LC cells with a 3 μm
gap. To fill the cells with the organic materials, a heating plate heated the cells to a temperature
of 5 to 10 ◦C higher than the melting temperature of the desired molecules. A small amount of
material was deposited next to the gap. It subsequently melted, and entered the cell through capillary
action. After the LC cell had been filled and cooled, a homemade heating and cooling device reheated
the filled LC cells to 5 ◦C above the melting temperature of the organic material, and cooled the
samples to r.t. by 0.1 ◦C/min. An Olympus microscope was used for obtaining POM images. Faraday
rotation spectra were collected using a photoelastic modulation magneto-optical setup described by
Vandendriessche et al. from 350 to 700 nm, every 2 nm [4]. The optical rotation was measured at
varying magnetic field from 0 to 0.5 T. A blank was also measured to nullify the effects of the glass.
Using linear regression, the magnetic rotation was calculated from the slope. The Verdet constant
(◦/Tm) was then calculated by dividing the magnetic rotation by the thickness of the sample inside the
LC cell, i.e., 3 μm. Smoothing of the curves was done using Savitsky–Golay method in Origin. We
confirmed that the sample was in the plane was isotropic by measuring at different azimuthal angles
of the samples at 400 nm (Figure S1).

3. Results and Discussion

Compounds 1–4 were crystalline solids at room temperature. The powder X-ray diffractograms
were measured on a Malvern PANalytical Empyrean system, with a Cu K-α source with a wavelength
of 1.5406 Å, measuring with a PIXcel3D detector (Malvern analytical, Eindhoven, Noord-Brabant, The
Netherlands). The measurements were done at room temperature. The XRD (and POM) measurements
confirmed the crystal nature of the samples (Figure S2).

The absorbance spectra of 1 and 2 showed a maximum absorbance of around 350 nm with a
corresponding high FR of several hundred thousand ◦/Tm. This is not surprising since the FR response
is enhanced near resonances. However, what is surprising is that even far away from resonance strong
Faraday rotation was observed. For example, for compound 1, the Verdet constant in the wavelength
region 525 to 700 nm nanometers was still on the order of 50,000 to 70,000◦/Tm, while compound
2 exhibits Verdet constants over 150,000◦/Tm around 500 nm. Similar behavior has been observed
for other crystalline acetylenes [5]. Both molecules had an electron acceptor group (–NO2 and –CF3)
within a conjugated π-system. They showed very similar FR spectra with several peaks and valleys in
the visible part of the spectrum (Figure 3A). Tolane 2 exhibited a higher Faraday response over most
part of the spectrum (Figure 3B).

 
(A) (B) 

Figure 3. (A) and Faraday rotation spectrum (B) of 1 and 2.
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Our results for compounds 4 and 5, nicely illustrate the importance of their macroscopic structure.
Compound 5 was an isotropic liquid at r.t. temperature, while compound 4 was solid at room
temperature. Therefore and in agreement with earlier findings, 4 exhibited a Faraday response that
was orders of magnitude higher over the entire ◦/Tm, even outside regions of absorption. For 5,
we measured a featureless and low-intensity Faraday spectrum that gradually decreased towards
the IR region (Figure 4B). Note also that the Faraday spectrum of 4 resembles that of 1 and 2 with
a maximum Verdet constant near resonance and a very feature-rich shape in the visible part of the
spectrum. This seems to indicate that molecular structure does have an impact on the shape of the
Faraday spectrum. Moreover, the supramolecular organization (either in a crystalline or liquid form)
is a necessary requirement to observe strong FR activity.

Of all the samples, the strong increase in FR towards the UV part of the spectrum was due to
the presence of the absorption band as well as the wavelength dependency of the Verdet constant
(V~λ−2). We do not know the origin of the peaks and valleys, but recent work on Faraday rotation in
other organic molecules suggests crediting them to the presence of spin-forbidden or hidden singlet
and/or triplet states [4]. The non-substituted diphenylacetylene 3 exhibited too much birefringence
and scattering to perform reliable measurements. Its UV-Vis absorption spectrum can be found in
the supporting information (Figure S3). POM images can be found in the supporting information
(Figure S4).

 
(A) (B) 

Figure 4. UV-Vis (A) and Faraday rotation spectrum (B) of 4 and 5.

4. Conclusions

We have investigated the FR response of different phenylacethylene derivatives. It is clear
that macroscopic organization within the bulk material is a key factor in obtaining a high Faraday
response. The molecular structure dictates the macroscopic organization of the building units, which,
in consequence, determines the FR response of the resulting bulk material. The detailed shape of
the Faraday spectrum is a result of this (i.e., the molecular structure), but is in itself not sufficient to
create a high Faraday response. Once again, we have to emphasize the aforementioned duality (single
molecule vs. macroscopic bulk) that interferes with the design of efficient FR materials.

The tolanes that were crystalline at room temperature showed very high Verdet constants—much
higher than typically observed for diamagnetic materials—in regions of the spectrum where there is
no optical absorption, making them potentially useful for applications.

Supplementary Materials: The following are available online at http://www.mdpi.com/2079-6412/9/10/669/s1,
Figure S1: Verdet constant measurements at 400 nm: Verdet constant of samples 1, 2, 4 and 5 turned azimuthal 0◦,
30◦, 60◦ and 90◦. The Verdet constant was measured at 400 nm. No dependence of Verdet constant on the rotation
of azimuthal angle was observed; Figure S2: X-ray diffractograms: tolanes (1–3) and n-hetero-tolane derivatives 4;
Figure S3: UV-Vis absorbance spectrum of the unsubstituted diphenylacetylene (3); Figure S4: Polarized optical
microscopy: polarized optical microscopy images of the materials in the LC cells.
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What is—and what is not—an optical isolator. Nat. Photonics 2013, 7, 579. [CrossRef]
3. Schmidt, M.A.; Wondraczek, L.; Lee, H.W.; Granzow, N.; Da, N.; Russell, P.S.J. Complex faraday rotation in

microstructured magneto-optical fiber waveguides. Adv. Mater. 2011, 23, 2681–2688. [CrossRef] [PubMed]
4. Amirsolaimani, B.; Gangopadhyay, P.; Persoons, A.P.; Showghi, S.A.; LaComb, L.J.; Norwood, R.A.;

Peyghambarian, N. High sensitivity magnetometer using nano-composite polymers with large magneto-optic
response. Opt. Lett. 2018, 43, 4615–4618. [CrossRef] [PubMed]

5. Hsiao, Y.-C.; Wu, T.; Li, M.; Hu, B. Magneto-optical studies on spin-dependent charge recombination and
dissociation in perovskite solar cells. Adv. Mater. 2015, 27, 2899–2906. [CrossRef] [PubMed]

6. Lim, C.-K.; Cho, M.J.; Singh, A.; Li, Q.; Kim, W.J.; Jee, H.S.; Fillman, K.L.; Carpenter, S.H.; Neidig, M.L.;
Baev, A. Manipulating Magneto-Optic Properties of a Chiral Polymer by Doping with Stable Organic
Biradicals. Nano Lett. 2016, 16, 5451–5455. [CrossRef] [PubMed]

7. Ma, J.; Hu, J.; Li, Z.; Nan, C.-W. Recent progress in multiferroicmagnetoelectric composites. Adv. Mater. 2011,
23, 1062–1087. [CrossRef] [PubMed]

8. Wang, P.; Lin, S.; Lin, Z.; Peeks, M.D.; Van Voorhis, T.; Swager, T.M. A semiconducting conjugated radical
polymer: Ambipolar redox activity and faraday effect. J. Am. Chem. Soc. 2018, 140, 10881–10889. [CrossRef]
[PubMed]

9. Gangopadhyay, P.; Foerier, S.; Koeckelberghs, G.; Vangheluwe, M.; Persoons, A.; Verbiest, T. Efficient Faraday
rotation in conjugated polymers. Proc. SPIE 2006, 6331, 63310Z.

10. Koeckelberghs, G.; Vangheluwe, M.; Doorsselaere, K.V.; Robijns, E.; Persoons, A.; Verbiest, T. Regioregularity
in poly(3-alkoxythiophene)s: Effects on the Faraday rotation and polymerization mechanism. Macromol.
Rapid Commun. 2006, 27, 1920–1925. [CrossRef]

11. Vandendriessche, S.; Van Cleuvenbergen, S.; Willot, P.; Hennrich, G.; Srebro, M.; Valev, V.K.; Koeckelberghs, G.;
Clays, K.; Autschbach, J.; Verbiest, T. Giant Faraday rotation in mesogenic organic molecules. Chem. Mater.
2013, 25, 1139–1145. [CrossRef]

12. Wang, P.; Jeon, I.; Lin, Z.; Peeks, M.D.; Savagatrup, S.; Kooi, S.E.; Van Voorhis, T.; Swager, T.M. Insights
into Magneto-Optics of Helical Conjugated Polymers. J. Am. Chem. Soc. 2018, 140, 6501–6508. [CrossRef]
[PubMed]

13. Gangopadhyay, P.; Koeckelberghs, G.; Persoons, A. Magneto-optic properties of Regioregular
Polyalkylthiophenes. Chem. Mater. 2011, 23, 516–521. [CrossRef]

14. Thompson, J.R.; Ovens, J.S.; Williams, V.E.; Leznoff, D.B. Supramolecular assembly of Bis(benzimidazole)pyridine:
An extended anisotropic ligand for highly birefringent materials. Chem. Eur. J. 2013, 19, 16572–16578. [CrossRef]
[PubMed]

15. Vleugels, R.; de Vega, L.; Brullot, W.; Verbiest, T.; Gómez-Lor, B.; Gutierrez-Puebla, E.; Hennrich, G.
Magneto-optical activity in organic thin film materials. Smart Mater. Struct. 2016, 25, 12LT01. [CrossRef]

16. Desiraju, G.R. Perspectives in Supramolecular Chemistry: The Crystal as Supramolecular Entity; John Wiley & Sons:
New York, NY, USA, 2007.

17. Wang, L.; Li, Q. Stimuli-directing self-organized 3D liquid-crystalline nanostructures: From materials design
to photonic applications. Adv. Funct. Mater. 2016, 36, 10–28. [CrossRef]

95



Coatings 2019, 9, 669

18. Vleugels, R.; Steverlynck, J.; Brullot, W.; Koeckelberghs, G.; Verbiest, T. Faraday rotation in discotic liquid
crystals by long range electron movement. J. Phys. Chem. C 2019, 123, 9382–9387. [CrossRef]

19. Hennrich, G.; Murillo, M.T.; Prados, P.; Al-Saraierh, H.; El-Dali, A.; Thompson, D.W.; Collins, J.;
Georghiou, P.E.; Teshome, A.; Asselberghs, I. Alkynyl Expanded Donor–Acceptor Calixarenes: Geometry
and Second-Order Nonlinear Optical Properties. Chem. Eur. J. 2007, 13, 7753–7761. [CrossRef] [PubMed]

20. Sonogashira, K. Development of Pd–Cu catalyzed cross-coupling of terminal acetylenes with sp2-carbon
halides. J. Organomet. Chem. 2002, 653, 45–49. [CrossRef]

21. Outram, B. Polarising Optical Microscopy. In Liquid Crystals; IOP Publishing: Bristol, UK, 2018.

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

96



coatings

Article

Thermal Stability of CrWN Glass Molding Coatings
after Vacuum Annealing

Xinfang Huang 1, Zhiwen Xie 1,*, Kangsen Li 2, Qiang Chen 3, Yongjun Chen 1,4 and Feng Gong 2,*

1 Liaoning Key Laboratory of Complex Workpiece Surface Special Machining, University of Science and
Technology Liaoning, Anshan 114051, China; xfgg527@163.com (X.H.); chenyongjun-net@163.com (Y.C.)

2 Shenzhen Key Laboratory of Advanced Manufacturing Technology for Mold and Die, Shenzhen University,
Shenzhen 518060, China; likangsenszu@163.com

3 Southwest Technology and Engineering Research Institute, Chongqing 400039, China;
2009chenqiang@163.com

4 Key Laboratory of Materials Modification by Laser, Ion and Electron Beams (Dalian University of
Technology), Ministry of Education, Dalian 116000, China

* Correspondence: xzwustl@126.com (Z.X.); gongfeng186@163.com (F.G.); Tel.: +86-412-592-9746 (Z.X.);
+86-755-26558509 (F.G.)

Received: 27 December 2019; Accepted: 21 February 2020; Published: 25 February 2020

Abstract: CrWN glass molding coatings were deposited by plasma enhanced magnetron sputtering
(PEMS). The microstructure and thermal stability of these coatings were investigated by X-ray
diffraction, X-ray photoelectron spectroscopy, scanning electron microscope, transmission electron
microscope, atomic force microscope and nanoindentation tests. The as-deposited coating exhibited
an aggravated lattice expansion resulting in a constant hardness enhancement. The vacuum annealing
induced surface coarsening and the spinodal decomposition of the coating accompanied by the
formation of nm-sized c-CrN, c-W2N, and h-WN domains. The annealed coating with low W content
had mainly a face-centered cubic (f.c.c) matrix, strain fields caused by lattice mismatch caused
hardness enhancement. Following an increase in W content, the annealed coating showed a mixed
face-centered cubic (f.c.c) and hexagonal close-packed (h.c.p) matrix. The large volume fraction
of h-WN phases seriously weakened the coating strengthening effect and caused an obvious drop
in hardness.

Keywords: CrWN coatings; microstructure evolution; spinodal decomposition; thermal stability;
hardness; plasma enhanced magnetron sputtering

1. Introduction

Optical glass lenses have a broad range of applications (e.g., telescopes, cameras, medical
equipment, and high-power lasers) because of their good refractive index, excellent chemical stability,
light permeability, and high image quality [1–3]. Conventional manufacturing technologies include
several techniques (e.g., precision grinding, and ultra-precision lapping and polishing), but these
methods are time-consuming and difficult to use for the fabrication of complex shapes [4]. Precision
molding, however, has low cost, high efficiency, can be applied to net forming, and is environmentally
friendly. These characteristics have attracted great interest from optical manufacturers [5–7].
Unfortunately, the adhesive wear of glass blanks greatly degrades the molding life of the forming die
and eventually decreases the quality of the optical glass component surface [8,9].

It has been reported that protective coatings can effectively improve the anti-sticking and
anti-wear performance of forming dies [10–18]. Precious metal coatings are widely used in molding
manufacturing due to their excellent anti-sticking and anti-oxidation properties [10–12], but they are
also expensive for their wide industrial applications. Diamond-like carbon (DLC) films exhibit good
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self-lubrication and anti-wear performance, however, their poor thermal stability greatly limits any
molding application [13,14]. Recently, the application of transition metal nitride coatings to glass
molding has received great interest due to the favorable chemical inertness and anti-wear properties of
these materials [15–18]. Most current studies focus on the anti-sticking and anti-oxidation properties
of transition metal nitride coatings. WCrN coatings have been reported to have good anti-sticking
properties at 400 ◦C, but also exhibited poor anti-sticking performances at 500 ◦C due to the formation
of oxides [19]. CrWN coatings have been reported to experience severe mechanical degradation and
coarsening in high temperature nitrogen atmosphere due to the formation of WO3 phases [20].

The life of glass molding coatings is determined mainly by their anti-sticking and anti-oxidation
properties, as well as by their thermal stability. However, relatively little work has been published on
the thermal stability of this type of coatings. In this study, CrWN coatings with different W contents
are synthesized using PEMS. Detailed characterizations of these coatings were performed to study the
evolution of their microstructures, as well as the mechanical properties of the as-deposited coatings
after vacuum annealing. The potential effect of the W content on the thermal stability of the annealed
coatings will be discussed systematically in the following sections.

2. Materials and Methods

CrWN coatings having different W contents were synthesized by PEMS [21]. Pure W (99.9%)
and Cr (99.6%) were used as sputtering targets. A silicon wafer and cemented carbides (WC-8 wt %
Co) were used for the substrate. The samples were mechanically polished using a diamond paste
and ultrasonically washed using pure ethanol. High purity nitrogen and argon were utilized for the
working atmosphere. The samples were placed on a rotated holder, moving at a rotating speed of
2 rpm. The chamber was evacuated to a base pressure of 5 × 10−3 Pa and then heated to 300 ◦C. Prior
to coating deposition, the samples were cleaned by Ar+ sputtering to remove any residual pollution
and the native oxides. The sputtering parameters were as follows: bias voltage of −120 V, argon flow
of 140 sccm, sputtering time 60 min. The CrWN coatings were synthesized in a mixed atmosphere of
nitrogen and argon. The chemical composition of the as-deposited coating was varied by adjusting the
powers of the Cr and W targets. In this case, the deposition parameters were displayed as follows:
bias voltage of –50 V, argon flow 100 sccm, nitrogen flow 100 sccm, and deposition time 100 min.
The deposition parameters are listed in Table 1.

Table 1. Experimental details of as-deposited coatings.

Samples Power of Cr Target (W) Power of W Target (W) Time (min)

C1 5000 4000 65
C2 2700 4000 100
C3 1600 5100 100

The compositions of the coatings were determined by an energy dispersive spectrometer (EDS)
combined with a scanning electron microscope (SEM, Zeiss

∑
IGMA HD, Oberkochen, Germany).

Moreover, the crystalline structures of the coatings were investigated by X-ray diffraction (XRD, X’
Pert Powder, Malvern Panalytical, Malvern, UK) using a Cu Kα radiation source with parallel beam.
The incident angle was of 1◦, while the diffraction angle was scanned from 20◦ to 90◦. Additionally,
X-ray photoelectron spectroscopy (XPS, ThermoFisher, K-Alpha+, Waltham, MA, USA) was employed
to detect the chemical states of the coatings. The data were collected after 30 s from etching to remove
any contaminants adsorbed on the coating surface. A SEM (Zeiss

∑
IGMA HD) was employed to

characterize the surface morphology of the coatings, while their microstructure was investigated with
a transmission electron microscope (TEM, FEI Titan Cubed Themis G2 300, ThermoFisher, Waltham,
MA, USA). Moreover, atomic force microscopy (AFM, Oxford MFP-3DInfinity, Abingdon, UK) was
employed to evaluate the surface roughness of the coatings: the scanning area of each image was of
10 × 10 μm. The mechanical properties of the coatings were evaluated by using a nm-indentation
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system (Hystron TI950, Bruker, Billerica, MA, USA): five indentations were performed on each sample;
additionally, the hardness and elastic modulus selected at a depth of corresponding to 1/10 of the
coating thickness, as to minimize the negative effect of the substrate. Finally, vacuum annealing was
conducted in a heat treatment furnace at a pressure of 0.1 Pa (RTP-500, Beijing Ruiyisi Technology
Co.LTD, Beijing, China), the annealing temperature and time were of 650 °C and 300 min, respectively.

3. Results

Table 2 summarizes the chemical compositions of the Cr-W-N coatings synthesized using different
sputtering powers. The Cr content varied from 13.9 ± 0.7 at % to 35.9 ± 2.3 at %, the W content varied
from 21.8 ± 5.0 at % to 42.1 ± 6.9 at %, and the N content varied from 40.2 ± 4.8 at % to 43.1 ± 4.4 at %.
The oxygen content fluctuated between 0.9 ± 0.4 and 2.1 ± 0.6 at %.

Table 2. Chemical compositions of as-deposited coatings.

Sample Cr at % W at % N at % O at %

C1 35.9 ± 2.3 21.8 ± 5.0 40.2 ± 4.8 2.1 ± 0.6
C2 26.4 ± 1.4 31.9 ± 6.1 40.3 ± 4.5 1.4 ± 0.5
C3 13.9 ± 0.7 42.1 ± 6.9 43.1 ± 4.4 0.9 ± 0.4

Figure 1 shows the XRD patterns of the as-deposited coatings. The main diffraction peaks
were observed at diffraction angles of 37.21◦, 43.27◦, 62.85◦, 75.64◦ and 78.73◦, corresponding to the
(111), (200), (220), (311) and (222) planes of both the c-CrN and c-W2N phases [22]. The value of
these diffraction peaks slightly shifted to lower angles with the increase of W content. This change
likely originated from lattice expansion due to the solid solution of W atoms [20,23,24]. In addition,
the coatings exhibited a (111) preferential orientation, although the intensity of the strong (111) peak
was considerably lower as the W content is increased from 21.8 ± 5.0 at.% to 42.1 ± 6.9 at %, The results
are in accordance with those of previous studies, indicating that the doping of a small amount of W to
CrN can induce an evolution of the texture from a preferential orientation of (111) to one of (200) [20].
Moreover, the weak (222) peak is very wide and close to the diffraction angle of (311) peak, leading to
the asymmetry of the (311) peak.

 
Figure 1. XRD patterns of as-deposited coatings.

Figure 2 shows the XPS spectra of Cr2p, W4f, N1s and O1s in sample C2. As shown in Figure 2a, the
binding energies of the Cr2p3/2 and Cr2p1/2 peaks centered at 574.7 eV and 583.4 eV, which correspond
to the Cr-N state [25,26]. Meanwhile, the binding energies of Cr2p3/2 and Cr2p1/2 peaks at 576.6 and
586.3 eV correspond to the Cr–O states [27]. The binding energies of W4f7/2 and W4f5/2 peaks located
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at 31.8 eV and 33.9 eV (Figure 2b), which are associated with W-N binding state [28,29]. The binding
energies of W4f7/2 and W4f5/2 peaks at 35.6 eV and 37.8 eV are assigned to the W–O state [30]. Figure 2c
displays that the binding energies of N1s peaked at 396.9 eV, 397.7 eV and 399.8 eV, which can be assign
to Cr-N and W-N binding states, respectively [25,28]. The O1s spectrum in Figure 2d shows that the
binding energies of the O1s peaked at 530.1, 530.7 and 531.8 eV, which can be assign to Cr–O, W–O and
H–O states, respectively [31–33].

 
Figure 2. XPS spectra of sample C2: (a) Cr2p, (b) W4f, (c) N1s, (d) O1s.

Figure 3 shows the surface images of the as-deposited coatings. Sample C1 exhibited a granular
morphology, as shown in Figure 3a, plenty of micropores were distributed around grain boundaries,
indicating a loose and coarse growth structure. The surface features changed considerably with an
increase of the W content. As shown in Figure 3b, sample C2 exhibited a dense surface morphology,
plenty of nm-sized grains were closely packed in large cluster particles. Sample C3 also showed a
dense surface (Figure 3c). There were plenty of cluster particles consisting of numerous fine grains,
but the sizes of such cluster particles decreased considerably in comparison to sample C2.

 
Figure 3. Surface SEM images of as-deposited coatings: (a) C1, (b) C2, (c) C3.

Figure 4 shows the cross-section TEM images of sample C2. The dark field TEM image in Figure 4a
displayed a distinct columnar grain morphology. Moreover, a polycrystalline cubic structure with (111),
(200), (220), and (311) reflections was identified according to the selected area diffraction pattern (SADP).
The HAADF STEM image in Figure 4b showed an obvious two-layered structure with alternate bright
(W2N) and dark (CrN) contrast according to the element mapping image. These multilayer structure
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mainly originated from the rotation of sample holder during the coating deposition. Meanwhile,
these nano-multilayers exhibited a typical coherent epitaxial growth mode (Figure 4c). The excellent
coherence relations were clearly kept between W2N and CrN phases, as shown in Figure 4d, the
d-spacing values were 0.145 nm for the CrN phase and 0.146 nm for the W2N phase. These similar
d-spacing values were assign to the (220) planes. Additionally, plenty of W atoms were dissolved in
the CrN matrix, and some Cr atoms were also identified in the W2N matrix. Both of which indicated
that a significant solid solution effect occurred during the coating deposition.

 
Figure 4. Cross-section TEM images of sample C2: (a) TEM image with corresponding SADP,
(b) HAADF STEM image and element mapping, (c,d) HRTEM images.

Figure 5 shows the AFM images of the as-deposited coatings. Here sample C1 showed a
relatively rough surface with a high Ra value of 10.841 nm (Figure 5a). The roughness value decreased
considerably with the increase in W content. Figure 5b shows a smooth surface for sample C2, having
a low Ra value of 2.417 nm. Figure 5c indicates a similar Ra value for sample C3 (2.698 nm). Based on
the XRD, SEM, TEM, and AFM results, we can infer that the CrWN coating has an improved surface
quality, although it undergoes aggravated lattice expansion under increasing of W content.

 
Figure 5. AFM images of as-deposited coatings: (a) C1, (b) C2, (c) C3.

Figure 6 shows the XRD patterns of the vacuum annealed coatings. The annealed samples C1 and
C2 exhibited similar phase structures to those of the as-deposited coatings. Strong diffraction peaks
of mixed c-CrN and c-W2N phases can be seen in the XRD patterns. Simultaneously, weak peaks of
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h-WN phases can be seen in these annealed coatings, implying a slight phase decomposition. However,
the phase decomposition is aggravated significantly with the increase of W content. Apart from the
original diffraction peaks of the mixed c-CrN and c-W2N phases, the diffraction intensity of the h-WN
peak was found to increase significantly in the annealed sample C3, indicating the formation of a large
volume fraction of h-WN phases.

 
Figure 6. XRD patterns of vacuum annealed coatings.

Figure 7 shows the XRD patterns and cross-section TEM images of as-deposited and annealed
sample C2. Compared with the as-deposited coating, the annealed coating remained stable structure
of CrN and W2N phases, but their diffraction peaks obviously shifted to higher angles, indicating
a mitigating lattice expansion. Meanwhile, the as-deposited coating showed clearly two-layered
structure with alternate bright (W2N) and dark (CrN) contrast (Figure 7a). By contrast, the annealed
coating exhibited obviously three-layered structure with bright (W2N), gray (mixed CrN-W2N), and
dark (CrN) contrast, as shown in Figure 7b, a distinct gray diffusion layer forms between CrN and W2N
sublayers. The partial enlarged image in Figure 7b reveals that the excellent coherence relations were
kept in the diffusion layer. Apparently, the vacuum annealing effectively drove the decomposition of
the supersaturated solid solution resulting in the formation of a diffused solid solution matrix.

 
Figure 7. XRD patterns and cross-section TEM images of as-deposited (a) and annealed (b) sample C2.

Figure 8 shows the surface images and EDS spectra of the vacuum annealed coatings. As shown
in Figure 8a, the annealed sample C1 exhibited a granular surface morphology with plenty of newly
grown nm particles. The O content in this coating was of 9.6 ± 1.7 at %. Meanwhile, the surface
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features of the annealed samples C2 and C3 were slightly different from those of the as-deposited
coating (Figure 8b,c). These nm-sized grains in fact grew, leading to a visible coarsening of the cluster
particles. The O contents were of 7.4 ± 1.3 at % and 12.1 ± 1.7 at % for annealed samples C2 and C3,
respectively. The SEM characterizations clearly confirmed that these coatings suffered slight oxidation
damages during the vacuum annealing.

 
Figure 8. Surface images and EDS spectra of vacuum annealed coatings: (a) C1, (b) C2, (c) C3.

Figure 9 shows the roughness values and AFM images of the as-deposited and annealed coatings.
The Ra values of samples C1 and C2 increased from 10.841 to 11.332 nm and from 2.417 to 3.204 nm,
respectively; by contrast, the Ra value of sample C3 increased abruptly from 2.698 to 4.945 nm,
indicating a severe surface coarsening.

Based on the SEM and AFM characterizations, we found that the annealed coatings underwent
various degrees of surface coarsening, which was likely triggered by surface oxidation. The EDS
results further showed the occurrence of slight oxidation erosion during vacuum annealing, which
consequently resulted in the formation of Cr–W oxides [20]. Although these oxides are too small
to be detected by XRD in Figure 6, but they led to severe surface coarsening because of their loose
structure [20,34]. The significant differences in Ra value between the annealed coatings having different
W content can be likely attributed to the varying composition of the oxide layers. According to the
EDS results (Figure 8), the volume fraction of Cr oxides decrease considerably and was replaced by a
rising volume fraction of W oxides under increasing W content. Previously, it has been reported that
dense Cr oxides can act as protective layers and inhibit O diffusion into the coating [35], whereas the W
oxides usually exhibit a more porous structure [34]. Therefore, an increase in W oxides can eventually
lead to a constant increase of the Ra values.
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Figure 9. Roughness values and AFM images of as-deposited and annealed coatings: C1, C2, C3.

Figure 10 shows the hardness of the as-deposited and annealed coatings. The as-deposited coatings
exhibited a constant hardness enhancement under increasing W content. The hardness was 12.9 GPa
for sample C1, and slightly increased to 13.7 GPa for sample C2. By contrast, sample C3 showed a
higher hardness of 15.5 GPa. The vacuum annealing induced a remarkable age-hardening in sample
C1 and C2. The annealed sample C1 showed a slight increase in hardness (from 12.9 to 14.8 GPa),
whereas that of the annealed sample C2 increased rapidly (from 13.7 to 21.6 GPa). Meanwhile, the
annealed sample C3 underwent a serious hardness degradation (from 15.5 to 10.1 GPa).

Figure 10. Hardness of as-deposited and annealed coatings.

Based on the XRD and TEM characterizations, it can be inferred that the sputtered atoms
or ions triggered an obvious injection effect in the as-deposited coatings, as shown in Figure 4d,
a significant solid solution effect appeared in both W2N and CrN sublayers. According to the
previous results [20,23,24], these solid solution atoms induced serious lattice expansion resulting in
a visible peak shift as determined from the XRD test (Figure 1). Meanwhile, this lattice expansion
was significantly aggravated following an increase in the W content, which provided an obvious
strengthening effect and eventually led to a constant hardness enhancement. Moreover, the addition of
W to CrN led to an obvious reduction of the particle (i.e., grains or clusters) sizes (Figure 3) and refined
their structure, causing a hardness improvement. The annealed coatings with different W contents
exhibited significant differences in phase composition, which consequently had a strong effect on their
mechanical properties. As determined from the nanoindentation test, the annealing sample C1 and C2
showed a prominent age-hardening, which mainly originated from their microstructure evolution.
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As identified in Figures 4d and 7a, these doping atoms induced the formation of supersaturated
solid solution in the as-deposited coating, but the supersaturated matrix exhibited a non-uniform
distribution resulting in limit strengthening effect. By contrast, vacuum annealing induced spinodal
decomposition of supersaturated solid solution to form nm-sized c-CrN, c-W2N, and h-WN domains
(see Figure 6). Although a small amount of h-WN phases was formed, but the annealed coating
showed similar face-centred cubic (f.c.c) structure to that of as-deposited coating. According to the
previous age-hardening theories [36–39], strain fields, originating from the lattice mismatch, acted as
obstacles for the dislocation movement and caused hardness enhancement. Additionally, thermal
activation greatly driven the homogenization of the supersaturated matrix, as evidenced in Figure 7b,
a distinct diffusion layer formed between CrN and W2N sublayers. In comparison to the limited
strengthening effect in as-deposited coating, the coherent solid solution diffusion matrix provided
strong strengthening effect due to the larger mismatch, and consequently resulted in a profound
age-hardening in sample C1 and C2. Nevertheless, the annealed sample C3 underwent serious spinodal
decomposition accompanied by the formation of a mixed f.c.c and hexagonal close-packed (h.c.p)
matrix structure. The large volume fraction of h-WN phases weakened considerably strengthening
effect of the coherent interface and eventually led to a drop of the hardness value.

4. Conclusions

This study investigated the microstructure and thermal stability of CrWN glass molding coatings
having different W contents after vacuum annealing. The main conclusions are as follows:

• The as-deposited coatings showed columnar structures consisting of multilayer c-CrN and c-W2N
phases. The preferential orientation of these structures varied from (111) to (200), and the surfaces
became smoother under increasing W content.

• The as-deposited coatings suffered from aggravated lattice expansion. The grain size and cluster
particle sizes showed an obvious decrease under increasing W content. These changes led to a
constant hardness enhancement.

• The annealed coatings underwent minor oxidation and varying degrees of surface coarsening.
The roughness value gradually increased due to an increasing volume fraction of W oxides.

• The annealed coatings experienced spinodal decomposition while forming nm-sized c-CrN,
c-W2N, and h-WN domains. The volume fraction of the h-WN phase increased significantly with
the increase of W content.

The annealed coating under low W content exhibited a significant age-hardening due to the strain
fields originating from the lattice mismatch. The annealed coating under high W content suffered from
a severe hardness degradation because the large volume fraction of h-WN seriously weakened the
interface strengthening effect.

Author Contributions: Conceptualization, Z.X. and F.G.; Methodology, Y.C.; Investigation, X.H. and K.L.;
Supervision, Q.C. All authors have read and agreed to the published version of the manuscript.

Funding: This work was supported by National Natural Science Foundation of China (51771087), Liaoning
Innovative Talents Support Plan (LR2017052), University of Science and Technology Liaoning Talent Project Grants
(601011507-07), and the Innovation Team of Liaoning University of Science and Technology (2017TD04).

Acknowledgments: We sincerely thank the Institute of Nano Surface Engineering of Shenzhen University for
their TEM technical supports.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Zhang, S.; Zhou, L.; Xue, C.; Wang, L. Design and simulation of a superposition compound eye system based
on hybrid diffractive-refractive lenses. J. Appl. Opt. 2017, 56, 7442–7449. [CrossRef] [PubMed]

2. Jiang, C.; Lim, B.; Zhang, S. Three-dimensional shape measurement using a structured light system with
dual projectors. Appl. Opt. 2018, 57, 3983–3990. [CrossRef] [PubMed]

105



Coatings 2020, 10, 198

3. Yin, S.; Jia, H.; Zhang, G.; Chen, F.; Zhu, K. Review of small aspheric glass lens molding technologies. Front.
Mech. Eng. 2017, 12, 66–76. [CrossRef]

4. Tang, L.; Zhou, T.; Zhou, J.; Liang, Z.; Wang, X. Research on single point diamond turning of chalcogenide
glass aspheric lens. Procedia CIRP 2018, 71, 293–298. [CrossRef]

5. Tao, B.; He, P.; Shen, L.; Yi, A. Quantitatively measurement and analysis of residual stresses in molded
aspherical glass lenses. Int. J. Adv. Manuf. Tech. 2014, 74, 1167–1174. [CrossRef]

6. Firestone, G.C.; Yi, A.Y. Precision compression molding of glass microlenses and microlens arrays—An
experimental study. Appl. Opt. 2005, 44, 6115–6122. [CrossRef]

7. Yi, A.Y.; Chen, Y.; Klocke, F.; Pongs, G.; Demmer, A.; Grewell, D.; Benatar, A. A high volume precision
compression molding process of glass diffractive optics by use of a micromachined fused silica wafer mold
and low Tg optical glass. J. Micromech. Microeng. 2006, 16, 2000–2005. [CrossRef]

8. Rieser, D.; Spieß, G.; Manns, P. Investigations on glass-to-mold sticking in the hot forming process.
J. Non-Crystal. Solids 2008, 354, 1393–1397. [CrossRef]

9. Fischbach, K.D.; Georgiadis, K.; Wang, F.; Dambon, O.; Klocke, F.; Chen, Y.; Allen, Y.Y. Investigation of the
effects of process parameters on the glass-to-mold sticking force during precision glass molding. Surf. Coat.
Technol. 2010, 205, 312–319. [CrossRef]

10. Klocke, F.; Bouzakis, K.-D.; Georgiadis, K.; Gerardis, S.; Skordaris, G.; Pappa, M. Adhesive interlayers’ effect
on the entire structure strength of glass molding tools’ Pt-Ir coatings by nano-tests determined. Surf. Coat.
Technol. 2011, 206, 1867–1872. [CrossRef]

11. Zhu, X.-Y.; Wei, J.-J.; Chen, L.-X.; Liu, J.-L.; Hei, L.-F.; Li, C.-M.; Zhang, Y. Anti-sticking Re-Ir coating for glass
molding process. Thin Solid Films 2015, 584, 305–309. [CrossRef]

12. Tseng, S.F.; Lee, C.T.; Huang, K.C.; Chiang, D.; Huang, C.Y.; Chou, C.P. Mechanical properties of Pt-Ir and
Ni-Ir binary alloys for glass-molding dies coating. J. Nanosci. Nanotechnol. 2011, 11, 8682–8688. [CrossRef]
[PubMed]

13. Bernhardt, F.; Georgiadis, K.; Dolle, L.; Dambon, O.; Klocke, F. Development of a ta-C diamond-like
carbon (DLC) coating by magnetron sputtering for use in precision glass molding. Materialwissenschaft und
Werkstofftechnik 2013, 44, 661–666. [CrossRef]

14. Xie, Z.W.; Wang, L.P.; Wang, X.F.; Huang, L.; Lu, Y.; Yan, J.C. Influence of high temperature annealing on
the structure, hardness and tribological properties of diamond-like carbon and TiAlSiCN nanocomposite
coatings. Appl. Surf. Sci. 2011, 258, 1206–1211. [CrossRef]

15. Chen, Y.-I.; Lin, Y.-T.; Chang, L.-C.; Lee, J.-W. Preparation and annealing study of CrTaN coatings on WC-Co.
Surf. Coat. Technol. 2011, 206, 1640–1647. [CrossRef]

16. Chen, Y.-I.; Lin, K.-Y.; Wang, H.-H.; Cheng, Y.-R. Characterization of Ta-Si-N coatings prepared using direct
current magnetron co-sputtering. Appl. Surf. Sci. 2014, 305, 805–816. [CrossRef]

17. Chang, L.-C.; Chang, C.-Y.; Chen, Y.-I. Mechanical properties and oxidation resistance of reactively sputtered
Ta1-xZrxNy thin films. Surf. Coat. Technol. 2015, 280, 27–36. [CrossRef]

18. Chen, Y.-I.; Wang, H.-H. Oxidation resistance and mechanical properties of Cr-Ta-Si-N coatings in glass
molding processes. Surf. Coat. Technol. 2014, 260, 118–125. [CrossRef]

19. Lin, T.-N.; Han, S.; Weng, K.-W.; Lee, C.-T. Investigation on the structural and mechanical properties of
anti-sticking sputtered tungsten chromium nitride films. Thin Solid Films 2013, 529, 333–337. [CrossRef]

20. Chen, Y.-I.; Cheng, Y.-R.; Chang, L.-C.; Lee, J.-W. Chemical inertness of Cr-W-N coatings in glass molding.
Thin Solid Films 2015, 593, 102–109. [CrossRef]

21. Zhang, X.; Zhou, Y.-W.; Gao, J.-B.; Zhao, Z.-W.; Guo, Y.-Y.; Xie, Z.-W.; Kelly, P. Effect of the filament discharge
current on the microstructure and performance of plasma-enhanced magnetron sputtered TiN coatings.
J. Alloys Compd. 2017, 725, 877–883. [CrossRef]

22. Gu, B.; Tu, J.P.; Zheng, X.H.; Yang, Y.Z.; Penga, S.M. Comparison in mechanical and tribological properties of
Cr-W-N and Cr-Mo-N multilayer films deposited by DC reactive magnetron sputtering. Surf. Coat. Technol.
2008, 202, 2189–2193. [CrossRef]

23. Lin, C.-H.; Duh, J.-G.; Yau, B.-S. Processing of chromium tungsten nitride hard coatings for glass molding.
Surf. Coat. Technol. 2006, 201, 1316–1322. [CrossRef]

24. Hones, P.; Sanjinés, R.; Lévy, F. Sputter deposited chromium nitride based ternary compounds for hard
coatings. Thin Solid Films 1998, 332, 240–246. [CrossRef]

106



Coatings 2020, 10, 198

25. Wu, Z.; Tian, X.; Gong, C.; Yang, S.; Chu, P.K. Micrograph and structure of CrN films prepared by plasma
immersion ion implantation and deposition using HPPMS plasma source. Surf. Coat. Technol. 2013,
229, 210–216. [CrossRef]

26. Lippitz, A.; Hübert, T.H. XPS investigations of chromium nitride thin films. Surf. Coat. Technol. 2005,
200, 250–253. [CrossRef]

27. Chang, J.H.; Jung, M.N.; Park, J.S.; Park, S.H.; Im, I.H.; Lee, H.J.; Ha, J.S.; Fujii, K.; Hanada, T.; Yao, T.; et al.
X-ray photoelectron spectroscopy study on the CrN surface grown on sapphire substrate to control the
polarity of ZnO by plasma-assisted molecular beam epitaxy. Appl. Surf. Sci. 2009, 255, 8582–8586. [CrossRef]

28. Zhang, X.X.; Wu, Y.Z.; Mu, B.; Qiao, L.; Li, W.X.; Li, J.J.; Wang, P. Thermal stability of tungsten sub-nitride
thin film prepared by reactive magnetron sputtering. J. Nucl. Mater. 2017, 485, 1–7. [CrossRef]

29. Baker, C.C.; Shah, S.I. Reactive sputter deposition of tungsten nitride thin films. J. Vac. Sci. Technol. A 2002,
20, 1699–1703. [CrossRef]

30. Wang, Z.; Liu, Z.; Yang, Z.; Shingubara, S. Characterization of sputtered tungsten nitride flm and its
application to Cu electroless plating. Microelectr. Eng. 2008, 85, 395–400. [CrossRef]

31. Agouram, S.; Bodart, F.; Terwagne, G. LEEIXS and XPS studies of reactive unbalanced magnetron sputtered
chromium oxynitride thin films with air. J. Electron Spectrosc. Relat. Phenom. 2004, 134, 173–181. [CrossRef]

32. Song, H.Y.; Jiang, H.F.; Liu, X.Q.; Jiang, Y.Z.; Meng, G.Y. Preparation of WOx-TiO2 and the Photocatalytic
Activity under Visible Irradiation. Key. Eng. Mater. 2007, 336–338, 1979–1982. [CrossRef]

33. Lu, F.H.; Chen, H.Y.; Hung, C.H. Degradation of CrN films at high temperature under controlled atmosphere.
JVSTA 2003, 21, 671. [CrossRef]

34. Asgary, S.; Hantehzadeh, M.R.; Ghoranneviss, M. Temperature dependence of copper diffusion in different
thickness amorphous tungsten/tungsten nitride layer. Phys. Met. Metall. 2017, 118, 1127–1135. [CrossRef]

35. Chang, Y.Y.; Hsiao, C.Y. High temperature oxidation resistance of multicomponent Cr-Ti-Al-Si-N coatings.
Surf. Coat. Technol. 2009, 204, 992–996. [CrossRef]

36. Zou, H.K.; Chen, L.; Chang, K.K.; Pei, F.; Du, Y. Enhanced hardness and age-hardening of TiAlN coatings
through Ru-addition. Scr. Mater. 2019, 162, 382–386. [CrossRef]

37. Ha, C.; Xu, Y.X.; Chen, L.; Pei, F.; Du, Y. Mechanical properties, thermal stability and oxidation resistance of
Ta-doped CrAlN coatings. Surf. Coat. Technol. 2019, 368, 25–32.

38. Chen, L.; Du, Y.; Mayrhofer, P.H.; Wang, S.Q.; Li, J. The influence of age-hardening on turning and milling
performance of Ti-Al-N coated inserts. Surf. Coat. Technol. 2008, 202, 5158–5161. [CrossRef]

39. Mayrhofer, P.H.; Hörling, A.; Karlsson, L.; Sjoelen, J. Self-organized nanostructures in the Ti-Al-N system.
Appl. Phys. Lett. 2003, 83, 2049–2051. [CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

107





coatings

Article

Investigation for Sidewall Roughness Caused Optical
Scattering Loss of Silicon-on-Insulator Waveguides
with Confocal Laser Scanning Microscopy

Hongpeng Shang, Degui Sun *, Peng Yu, Bin Wang, Ting Yu, Tiancheng Li and Huilin Jiang

Schools of Optoelectronic Engineering, Science and Mechatronic Engineering, Changchun University of Science
and Technology, Changchun 130022, China; shanghongpeng@126.com (H.S.); 13620788904@163.com (P.Y.);
dawangbin123@163.com (B.W.); yutingguangxue@163.com (T.Y.); 15568553366@163.com (T.L.);
HLJIANG@cust.edu.cn (H.J.)
* Correspondence: sundg@cust.edu.cn

Received: 4 February 2020; Accepted: 29 February 2020; Published: 4 March 2020

Abstract: Sidewall roughness-caused optical loss of waveguides is one of the critical limitations
to the proliferation of the silicon photonic integrated circuits in fiber-optic communications and
optical interconnects in computers, so it is imperative to investigate the distribution characteristics
of sidewall roughness and its impact upon the optical losses. In this article, we investigated
the distribution properties of waveguide sidewall roughness (SWR) with the analysis for the
three-dimensional (3-D) SWR of dielectric waveguides, and, then the accurate SWR measurements
for silicon-on-insulator (SOI) waveguide were carried out with confocal laser scanning microscopy
(CLSM). Further, we composed a theoretical/experimental combinative model of the SWR-caused
optical propagation loss. Consequently, with the systematic simulations for the characteristics of
optical propagation loss of SOI waveguides, the two critical points were found: (i) the sidewall
roughness-caused optical loss was synchronously dependent on the correlation length and the
waveguide width in addition to the SWR and (ii) the theoretical upper limit of the correlation length
was the bottleneck to compressing the roughness-induced optical loss. The simulation results for
the optical loss characteristics, including the differences between the TE and TM modes, were in
accord with the experimental data published in the literature. The above research outcomes are very
sustainable to the selection of coatings before/after the SOI waveguide fabrication.

Keywords: sidewall roughness; optical scattering loss; silicon-on-insulator waveguide

1. Introduction

Higher and higher integration density is the long-standing goal of the optical integrated
circuits in the modern optical communications systems [1,2]. Since the beginning of the 21st
century, the silicon-on-insulator (SOI) waveguide-based photonic integrated circuits (PIC) have
shown unprecedented potential. Therefore, as the main source of optical propagation loss (OPL) of
waveguides, the surface roughness-caused optical scattering loss has been attracting much research,
and several theoretical models for defining the relations between the optical propagation losses and
the sidewall roughness (SWR) of a waveguide are proposed. Illustratively, the average optical loss of
SOI strip waveguides is around 0.24 dB/mm [3–5], while that of the small area square SOI waveguides
is around 1.3 dB/mm [6]. Thus, it is of paramount importance to be able to quantitatively predict the
optical loss on the magnitude and distribution property of waveguide SWR so that we can realize the
expected performance specifications of PIC devices.

In the study of the mechanisms of the optical propagation loss caused by waveguide SWR,
Marcuse proposed the earliest theory in 1969 in which the optical power ratio at the nonuniform
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boundary was considered [7]. In 1994, Payne and Lacey proposed a theoretical model for defining
the relation between the optical scattering loss and sidewall roughness of a waveguide based on a
combination of the spectral density of the nonuniform edge of the waveguide, and the autocorrelation of
roughness caused wave scattering, so it was then commonly accepted and referred to as the Payne-Lacey
(PL) model [8]. However, both the Marcuse model and PL model have a similar shortcoming that
the light wave at the waveguide boundary is not specified, and the waveguide channel is simplified
to be a two-dimensional (2-D) structure, where the SWR is assumed to have a uniform distribution.
Since the beginning of the 21st century, there has been a strong attempt to extend the PL model into
the three-dimensional (3-D) structures and consider the other elements causing the optical loss of
waveguide in addition to the SWR [9–12]. In 2005, Barwicz and Haus carried out their theoretical work
based on the 3-D interaction between the polarized Poynting vector and the vertical shape of the field
(VSF) so that they could give rise to the more detailed simulations of the OPL values of both the low
and high index-contrast waveguides [9]. In 2006, Poulton et al. gave a more powerful explanation as
that the OPL caused by the SWR was from the two conversions: the conversion from a guided-mode
to a radiation mode and the conversion from the radiation mode to a leaky mode, so that they could
accurately compute the electric fields with the finite-difference time-domain (FDTD) method [10].
Especially, for the SOI waveguides, in 2008, Schmid et al. employed the non-uniform waveguide
boundaries to study the scattering loss [11], and, in 2009, Yap et al. first led the optical scattering loss
of SOI waveguides to the synchronous dependences the SWR and the channel width [12]. Until 2019,
we first published the measurement metrology of the waveguide SWR with a confocal laser scanning
microscopy (CLSM) technique [13].

In this article, we theoretically investigated the SWR property of dielectric waveguides by analyzing
its components in the horizontal and vertical direction. Then, we measured the 3-D distribution of
waveguide SWR with the CLSM technique and constructed a theoretical/experimental ensemble model
for defining the SWR-caused optical propagation loss. This model was an extended version of the PL
model with the 3-D distribution of SWR. As a result, with such a combinative model, we simulated the
dependences of the optical propagation loss coefficient of the waveguide on the SWR distribution and
the width. Finally, we analyzed the theoretical and experimental results.

2. Theoretical Analysis for Waveguide Sidewall Roughness

2.1. Analysis for the PL Model

An equivalent rectangular 3-D vision of an SOI waveguide is shown in Figure 1a, where n1 and
n2 are the refractive indices of the core and cladding layers, respectively, and 2d is the width of the
waveguide. The SWR of a waveguide was caused by the inductively coupled plasma (ICP)-etching,
as shown in Figure 1b, then as shown in Figure 1c, the distributions of the SWR at the vertical and
horizontal directions were probably different from each other.

(a) (b) (c) 

Figure 1. Sidewall roughness (SWR) of silicon-on-insulator (SOI) waveguide: (a) the schematic
three-dimensional (3-D) equivalent rectangular waveguide with SWR; (b) the ICP-etching to a
waveguide sidewall; (c) the distributions of the SWR at x- and z-coordinate.
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In accordance with the 3-D simulations of radiation mode, the three linear polarization states
(x, y, and z) could cause the different profiles of the radiation mode [8,9]. The exponential form of the
PL model was used to define a space distribution Equation (1) for an interest. The power spectral
density of the roughness was of interest in the optical scattering loss, then the Fourier transform of the
autocorrelation function of the roughness was expressed to be Equation (2) [8,9]:

R(u) ≈ σ2exp(−|u|/Lc)
)

(1)

R(ξ) ≈ 2σ2Lc/(1 + L2
cξ

2) (2)

where σ is the root-mean-square (rms) roughness, Lc is the correlation length of the roughness with
the assumption that there is no correlation between the two sidewalls, u is the space variable of a
waveguide sidewall, and ξ is the space-frequency of the power spectral function of roughness. If the
wavelength of the light wave in air was λ, with the wavenumber as k0 = 2π/λ and the finite difference
processing of beam propagation method (FD-BPM), we obtained the effective index Ne f f of a single
guided-mode, and further with the propagation constant of this guided-mode β = k0 ·Ne f f , we cited
three dimensionless parameters h, V, and p of guided-mode defined by the PL model as [9]

h = d
√

n2
1k2

0 −β2, V = k0d
√

n2
1 − n2

2 and p = d
√
β2 − n2

2k2
0 (3)

where h and p are the very popular parameters, defining the guided mode field in the literature on

optical waveguides [1,2]. V is the product of three elements: the numerical aperture
√

n2
1 − n2

2 of a
symmetric planar waveguide, d is the radius (or half a width) of the waveguide core, and k0 is the
wave number in the air. Further, we obtained the dimensionless parameters as:

Δ = (n2
1 − n2

2)/(2n2
1), x = p(Lc/d), γ = (n2V)/(n1p

√
Δ) (4)

Consequently, for the two-SWR-induced optical scattering loss, with the above definitions for
the guided-mode profile defined by Equations (3) and (4) and a combination of the PL model (1)–(4),
the Yap improvement for the optical loss coefficient dependence on the SWR was expressed as [12]

αPL(TE/TM) =
4.34σ2

2D√
2d4βTE/TM

g(V) · fe(x,γ) (5)

where σ2D is the SWR defined in the 2-D form, the loss coefficient is in dB/cm, and the functions g(V)

and fe(x,γ) are defined by

g(V) =
h2V2

1 + p2 and fe(x,γ) =
{[(1 + x2)

2
+ 2x2γ2]

1/2
+ 1− x2}

1/2

[(1 + x2)2 + 2x2γ2]
1/2

(6)

The model defined by Equations (5) and (6) might be referred to as a Yap-form PL model.

2.2. Three-Dimensional Model for the SWR-caused Optical Scattering Loss

In the roughness-improved PL model, the correlation length of sidewall roughness Lc is a
paramount important parameter [9]. Before 2000, for a low index-contrast waveguide, such as
silica-waveguide, Lc was observed to be a few micrometers, and even the values less than 500 nm were
ever exploited, and meanwhile, the optical scattering loss was determined to be a forward-scattering
process, where Lc ≈ 1/2β that matched with the maximum attenuation [14]. In contrast, Barwicz and
Haus studied the 3-D optical scattering process for both the high and low index-contrast waveguides
with respect to three Lc values as 1, 50, and 150 nm [9]. In the Barwicz-Haus’s 3-D theory, the optical
scattering loss is thought to be caused by a radiative mode coupled from a guided mode, meanwhile,
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for straight roughed waveguides, the phase-matching condition between the guided and the radiated
modes allows only a narrow range of spectral frequencies of roughness to produce radiation loss,
then the estimated correlation length Lc value is in a range of 1/(β+ n2k0) < Lc < 1/(β − n2k0).
Consequently, for both the TE-like and TM-like modes, the SWR-induced optical scattering loss was
related to both the y- and z-components of roughness, so the dependences of the optical intensity loss
coefficients α3D(TE/TM) on the SWR σ3D(TE/TM) could be expressed as

α3D(TE/TM) = 4.34

⎛⎜⎜⎜⎜⎝σ2
3D(TE/TM)√
2d4βTE/TM

g(V) · fe(x,γ)

⎞⎟⎟⎟⎟⎠ (7)

Hence, the new model Equation (7) was the combination of the Yap-form PL model and the 3-D
SWR distribution. In this model, the optical loss coefficient was in dB/cm.

3. Measurements for the Roughness Characteristics with CLSM

3.1. Experimental Measurement

Figure 2 shows the surface roughness measurement mechanism with a CLSM system: (a) is a
schematic optical imaging system in which the laser beam as a probe has a wavelength of 405 nm,
and the section of scanning is set 10 nm, and the spot size of the focused laser beam is defined by
the full width at the half-maximum (FWHM) of the laser intensity distribution, (b) is an illustrative
sample of the retrieved image in the CLSM measurement, and (c) is the standard definition of the
peak-to-valley (P-V) roughness.

Figure 2. CLSM (confocal laser scanning microscopy) measurement and the definition for surface
roughness: (a) The schematic optical imaging system, (b) the retrieved image of CLSM-measured result
of an object, and (c) the definition for the fabricated surface roughness.

In the CLSM metrology, the roughness is defined as a root mean square (rms) PSz of all the P-V
periods as [13,15]

PSz = (1/N)

√√√⎛⎜⎜⎜⎜⎜⎝
N∑

i=1

R2
ai

⎞⎟⎟⎟⎟⎟⎠ (8)
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where Rai is the average roughness at the ith scanned period in the CLSM measurement. In this
definition of roughness, the PSz could be taken as a one-dimensional (1-D) roughness σ1D, then the
2-D average roughness σ2D and the 3-D average roughness σ3D are defined as

σ2D = (1/m)
m∑

j=1

PSz(aj) (9a)

σ3D = (1/n)
n∑

k=1

σ2D(ak) (9b)

3.2. Experimental Measurements for the SWR of SOI Waveguide Sample

In this work, we selected the commercial CLSM tool–LSM710 that was produced by the ZEISS
company. Then, the device sample for the CLSM measurements was selected by selecting an
SOI-waveguide sample having a BOX layer of 2.0 and 1.5 μm, where the waveguide ribs having a
width of 4.0 μm and a height of 0.5 μm were etched with the advanced ion etching—the inductively
coupled plasma (ICP) etching technique. The CLSM measurements only showed the existing isotropic
roughness, then we obtained the reconstructed image of the waveguide SWR, as shown in Figure 3a,
and by scanning the measured area along a vertical direction at the x = 100 nm position, a line-scanning
roughness was obtained as Pz = 20 nm from the data display. Then, in the same manner, we measured
the other five lines with every 100 nm position change along the vertical direction for two reconstructed
images (the total height of the etched SOI rib was 500 nm), and then the total 6 measured values are
depicted in Figure 3b, which were in the range of 16–23 nm roughness and gave rise to an average
isotropic SWR of 20.33 nm. First, we needed to clarify that the x coordinate in Figure 3 was the traveling
direction z of the optical beam, the z and y coordinates of Figure 3 were the coordinates x and z of
Figure 1, respectively. Then, we also noticed that the SWR values of the SOI waveguides were only in
the range of a few tens of nanometers, which were much smaller than the CLSM-measured values
of the silica waveguide etched by the traditional reactive ion etching (RIE) technique owing to the
advanced etching technique ICP and the etched material of silicon [16,17]. Accordingly, the disparities
of SWR distributions between the x and y coordinates existed.

Here, what needed to be clarified was that the measurement accuracy was 10 nm in the above
measurements, but for the roughness smaller than 10 nm, the accuracy needed to be improved, which
would be realized with the improvement of the laser FWHM values in both the lateral and axial
directions. In addition, as shown in Figure 2a, in one CLSM measurement, we scanned the device
sample having four equal size waveguides to acquire the data, but as shown in Figure 3a, only one
waveguide was selected from the reconstructed CLSM image to analyze and measure the roughness.
In order to analyze the SWR uniformity of one channel, several sections could be selected along the
waveguide to obtain the average SWR value of each section, and then all the roughness results of all
the sections could be compared. In the same manner, in order to analyze the SWR uniformity among
all the four measured waveguides, the CLSM measured results of SWR for all the four waveguides
could be carried out, and then all the roughness results could be compared.
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(a) 

 
(b) 

Figure 3. CLSM Measurements and data process of SOI waveguide SWR: (a) is the reconstructed image
of CLSM measurement, (b) is the isotropic roughness distribution of five measured spots.

4. Verifications for the SWR-caused Optical Propagation Loss

4.1. Simulations for the SWR-Caused Optical Scattering Loss

In the CLSM system shown in Figure 2, the measurements shown in Figure 3 presented that
an SOI waveguide generally had much lower SWR value than silicon dioxide (SiO2) waveguides,
even when they were fabricated under the same etching technique, ICP. Thus, it could be forecasted
that the waveguide dimensions of both core and cladding layers of a waveguide system probably have
significant effects on the optical scattering loss apart from the sidewall roughness itself.

Based on the optical performance of the real SOI waveguide functional device, we selected an
SOI waveguide sample having the rib width and height of 4.0 and 0.5 μm, respectively; at 1550 nm
wavelength, the refractive index silicon film was 3.4777 [18], and the refractive index of both the
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BOX layer and upper cladding layer was 1.4394 and 1.4449 for TE and TM modes, respectively; then,
the effective indices of 3.3254 and 3.3168, respectively, were obtained with the simulation of beam
propagation method (BPM) software. Further, by selecting the 2-D SWR construction defined by
Equation (9a) and with the improved model Equation (7), we obtained the simulation results of the SWR
dependences of the OPL coefficient, as shown in Figure 4a. Note from Figure 4a that the SWR-induced
OPL of TM-mode was higher than that of TE mode for the SOI waveguide, which was not consistent
with the results published in the literature [11,12]. Thus, it turned out that both the core and cladding
layers of the waveguide system probably had significant effects on the optical scattering loss apart
from the sidewall roughness itself. In contrast, by selecting the 3-D SWR construction defined by
Equation (9b) and with the improved model Equation (7) of the SWR-caused OPL, we obtained the
simulation results of the roughness dependences of the OPL coefficient for the same waveguide sample,
as shown in Figure 4b. Note from Figure 4b that with the consideration of the 3-D construction of the
roughness, there were two different points of the OPL coefficient between TE and TM modes. One was
that the absolute TE-TM difference of the 3-D roughness was relatively larger than that of the 2-D
roughness, and the other was that the OPL of TE mode was higher than that of TM mode, which was
inverse to the 2-D roughness, but it was really in accord with the measured values published in the
literature [11,12]. However, for the measured SWR value in Figure 3, ~20 nm, the OPL values for both
the 2-D and 3-D SWR constructions were in the range of 3–3.5 dB/cm.

(a) (b) 

Figure 4. Simulations for the optical loss coefficient of SOI waveguide vs. SWR for two SWR
constructions: (a) the 2D SWR, (b) the 3D-SWR.

As mentioned above, the measurements showed that the SOI-waveguides sample fabricated in
the ICP technique only had an average roughness of 20 nm, namely, the 2-D statistic values at both the
horizontal and vertical directions were the same. Then, with the 3-D roughness construction and the
same values of the SOI waveguide parameters as used for the simulations in Figure 4b, we simulated
the synchronous dependences of the roughness-induced optical propagation loss coefficient on both
the correlation length Lc and the rib width Wr(2d) of the waveguide, as shown in Figure 5.

The most impressive finding from Figure 5 was that once the SWR values were given, the correlation
length Lc had the most dominant impact, and the waveguide width 2d had the nonignorable impact
upon the roughness-induced OPL in addition to the SWR itself. Accordingly, based on the optimal
states of both the SWR and geometrical configuration of a waveguide, to significantly increase the
correlation length Lc of the waveguide was the most effective metrology to completely solving the OPL
of SOI waveguides. However, the Lc is a function pertaining to the SWR and the dimension of the
waveguide [8].

115



Coatings 2020, 10, 236

Figure 5. Simulations for the dependences of optical loss of SOI waveguide on both the correlation
length and the waveguide width apart from SWR itself of the TE-mode of the waveguide.

4.2. Experimental Measurements for the Optical Propagation Loss of an SOI Waveguide

Among the methods for measuring the OPL of waveguides, the Fabry–Perot (F-P) resonance
method is the most appropriate approach when the SOI waveguide chip has a length of around
1 cm due to the ultrahigh fiber-waveguide but coupling loss [18]. With this method, the two ends
of the waveguide were polished to form an optical F-P cavity for an optical signal launched into
the waveguide. When the optical length of the cavity was continuously changed with either the
refractive index of the waveguide material or the wavelength of the optical signal, the optical intensity
transmission coefficient of resonance output of the cavity would present a form of the periodic wave.
In this method, if the wavelength λ, the waveguide length lWG, and the intensity reflection coefficient
Rend of two waveguide ends were given, the resonance output intensity of the waveguide cavity
was defined by Feuchter and Thirstrup in 1994 [19]. Then, with the special transmittance values,
Tmax and Tmin, its optical propagation loss α coefficient was obtained. In the experiments, we uniformly
changed the refractive index of an SOI waveguide by heating the waveguide with a length of 8.5 mm,
then the optical resonant output curve with the temperature was obtained, as shown in Figure 6, and,
consequently, the optical propagation loss of α = ∼ 3.1 dB/cm was reached. In the SWR measurement
and prediction of the SWR-caused OPL, this result was very agreeable with the numerical simulation
results, shown in Figures 4 and 5, in which the average 20.33 nm anisotropic SWR based on the CLSM
measurements were exploited and the OPL distributions of 3.0–3.5 dB/cm that were obtained with
the 3-D construction in Figure 4b. From the view of the fabrication of SOI waveguides, the OPL of
3.1 dB/cm was relatively lower than the value of 3.6 ± 0.1 dB/cm, published in 2002 [20], and relatively
higher than the value of around 1.4 dB/cm, published in 2016 [21]. So, the ICP fabrication of the
waveguide samples employed in this work still needs to be improved.

Figure 6. Measurement output curve of Fabry–Perot (F-P) resonance of the SOI waveguide vs. temperature.
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5. Conclusions

In this work, the analyses for the ion etching-based SWR of a rectangular dielectric waveguide
led to the categorization of the horizontal and vertical components, and the P-V definition of type
surface roughness of CLSM measurements also showed the ability to scan the etched surface at the
two directions. Then, the possible different contributions of two components to OPL of waveguide
could be imaged and reconstructed as the measurement results. Therefore, with the accurate measured
values of the SWR and the theoretical/experimental combinative model, the accurate OPL coefficient
was composed, and the important simulation results of the SWR-caused optical loss were found with
this model. Therefore, the conclusions obtained in this article are very sustainable in considering
the ensemble effect of SWR and the SOI waveguide structure in the research and development of
high-quality industrial devices and systems. As an additional conclusion from this work, the upper
limit of the correlation length was calculated to be 130 nm, and in any similar work in the future,
this parameter is necessary to be discussed. With the above simulation results and conclusions,
the coating works of silicon dioxide films of both the BOX layer and the upper cladding layer could be
specifically designed to compress the optical loss.
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