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Preface to ”Power Converter of Electric Machines,

Renewable Energy Systems, and Transportation”

Nowadays, energy is becoming more electrical in each field of engineering application, thus

power converters have assumed an increasingly relevant role for electric machines, renewable energy

and transportation systems. The converters’ design and control are critical, as they are evolving

into an essential component to interface and integrate different power systems. In this evolution,

power converters’ topology and technology play an enabling role in the advancement of electrical

machines performances, renewable energy integration and emerging transport applications. The use

of reliable and efficient electric machines is crucial in allowing the higher penetration of renewable

energy in electrical systems, as well as in the ongoing change transport sector. Moreover, energy

storage systems can be the way towards higher system flexibility and reliability. Consequently, it is

necessary to develop innovative systems “devoted” to the specific application under study. Indeed, in

recent years, research has been very active in working to improve each electric subsystem to achieve

advantages in terms of system performances, robustness, easy installation, and maintenance. It is

necessary to continue on this path in order to obtain significant technological advances.

Adolfo Dannier, Gianluca Brando, Marino Coppola

Editors
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Abstract: At present, renewable energies represent 25% of the global power generation capacity.
The increase in clean energy facilities is mainly due to the high levels of pollution generated by the
burning of fossil fuels to satisfy the growing electricity demand. The global capacity of generating
electricity from solar energy has experienced a significant increase, reaching 505 GW in 2018. Today,
multilevel inverters are used in PV systems to convert direct current into alternating current. However,
the use of multilevel inverters in renewable energies applications presents different challenges;
for example, grid-connected systems use a transformer to avoid the presence of leakage currents.
The grid-connected systems must meet at least two international standards analyzed in this work:
VDE 0126-1-1 and VDE-AR-N 4105, which establish a maximum leakage current of 300 mA and
harmonic distortion maximum of 5%. Previously, DC/AC converters have been studied in different
industrial applications. The state-of-the-art presented in the work is due to the growing need for a
greater use of clean energy and the use of inverters as an interface between these technologies and the
grid. Also, the paper presents a comparative analysis of the main multilevel inverter voltage-source
topologies used in transformerless PV systems. In each scheme, the advantages and disadvantages
are presented, as well as the main challenges. In addition, current trends in grid-connected systems
using these schemes are discussed. Finally, a comparative table based on input voltage, switching
frequency, output levels, control strategy used, efficiency, and leakage current is shown.

Keywords: DC/AC converter; voltage-source; multilevel inverter; PV systems; neutral point clamped
inverter; flying capacitor inverter; cascaded inverter; renewable energy systems

1. Introduction

In the 21st century, Renewable Energy Sources (RES) have acquired an unprecedented role [1].
Governments are increasingly betting on clean energy to comply with international agreements.
For example, India seeks the installation of 40,000 MW electricity generation capacity from renewable
energy sources by 2022. In Argentina, one of the largest solar plants in Latin America is being built,
the project will provide the grid 300 MW of power [2]. The main RES are: hydraulic, wind and solar.
In 2018, solar energy experienced an increase of 103.2 GW in global electricity production capacity over
the previous year, for a total of 505 GW. However, electrical capacity from hydraulic and wind power
only increased by 20 GW and 51.3 GW, respectively. A detailed description of the current status of RES
is presented in [3]. The greater use of Photovoltaic (PV) systems is, essentially, due to the decrease
in cell production costs, which means that the return on investment occurs in less time. At present,
solar energy is consolidated as a competitive option for both the industrial and residential sectors [4].
Figure 1 shows the increase in electrical production per year of the main clean sources.

Energies 2020, 13, 3261; doi:10.3390/en13123261 www.mdpi.com/journal/energies1
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Figure 1. Annual increase in electricity generation capacity from RES by technology.

The advance in PV systems worldwide has caused a reduction in the cost of investments to
generate electricity by this means. Gatta et al. in [5] analyze the replacement of diesel generators by
hybrid RES plants in Italy, where 500 kWp (Peak Power) PV power plant and a 1000 kW/500 kWh
lithium-ion Battery Energy Storage System (BESS) were installed. However, to achieve widespread
use of PV systems worldwide, this technology must be competitive in terms of cost compared to
conventional methods. Certain estimates assure that the price of PV systems will decrease from USD
0.18/kWh in 2016 to USD 0.05/kWh in 2030 [6]. This price actually contrasts with an average of USD
0.12/kWh for conventional energy sources.

Currently, the integration of BESS and PV systems has been efficiently achieved in certain
applications. The authors in [7] present a traction system based on obtaining solar energy stored in a
BESS. The research proposes a solution based on PV for one of the most polluting sectors in the world.
However, it is important to mention that the energy obtained from other RES is currently expanding.
Wind farms are an alternative to the absence of sunlight at night. In this regard, the research [8] offers
a broad panorama of this technology use.

The efficiency and lifetime of the system are two aspects that directly affect the reduction of costs.
Currently, there is a trend to oversize the PV array; thus, the nominal power of the array is greater than
the nominal inverter power [9,10] and the converter gets more energy in the same period. The system
as a whole will capture more energy during production periods. It is possible to oversize the panels
considering that the price decreases approximately 13% [11] each year; therefore, the cost of a greater
PV string will be compensated with the energy captured.

The inverters are: Current-Source Inverter (CSI), Voltage-Source Inverter (VSI), or
Impedance-Source Inverter (ZSI) [12]. The VSI and CSI differ in the type of input element (capacitor or
inductor) [13]. The use of the inverters cover a wide range of applications, from power supplies to
high-power industrial applications, certain examples are found in the literature [14–18]. The DC/AC
converters are also employed as intermediate stage between RES and the grid since they transform the
Direct Current (DC) into Alternating Current (AC).

Sahan et al. in [19] present a comparative study between VSI and CSI. Other classifications are
line-switched or auto-switched; inverters for autonomous systems or inverters for grid-connected
systems and single-phase (<5 kW) or three-phase (>5 kW). Traditional DC/AC converters, also called
conventional inverters, are limited to only two output levels and require specific characteristics to
achieve an adequate signal. For example, the two-level H-bridge topology uses a high-switching

2
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frequency to obtain low harmonic distortion at the output [20]. The main disadvantages of traditional
topologies are shown in Table 1.

Table 1. Main conventional inverters limitations.

Parameters Description

High-switching frequency
Require fast switching and stray inductance should be minimized with
the proper circuit.

High dv/dt
The energy injected into the load must be a sinusoidal signal. When
intermediate energy levels are not used, the load must support high
dv/dt stress.

Power loss The fast switching causes a temperature increase in the semiconductor
devices, which requires an adequate heat dissipation system.

Electromagnetic Interference (EMI) Electromagnetic interference problems increase with the switching
frequency of semiconductors.

Multilevel topology has emerged to remove the limitations of traditional DC/AC converters.
The main multilevel voltage-source schemes are: Neutral Point Clamped (NPC) [21], Flying Capacitor
(FC) [22] and Cascaded (CMLI) [23], although other topologies are also used to a lesser extent, such as
Hexagram [24] and Hybrid [25]. The main difference between conventional topologies and multilevel
inverters is the number of output levels, while traditional converters have only two levels of power at
their output, multilevel inverters deliver more than two levels.

The development of multilevel inverters evolves together with the different control strategies.
Nowadays, Model Predictive Control (MPC) is commonly used in the control area of these
converters [26]. Its effectiveness has been proved in various power converter topologies [27].
Conventional control techniques such as Proportional-Integral (PI) [28] or Proportional-Resonant
(PR) controller [29,30] are also used. However, the control strategy depends on the topology and
the application.

Although inverters have been previously studied in industrial applications [31], the use of these
converters in RES is a subject that presents its own challenges, trends and problems. Precisely, due to
the current need for a greater use of RES and inverters as an interface for the injection of energy into
the grid, the current state-of-the-art research on multilevel inverters in these applications is presented.
The paper addresses NPC, FC, and CMLI topologies and focuses on establishing benchmarks, including
the latest research on the topologies mentioned. Figure 2 shows an inverter classification scheme
and highlights the topologies that are addressed in the work. The comparative analysis is performed
taking into account several aspects of importance in PV inverters such as: number of elements and
power supplies, leakage current, fault tolerance capacity, compliance with international standards and
the complexity of the control and modulation strategy developed. Therefore, the work presents the
following contributions:

• Presents an overview of the current integration of RES with energy injection systems to the grid.
• Provides an evaluation and comparison between three voltage-source multilevel

inverter topologies.
• Discusses about the modulation strategy in NPC inverters.
• Presents future trends and research opportunities to contribute to the field.
• Presents the challenges and issues concerning the interconnection between the inverters and

the grid.
• Summarizes more than 20 inverter application works in PV systems.

The work is structured as follows: In Section 2, the basic concepts of multilevel inverters,
the advantages of their use, as well as main standards of grid-connected systems are presented.

3
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Section 3 shows the NPC topology, highlighting the different modulation strategies used for the correct
balance of the input capacitors. Similarly, FC-based topology is addressed in Section 4. Section 5 present
the scheme based on cascade inverters, addressing the issues of fault tolerance. Finally, Section 6
presents a summary table of the most recent works reported in the literature, allowing comparison
points based on the type of converter, input voltage, switching frequency, control strategy, efficiency
and leakage current. A list of the acronyms used in this paper is presented at the end of the document.

Figure 2. Multilevel inverters classification presented in [32].

2. Multilevel Voltage-Source Inverters

The multilevel inverter generate various levels of voltage or current at the output and obtain their
energy from different DC sources, to deliver it with the use of lower-rated switches. In general,
the power is obtained from capacitors, batteries, or other conventional storage, including RE
sources [18]. Different MLI topologies have been studied [33–35]. Figure 3 present a comparison
between the output signal of traditional inverters and MLI. It is observed that the MLI shows a more
sinusoidal waveform that traditional two level inverters, which allows obtaining the characteristics
presented in Table 2.

(a)

(b)

Figure 3. Output comparison: (a) Traditional inverters, (b) Multilevel inverters.
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Table 2. Main multilevel inverters advantages.

Parameters Description

Low-switching frequency The switching frequency is lower, since generally more switches are used
to generate the scaled output levels.

Low dv/dt of output voltages
The voltage stress is lower in each switch since the output levels are
distributed among a greater number of semiconductors, thus obtaining a
lower dv/dt of output voltage.

Structure
Modular structure that allows increasing the number of input sources
and output power.

Power
High-output power without increasing the rating of the
topology switches.

Total Harmonic Distortion (THD) Low THD due to a more sinusoidal signal.

Reduced losses Switching and conduction losses are low.

Fault tolerant operation Using an adequate control strategy and state redundancy.

The development of MLI has been marked by the progress of semiconductor materials technology
(IGBT, MOSFET, etc.) and the evident evolution of digital processors (microprocessors, DSP and FPGA).
In this sense, in [36], an interesting investigation is presented, and the most important conclusion
could be that the use of 4H-SiC constitutes one of the most important aspects that enabled the
current development of power converters. Hence, the multilevel inverters are rapidly emerging as a
promising alternative in photovoltaic systems for high-power/medium-voltage DC/AC conversion.
Within multilevel inverters, the Multilevel Voltage-Source Inverter (MVSI) inverter has got attention
for a better quality power supply. In MVSI, the amplitude of the output voltage generally is less
than the input, in these cases, the inverter behaves as a buck converter. Therefore, an intermediate
boost stage is generally required since, in RES applications, the panel voltage is low. Nevertheless, by
including this stage, the complexity of the system control increases, and the efficiency decreases.

There is a close compromise between THD, inverter output levels and filter size. When the levels
increases, THD and filter size decrease, but a higher number of components is required. Nowadays,
an important challenge is to design schemes with a reduced number of components. Authors in [37]
introduce a novel topology, which seeks to reduce the number of switches as shown in Figure 4.
This scheme has three power supplies and ten semiconductors to deliver fifteen output levels.

Figure 4. Multilevel topology proposed in [37].

5
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The authors propose that the maximum output voltage by using this configuration is:

Vo,max = Vdc + 2Vdc = 7Vdc (1)

where: Vdc is the input power supply and Vo,max is the output voltage in the load.
The document presented in [38] summarizes the main schemes that make it possible to reduce

the number of elements. The work concludes that the reduction of components causes the use of
more expensive devices, by raising the voltage rating of semiconductor circuit breakers. Other aspects,
such as the increase in the number of energy sources and more complex control schemes are
also pointed out. The above approach shows the compromise that exists between the number of
energy levels that the converter delivers and the complexity of its control, presenting a proportional
relationship between both variables [39].

The grid-connected PV systems must comply with certain standards such as VDE 0126-1-1, which
regulates the maximum allowed of leakage current in the system. Leakage current flows when the
terminals have high-frequency voltage transitions.This systems generally use transformers to ensure
the isolation of the PV system. Hence, it is avoided the appearance of leakage current between the stray
capacitances of the panel and the grid [40], causing EMI problems, increased harmonic distortion and
possible damage to health. The use of an isolation stage transformer increases as the weight, cost and
volume of the system. In addition, this element causes losses in efficiency of around 3%. The newer
topologies seek to eliminate this element. The main advantages are higher efficiency, adequate power
density, and lower cost [41]. Also, the performance of the control would be affected according to the
winding settings [42]. For this reason, transformerless PV inverters capture the interest of the scientific
community [43].

The European Network Code “Requirements for Generators” or VDE-AR-N 4105 is aimed at
low voltage systems. The code establishes the grid connection standards for generation systems in
Germany. The main parameters to monitor are the capabilities for frequency stabilization and the
provision of reactive power. A comparative summary of the aforementioned standards is presented
in Table 3. In [44], the principal regulations that the grid-connected systems must comply with are
summarized.

Table 3. German code VDE comparison [45].

Parameters VDE 0126-1-1 VDE-AR-N 4105

Leakage current

RMS Value
The use of the leakage current protection devices
is inevitable. The standard IEC 60755 defines
the detail requirements for the leakage current
protection devices.

i > 300 mA

Δi > 30 mA

Δi > 60 mA

Δi > 150 mA

Grid
frequency
monitor

50.2 < f < 51.5
Disconnected
from the grid
within 0.2 s

Adjustable generation systems must reduce (for f
increase) or increase (for f decrease) the Active Power
(PM) generated instantaneously with a gradient of 40%
of PM by Hertz

f > 51.5 or f < 47.5 Disconnected from the grid within 0.2 s

Active power None
The generation systems (>100 kW) could reduce
their active power to set point provided by the
network operator.

Reactive power None
The generation systems should output required
reactive power in accordance with the characteristic
curve provided by the network operator.

6
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3. Neutral Point Clamped Based Topologies

In NPC inverters, multiple DC sources are generated by dividing the input bus voltage using a
capacitors bank as shown in Figure 5a. The topology is recognized as one of the most popular schemes
among MLI [46]. Table 4 shows the allowed, potentially destructive, and destructive switching patterns
that could be implemented in the basic structure of the Three-Level NPC (3L-NPC) inverters. The NPC
converters are mainly employed in high and medium-power range [47,48]. This DC/AC converter
have low dv/dt, low THD [49] and can remove common-mode current making it attractive for PV
applications [50]. There are certain high-power applications in which NPC inverters allow a higher
DC-link voltage and also avoid the series connection of semiconductors in the same branch [51].
This devices have a large number of clamping diodes, unbalance problems in the DC-bus capacitors
and a non-uniform distribution of losses in the switches. In standard operating conditions the values of
the capacitors must have a value similar voltage. In [52], a new PWM modulation strategy is proposed
to control the output voltage and balance the DC bus capacitors for converters.

An alternative to the traditional NPC topology is the Active-NPC (ANPC) scheme. This variant
arises to eliminate the previously mentioned disadvantages. In ANPC design, instead of using
clamping diodes, bidirectional semiconductors are used, as shown in Figure 5b. In both schemes
(NPC and ANPC), it is possible to reduce the leakage current by connecting the middle point of the
DC-bus to the grid ground. In this way, the value of DC+ or DC− will depend on the sign of the
output current. Therefore, the stray capacitance voltage remains constant and no leakage current arises.
The conduction losses can be reduced by using different paths in the zero state. Currently, certain
modifications of the traditional PWM have been implemented in ANPC topologies to achieve correct
operation of the inverter, reducing conduction losses and achieving a correct balance of the capacitors.

(a) (b)

Figure 5. Comparison of basic configurations: (a) 3L-NPC and (b) 3L-ANPC.

Table 4. Switching states 3L-NPC.

Switches Allowed
Potentially
Destructive

Destructive

S1 0 0 0 1 0 0 1 0 1 1 0 1 1 1 0 1

S2 0 1 0 1 1 0 0 0 0 0 1 1 1 0 1 1

S3 0 0 1 0 1 1 0 0 0 1 0 1 0 1 1 1

S4 0 0 0 0 0 1 0 1 1 0 1 0 1 1 1 1

The techniques for eliminating the leakage current in PV inverters are grouped into two categories.
The first introduces one switch to isolate the grid from the panels in freewheeling times. The second
category maintains a neutral connection from the grid to the midpoint of the input capacitors and

7
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ensures low-voltage variations. Considering an NPC inverter, the common-mode voltage is defined
from Equation (2). From the mathematical point of view the reduction of the leakage current is
achieved when there is no variation in the terms Vcm−dm and Vcm. Figure 6 shows a simplified electrical
diagram, where the influence of the above terms in the emergence of leakage current is observed.

Vcm =
V1n − V2n

2
(2)

Vdm = V1n − V2n (3)

where: the common voltage and the differential voltage are defined as Vcm and Vdm, the voltage at the
inverter output at (1) and (2) with respect to the neutral point (n) is defined as V1n and V2n respectively.

By considering Equations (2) and (3), V1n and V2n can be presented as:

V1n =
Vcm + Vdm

2
(4)

V2n =
Vcm − Vdm

2
(5)

Vcm−dm = −Vdm
2

(6)

where: the relationship between the common mode and the differential mode is determined by Vcm−dm.

Figure 6. Common-mode represented based on simplified electrical circuit diagram.

The control strategy in this type of converter is divided into current loop based controllers and
Direct Power Control (DPC). A good dynamic inverter response as well as a simple control scheme are
two characteristics present in the DPC technique. The main disadvantage of this control strategy is
the presence of a variable-switching frequency. Today this technique is combined with others such
as Space Vector Modulation (SVM) [53,54] and MPC to achieve a fixed-switching frequency [55–58].
Control schemes should also include an appropriate modulation strategy, with particular emphasis
on capacitor balancing. In this way, safe operation of the switches is achieved, avoiding over-voltage
conditions. Table 5 summarizes the works on the modulation techniques for NPC inverters. There are
three factors that must be considered for the selection of the modulation strategy [59]:

• The redundant switching states.
• The direction of the output current.
• The influence on the instantaneous value of the capacitors.
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Table 5. Summary of recent works on modulation strategies in NPC inverters.

Ref./Year Modulation Strategy Contribution to the Field

[54]/2019 SVPWM
The authors present a modulation strategy (SVPWM) for 3L-NPC
buck-boost inverters, which can be used with impedance sources.

[60]/2019 SPWM/DPWM
This article proposes an adaptive modulation technique for multilevel
inverters. This strategy adjusts its switching states to provide a seamless
transition from SPWM to DPWM and vice versa.

[61]/2019 DPWM
The proposed modulation scheme mitigates the imbalance in the
capacitor voltages even during transients.

[62]/2019 PWM
The work proposes a optimized PWM highlighting its convergence ability
for each operating condition.

[63]/2019 DPWM
The paper exposes a novel pulse sequence DPWM to reduce the switching
losses of semiconductor devices, in addition, it controls the neutral
point voltage.

[64]/2020 DPWM
A modulation strategy is proposed to optimize four types of DPWM.
Optimization is performed according to the modified spatial vector.

[65]/2020 SPWM
This article analyzes the implementation of a MSCMM-SPWM to make
easier the use of grid-connected inverters.

[66]/2020 PWM

A technique that ensures the stability and efficiency of the system
is proposed. The strategy can select different modulation methods:
unipolar, dipolar or partial-dipolar. The selection will correspond to
the fundamental frequency and the inverter output current.

[67]/2020 PWM The novelty of the work lies in the proposal of a method to reduce CMV
and THD from 3L-NPC schemes.

Most of the methods [68] that reduce the common-mode base their principle on selecting the
vectors corresponding to Common-Mode Voltage (CMV) lower or zero without considering the
oscillation of the neutral point voltage. In [69], a novel virtual SVM where a zero NP current average
and a low CMV in one control cycle is achieved. Martinez et al. in [70], present a comparative analysis
on different modulation techniques used in PV inverters. The results of the work throw certain
conclusions that are interesting:

• Phase Shifted-Pulse Width Modulation (PS-PWM) is a suitable solution for power filters,
controlled rectifiers, etc., but this technique is not recommended for transformerless inverter
applications.

• Two-Sectors Hybrid-PWM (2SH-PWM) is easy to implement, reduces leakage ground current
and is more efficient than 3L-PWM.

• Six-Sectors Hybrid PWM (6SH-PWM) is capable of halving leakage ground current spikes
compared to 2SH-PWM.

• Three-Level PWM (3L-PWM), the 2SH-PWM, and the 6SH-PWM are three modulation strategies
that achieve the correct operation of the transformerless grid-connected systems.

An analysis of the lifetime of inverters for photovoltaic applications is carried out in [71], where
an NPC based topology and a T-type inverter are compared. The authors conclude that inverters
based on the NPC topology have a longer lifetime than T-type inverters. This conclusion exposes
the durability and the use of this type of inverter in RES applications [72,73]. In this sense, authors
in [74] summarize a group of inverter topologies used in RE applications, highlighting the presence
of a low leakage current in each of them. Ma et al. in [72] propose a new PWM strategy for ANPC
topologies, the scheme is illustrated in Figure 7. The cited work present a modulation strategy based
on an adjustable losses distribution that offers excellent performance and an increase the efficiency of
the topology of the 97%. The switching pattern is presented in Table 6.
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Figure 7. ANPC Half Bridge proposed in [72].

Table 6. Switches states of adjustable losses distribution of ANPC Half-Bridge inverter proposed
in [72].

Output Voltage S1 S2 S3 S4 S5 S6

Positive 1 1 0 0 0 1

0+In 1 0 1 0 0 1

0+Out 0 1 1 0 0 1

0+ 0 0 1 0 0 1

0− 0 1 0 0 1 0

0−Out 0 1 1 0 1 0

0−In 0 1 1 1 1 0

Negative 0 0 1 1 1 0

Wang et al. in [75] propose a grid-connected 6S-5L-ANPC inverter. The topology reduces the
number of switches since eight switches are generally used. This advantage reduces conduction and
switching losses. An important comparison with traditional ANPC topologies considering the stress
of semiconductor devices, the switching frequency, the switching losses, the conduction losses and the
system volume is presented. In PV applications, special attention should be paid to THD. Therefore,
the authors select the phase disposition PWM scheme as modulation strategy. This method directly
affects the balance of flying capacitors. The proposal achieves a correct balance of the capacitors, also
using a selection method to limit its voltage ripple. Figure 8 present the aforementioned topology and
Table 7 shows the switching states of the inverter. In total, there are eight possible states. One of the
most important results is a THD of 1.6%. The authors also present the equations for sizing capacitors in
active and reactive power conditions. Equation (7) establishes the capacitor value under the condition
of unit power factor and Equation (8) under reactive power condition.

Cf c =
Ipk

2ΔVf c fs M
(7)

Cf c =
∑N

n=1 ΔQ f c

ΔVf c
=

2MIpk

ΔVf c fs

ϕ fs
2π fLine

∑
n=1

sin2(n
fLine

fs
)2π (8)
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where: fLine represents the line, fs is the switching frequency frequency, Ipk is the peak value of the
output, ΔVf c is the voltage drop, ΔQ f c is the electric charge, the modulation index is defined as M and
N is the number of switching cycles.

Figure 8. Proposed ANPC inverter topology in [75].

Table 7. Operation modes of the proposed topology in [75].

Active Switch State Flying Capacitor Cf c

No T1 T2 T3 T4 T5 T6 Vout iout > 0 iout < 0

A 1 1 0 0 0 1 +2 - -

B 1 0 1 0 0 1 +1 Charge Discharge

C 0 1 0 0 0 1 +1 Discharge Charge

D 0 0 1 0 0 1 +0 - -

E 0 1 0 0 1 0 −0 - -

F 0 0 1 0 1 0 −1 Charge Discharge

G 0 1 0 1 1 0 −1 Discharge Charge

H 0 0 1 1 1 0 −2 - -

4. Flying Capacitor Based Topologies

The FC concept was first introduced in 1992; this type of inverter uses different capacitors to
deliver various levels of power at the converter output [76]. The topology benefits include attractive
properties in different power ranges, however they are more suitable for medium-voltage applications.
Another advantage of topology is the possibility of using natural self-balancing. Furthermore, it has
an equitable distribution of voltage stress between switches [77]. Also, as in the case of NPC, a single
source can be used to generate multiple voltage levels.In commercial applications, the use of FC with
more than three output levels are more common than the NPC alternative [78]. The presented topology
is generally not used in PV applications. The scheme is more suitable for use in electric vehicles.
However, it was decided to include it in work, since it is part of the most widely used voltage-source
topologies. Figure 9 illustrates a Five-Level FC (5L-FC) inverter and Table 8 the operation modes
are shown.
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Figure 9. Basic configuration of 5-level inverter based on FC.

Table 8. 5L-FC operation modes.

Output Voltage S4a S3a S2a S1a S1b S2b S3b S4b

VDC/2 1 1 1 1 0 0 0 0

VDC/4 1 1 1 0 1 0 0 0

0 1 1 0 1 1 1 0 0

−VDC/4 1 0 0 1 1 1 1 0

−VDC/2 0 0 0 0 1 1 1 1

Despite the advantages mentioned, FC inverters have certain limitations that are addressed in
current works. For example, capacitor banks reduce the life of the system, and sometimes the balance
of floating capacitors can be complex [79]. The problem of capacitor voltage balance is the main
limitation of the use of the FC topology. Consequently, the scheme has not been generally used in PV
applications. In the last decade, investigations related have been reported, for example, in [80], using
a DA-DB duty cycle mismatch measurement between two groups of Three-Level Flying Capacitor
(3L-FC) topology switches to control the system without any additional detection. Table 9 summarizes
several works between the years 2015–2019.

Table 9. Recent work on voltage balancing in FC.

Ref./Year Vin/Pin Output Level Balancing Method

[81]/2015 100 V 5 Phase-Disposition Pulse Width Modulation (PD-PWM)

[82]/2017 600 V 5 Logic-Form Equations

[83]/2019 120 V 3 Proportional-Integral

[84]/2019 200 V 4 Valley Current Detection

[85]/2019 100 V 3 Time-Domain Power Averaging-Based Approach

In [86] a novel converter is proposed, which has certain advantages, for example, reduced voltage
stress on semiconductors, a wide voltage gain and a common grounded scheme. These characteristics
can be commonly found in this type of inverter, however, FC-based converters are not generally
used in RES, since they require a large number of input capacitors that increase the complexity of the
techniques for balancing them [87].
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THD is reduced with more energy levels at the inverter output. In the case of FC, requires a
large number of capacitors. A derivation of this configuration has been presented in [88], where
cross-connecting capacitors have achieved a higher voltage level at the output through additional
switches.Another of the biggest challenges in this topology is to provide the necessary energy to
activate the large number of switches that the scheme has. Ye et al. in [89] present the comparison of
five methods that reduce space and increase the efficiency of gate drive power supply circuits. Also,
the operation of a multilevel FC inverter where an additional circuit is provided to avoid the defective
cell, if it exists, is presented in [90]. However, in this topology, the elements have to be oversized to
operate at full-power level when the failure of one of the cells is detected.

The FC design must have several considerations. Various design methodologies are found in the
bibliography. For example, authors in [91] propose a methodology based on harmonic representation
of the switching functions. The advantage of the proposed methodology lies in the possibility of
being extrapolated to any FC-based scheme. Currently the uses of the treated scheme are very varied.
There are certain applications in which a DC-bus is used due to voltage variations. Large capacitors
are connected in parallel to the bus to avoid such voltage variations. Some of this applications are
back-to-back converters, Power Factor Compensators (PFC), and uninterruptible power supply. The FC
topology is chosen as the infinite virtual capacitor converter, which is a nonlinear capacitor where the
voltage dependence of the load has a flat region and the voltage remains constant [92].

5. Cascaded Based Topologies

The CMLI integrates multiple H-bridge schemes to generate a multilevel voltage [93]. The scheme
has certain advantages compared to NPC and FC topologies, for example, they do not employ clamping
diodes, in addition, a greater number of energy sources making it more suitable for specific applications
such as electric vehicle [94] and PV applications [95]. Another advantage of the CMLI scheme is that,
if any device fails in the bridge, the converter will continue to operate although it will deliver less
energy. Therefore, this configuration is, to some extent, fault-tolerant. Also, its modularity and smaller
filter size make it more attractive for high and medium-power PV applications. Figure 10 present
a basic configuration of the CMLI topology, and Table 10 shows the switching pattern for the five
output levels.

Figure 10. 5L-CMLI basic configuration.
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Table 10. 5L-CMLI switching table.

Output Voltage S1 S2 S3 S4 S5 S6 S7 S8

2VDC 1 1 0 0 1 1 0 0

VDC 1 1 0 0 0 1 0 1

0 0 1 0 1 0 1 0 1

−VDC 0 0 1 1 0 1 0 1

−2VDC 0 0 1 1 0 0 1 1

Despite the aforementioned advantages, the topology has certain limitations. The main
disadvantage is the use of isolated DC sources for each H-bridge. This problem was solved in
the FC and NPC topology, but the voltage adjustment of the capacitors is complex [96]. Also, during
partial shading the energy captured by the system is reduced. In certain investigations have presented
various studies about the partial shading of PV modules, but most of the schemes are complex designs
that generally cause a decrease in the efficiency of the system and an increase in the cost of the
inverter [97,98].

The selection of the controller in CMLI depends on the topology and the application.
Each controller has favorable characteristics in certain systems, ranging from less complexity to
a desired dynamic response. Various types of controllers are used with the scheme discussed. The
most widely used are PR controller and PI. When used LC or LCL filters using traditional controllers
such as PI is not appropriate because it does not completely eliminate the steady state error [99].
Control systems that employ proportional-resonant controllers eliminate steady-state error. These
controllers provide infinite gain in resonance frequency. Equation (9) defines the ideal PR control. In
[100] a new technique to synchronize MLI with the grid using PR controller is shown. In the presented
design, the control scheme has a lower error between the real power and the reference compared to
the PI controller.

G(S) = kP +
kiS

S2 + w2
o

(9)

where: wo is the fundamental frequency (grid frequency), kp and ki represent proportional and resonant
gains respectively.

Grid-connected systems can be classified according to the Maximum Power Point Tracking (MPPT)
method used. The two classifications are centralized or distributed. The distributed technique reports
better efficiency in the literature, but is more complex and has a larger volume than the centralized
MPPT methods [101]. In the case of cascade inverters, the implementation of a distributed method
requires a large number of sensors and considerably increases the cost of the system. Figure 11
illustrates the most common architectures in the distributed MPPT method. In micro-inverters of the
Figure 11a, the energy generated by the different modules is injected directly into the grid. In front-end
DC optimizers presented in Figure 11b, the converters perform the MPPT separately. Its output is
connected in series; thus, the power that is injected into the grid is the sum of each module. If a
module has low efficiency, it does not affect the rest of the converters, since each module provides its
power separately.

Authors in [102] present a low cost and straightforward distributed MPPT method for energy
optimizers in CMLI-based photovoltaic systems using front-end DC optimizers. In [103] a simplified
feedforward distributed MPPT method for grid-connected CMLI is presented. The authors use the
method as a “... superior solution for PV system grid integration due to its simple implementation,
signal stage power conversion, no added complexity with increasing the number of connected modules,
and it eliminates the need for individual control loop for each module...” It is important to mention
that most conventional techniques do not achieve a distributed MPPT, which decreases the efficiency
of the system. Goetz et al. in [104] propose a modular Double Cascading H-bridge (CHB2) topology.
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The scheme reduces the output of the inverter filter and achieves a fast dynamic response. The MPPT
is carried out in each module, which incorporates a battery for energy storage. The use of batteries in
PV applications is avoided since these elements are highly polluting, then they break with the concept
of clean energy. One of the essential advantages of the topology is the possibility of being extended to
CHB2 circuits in general.

(a) (b)

Figure 11. Distributed MPPT architectures: (a) micro-inverters and (b) front-end DC optimizers.

A brief bibliographic review shows the use of topology as a fault-tolerance scheme. In photovoltaic
applications, faults distort the output voltage, degrading the power supplied. A fault diagnosis scheme
must detect the problem in the shortest possible time to avoid serious failures in the system, and each
design requires its strategy. A common problem is considering that the system is in open circuit to
monitor its status [105]. Shao et al. in [106], present a technique for detecting faults using Sliding Mode
Observer (SMO) able to locate the fault element in the system. The authors in [107] present a detailed
review of various faults in photovoltaic systems. The work identifies the main faults as line-line, earth,
arc, shadow and others, and proposes its protection strategy. Various strategies are employed for fault
detection in PV systems, using standard protection devices or offline/real-time testing of PV systems.
Table 11 shows a summary of typical failure cases and respective protection/detection devices.

Table 11. Typical fault occurrences and respective protection/detection devices present in [107].

Fault Severity Occurrence Protection Devices

Single ground faults High Common GFDI, RCD, IMD

Double ground faults Very high Rare GFDI, OCPD, RCD, IMD

Line-line faults High Common OCPD

Series arc faults Very high Rare AFCI, AFD

Parallel arc faults Very high Rare Not Available

Temporary shading Low Frequent Not Available

Permanent shading High Frequent Not Available

Open circuit faults Low Rare ECM, Line Checker

Note: Over Current Protection Devices (OCPDs), Ground Fault Detection and Interruption (GFDI)
fuses/Ground Fault Protection Devices (GFPDs), Arc Fault Circuit Interrupters (AFCIs), Residual Current
Monitoring Device (RCD), Insulation Monitoring Device (IMD), Earth Capacitance Measurement (ECM).

Currently, there is a trend towards the combined use of PV energy and batteries as a storage
medium and certain studies analyze its feasibility. For example, authors in [108] conducts extensive
research concluded in 2019, in Finland. The work considers the profitability of BESS investments
between the years 2018 and 2035. The authors conclude that, these systems would not be profitable for
RES applications at present, although a decrease in costs is estimated from 1270 to 1370 euros/kWh

15



Energies 2020, 13, 3261

in 2018 to 830–930 euros/kWh in 2035. However, sometimes an uninterrupted flow of energy is
required and the use of batteries is essential due to PV power intermittent nature. The BESS output is
controllable and the system can be treated as a controllable load [109].

The grid-connected schemes in this typology, as in the previous ones, still have certain challenges.
Decreasing the leakage current in transformerless systems is one of the main aspects to consider. In this
regard, some research has been carried out, such as [110]. In this work an analysis of the behavior
of the leakage current of the different modes of operation of the basic structure CMLI is presented.
The analysis considers the common-mode inductor in each switching state and can be simpler if
pole voltages are used. Also, the authors propose two schemes of suppression of the leakage current.
The first solution uses low-capacitance common-mode capacitors and stray capacitors as part of the
output filter. It is included that this solution is suitable for inverters operated at high-frequencies.
Solution two is appropriate when the converter uses a switching frequency of less than 1.5 kHz.

Sonti et al. in [111] present a PWM technique to eliminate or reduce leakage current in CMLI-based
schemes. The work integrates the applied MPPT and PWM algorithm. In this way, it is possible
to reduce the high-frequency transitions of voltage and the CMV. Figure 12 shows the proposed
architecture and Table 12 present the switching states. The switches Sw4, Sw5 and Sw6, Sw7 operate in a
complementary way. Hence, there are three pairs of switches [Sw1, Sw2, Sw3], [Sw4, Sw5] and [Sw6, Sw7].
Modulation proposal isolates PV array and grid during freewheeling states, operating similarly to
an H5 topology. The authors achieve leakage current reduction with the presence of low-frequency
transitions in the PV terminal voltage.

CPV

eg

VPV2

n

VPV2
o

p

CPV

SW2

SW1

SW3

SW4 SW6

SW7SW5

a

b

Filter

Figure 12. Five-level CMLI proposed in [111].

Table 12. Operation mode of the topology proposed in [111].

Sw1 Sw2 Sw4 Sw6 Output Voltage

1 0 1 0 +VPV

0 1 1 0 +VPV/2

0 0 1 1 0

0 1 0 1 −VPV/2

1 0 0 1 −VPV
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6. Comparative Study

The section present a comparative table between NPC and CMLI schemes. As mentioned above, at
present, FC-based topology is not generally used in PV applications. The comparison takes into account
different aspects such as input voltage value, switching frequency, control strategy, efficiency and
leakage current and only includes recent works. Other recent works establish different comparisons
according to the topic they address. The authors in [112] show five control methods based on SMC,
the comparison is made considering the topology, the modes of operation and the number of sensors
required. Lee in [113], establishes a comparative analysis of recent topologies based on cascade
inverters, which reveals that the S3CM proposed in the document achieves the reduction of the
switch count.

It can be appreciated that the switching frequencies rarely exceed 15 kHz. Increasing the switching
speed causes an increase in the system losses and the THD. There is a compromise between the number
of output levels and the speed of the switches. Increasing the number of power levels imply slower
switching frequency.

All the works presented comply with the two most important grid connection standards. These
standards establish a maximum leakage current and THD of 300 mA and 5%, respectively. Compliance
with standards largely depends on the strategy of modulation employed. From the data presented,
it is observed that the SVPWM technique and its variants are the most recurrent when it is required to
decrease the voltage in common-mode topologies.

Another element that is noted is the use of inverters with 3 output levels. The authors note a
compromise between the number of levels and the number of elements in their topology. Generally,
with 3 levels, satisfactory results are obtained, as showed in Table 13.

Table 13. Multilevel inverters used on PV applications.

Ref./Year Vin/Pin fs
Output
Levels

Strategy Leakage
Current/THD

Eff./Power
Loss

[114]/2015 200-450 V 5 kHz 5 Proportional
Resonant Control

2% 97.3%

[115]/2015 400 V 16 kHz 3 SPWM 80 mA 97%

[116]/2017 200 V/1 kW 10 kHz 3 Active NPC Method ≈0 mA ≈95.5%

[117]/2017 190 V 2.2 kHz 3 Model Predictive
Control

≈0 mA ≈95.8%

[118]/2017 400 V/500
W

24 kHz 3 Proportional
Resonant Control

≈0 mA 97.4%

[119]/2017 400 V 8 kHz 3 SVPWM 1% -

[120]/2018 150 V 10 kHz 5
A novel modulation

strategy <300 mA -

[121]/2018 1 kW 2–3 kHz 3 Model Predictive
Control

≈25 mA -

[122]/2019 102 V 10.02 kHz 5 - 2.85% -

[123]/2019 450 V 60 Hz 21 Proportional Integral
Control

27 mA/4.6% 98.5%

[112]/2019 200 V 2.5 kHz 3 Sliding Mode Control 2.1% 90%

[70]/2019 220 V 10 kHz 5 Three-Level PWM 7.18 mA ≈96%

[124]/2019 200 V 5 kHz 5 PWM modified 170 mA -

[125]/2019 220 V 5 kHz 3 SV-PWM 100 mA 95%

[65]/2020 350–600 V 10 kHz 5 Multimodulation
SPWM

<5% -

[126]/2020 168 V 5 kHz 7 CB-PWM 2.03% -
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Table 13. Cont.

Ref./Year Vin/Pin fs
Output
Levels

Strategy Leakage
Current/THD

Eff./Power
Loss

[127]/2020 200 V 5 kHz 5 COPWM 4.32% -

[128]/2020 320 V 10 kHz 3
Strategy based on

duty-cycle function 0.7% 90.9%

[129]/2020 260 V 15 kHz 3 SVPWM 2.35% -

[130]/2020 500 V 9.4 kHz 3 MPC-based virtual
vector modulation

3.5% -

7. Conclusions

Nowadays, inverter technology is achieving efficiencies above 98%, leaving little room for
improvement for future work. It is important to note that the use of each of the schemes is conditioned
by the requirements to be met in each application. There are several interesting points to highlight:

• In general, the multilevel inverters schemes focus on reducing the total cost of ownership and the
number of the switches.

• There is a close relationship among the efficiency, cost, and complexity, a relationship that is
evident when analyzing the main parameters obtained in each design, such as THD, leakage
current and efficiency.

• The NPC topology has high efficiency and low leakage current in transformerless schemes,
making it attractive in RE applications.

• Certain disadvantages of the NPC topology were detected, for example, it uses additional numbers
of clamping diodes to achieve a higher number of output levels. Neutral-point voltage balancing
problem is the main challenge of the topology. Different factors such as the modulation index,
load current, and fundamental frequency must be considered to achieve a correct balance of the
capacitors. In addition, it presents an unequal distribution of its losses.

• The ANPC topology is used to overcome these drawbacks, which directly affect the useful life of
the system and, therefore, the investment cost.

• An important aspect of the ANPC scheme is the possibility of using various modulation schemes
to obtain the lowest loss distribution. Thus, ANPC topology is more suitable for applications of
high-power transformerless PV systems.

• The FC-based topology is not commonly used in RES applications. It should be noted that the
voltage balancing of flying capacitors in each PWM cycle, which guarantees the safe operation of
the converter, is a crucial topic in these topologies. Furthermore, research trying to reduce the
cost and volume of floating capacitors, especially when the number of cells increases.

• The CMLI topology is emerging as an excellent interface between different RES sources and the
grid, offering high efficiency and fault tolerance capabilities. This topology is suitable when
energy needs to be obtained from several RES.

• In this sense, within the current challenges of the CMLI is the ability to respond to fluctuations
and the drop of some of its DC sources (generally, 20% and 80%, respectively). Furthermore, the
researches seek to integrate various RES.
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Abbreviations

The following abbreviations are used in this manuscript:

RES Renewable Energy Sources
PV Photovoltaic
DC Direct Current
AC Alternating Current
BESS Battery Energy Storage System
CSI Current-Source Inverter
VSI Voltage-Source Inverter
ZSI Impedance-Source Inverter
PI Proportional-Integral
PR Proportional-Resonant
MPC Model Predictive Control
NPC Neutral-Point-Clamped
NP Neutral Point
ANPC Active Neutral-Point-Clamped
3L-NPC Three-Level Neutral-Point-Clamped
3L-ANPC Three-Level Active Neutral-Point-Clamped
MVSI Multilevel Voltage-Source Inverter
FC Flying Capacitor
CMLI Cascaded Multilevel Inverter
MLI Multilevel Inverter
EMI Electromagnetic Interference
THD Total Harmonic Distortion
PWM Pulse With Modulation
DSP Digital Signal Processor
FPGA Field-Programmable Gate Array
DPC Direct Power Control
SVM Space Vector Modulation
SVPWM Space Vector PWM
SPWM Senoidal PWM
DPWM Digital PWM
MSCMM-SPWM Modified Single-Carrier and Multimodulation Sine PWM
PS-PWM Phase Shifted-PWM
6S-5L-ANPC Six Switches Five Levels ANPC
2SH-PWM Two-Sectors Hybrid-PWM
3L-PWM Three-Level PWM
CMV Common-Mode Voltage
PS-PWM Phase Shifted-PWM
2SH-PWM Two-Sectors Hybrid-PWM
3L-PWM Three-Level PWM
CMV Common-Mode Voltage
MPPT Maximum Power Point Tracking
CHB Cascading H-Bridge
OCPDs Over Current Protection Devices
GFDI Ground Fault Detection and Interruption
GFPDs Ground Fault Protection Devices
AFCIs Arc Fault Circuit Interrupters
RCD Residual Current Monitoring Device
IMD Insulation Monitoring Device
ECM Earth Capacitance Measurement
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Abstract: Three-phase inverters are widely used in grid-connected renewable energy systems. This
paper presents a new control methodology for grid-connected inverters using an adaptive fuzzy
control (AFC) technique. The implementation of the proposed controller does not need prior knowl-
edge of the system mathematical model. The capabilities of the fuzzy system in approximating the
nonlinear functions of the grid-connected inverter system are exploited to design the controller. The
proposed controller is capable to achieve the control objectives in the presence of both parametric
and modelling uncertainties. The control objectives are to regulate the grid power factor and the
dc output voltage of the photovoltaic systems. The closed-loop system stability and the updating
laws of the controller parameters are determined via Lyapunov analysis. The proposed controller is
simulated under different system disturbances, parameters, and modelling uncertainties to validate
the effectiveness of the designed controller. For evaluation, the proposed controller is compared with
conventional proportional-integral (PI) controller and Takagi–Sugeno–Kang-type probabilistic fuzzy
neural network controller (TSKPFNN). The results demonstrated that the proposed AFC showed
better performance in terms of response and reduced fluctuations compared to conventional PI
controllers and TSKPFNN controllers.

Keywords: adaptive; fuzzy; feedback linearization; photovoltaic (PV) grid inverter; voltage source
inverter (VSI)

1. Introduction

Nowadays, renewable energy sources (RES) such as photovoltaic (PV) solar systems,
wind turbines, and others are integrated into conventional power systems to avoid the
high cost of constructing new or expanded facilities [1]. The final stage of the integration of
PV systems consists of DC-AC inverters. Special consideration for inverter topologies and
controls is required to preserve the network stability and to achieve acceptable dynamic
performance of the voltage and frequency [2]. Different controllers for micro-grid inverters
during grid-connected and islanded operation modes have been investigated in previous
studies [3,4]. Corresponding to behavior and operating conditions of the electrical grid, the
controllers of the inverter system can be classified as linear, non-linear, robust, adaptive,
predictive, and intelligent controllers [5]. Various types of linear controllers for micro-
grid inverters including classical controllers, Proportional Resonant (PR) controllers, and
Linear Quadratic Gaussian (LQG) controllers were reported [6–8]. Non-linear controllers
for grid-connected inverter systems (GCIS) such as sliding mode, feedback linearization,
and hysteresis controllers have been proposed in [9–13]. In [14], a current-control is
proposed for voltage-source inverters using the H∞ robust control technique. Additionally,
adaptive control techniques and model predictive controllers for grid-connected and
standalone inverters were reported in [15–18]. In all studies referred to, the proposed
non-linear controllers showed better performance when compared with linear controllers’
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performance. The main drawback of nonlinear control methods is that they rely on the
system mathematical model and system parameters availability.

Intelligent control systems including neural network controllers, repetitive controllers,
fuzzy logic controllers (FLCs), and autonomous controllers are introduced for nonlinear
systems control. The advantage of intelligent controllers is that they do not rely on the
system mathematical model and they can handle many nonlinear and uncertain systems.
In [19], a discrete-time repetitive controller (RC) was proposed to improve the output
current and to overcome the drawback of using a linear PI controller in the presence of
non-linearities in the system components. Type-1 and Type-2 FLCs have been widely
used in various applications and have achieved remarkable success in managing higher
levels of uncertainty [20–25]. FLC applications also include intelligent control for marine
applications, traction diesel engines, robotic control, internet bandwidth control, industrial
system controllers, power management and electrical control, aircraft control evolutionary
computing, and DC-DC converters. Moreover, type-2 fuzzy logic has also proven successful
in clinical diagnosis, differential diagnosis, and nursing evaluation in the health field [26].

For GCIS, different FLCs were presented in [27–29]. In [28], the real time testing
for FLC for three phase grid-connected inverters to control the voltage and the current
was presented. The results demonstrated FLC ability to generate high-quality PV power
while maintaining the power factor of unity. A grid side inverter system control using a
simple FLC that works well for grid interconnected variable speed wind generators was
proposed in [29]. In another work, type-2 FLC (T2FLC) was implemented to control a
DC-DC buck converter [30]. For PV systems, interval T2FLC (IT2FLC) based on maximum
power point tracking (MPPT) method was proposed in [31]. In addition, the work in [32]
implemented a T2FLC as a MPPT to handle the rules’ uncertainties during high weather
condition variations. The proposed MPPT based on the FLC showed a faster response in
the transient response and a stable steady state. A further IT2FLC was developed for single
phase grid connected PV systems in [33], where IT2FLC was used as MPPT algorithm.
Simulation results showed that the proposed IT2FLC-based MPPT controller has a fast
transient response.

In [34], an FLC for inverters in PV applications was presented; the work discussed
several factors and challenges and provided guidelines for developing capable and effective
inverter control systems.

Moreover, a fuzzy neural network controller based on the Takagi–Sugeno–Kang type
approach presented to control the active and reactive power of three-phase grid-connected
PV systems during grid faults was reported in [35,36].

Furthermore, to overcome the disadvantages of conventional controllers for uncertain
nonlinear systems, adaptive fuzzy control (AFC) techniques were proposed to control un-
certain nonlinear systems [37,38]. Due to its advantage in handling complex uncertain non-
linear systems, researchers have used the AFC techniques in different applications [39–43].
The AFC technique was applied for induction motor control in [39], the optimal power
conversion control for standalone wind energy conversion systems in [40], permanent
magnet synchronous motor control, and fuzzy fault-tolerant switched systems in [41,42].
To the best of the authors’ knowledge, there is no reported work available that describe
the application of AFC to the GCIS. This motivates the authors to propose an AFC scheme
that exploits the concept of the multi-input multi-output (MIMO) feedback linearization
and the approximation capability of fuzzy systems. PV GCIS are highly nonlinear and
uncertain systems due to the intermittent nature of the PVand the inverter pulse width-
modulation (PWM) technique. Without fast-acting inverter control, these nonlinearities
and uncertainties lead to power quality, output harmonics, voltage regulation, losses, and
system implementation issues. The proposed AFC, based on the method of feedback lin-
earization, is developed to solve these nonlinearities and uncertainties due to the method’s
ability to manage complex nonlinear control systems without the need for a mathematical
model. The fuzzy system’s capability to approximate unknown parameters of the GCIS
for different operation cases will be used to design the controller. The objectives of the
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proposed AFC for GCIS are to control both the power factor and the dc voltage. The
quality of the designed controller will be tested to validate its effectiveness in achieving
the control objectives for different simulation cases. Moreover, to evaluate the efficiency
of the proposed controller, a comparison between its performance, the PI controller, and
a Takagi–Sugeno–Kang-type probabilistic fuzzy neural network controller (TSKPFNN)
performances was conducted. The main contribution of the paper can be summarized in
the following:

• The paper proposes an adaptive fuzzy approximation control scheme for GCIS.
• Excellent tracking performance of the proposed controller is obtained under different

operating conditions such as power factor, parameter, and modelling uncertainties.

The rest of the paper is organized in five sections. The MIMO of GCIS and the
feedback linearization are presented in Section 2. Section 3 gives the design of an AFC for
a general MIMO. Based on the analysis presented in Section 3, the proposed AFC for GCIS
is explained in Section 4. Simulation results are presented in Section 5 and conclusions are
drawn in Section 6.

2. Grid-Connected Inverter System (GCIS)

2.1. GCIS Description

A GCIS is shown in Figure 1. The system contains a PV array, a DC link capacitor,
a three-phase voltage source inverter (VSI), and a three-phase grid. The VSI facilitates
the MPPT through regulation of the dc-link voltage, along with power transfer to the
utility grid.

Figure 1. Three-phase grid-connected inverter.

The output power of the PV system is a highly nonlinear and uncertain system. The
PV output voltage corresponding to the maximum output power of the PV array varies
with cell temperature and solar irradiation. The PV system should always be designed to
operate at its maximum output power level. The MPPT technique is usually incorporated
with the PV system to adjust the PV array output voltage to obtain the maximum available
power at any change in solar irradiation or temperature of the cells. In addition, the
MPPT scheme has the capability to release the dc-link voltage reference command [44].
Many MPPT techniques have been reported for PV systems, however, in practice, the most
commonly used methods are perturb and observe (P&O) and the incremental conductance
(IC) techniques [45].

2.2. MIMO Model of GCIS

The model of the GCIS shown in Figure 1 can be represented by

va= Ria+L
dia

dt
+vga (1)
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vb= Rib+L
dib
dt

+vgb (2)

vc= Ric+L
dic

dt
+vgc (3)

where vga, vgb, vgc are the grid voltage components, ia, ib, ic are the grid current components,
and va, vb, vc are the inverter output voltage [46]. Park’s transformation is used to represent
Equations (1)–(3) in the rotating dq frame as

vd= vgd+Rid+L
did
dt

+ωLiq (4)

vq= vgq+Riq+L
diq

dt
+ωLid (5)

where vgd, vgq are the dq grid voltage components, id, iq are the dq grid current components,
and vd, vq are the dq inverter output voltage components. Upon neglecting the power
loss in the inverter switches [46], the dc-input side connection with the ac-output side are
given by

vgdid+vgqiq= vdcidc (6)

C
dvdc
dt

= ipv−idc= ipv −
vgdid+vgqiq

vdc
(7)

where vdc and ipv are the PV output voltage and current respectively and idc is the input
current to the inverter.

Defining the state vector x and the control input u as

x =

⎡⎣ x1
x2
x3

⎤⎦ =

⎡⎣ id
iq

vdc

⎤⎦ (8)

u =

[
u1
u2

]
=

[
vd
vq

]
(9)

Then, the state model of the GCIS can be formed as in Equation (10).

.
x =

⎡⎢⎣ − R
L x1 + ωx2 − vgd

L
− R

L x2 − ωx1 − vgq
L

ipv
C − vgdx1+vgqx2

Cx3

⎤⎥⎦+

⎡⎣ 1
L 0
0 1

L
0 0

⎤⎦u (10)

The control objective is to regulate the power factor of the grid, through the q-
component of the grid current, and the dc-input voltage vdc. Therefore, the output vector
of the system is considered as

y =

[
y1
y2

]
=

[
x2
x3

]
=

[
iq

vdc

]
(11)

The Equations (10) and (11) can be written in the following general expression of the
MIMO system

.
x= f (x)+ g(x)u, y = h(x) (12)

where x is a 3 × 1 state vector, u is a 2 × 1 control input vector, y is a 2 × 1 output vector,
and f (x) and g(x) are defined by

f =

⎡⎣ f1
f2
f3

⎤⎦ =

⎡⎢⎣ − R
L x1+ωx2 − vgd

L
− R

L x2−ωx1 − vgq
L

ipv
C − vgdx1+vgqx2

Cx3

⎤⎥⎦ , g =

⎡⎣ 1
L 0
0 1

L
0 0

⎤⎦ (13)
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The MIMO model of the GCIS in Equations (12) and (13) can be converted to a feedback
linearizable form by using the input-output feedback linearization approach. In this
approach, a nonlinear control signal is designed and used to convert the nonlinear system
dynamics Equation (12) into decoupled linear subsystems. The feedback linearization for
GCIS is presented next.

2.3. Input-Output Feedback Linearization of GCIS

In order to design a feedback linearization control, we used the notion of relative
degree where each output is differentiated successively until one input u1 or u2 appears [47].
It can be shown that the relative degree r1 for the first output y1 is r1= 1 and the relative
degree r2 for the second output y2 is r2= 2. The first derivative of y1 and the second
derivative of y2 are given by Equations (14) and (15).

.
y1 = f2 +

1
L

u2 (14)

..
y2 =

.
f 3 =

1
C

dipv

dt
− 1

C.x3

[
vgd

(
f1 +

1
L

u1

)
+ vgq

(
f2 +

1
L

u2

)]
+

(
vgdx1 + vgqx2

)
Cx2

3
f3 (15)

Equations (14) and (15) can be cast in the following matrix form[ .
y1..
y2

]
= α(x) + β(x)

[
u1
u2

]
(16)

where

α(x) =

⎡⎣ f2

m− 1
Cx3

(
vgd f1+vgq f2

)
+

(vgdx1+vgqx2)
Cx2

3
f3

⎤⎦ (17)

β(x) =

[
0 1

L
− vgd

LCx3
− vgq

LCx3

]
(18)

and m = 1
C

dipv
dt .

The control law in Equation (19) when used in Equation (16) yields to the linear
input-output relation in Equation (20)[

u1
u2

]
= β−1(x)

[
v1−α1
v2−α2

]
(19)

[ .
y1..
y2

]
=

[
v1
v2

]
(20)

where v1 and v2 are external signals that can be chosen in a way to ensure asymptotic
tracking of the outputs y1 and y2 to their references yre f 1= iqre f and yre f 2= vdcre f . Defining

the tracking errors e1 =
(

yre f 1− y1

)
and e2 =

(
yre f 2− y2

)
, the signals v1 and v2 can be

selected as
v1 = k01e1 +

.
yre f 1 (21)

v2 = k02e2 + k12
.
e2 +

..
yre f 2 (22)

Now, substituting Equations (21) and (22) into Equation (20), we obtain the following
tracking errors dynamics:

.
e1 + k01e1 = 0 (23)

..
e2 + k12

.
e2 + k02e2 = 0 (24)

The coefficients k01, k02, and k12 are design parameters selected such that the char-
acteristic polynomials of Equations (23) and (24) are Hurwitz and hence ensuring that
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the tracking errors e1 and e2 converge to zero asymptotically [47]. It is worth mention-
ing that the control law given in Equation (19) is implementable since the matrix β(x) is
non-singular, provided that ed �= 0 (which is the case for GCIS).

A main disadvantage of the control law in Equation (19) is that the exact values of
the system parameters involved in α(x) and β(x) should be known and any change in the
parameters affects the output of the controller. In practice, the parameters of the GCIS
may be unknown or imprecise and the uncertainty in these parameters is inevitable. To
overcome this drawback, the universal approximation capability of the fuzzy systems
is used to approximate the nonlinear functions α(x) and β(x). In the next section, the
proposed adaptive fuzzy controller for GCIS is presented.

3. The Proposed Controller

3.1. Adaptive Fuzzy Approximation Controller for GCIS

In this section, the proposed controller is developed using the Equation (12) which
is a square MIMO nonlinear system. The input-output feedback linearization given in
Equation (16) with r1= 1 and r2= 2 can be written in the form

y(r)= α(x)+β(x)u (25)

where y(r) =

[
y(r1)

1

y(r2)
2

]
=

[ .
y1..
y2

]
, u =

[
u1
u2

]
, α(x) and β(x) are as given in Equations (17)

and (18), and their entries are in general nonlinear functions with imprecise parameters.
Approximations of the nonlinear functions α(x) and β(x) were generated using a

fuzzy logic system with singleton fuzzifier, product inference rule, and weighted average
defuzzifier. To construct these estimates, the notion of the fuzzy basis function (FBF)
expansion ξ(x) was used [37]. The fuzzy estimates âi(x) and β̂ij(x) of the nonlinear
functions αi(x) and βij(x), i = 1, 2 and j = 1, 2 were determined as

âi(x) = θi
Tξ(x) (26)

β̂ij(x) = θij
Tξ(x) (27)

where θi ∈ RM×1 and θij ∈ RM×1 represent vectors of adjustable parameters and ξ(x) ∈
RM×1 represents the vector of FBFs. The FBF was generated using the weighted-average
defuzzifier [48].

ξi(x) =
∏n

i=1 xi μil(x i)

∑M
l=1(∏

n
i=1 μil(xi))

(28)

where n is the number of states, μil(x i) is the membership function of the ith state xi in the
lth rule, and M is the number of If-Then rules.

Upon replacing α(x) and β(x) in Equation (25) by their corresponding fuzzy estimates
Equations (26) and (27), we get

y(r) = α̂(x) + β̂(x)u (29)

where α̂(x) =
[

α̂1
α̂2

]
and β̂(x) =

[
β̂11 β̂12
β̂21 β̂22

]
.

Therefore, the AFC can be written in terms of the fuzzy estimates Equations (26) and
(27) as

u = β̂−1(x)
(

y(r)re f + Ke − α̂(x)
)

(30)

where y(r)re f =
[

y(r1)
re f 1 y(r2)

re f 2

]T
, K = diag[k1 k2 ], e =

[
e

1
e

2

]T
, k1 = k01, k2 = [k 02 k12], e

1
= e1,

e
2
= [e 2

.
e2

]
, and ei = yre f i−yi, i = 1, 2. It is worth mentioning that the implementation

32



Energies 2021, 14, 942

of the proposed AFC given in Equation (30) needs only the fuzzy estimates α̂(x) , β̂(x) ,
the derivatives of the reference signal y(r)re f , and the tracking error e.

3.2. Closed-Loop Stability

In this section, we show the boundedness of both the tracking error and the adjustable
parameters via the Lyapunov function analysis. Equation (30) can be rewritten as

β̂(x)u =
(

y(r)re f − y(r)
)
+ Ke + y(r) − α̂(x) (31)

Using Equation (25) in Equation (31) to obtain the following error equation in terms of
the fuzzy approximation errors, it becomes[

e(r1)
1

e(r2)
2

]
=
(

y(r)re f − y(r)
)
= −Ke + (α̂(x)− α(x)) + (β̂(x)− β(x))u (32)

From Equation (32), the error equation for the ith output becomes

eri
i = −kiei + Δαi(x) +

p

∑
j=1

Δβij(x)uj (33)

where Δαi(x) = α̂i(x)− αi(x) and Δβij(x) = β̂ij(x)− βij(x) are the fuzzy approximation
errors.

In state-variable form, the error equation of the ith output Equation (33) takes the form

.
e

i
= Aie

i
+ [Δαi(x) +

p=2

∑
j=1

Δβij(x)uj]bi (34)

where Ai and bi are given by⎧⎨⎩
A1= −k01, b1= 1

A2 =

[
0 1

−k12 −k02

]
, b2 =

[
0
1

]
(35)

Theorem 1. The closed-loop tracking error e =

[
e

1
e

2

]T
is globally ultimately bounded if the

updating laws of the parameter vectors θi ∈ RM×1 and θij ∈ RM×1 are chosen as in Equations (36)
and (37): .

θi = −γie
i
T Pibiξ(x) (36)

.
θij = −γije

i
T Pibiξ(x)uj (37)

where γi and γij are design parameters and Pi is a unique positive definite matrix solution of the
Lyapunov Equation (38) with arbitrary positive definite matrix Qi

Ai
T Pi+Pi Ai= −Qi (38)

Proof. Define the minimum fuzzy approximation error wi in terms of the optimal values of
adjustable parameters θ∗i and θ∗ij as

wi = [α̂i(x | θ∗i )− αi(x)] +
p=2

∑
j=1

[
β̂ij

(
x | θ∗ij

)
− βij(x)

]
uj (39)
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Add and subtract the terms α̂i
(
x | θ∗i

)
and β̂ij(x | θ∗ij) to Equation (34) and then use

the definition given in Equation (39) to obtain the following error equation

.
e

i
= Aie

i
+ bi[wi + ϕT

αi
ξ(x) +

p=2

∑
j=1

ϕT
βij

ξ(x)uj] (40)

where ϕαi= (θ i−θ∗i ) and ϕβij =
(

θij−θ∗ij
)

are the parameter errors. Note that the deriva-
tives of these parameter errors are given by:

.
ϕαi

=
.
θi (41)

.
ϕβij

=
.
θij (42)

The following positive Lyapunov function is formulated as a quadratic function of the
error involved, namely the tracking error (34) and the parameter error (41) and (42):

Vi =
1
2

eT
i

Pie
i
+

1
2γi

ϕT
αi

ϕαi +
p=2

∑
j=1

1
2γij

ϕT
βij

ϕβij (43)

The time derivative of Equation (43) along the trajectories Equations (40)–(42) is
found as:

.
Vi = −1

2
eT

i
Qie

i
+

1
γi

ϕT
αi

(
.
θi + γie

i
T Pibiξ(x)

)
+

(
1

γij

p=2

∑
j=1

ϕT
βij

.
θij + e

i
T Pibi

p=2

∑
j=1

ϕT
βij

ξ(x)uj

)
+ e

i
T Pibiwi (44)

Now, substituting the parameters’ updating laws in Equations (36) and (37) in Equa-
tion (44) to get:

.
Vi = −1

2
eT

i
Qie

i
+ e

i
T Pibiwi (45)

Provided that
∣∣∣∣∣∣∣∣ei

∣∣∣∣∣∣∣∣ ≥ 4σiλmax(Pi)
βiλmin(Qi)

= ri , it is straightforward to write Equation (45) in

the form
.

Vi ≤ −1
2
(1 − βi)λmin(Qi)

∣∣∣∣∣∣∣∣ei

∣∣∣∣∣∣∣∣2 (46)

where 0 < βi < 1, σi> 0, such that
∣∣∣∣∣∣∣∣wi

∣∣∣∣∣∣∣∣ ≤ σi, λmin(Qi) and λmax(Pi) are the minimum

and maximum eigenvalues of the indicated matrices and ||.|| stands for the Euclidean
norm. From the positive definiteness of Equation (43) and the negative definiteness
of Equation (46), we conclude that the tracking error is globally ultimately bounded

with bound μbi= ri

√
λmax(Pi)
λmin(Pi)

[47]. In Equation (43), the Lyapunov function is quadratic;
the non-quadratic Lyapunov function can also be used in adaptive schemes for better
performance [49]. �

4. Implementation of the Proposed Adaptive Fuzzy Controller for GCIS

In order to implement the proposed AFC based on feedback linearization given
by Equations (26), (27), (32), (36), and (37), fuzzy sets Fi

k have to be selected where i =
1, 2, . . . N, N is the number of the fuzzy sets and k = 1, 2, 3. The fuzzy sets are utilized
to determine the vector of FBFs given in Equation (28). To this end, three Gaussian fuzzy
sets, namely Negative (N), Zero (Z), and Positive (P) are used to generate the FBFs for each
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state of the system. These fuzzy sets are characterized by the membership functions. The
general form of the membership functions of Gaussian type is given by

μFi
k
(xk) = exp

⎛⎜⎝−
(

xk − xi
k

)2

σi
k

⎞⎟⎠ (47)

where xi
k and σi

k are the center and the width of the ith fuzzy set Fi
k.

The block diagram of the proposed controller is shown in Figure 2. It can be seen in
the block diagram that the grid voltage and current are transformed into a dq frame from an
abc frame. The control laws in Equations (36) and (37) were used to estimate the unknown
parameters of GCIS, where the calculation initially started from chosen initial values of θi
and θij. Then, AFC low in Equation (30) was applied to generate the control signals. The
PWM was generated by applying space vector pulse width modulation (SVPWM) to drive
the inverter. Note that the signal Vdcre f is released from the MPPT algorithm.

PV C 

R L vg  

 
L via 

ipv 
 

va 
 vb 

 vc 
ib iib

ic 

idc 
 

MPPT 

ipv Vdc 
AFC Equation (30) 

SVPWM 

u1 u2 

Vdc      - 

Vdcref 

Adaptive law 
Equations 

(36) and (37) 

iqref 

iq 
Initial θi(0), θij(0) 

dq/abc 

abc/dq 

FBF  

Equation (28) 

[id. iq. vdc] 

-
e2 e1 

ξ(x)  

Figure 2. The proposed adaptive fuzzy control (AFC) technique for the grid connected inverter system (GCIS).

5. Simulation Cases and Results

To examine the effectiveness of the proposed controller performance, the proposed
AFC was implemented and tested in the MATLAB/SIMULINK [50] environment for a GCIS
having the parameters as listed in Table 1. The other design parameters were selected as
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k01= 10, k02= k12= 10, 000, γ1= 40, γ2= 0.01, γ11= 0.01, γ12= 0.1, γ21= 0.1, and γ22= 1.
The selected positive definite matrices Qi and the unique positive definite matrix solution
Pi, i = 1, 2 that appeared in Lyapunov Equation (38) are given by

Q1= 100, Q2 =

[
2000 0

0 1

]
, P1= 5, P2 =

[
1000.6 0.1

0.1 0.00006

]

Table 1. System parameters.

Parameter Value

Grid Voltage rms 120 V
Inductance L

Resistor R
2 mH
0.1 Ω

Grid Frequency 50 Hz
DC link capacitor 2200 μF

PV array voltage Vdc 540 V
PV array current Ipv 3.46 A

For each state of the system, the parameters of the Gaussian membership functions
given in Equation (47) are listed in Table 2. The membership functions for the state x1 are
shown in Figure 3, as an example for states membership functions.

Table 2. Parameters of the Gaussian membership functions.

State↓ Fuzzy Set→ N Z P

x1
xN

1 = −5
σN

1 = 6
xZ

1 = 0
σZ

1 = 6
xP

1 = 5
σP

1 = 6

x2
xN

2 = −0.1
σN

2 = 0.005
xZ

2 = 0
σZ

2 = 0.005
xP

2 = 0.1
σP

2 = 0.005

x3
xN

3 = 525
σN

3 = 100
xZ

3 = 550
σZ

3 = 100
xP

3 = 575
σP

3 = 100

Figure 3. Membership functions for x1.

The proposed AFC was studied under different operating cases as unity power factor
tracking, tracking of power factor changes, and robust tracking. Smooth reference values
were used for all simulation cases.

5.1. Case I: Unity Power Factor Tracking

In this case, simulation was carried out by selecting the reference grid current compo-
nents as iqre f = 0.0 A, which corresponds to unity power factor. The output voltage and
current are shown in Figure 4. The figure clearly shows that the grid current is in phase with
grid voltage, which indicates unity PF operation. Figure 5a,b depicts the reactive iq and
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active id current tracking output of the proposed controller. The DC voltage and reference
voltage are shown in Figure 6. The control signal u1 and u2 are shown in Figure 7a,b, from
which it can be noticed that they are bounded. From the obtained result in case of the
unity power factor, it can be stated that the proposed controller provides excellent tracking
performance with bounded tracking error and bounded control signals.

Figure 4. Output voltage current.

Figure 5. Grid current components: (a) iq, iqre f ; (b) id.

 
Figure 6. DC voltage and reference voltage.
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(b) 

Figure 7. Control signals: (a) u1= vd; (b) u2= vq.

5.2. Case II: Tracking of Power Factor Changes

In this case study, the performance of the proposed AFC was tested for power fac-
tor tracking. At the start, the system was assumed to operate at unity power factor
with iqre f= 0, then a step change of 10 A in iqre f at 0.4 s was applied. This change in
iqre f corresponded to a change in the power factor to 0.937. Figure 8a,b display the effect of
changes in iqre f , iq, and id. The results demonstrate that iq reaches its new reference quickly.
Hence, the obtained results clearly prove that the proposed AFC has the ability to track
power factor changes. The output voltage and current are shown in Figure 9. A phase
shift can be noticed between current and voltage after t = 0.4 s, confirming the tracking of
the desired power factor. The active and reactive power delivered by the inverter to the
grid are shown in Figure 10a,b, confirming the proposed controller tracking ability. The
bounded control signals u1= vd and u2= vq are shown in Figure 11a,b.

Figure 8. Grid current components: (a) iq, iqre f ; (b) id.
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Figure 9. Voltage and current.

Figure 10. Power sent by inverter: (a) Active power; (b) Reactive power.

(b) 

Figure 11. Control signals: (a) u1= vd; (b) u2= vq.

To evaluate the effectiveness of AFC, the performance of the proposed controller was
compared with the PI controller as in [51]. The comparison was conducted for power
factor change tracking case by applying a step change of 10 A in iqre f at 0.4 s. Figure 12
demonstrates the performance of the proposed AFC and PI controller. The result illustrates
that the tracking between iq and iqre f after the step change occurs has less fluctuations and
overshooting in case of proposed AFC in comparison to the PI controller. Moreover, a
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comparison between the performance of the proposed controller, the PI controller, and the
TSKPFNN controller presented in [35] is shown in Table 3. From the illustrated results in
Table 3, it can be said that the performance of proposed AFC is better and exceeds the PI
controller and TSKPFNN controller performances.

,

.

Figure 12. Comparison between PI controller and AFC with power factor tracking.

Table 3. Comparison between the performance of the proposed controller, PI, and TSKPFNN
controllers.

Controller Max Overshoot % Settling Time (S)

PI controller 75 0.04

TSKPFNN controller 12.24 0.3

Proposed AFC 0.0 0.035

5.3. Case III: Robust Tracking

In certain cases, the parameters used in the GCIS are either time-varying or not
precisely defined, so there are often parametric uncertainties where the filters connected
to the grid inductance value change over time, affected by the impedance value of the
grid which varies depending on the grid structure and conditions leading to resonance
and instability problems. In addition, due to changes in ambient operating temperature or
changes in applied voltage and frequency, DC Link capacitance values can change.

In this simulation case, the robustness of the proposed AFC was tested for GCIS
parameter variations. Simulations were carried out for different percentages of variations
in filter inductor L and dc-link capacitor C. Grid reactive current component iq, with 10%
variations in filter inductor L, is shown in Figure 13. Figure 14 illustrates the bounded
control signals of the proposed controller with the same variation in L. The obtained results
illustrate the robustness of the AFC with filter inductor increase.

Figure 13. iq & iqre f with 10% increase in L.
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Figure 14. Control signals with 10% increase in L: (a) u1= vd (b) u2= vq.

To study the robustness of the proposed AFC for variations dc-link capacitor C,
simulations were carried out for 30% increase and carried again for 20% decrease in C.
The performance of the GCIS with proposed AFC with applied variations is shown in
Figures 15–18, where Figure 15a,b displays iq and id with 30% increase in C. Grid voltage
and current with the same increase in C are shown in Figure 16. For the case of the 20%
decrease in C, Figure 17 illustrates the bounded control signals; tracking between iq and
iqre f , is shown in Figure 18. The obtained simulation results with variations in C prove
the robustness of the controller. Furthermore, Figure 19 displays the performance of the
proposed controller for variation in the inductor and capacitor at the same time with 10%
increase in L and 30% increase in C.

Figure 15. GCIS performance with 30% increase in C: (a) iq, iqre f , (b) id.
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Figure 16. Grid voltage and current with 30% increase in C.

Figure 17. Control signals with 20% decrease in C: (a) u1= vd (b) u2= vq.

Figure 18. iq & iqre f with 20% decrease in C.
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Figure 19. iq & iqre f with simultaneous 10% increase in L and 30% increase in C.

From all conducted simulation results for parameter uncertainties, the performance of
the GCIS proves that the proposed AFC is capable to cope with the uncertainty of the GCIS
parameters and achieve the desired tracking performance.

5.4. Case IV: Tracking in the Presence of Model Uncertainity

The proposed AFC given in (30) can achieve tracking in presence of modelling un-
certainties that are inherent in the nature of the GCIS. The presence of the PV in the GCIS
model given by (10) is the main reason for the modelling uncertainties and to account for
these uncertainties, Equation (10) can be rewritten as follows:

.
x= ( f (x) + Δ f (x)) + g(x)u (48)

where Δ f (x) is the uncertainty associated with f (x) and given by

Δ f =

⎡⎣ Δ f1
Δ f2
Δ f3

⎤⎦ (49)

In this case, the function α(x) given in Equation (17) that results from feedback
linearization will be perturbed by Δα(x) given by

Δα(x) =
[

Δ f2
Δα2

]
(50)

In (50), Δα2 is given by

Δα2= − 1
Cx3

(
vgdΔ f1+vgqΔ f2

)
+ n Δ f3 (51)

where n =
(vgdx1+vgqx2)

Cx2
3

.

To test the tracking performance of the proposed AFC against modeling uncertainty,
we assumed there is an uncertainty Δ f3 = 5% which is mainly due to the presence of the
PV current. The other uncertainties Δ f1 = Δ f2 were assumed zero. The simulation result
for tracking iqre f is shown in Figure 20. It can be seen that even with modeling uncertainty,
the proposed AFC controller is able to track the reference reactive current iqre f and keep
the GCIS operating at the unity power factor.
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Figure 20. iq & iqre f with modeling uncertainty Δ f3= 5%.

6. Conclusions

The grid-connected inverter control is studied in this paper. To solve the nonlinearity
and uncertainty issues of GCIS, an AFC approach for GCIS is proposed. The developed con-
troller relies on two principles: namely, the input-output feedback linearization principle
and the approximation capability of the fuzzy system. The GCIS is modeled as a nonlinear
MIMO system. A fuzzy system with weighted average defuzzifier, singleton fuzzifier, and
product inference rule is utilized to develop the AFC law through approximation of the un-
known nonlinear functions that appear in the input–output linearizing model. Due to the
ability of the proposed controller to estimate unknown parameters for different operation
cases, the controller is robust against parametric uncertainties. The closed-loop stability
using the Lyapunov function analysis is established to show that the output tracking error
is globally ultimately bounded. To test the effectiveness of the proposed approach, the
proposed AFC was implemented and tested in the MATLAB/SIMULINK environment for
a GCIS for different operating cases as unity power factor tracking, tracking of power factor
changes and robust tracking. The obtained simulation results showed that the proposed
AFC provides excellent tracking performance with bounded tracking error and bounded
control signals. In comparison to the PI control and TSKPFNN controller, the proposed
AFC showed superiority in terms of response and reduced fluctuations in case of power
factor change tracking. Moreover, the results showed that the proposed AFC is very robust
against parametric and model uncertainties.
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Abbreviations

The following abbreviations are used in this manuscript:
AFC Adaptive fuzzy control
DG Distributed generation
FLC Fuzzy logic controllers
GCIS Grid-connected inverter systems
IC Incremental conductance
IT2FLC Interval Type-2 fuzzy logic controller
LQG Linear Quadratic Gaussian
MIMO Multi-input multi-output
PI Proportional-integral
PR Proportional resonant
P&O Perturb and observe
PV Photovoltaic
PWM Pulse width-modulation
RC Repetitive controller
RES Renewable energy sources
SVPWM Space vector pulse width modulation
T2FLC Type-2 fuzzy logic controller
THD Total harmonic distortion
TSKPFNN Takagi–Sugeno–Kang-type probabilistic fuzzy neural network
VSI Voltage source inverter
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Abstract: In this paper, we study a wind energy conversion system designed for domestic use in
urban or agricultural areas. We first present the turbine, which was specifically designed to be
installed on the buildings that it supplies. Based on turbine characteristics, we perform analytical
sizing of a Permanent Magnet Vernier Machine (PMVM), which will be used as a generator in our
energy conversion system. We show the influence of this generator on system operation by studying
its association with a PWM rectifier and with a diode bridge rectifier. We then seek to improve
generator design so that the turbine operates closely to maximum power points, while using a simple
and robust energy conversion system. We use simulation to show the improvements achieved by
taking into account the entire energy conversion system during machine design.

Keywords: converter–machine association; direct drive machine; Permanent Magnet Vernier Ma-
chine; synchronous generator; wind energy system for domestic applications; renewable energy

1. Introduction

Concurrently with the increasing existence of wind farms offering power of several
megawatts [1], the expansion of small wind turbines can also be observed, with power
ranges from 1 to 50 kW [2–4]. When associated with other energy sources, these turbines
can provide a self-sufficient supply of power for a home or remote location. As such, they
avoid costly, or even impractical, connections to the grid, which can actually be a significant
source of energy loss with regard to the power transmitted over the line.

In electrical installations already connected to the grid, small turbines help reduce the
relatively low efficiency of centralized production, while increasing the share of renewable
energies in electric power production. In addition, their smaller footprints, and the fact
that they are not grouped in wind farms, reduce visual impact, which is one of the greatest
reasons for opposing the development of this energy source. However, if the risk of
nuisance is rather low in rural areas, turbines must be designed specifically for use in urban
areas, so as to be both acoustically and visually discreet.

In this article, we study the entire energy conversion system associated with a wind
turbine designed specifically for use in urban areas. This system includes a Vernier machine,
which is considered as a suitable alternative for direct-drive applications. The performance
of this machine has already been the subject of several studies, but its integration in an
electromechanical conversion system has not been investigated thoroughly. Our objective
in this paper is to design a Vernier machine to extract a maximum amount of energy from
the turbine by implementing a simple and robust energy conversion system. To reach this
goal, we are particularly interested in the association of the Vernier machine with a diode
bridge rectifier.
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2. The Vertical Axis Wind Turbine

In order to meet market requirements for small wind turbines designed to be used
in urban areas, the Gual Industrie Company has developed a vertical axis turbine [5], the
StatoEolian, shown in Figure 1. This wind turbine is located in Occitanie region in the
south of France. This turbine is comprised of an external stator surrounding a paddle rotor.
The stator channels the wind at its optimal force onto the rotor. Performance improvement
requires a thorough study of the interactions between the different geometric parameters
of the turbine. An important quality of this device is that it even remains operational in
severe storms.

 
(a) 

 
(b) 

Figure 1. (a) The vertical axis turbine installed on a house; (b) the wind turbine.

2.1. Characterization of the Turbine

A measurement campaign over several weeks made by the laboratory enabled us to
model the aerodynamic torque TT (in Nm) developed by the turbine as a function of wind
speed Sw (in m/s), and of rotation speed NT (in rpm):

TT = 1.5 · S2
W − 0.275 · NT · SW (1)

This model was used to deduce torque/speed (Figure 2) and power/speed (Figure 3)
characteristics for wind speeds ranging from 6 m/s to 22 m/s.

 

Figure 2. Turbine torque for wind speeds ranging from 6 m/s to 22 m/s.
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Figure 3. Turbine power for wind speeds ranging from 6 m/s to 25 m/s.

Unlike horizontal axis turbines, the torque value is particularly high when the turbine
starts, and it decreases when the rotation speed rises. A more classical bell-shaped curve
is observed for power characteristic. One of the main purposes of the energy conversion
system, associated with the turbine, will therefore be to keep its working point as close as
possible to the maximum power points (dotted curve in Figure 3).

2.2. Generator for the Middle Wind Turbine Characterization of the Turbine

The gearbox is a significant cause of breakdown in a wind turbine, and therefore
requires maintenance operations to prevent or correct these failures. This last point is
particularly problematic in the case of domestic installations, where users are not likely
to possess the skills needed for repairs. The installation could thus be out-of-order for a
relatively long time, particularly in a remote area.

The entire energy conversion system must be sturdy. It can face extreme conditions,
such as violent winds, possibly without any people being present to perform a safety shut-
down. To meet these constraints, and to ensure operation of the turbine without failure
for as long as possible, the gearbox is generally oversized in domestic wind turbines. As a
result, the gearbox price rises and its integration into the wind energy system becomes more
difficult. Another solution is to eliminate the gearbox by using a direct-drive generator.

To make a generator with a high torque-to-weight ratio, essential for implementing a
direct-drive, we propose to use a Surface Permanent Magnet Vernier Machine (SPMVM). In
this machine, the high torque feature is brought about by the so-called “magnetic gearing
effect”: a small movement of the rotor induces a large change in flux, which results in
high torque.

By taking into account the high value of mean wind speeds recorded at the turbine
installation site, as well as the dimensioning variables of the generator, we calculated its
rated values for a wind speed of 19 m/s.

The choice of this wind speed was made based on the wind speed readings at the
site where the vertical axis wind turbine is installed. This location is one of the windiest
French regions with 300 to 350 days of wind per year. The wind is gusty, with large wind
variations and up to maximum wind speeds of 24 m/s. The energetic study allowed the
determination of the most interesting peak wind speed for the dimensioning. The choice of
this wind speed could have been lower but the aim was also in the case of this turbine to
show its ability to operate under high wind speeds. For other sites the choice of this peak
speed must be predetermined.

We thus obtained:

• rated torque TTn = 270 Nm;
• rated speed NTn = 54 rpm;
• rated power PTn = 1.5 kW.
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3. The Permanent Magnet Vernier Machine

3.1. Principle of Permanent Magnet Vernier Machine

The Permanent Magnet Vernier Machine (PMVM) is an interesting alternative to a
conventional Permanent Magnet Synchronous Machine (PMSM). It is less well known
despite being the subject of many studies [6–10].

PMVMs allow attainment of high mass torques of interest to obtain direct drive
generators suitable for low-speed vertical axis turbines used in proximity to wind turbines.
They are also efficient for horizontal axis wind turbines compared to synchronous machines
with a large number of poles. The PMVMs have sinusoidal electromotive force (e.m.f.) and
the torque ripple is almost zero.

The manufacturing cost and reliability of a PMVM is identical to that of a conventional
synchronous machine. The objective of the rest of the article is to show the interest of
associating a PMVM with a diode rectifier whose association has been optimized. Thus, the
economic cost and reliability of the unit are interesting for an urban or rural environment
for small powers.

The Permanent Magnet Vernier Machine we present in this article (PMVM) is an
evolution of the Vernier Reluctance Machine (VRM).

The polar coupling in a permanent magnet machine is defined when the fundamental
interaction of currents and magnets takes place at the pole pitch level, which is the repeating
pattern of the stator winding. The toothed coupling is defined when the fundamental
interaction of currents and magnets takes place at the tooth pitch scale, which is the length
between two slots. When the winding is distributed, the actuator has two forms of coupling:
a toothed type and a polar type. This machine is also called a Vernier effect machine [11].

As shown in Figure 4, the rotor teeth row of the VRM has been replaced by an alternate
magnets row to obtain the VRMM.

Figure 4. Principle of the Permanent Magnet Vernier Machine.

In a motor, the torque is produced by the interaction of stator and rotor magnetic
fields. For its two machines the winding is identical, we have a polyphase winding with
pairs of p poles distributed with NS number of slots.

In the PMVM, the tooth pitch is nearly equal to mechanical pitch, defined as the angle
covered during an electric period. The number of rotor magnet pairs NR is different from
the number of stator teeth NS. The condition to be met is:

|NS − NR| = p (2)
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Moreover, the electrical frequency f of the PMVM is uniquely linked to the number of
pairs of magnets NR, as seen in the following formula:

f =
1
T

=
NR · ΩR

2π
(3)

with ΩR is the rotor speed in rd/s.
The PMVM is a tooth coupling machine. However, the study of this type of machine

is identical to that of a conventional synchronous machine. From the Maxwell tensor we
can write for the expression of the torque:

Tem = KV · Re
2 · L ·

∫
2π

b1an · λ1 · dθ (4)

The dimensions Re and L of expression (4) represent the air gap radius and iron length.
The coefficient Kv, the speed ratio, is called the Vernier Ratio. This coefficient is difference
between the stator field speed and the rotor speed. The stator field speed ΩS is:

ΩS =
ω

p
(5)

The rotor speed ΩR is:
ΩR =

ω

NR
(6)

We obtain:
ΩS
ΩR

= KV =
NR
P

(7)

We use for our study the linear density of current, λ1, equivalent to stator winding.
The periodicity for λ1 is equal to 2π/p, which we express as:

λ1 = A1 · cos(p · θ) (8)

The amplitude A1 of the linear density depends on the current in the slot, the winding
coefficient and the shape of the slot. The stator air gap permeance has equal to 2π/NS.

The air gap magnetomotive force created by the magnet has a periodicity equal to
2π/|NS − NR|. The fundamental field component b1an can be expressed as follows:

b1an = k1 · M · cos((NS − NR) · θ) (9)

with M as the Remanent flux density of magnet. The coefficient k1, which defines the field
amplitude b1an(θ), is deduced using the finite element [10]. Its value, which depends on
the ratios of the dimensional proportion parameters, is generally between 0.1 and 0.2.

In the PMVM, the increase in operating frequency allows a gain on the mass–power
ratio at very low speed compared to a PMSM.

3.2. Example of Permanent Magnet Vernier Machine Prototype

The Figure 5 shows an example of a prototype designed to simulate a Vernier effect
generator for an energy conversion system.

This prototype has the following characteristics:

• p = 2;
• Ns = 24 stator teeth;
• Nr = 22 pairs of magnets;
• Xs synchronous inductance: 61.2 mH;
• The electromotrice force (e.m.f.) amplitude varies linearly with the rotating speed

(emf coefficient: 0.825 V/rad/s).
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(a)  

(b) 

Figure 5. (a) Stator of the Vernier machine; (b) rotor of the Vernier machine.

A particularity of the Vernier machine is that its fem is sinusoidal. There is an e.m.f. of
the prototype on Figure 6.

 
Figure 6. Electromotive force (e.m.f.) induction of Vernier machine at 1000 rpm and f = 367 Hz.

4. Sizing of Generator

4.1. Introduction

Precise calculation of the working of the generator can only be achieved with the
finite elements method. However, here we use analytic relations with the aim of making
many calculations and making some comparisons between the Vernier structure and
synchronous machines with many poles. Most of these analytic relations can be found
in [10]. In particular, for the calculation of the torque, we use the relation:

Tem = 4 · π · R3
e · K f · FS (10)

Re: bore radius (m) and Kf, form-factor, defined as the ratio: L/(2Re), L being the lamina-
tions’ length.

For the synchronous machine, if the machine is driven so that electromagnetic force
FS is in phase with current:

FS =

√
2

2
· M · λ0 (11)

M: remanence of rotor magnets (T); λ0: length density of current (A/m), connected to the
armature magnetic field.

For the Vernier structure:

FS = M · a
a + e

· H · KS (12)
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a: thickness of magnets (m); e: air gap (m); H: magnetic field density of armature reaction
(A/m); KS: coupling coefficient, function of the waveform of feed currents and of the
geometric proportions of the machine structure.

We can define an elementary domain, as in Figure 7. This last one is a repetitive cell of
the structure. It contains a stator slot and one alternate magnet couple [11].

Figure 7. Magnet–slot interaction in the elementary domain.

This elementary domain is defined by five dimensional parameters which have
L = domain length (from slot to slot), a = magnet thickness, lf = slot width, e = air gap
thickness, and h = domain height. We have the normalized domain with α, ε, 2 and s. It
has been demonstrated that the average tangential force for an elementary domain can be
written as:

FS = M · α

α + ε
· H · KS (13)

We have the characteristics on Figure 8.

 

Figure 8. Coupling coefficient KS.

4.2. Estimate of Losses and Temperature Rise Product

To design the generator driven by the vertical axis wind turbine, we performed
analytical sizing for a rapid overview of the different feasible PMVM with the rated values
TTn, NTn and PTn. The calculations are made by taking into account thrusts deduced from
geometric, electromagnetic, and thermal constraints.

Copper losses are calculated with the relation (14)

Pcopper = ρ · mcopper

ρcopper
· J2 (14)

ρ: copper resistivity (2 × 10−8 Ω·m); mcopper: copper mass in the machine (kg); ρcopper:
copper density (8.9 × 103 kg/m3); J: surface density of current in stator winding (A/m2).
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Core losses are calculated on the basis of data given for laminations designed to work
at 400 Hz, by using the relation given in [12], valid with sinusoidal waveforms:

Piron =
(

4 · k · B2
max · f + 2 · π2 · α · B2

max · f 2
)
· miron

ρiron
(15)

miron: laminations mass; ρiron: alloy density (7.6 × 103 kg/m3); f : rated frequency (Hz);
Bmax: maximum flux density in the laminations (1.5 T).

As the rated frequency is often next to 200 Hz, we will use 0.2 mm thick laminations.
With this thickness: α = 6.7 × 10−3 and k = 58.

4.3. Results of Analitical Sizing

In terms of the permanent magnet, Neodynium–Iron–Boron Magnets were chosen
because of their costs, lower specific weight and a mechanical strength much higher than
samarium cobalt.

The PMVM has straight teeth while the PMSM has slot isthmus, so to compare the
two machines we estimated the equivalent air gap for a PMSM without slot isthmus at a
value of 0.6 mm.

From the rated values of the generator, we calculate the possible solutions, by varying:

1. the form factor Kf;
2. the number of slots per pole and per phase;
3. the number of stator poles;
4. λ0 (for the classical synchronous machine) or H (for the Vernier structure);
5. the thickness of magnets and by taking into account mechanic and electromagnetic

limiting factors;
6. demagnetization constraint of magnets;
7. slot pitch > 5 mm;
8. maximum frequency: e.g., 400 Hz;
9. thickness of the yoke;
10. current density in armature winding J < 5 A/mm2.

The evolution of the torque/weight ratio as a function of the rated torque for a rated
power of 1.5 kW confirms that the performances of the Vernier machine stands out of those
of the synchronous machine all the more because the rated speed of the turbine is low
(Figure 9). The same dimensioning can be done for a horizontal axis wind turbine or a
different power output.

Figure 9. Torque/weight ratio versus rated torque for a 1.5 kW-rated power.
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To analyze the results thus obtained, we plot the efficiency of the feasible solutions as
a function of their torque-to-weight ratio (Figure 10) for the PMVM, these two parameters
being of prime importance for a direct drive.

Figure 10. Feasible solutions with TTn = 270 Nm and NTn = 54 rpm (analytical sizing).

With the chosen two objectives, the Pareto front links the solution with the highest
efficiency and the solution with the highest torque/weight ratio. As seen in Figure 7, there is
a slight difference of efficiency between the solution presenting the highest torque/weight
ratio and the solution with the highest efficiency. On the other hand, a small improvement
in efficiency leads to a significant decrease in the torque/weight ratio. As a consequence, if
the same weighting is given to both objectives, the solution with the highest torque/weight
ratio is the more interesting one to implement in our wind energy system. The main
characteristics of the resulting machine are listed in Table 1.

Table 1. Characteristics of the solutions with the highest torque-to-weight ratio (analytical sizing).

Designation Vernier Machine Synchronous Machine

Rated efficiency (%) 84 86
Torque/weight ratio (Nm·kg) 22.7 11.8
Outer diameter (mm) 441 528
Inner diameter (mm) 410 484
Total length (mm) 109 107
Air gap (mm) 0.5 0.6
Total mass (kg) 11.9 22.8
Number of phases 3 3
Number of stator poles 26 102
Power factor 0.52 1
Rated frequency (Hz) 199 46

Force density (N/cm2) 1.17 0.71

For comparison, we performed sizing on a conventional synchronous machine with
the same rated values, also maximizing the torque/weight ratio. The torque/weight ratio is
twice as high with the SPMVM. However, we can note the low power factor of the Vernier
machine, when it is close to one for the conventional machine.

As a reminder, the calculations are made for a torque TTN = 270 N.m and a rotation
speed NTN = 5 rpm.

A characteristic of Vernier machines is that they have a lower power factor than
conventional synchronous machines. During motor operation it allows us to dimension
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the power system. The over-sizing of the power system is largely compensated by the high
torque of the actuator.

With the SPMVM behaving externally like a synchronous machine without saliency.
The electrical model for this machine is the same as that of a classical synchronous magnet
machine. We have E electromotive force (e.m.f.), Rs stator resistance, Xs synchronous
reactance and V single voltage at the stator terminals.

The Fresnel diagrams obtained with a diode rectifier and with a Power Wave Modula-
tion (PWM) rectifier are presented in Figure 11. The phasors shown in the diagrams are
fundamental quantities.

Figure 11. Fresnel diagram of the generator when associated with a rectifier.

These diagrams show that a low power factor will require oversizing of the PWM
rectifier to achieve the same transmitted power. Concerning the diode rectifier, the
torque/weight ratios presented above were obtained by assuming that the e.m.f. was
in phase with the stator current, so the expected performance will not be reached at the
rated current.

As the low power factor of the generator is a drawback with the two usual types
of rectifiers, we want to increase its value. With the efficiency and torque/weight ratio,
we then have three optimization objectives. To potentially identify others, we will now
consider the energy conversion system as a whole.

5. Study of the Vernier Generator and Rectifier Association

5.1. Introduction

To investigate the association of the Vernier machine with the two types of rectifiers, we
model the complete energy conversion system with Simulink. The turbine is simulated with
(1). The PMVM is modeled using the classical relations of the synchronous machine, with
some adaptations to take its particularities into account. The converters are represented
by average models. With experiments on a test bed [13], we have shown that the overall
model offers a good estimate of the energy produced by the turbine, but that it is less
precise for converter and machine losses.

As a model of wind, we used a profile with a mean speed of 8 m/s and including
sharp variations, so as to study the dynamic behavior of the conversion system when
submitted to uneven wind gusts that commonly arise in urban areas (Figure 12).

We used the parameters given in Table 1 for the SPMVM. With an additional condition
imposing a 120-V phase voltage under rated speed, we calculated the parameters of the
machine’s electrical model:

• Back-emf coefficient: Ke = 11.3 V/rad/s
• Stator inductance: Ls = 10.4 mH
• Stator resistance: Rs = 1.12 Ω.

The rectifier associated with the generator can feed a DC link with a fixed or variable
voltage (see Figure 12). The load can be an accumulator, possibly fed by a chopper, or an
inverter connected to a local grid [14–17].
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Figure 12. Wind profile used for simulation and the wind energy conversion system.

Considering the high synchronous reactance of the PMVM, it is better to use a voltage
source at the output of the diode bridge rectifier. We thus obtain phase currents that are
naturally sinusoidal in the machine and the total harmonic distortion of the stator voltage
is lower than with a smoothing inductor.

5.2. Vernier Machine PWM Rectifier Association

With a PWM rectifier, we can drive the generator to maintain the operating point
of the turbine close to the maximum power point locus (Figure 3) [18–22]. The torque vs.
speed characteristic of the turbine being known, we can use the driving method shown in
Figure 13.

Figure 13. Driving method with a PWM rectifier.

From a speed measurement, the torque set point necessary to keep the working
point of the turbine on the maximum power point locus is deduced. This value is used to
calculate the stator current set point in a rotating frame, and the resulting control action is
transformed back to the stationary frame for execution. The working point trajectory of the
turbine resulting from this control method is shown in Figure 14.
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Figure 14. Working point trajectory of the turbine.

5.3. Vernier Machine Diode Rectifier Association

The diode bridge rectifier is an easy-to-use, low-cost, and sturdy converter, which is
what makes it a very interesting choice for a domestic installation. On the other hand, as it
is not a driven converter, it obviously does not make it possible to impose a working point
on the turbine. Consequently, the energy conversion system must be designed as a whole
to obtain a working point trajectory naturally, which will come close to the one shown in
Figure 14.

5.3.1. Constant DC-Link Voltage

In the case of constant DC-link voltage, the voltage value must be chosen to reach a
compromise. For a high voltage value, the diode bridge will conduct only for high-speed,
low-power working points of the turbine. With a low voltage value, the working point of
the turbine will settle at low speeds, which also correspond to low power.

Therefore, there is an optimal voltage value with which the working point will settle
close to the maximum power point locus (Figure 15), thus leading to maximum energy
recuperation (Figure 16).

Figure 15. Working points for generator power with several constant DC-link voltages.
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Figure 16. Working points for generator energy with several constant DC-link voltages.

If we pay attention to the energy produced by this conversion system, depending on
whether a diode bridge or a PWM rectifier is used, the difference is much more distinct for
high wind speeds: with the diode rectifier, when the wind speed rises, the derivative of
the generator torque with respect to the speed of rotation δTg/δΩ tends towards negative
values. In that case, the working point becomes unstable and the turbine speed increases
rapidly. The working point moves away from maximum power points and, if we refer
to what is produced with a PWM rectifier, the turbine is clearly under-exploited. As a
consequence, we cannot take advantage of the turbine’s ability to work with strong winds.

To illustrate what happens under high wind speed conditions, we use a wind profile
with the same shape as that in Figure 8, but with a mean value of 19 m/s, that is, the wind
speed with which we determined the rated values. With a DC-link voltage of 48 V, which is
the optimal value for an average wind speed of 8 m/s, the working point trajectory of the
resulting turbine is shown in Figure 17, and the energy collected on the DC-link is divided
by more than four compared to the energy produced with a PWM rectifier (Figure 18).

Figure 17. Working points for generator power with a diode bridge rectifier for an average wind
speed of 19 m/s (DC-link voltage = 48 V).

61



Energies 2021, 14, 666

Figure 18. Working points for generator energy with a diode bridge rectifier for an average wind
speed of 19 m/s (DC-link voltage = 48 V).

5.3.2. Variable DC-Link Voltage

As a starting point, we use the power expression on the generator output. From
there, we can obtain the expression of the DC bus voltage uDCM for which the generator
associated with a diode bridge supplies maximum power to the DC bus. Using the notation
from Figure 11 and with a unit power factor, we obtain:

P = 3 · V · I = 3 ·
(√

2
π

· UDC

)
· I (16)

In addition, from Figure 8, diode rectifier, we can deduce the stator current (I):

I =
−V · RS

R2
S + X2

S
+

√(
Ke ·ω

NR

)2 · (R2
S + X2

S
)− (XS · V)2

R2
S + X2

S
(17)

Ke being the e.m.f. coefficient of the PMVM.
Expression (16) thus becomes:

P = 3 · V
R2

S + X2
S
·
⎛⎝−V · RS +

√(
Ke ·ω

NR

)2
· (R2

S + X2
S
)− (XS · V)2

⎞⎠ (18)

Differentiating this expression with respect to the DC bus voltage UDC, we deduce
that power P is maximum for UDCM:

U2
DCM =

(
Ke ·ω

NR

)2 ·
√

R2
S + X2

S ·
(√

R2
S + X2

S − RS

)
( 2

π

)2 · X2
S

(19)

If we note stator angular frequency ω, as XS
2 = (LS · ω)2 >> RS

2, this expression
becomes:

U2
DCM =

(
Ke ·ω

NR

)2 · (LS ·ω− RS)( 2
π

)2 · LS ·ω
=

(
Ke ·ω · π

2 · NR

)2
·
(

1 − RS
LS ·ω

)
(20)
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If the wind speed is 8 m/s, maximum turbine power is reached when N = 20 rpm.
At this operating point, the stator frequency is 68 Hz and it can be found with (20) that
the optimal DC bus voltage is about 48 V. If the wind speed reaches 19 m/s, the turbine’s
maximum power is obtained at nominal rotating speed, giving a stator frequency of 199 Hz.
An amount of 48 V as the DC bus value is no longer optimal: the new optimal voltage
UDCM is obtained from (20) and is about 96 V.

If we may vary the DC bus voltage, we can improve the operation of the energy
conversion system with a diode bridge, by adapting this voltage to the rotating speed.
However, this solution reduces simplicity, sturdiness, and does not bring significant im-
provement in power production. If we apply (18) with a voltage UDC = 96 V, the power is
about 470 W, which is much lower than the 1470 W that the turbine can potentially produce
when the wind reaches 19 m/s.

5.3.3. Machine Optimization for a Diode Bridge Rectifier

Using (18) and (20), we can plot the evolution of the maximum power versus speed
produced by the association of the generator and the diode bridge rectifier. Figure 19 is
obtained by using this plot and the characteristic giving the maximum power produced by
the turbine versus speed.

Figure 19. Evolution of the maximum power of the generator and the turbine.

There is a speed limit Nlim, beyond which the generator cannot transmit all the power
produced by the turbine to the DC bus.

The generator’s rated values are specified for a wind speed of 19 m/s. Thus, among
the solutions plotted in Figure 10, we look for a generator giving a speed Nlim as near as
possible to 54 rpm (speed of the turbine maximum power point for this wind speed in
Figure 3).

We can deduce Nlim or here Ωlim expression from the relation giving the maximum
power of the turbine as a function of the rotating speed:

PM = KT × Ω3 =

(
1
2
· Cpopt · ST · ρ · R3

λ3
opt

)
× Ω3 = 9.4 × Ω3 (21)

CPopt: maximum power coefficient of the turbine: CPopt = 7.62/100; ST: turbine area “seen”
by the wind: ST = 4.5 m2; ρ: air density: ρ = 1.25 kg/m3; R: turbine rotor radius: R = 0.9 m;
λ represents the ratio: (R · Ω/Sw), Sw being the wind speed; λopt is the value of λ for which
Cp = CPopt either λopt = 0.26.
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From (18) and (20), we can then deduce the expression of the maximum power at the
generator output as a function of speed, and equate it to (22). The only coherent solution is:

Ωlim

(
rd.s−1

)
=

Ke ·
√

3
2√

KT · LS · NR
− RS

2 · LS · NR
= Ω1(1)− Ω1(2) (22)

From this expression, we can make the following remarks:

• The second term of (22) is smaller than the first: using the simulation parameters
listed in introduction of Section 5, we find that the second term of the expression Ω1
(2) represents about 8% of the first one.

• Ke is proportional to the number of winding turns, and LS are proportional to the
number of turns squared. Thus, Ωlim is independent of this number of turns: changing
the winding cannot improve system operation. Thus, if we want to modify Ωlim, we
are interested at first by the first term Ω1 (1) of (22).

To obtain an expression of Ke and LS, we use the following relations:

Ke =
Ur · PF

Ωr
(23)

with Ur: stator voltage at rated speed (Ur = 120 V), PF: power factor, Ωr: rated speed
(rad·s−1).

LS =
sin
(
cos−1(PF)

) · Ur

2 · π · Ir · fr
(24)

fr rated frequency:

fr =
NR.Ωr

2 · π
(25)

Ir rated stator current:

Ir =
Pr

3 · U · PF
(26)

Pr: rated power.
Using relations (23) to (26), we find that the first term in (22) can be written:

Ω1(1) =

√
Pr · PF

2 · KT · Ωr · sin(cos−1(PF))
(27)

The application sets the rated values for power and rotating speed. Thus only the
power factor remains as a variable.

The second part of Equation (22) can be written as:

Ω1(2) =
Pr · RS · Ωr

6 · U2
r · PF · Ωr · sin(cos−1(PF))

(28)

Ω1(2) being small in comparison with Ω1(1), we can approximate that stator resistance
does not change from one machine to another. The stator voltage at rated speed Ur will
remain unchanged too. We can then plot Ωlim as a function of the power factor (Figure 19).

Ωlim increases far more quickly when the power factor is greater than 0.9. If we want
to obtain Ωlim = 54 rpm, we need a power factor equal to 0.928. However, the curve on
Figure 20 is plotted without imposing any limit on the machine stator current.

Using (18), we calculate that a machine with a power factor of 0.928, a rated power
of 1.5 kW, and a rated voltage of 120 V, would have a rated current of 4.5 A, but its
stator current would reach 7.5 A at the working point. So as to not oversize the machine,
among the solutions calculated in Table 1, we seek the solution that represents the best
compromise between efficiency and power factor while maintaining a high torque to
weight ratio (Figure 21).
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Figure 20. Speed limit (Nlim) versus power factor (PF).

Figure 21. Power factor of feasible solutions versus efficiency.

In Table 2, the chosen solution is compared to the PMVM presented in Table 1.

Table 2. Characteristics of the solutions with the highest torque-to-weight ratio (analytical sizing).

Designation
PMVM

Optimized for
Torque/Weight Ratio

PMVM Optimized for
Association with a Diode

Bridge Rectifier

Rated efficiency (%) 84 83.9
Torque/weight ratio (Nm·kg) 22.7 18.6
Outer diameter (mm) 441 453
Inner diameter (mm) 410 420
Total length(mm) 109 121
Air gap (mm) 0.5 0.5
Total mass (kg) 11.9 14.5
Number of stator poles 26 20
Power factor 0.52 0.8
Rated frequency (Hz) 199 99

Force density (N/cm2) 1.17 1.06

5.3.4. Improvement Brought by the Generator with a High Power Factor

To simplify the energy conversion system, we work with a constant DC voltage at the
rectifier output and, by using simulations, we try to evaluate the improvements that can
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be expected in energy production with a machine optimized for association with a diode
bridge rectifier. In these simulations, we use, for every generator, the DC voltage calculated
using (20) for speed Ωlim: this voltage seems to be the most appropriate for maximum
energy production over the entire wind speed variation range. For the generator optimized
for the torque-to-weight ratio: UDC = 48 V, for the generator optimized for association with
the diode rectifier: UDC = 96 V.

With an average wind of 8 m/s, Figure 16 shows that the generator optimized by
considering the torque/weight ratio can produce the power with a PWM rectifier. In
comparison with this generator, we obtain 12% less power with the generator optimized
for association with the diode bridge (Figure 22).

 

Figure 22. Energy at generator output for 8-m/s average wind speed.

With a wind profile centered on 19 m/s, the generator optimized for the diode bridge
makes it possible to obtain working points nearer the maximal power points than with the
machine with a high torque-to-weight ratio (Figure 23).

 

Figure 23. Power results obtained for 19-m/s average wind speed.

The energy at the generator output, despite being 30% lower than with a PWM rectifier,
represents three times the energy we can obtain with a high torque/weight generator
associated with a diode bridge (Figure 24).
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Figure 24. Results obtained for energy for 19-m/s average wind speed.

With a high power factor generator, we can then maintain high-performance over a
wide wind speed range.

6. Conclusions

By using simulations, we showed that the association of a PMVM with a diode rectifier
in a wind energy conversion system can result in good performance, requiring a specific
design of the generator for the association.

In the application studied in this article, the system prioritizing generator weight and
compactness seems to offer high performance for low wind speeds, but is far less efficient
in case of strong winds. Therefore, to best exploit the wind turbine without oversizing the
generator, a concession must be made on the torque-to-weight ratio in favor of the power
factor. This concession, however, is justified by the simplicity and the sturdiness of the
energy conversion system thereby obtained.

We are also studying other converter architectures associated with the Vernier genera-
tor effect, its converters already being studied for wind energy conversion.

The combination of an optimized Vernier generator with a diode rectifier can be an eco-
nomical solution for small vertical or horizontal axis wind turbines. For this machine there
are no mechanical feasibility constraints even for small yoke, tooth or magnet dimensions.

Author Contributions: Conceptualization, designed, analysis, writing—original draft preparation,
P.E. and I.M.; supervision this project, P.E. and D.M.; writing—review and editing, P.E. All authors
have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The study did not report any data.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Chen, Z.; Guerrero, J.M.; Blaabjerg, F. A review of the state of the art of power electronics for wind turbines. IEEE Trans. Power
Electron. 2009, 24, 1859–1875. [CrossRef]

2. Milivojevic, N.; Stamenkovic, I.; Schofield, N. Power and Energy Analysis of Commercial Small Wind Turbine Systems. In
Proceedings of the IEEE International Conference Industrial Technology (ICIT), Vina del Mar, Chile, 14–17 March 2010; pp. 1739–
1744. [CrossRef]

3. Corbus, D.; Baring-Gould, I.; Drouilhet, S.; Jimenez, T.; Newcomb, C.; Flowers, L. Small wind turbine testing and develop-ment
applications. In Proceedings of the WindPower’99, Burlington, VT, USA, 20–23 June 1999; AC36-99GO10337.

67



Energies 2021, 14, 666

4. Ani, S.O.; Polinder, H.; Ferreira, J.A. Comparison of Energy Yield of Small Wind Turbines in Low Wind Speed Areas. IEEE Trans.
Sustain. Energy 2012, 4, 42–49. [CrossRef]

5. Modi, V.J.; Fernando, U.K. On the performance of the Savonius wind turbine. J. Sol. Energy Eng. 1998, 111, 71–81. [CrossRef]
6. Llibre, J.F.; Matt, D. A Cylindrical Vernier Reluctance Permanent-Magnet Machine. Electromotion J. 1998, 5, 35–39.
7. Lipo, T.; Toba, A. Generic torque-maximizing design methodology of surface permanent-magnet vernier machine. IEEE Trans.

Ind. Appl. 2000, 36, 1539–1546. [CrossRef]
8. Mény, I.; Enrici, P.; Huselstein, J.J.; Matt, D. Direct driven synchronous generator for wind turbines (Vernier reluctance magnet

machine). In Proceedings of the ICEM’2004, Cracovie, Pologne, 5–8 September 2004.
9. Mény, I.; Enrici, P.; Didat, J.R.; Matt, D. Analytical dimensioning of a direct-driven wind generator. Use of a variable reluc-tance

magnet machine with Vernier effect. In Proceedings of the Electromotion 05, Lausanne, Switzerland, 27–29 July 2005.
10. Llibre, J.F.; Matt, D. Performances comparées des machines à aimants et à réluctance variable. Maximisation du couple massique

ou volumique. J. Phys. III 1995, 5, 1621–1641.
11. Enrici, P.; Dumas, F.; Ziegler, N.; Matt, D. Design of a High-Performance Multi-Air Gap Linear Actuator for Aeronautical

Applications. IEEE Trans. Energy Convers. 2016, 31, 896–905. [CrossRef]
12. Hoang, E. Etude, modélisation et mesure des pertes magnétiques dans les moteurs à réluctance variable à double saillance.

Ph.D. Thesis, Laboratoire d’Electricité, Signaux et Robotique (LESiR), Ecole normale Supérieure de Cachan, Cachan, France, 19
December 1995.

13. Meny, I. Chaîne de Conversion Éolienne de Petite Puissance: Optimisation D’une Génératrice Spécifique à Entraînement Di-
rect, Développement de la Chaîne de Conversion. Ph.D. Thesis, Department of Electrical Engineering, Université Montpellier,
Montpellier, France, 6 July 2005.

14. Matt, D.; Martirè, T.; Enrici, P.; Jac, J.; Ziegler, N. Passive Wind Energy Conversion System Association of a direct-driven
synchronous motor with Vernier effect and a diode rectifier. In Proceedings of the Electrotechnical conference MELECON 2008,
Ajaccio, France, 5–7 May 2008. [CrossRef]

15. Wang, J.; Xu, D.; Wu, B.; Luo, Z. A Low-Cost Rectifier Topology for Variable-Speed High-Power PMSG Wind Turbines. IEEE
Trans. Power Electron. 2011, 26, 2192–2200. [CrossRef]

16. Kana, C.; Thamodharan, M.; Wolf, A. System management of a wind-energy converter. IEEE Trans. Power Electron. 2001, 16,
375–381. [CrossRef]

17. Di Gerlando, A.; Foglia, G.; Iacchetti, M.F.; Perini, R. Analysis and Test of Diode Rectifier Solutions in Grid-Connected Wind
Energy Conversion Systems Employing Modular Permanent-Magnet Synchronous Generators. IEEE Trans. Ind. Electron. 2011, 59,
2135–2146. [CrossRef]

18. Baroudi, J.A.; Dinavahi, V.; Knight, A.M. A review of power converter topologies for wind generators. Renew. Energy 2007, 32,
2369–2385. [CrossRef]

19. Mirecki, A.; Roboam, X.; Richardeau, F. Architecture Complexity and Energy Efficiency of Small Wind Turbines. IEEE Trans. Ind.
Electron. 2007, 54, 660–670. [CrossRef]

20. Wang, Q.; Chang, L. An Intelligent Maximum Power Extraction Algorithm for Inverter-Based Variable Speed Wind Turbine
Systems. IEEE Trans. Power Electron. 2004, 19, 1242–1249. [CrossRef]

21. Lumbreras, C.; Guerrero, J.M.; Garcia, P.; Briz, F.; Reigosa, D.D. Control of a Small Wind Turbine in the High Wind Speed Region.
IEEE Trans. Power Electron. 2016, 31, 6980–6991. [CrossRef]

22. Sunan, E.; Kucuk, F.; Goto, H.; Guo, H.-J.; Ichinokura, O. Three-Phase Full-Bridge Converter Controlled Permanent Magnet
Reluctance Generator for Small-Scale Wind Energy Conversion Systems. IEEE Trans. Energy Convers. 2014, 29, 585–593. [CrossRef]

68



energies

Article

Fractional-Order Control of Grid-Connected Photovoltaic
System Based on Synergetic and Sliding Mode Controllers

Marcel Nicola 1,* and Claudiu-Ionel Nicola 1,2,*

Citation: Nicola, M.; Nicola, C.-I.

Fractional-Order Control of

Grid-Connected Photovoltaic System

Based on Synergetic and Sliding

Mode Controllers. Energies 2021, 14,

510. https://doi.org/10.3390/

en14020510

Received: 4 December 2020

Accepted: 14 January 2021

Published: 19 January 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Research and Development Department, National Institute for Research, Development and Testing in
Electrical Engineering—ICMET Craiova, 200746 Craiova, Romania

2 Department of Automatic Control and Electronics, University of Craiova, 200585 Craiova, Romania
* Correspondence: marcel_nicola@yahoo.com or marcel_nicola@icmet.ro (M.N.);

claudiu@automation.ucv.ro (C.-I.N.)

Abstract: Starting with the problem of connecting the photovoltaic (PV) system to the main grid,
this article presents the control of a grid-connected PV system using fractional-order (FO) sliding
mode control (SMC) and FO-synergetic controllers. The article presents the mathematical model of a
PV system connected to the main grid together with the chain of intermediate elements and their
control systems. To obtain a control system with superior performance, the robustness and superior
performance of an SMC-type controller for the control of the udc voltage in the DC intermediate
circuit are combined with the advantages provided by the flexibility of using synergetic control
for the control of currents id and iq. In addition, these control techniques are suitable for the
control of nonlinear systems, and it is not necessary to linearize the controlled system around a
static operating point; thus, the control system achieved is robust to parametric variations and
provides the required static and dynamic performance. Further, by approaching the synthesis of
these controllers using the fractional calculus for integration operators and differentiation operators,
this article proposes a control system based on an FO-SMC controller combined with FO-synergetic
controllers. The validation of the synthesis of the proposed control system is achieved through
numerical simulations performed in Matlab/Simulink and by comparing it with a benchmark for
the control of a grid-connected PV system implemented in Matlab/Simulink. Superior results of the
proposed control system are obtained compared to other types of control algorithms.

Keywords: photovoltaic system; grid; sliding mode control; synergetic control; fractional-order control

1. Introduction

It is a well-known fact that it is important to use, to an increasing extent, renewable
energy, characterized by the fact that it is generated from easily renewable sources which
can thus be considered unlimited energy. Among these types of renewable energy sources,
we refer to solar energy, wind energy, water energy, geothermal energy, etc. There is also
a strong upward trend in the study and use of the PV system technology. Obviously, the
study of its control systems was also developed in parallel with it [1].

Moreover, among the general approaches to the study of microgrid systems control,
we can mention the study of the transient stability of a hybrid microgrid [2,3], the use of
algorithms to offset lagging in the microgrid system [4], the optimization of the charging
process of microgrid batteries [5,6], the study of the topologies of the converters used in the
microgrid [7], the parallel coupling of the inverters in a microgrid [8], problems related to
fault tolerance in the microgrid [9], and also problems related to the multi-grid dispatching
in view of obtaining an economic optimum [10–14].

An inherent problem that arises is the control of the process of the PV system connec-
tion to a main grid. The components which ensure the connection of the PV system to the
main grid are the DC-DC boost converter, the DC intermediate circuit, the DC-AC converter,
the filtering block, and the transformer for the connection to the main grid, together with

Energies 2021, 14, 510. https://doi.org/10.3390/en14020510 https://www.mdpi.com/journal/energies
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their control systems. Further, a task of maximum importance in terms of the control of the
grid-connected PV system is to maintain the DC voltage in the intermediate circuit—DC
link voltage—udc as precisely as possible. The control of this voltage is performed by a
cascade control system in which the outer control loop controls the level of udc voltage,
and the inner control loops control currents id and iq in the dq rotating reference frame.
Usually, the synchronization with the main grid is performed through a phase-locked loop
(PLL), and the controllers of the control loops are of the classic proportional integrator (PI)
type [15].

In order to obtain a more precise control of the voltage udc, we can use more complex
control algorithms of the adaptive [16], robust [17,18], and predictive [19] types, but also
intelligent control algorithms, such as fuzzy [20], neuro-fuzzy [21], genetics [22], particle
swarm optimization (PSO) [23], and reinforcement learning [24].

A type of special controller used for the control of linear and nonlinear systems is
based on PI and passivity theory [25]. This type of control, known at the beginning as
the hyperstability control theory, is based on the appropriate description of the system
in the closed loop in the form of the Lagrangian or the port-controlled Hamiltonian,
which defines the behavior of the system through energy functions. This description is
generally expressed in the form of solutions to partial differential equations, which require
an increased degree of difficulty in the implementation of these types of controllers.

An alternative for the synthesis of some controllers for nonlinear systems, which
ensures the parametric robustness and maintains a low order of the synthesized control
law, is the use of SMC [26]. Among the disadvantages of the SMC-type control, we
mention the occurrence of the chattering phenomenon, which represents the occurrence of
oscillations in the control input due to the process of synthesis of the controller. For this
purpose, to reduce oscillations, transition functions smoother than the sgn function are
used (between conventional thresholds +1 and −1) followed by a corresponding filtration.
Further, a type of controller suitable for the control of nonlinear systems is the synergetic
controller [27]. It is important to recall that, by using such a controller, it is not necessary to
linearize the nonlinear model around a static operating point because this type of controller
provides good performance for the entire operating range of the nonlinear model.

By adding the FO calculus and the fractional differentiation and integration opera-
tors [28,29], control laws can be obtained with a higher degree of refinement due to the
additional control parameter which represents the order of the fractional differentiation and
integration operator. Thus, a control structure in which classical PI controllers are replaced
with FO-synergetic controllers is presented in [30]. Superior results are obtained by using
the control structure proposed in this article, as well as the proposed macro-variables for
the synthesis of control laws.

The main contributions of this article consist in replacing the classic PI-type controllers
in the control loops of udc voltage and id and iq currents with, respectively, the FO-SMC
and FO-synergetic type controllers. Thus, the synthesis of the control laws related to these
types of controllers is presented, as well as the results obtained by numerical simulations
in Matlab/Simulink for the control of the grid-connected PV system, in which classic PI,
synergetic, or FO-synergetic controllers are used for the inner control loops of currents id
and iq, and classic PI, SMC, or FO-SMC controllers are used for the outer control loop of
udc. Owing to the levels of freedom and the refinement brought by the fractional calculus
for the SMC and synergetic algorithms, the performances of the control system will be
superior to those presented in the benchmark implementation in [15] but will also compare
to the results obtained in other papers using the basic approach presented in [15].

The main contributions of this paper can be summarized as follows:

• We propose the cascade structure of the control system of the grid-connected PV
system based on the robustness of an SMC-type controller for the control of udc voltage
in the DC intermediate circuit, combined with the flexibility of using synergetic control
for the control of currents id and iq.
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• The synthesis of the control laws by SMC- and synergetic-type controllers using the
fractional calculus for integration operators and differentiation operators.

• We realized the numerical simulations in Matlab/Simulink, and by comparing them
with a benchmark for the control of a grid-connected PV system implemented in
Matlab/Simulink, superior results of the proposed control system compared to other
types of control algorithms are presented.

The other sections of the paper are structured as follows: Section 2 presents a math-
ematical model of the grid-connected PV system. Section 3 presents the control of the
grid-connected PV system using the FO calculus for the SMC controller and synergetic
controllers. Section 4 presents the numerical simulations in Matlab/Simulink for the control
of the grid-connected PV system using FO-SMC and FO-synergetic controllers and the
analysis thereof, and some conclusions are presented in Section 5.

2. Mathematical Model of the Grid-Connected PV System

Following [15,27,31], which show the mathematical model of a grid-connected PV
system, Figure 1 shows the general diagram of such a system. The PV array system is
modeled in [15,27,31] and the input parameters are radiation and temperature. The list of
component blocks additionally includes a DC boost converter along with the maximum
power point tracking (MPPT) module and a three-phase DC-AC converter. The notations
in Figure 1 are the usual ones.

 

Figure 1. Block diagram of the main circuit diagram of the grid-connected PV system.

Thus, the following equations can be written to describe the operation of the grid-
connected PV system:

C1
duPV

dt
= iPV − is (1)

uPV = R1is+L1
dis
dt

+ us (2)

C2
dudc

dt
= idc1 − idc2 (3)

uabc − eabc = R3iabc+L3
diabc

dt
(4)

where uabc represents the output voltage of the DC-AC (voltage source converter—VSC)
converter with uabc =

[
ua ub uc

]T , eabc represents the grid voltage with eabc =[
ea eb ec

]T , and iabc represents the alternating current with iabc =
[

ia ib ic
]T .
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Park’s transformation based on the P matrix is well known:

P =

⎡⎢⎢⎣
sin(ωt) sin

(
ωt − 2π

3
)

sin
(
ωt + 2π

3
)

cos(ωt) cos
(
ωt − 2π

3
)

cos
(
ωt + 2π

3
)

1
2

1
2

1
2

⎤⎥⎥⎦ (5)

By applying this transformation to the abc reference system, we obtain the usual
quantities in Figure 1 in the dq reference system (udq0 = Puabc, edq0 = Peabc, idq0 = Piabc). Thus,
Equation (4) becomes

udq0 − edq0 = R3idq0 + L3
didq0

dt
+ L3

⎡⎣ −ωiq
ωid

0

⎤⎦ (6)

By components, this equation can be rewritten in the form of Equations (7) and (8):

L3
did
dt

= −R3id + ωL3iq − ed + ud = u3d + ud (7)

L3
diq

dt
= −R3iq − ωL3id − ed + uq = u3q + uq (8)

where uid and uiq represent the control variables for the command of the DC-AC converter
(which is of voltage source converter—VSC-type). Equations (7) and (8) include the
following notations: u3d = −R3id + ωL3iq − ed and u3q = −R3iq − ωL3id − eq.

The MPPT algorithm is presented in [15,26,29]; it will provide the duty cycle signal
(D) to control the DC boost converter. Thus, the following relations can be written:

idc1 = (1 − D)is (9)

us = (1 − D)udc (10)

3. Control of the Grid-Connected PV System

The control of a grid-connected PV system is presented at length in [15,27,31], both
in normal operation and in low-voltage ride through (LVRT). The controllers used for the
inner control loops of currents id and iq are of the classic PI type or synergetic type [27],
while the controller for the outer control loop of udc is of the classic PI type [15,31]. Figure 2
shows the control scheme for the connection of a PV system to the power grid under normal
operation. The control loops of currents id and iq and of udc are presented schematically
in Figure 3. In this section, we will present several basic elements of the FO calculus to
synthesize the fractional-type control laws in the case of using the design and synthesis
procedures of the SMC and synergetic controllers.

3.1. Notions and Notations for Fractional-Order Calculus

To achieve a refinement of the differential and integral calculus, the non-integer order
operator is added as aDα

t , where the FO is noted with α, and the limits of the use of the
operator are denoted a and t [28,29].

aDα
t =

⎧⎪⎨⎪⎩
dα

dtα Re(α) > 0
1 Re(α) = 0∫ t

a (dt)−α Re(α) < 0
(11)
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Figure 2. Block diagram of fractional-order sliding mode control (FO-SMC) and FO-synergetic control of the grid-connected
PV system.

 

Figure 3. General scheme for cascade control of the grid-connected PV system.

Further, a common alternative definition is given by the Riemann–Liouville differinte-
gral [28,29]:

aDα
t f (t) =

1
Γ(m − α)

(
d
dt

)m t∫
α

f (τ)

(t − τ)α−m+1 dτ (12)

where m − 1 < α < m, m ∈ N, and Γ(·) is Euler’s gamma function.
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For the practical implementation by numerical calculation, the Grünwald–Letnikov
definition is presented as follows [28,29]:

aDα
t f (t) = lim

h→0

1
hα

( t−α
h )

∑
j=0

(−1)j
(

α
j

)
f (t − jh) (13)

where (·) is the integer part.
The Laplace transform can also be applied in the non-integer case similarly to the

integer case (in terms of the power of the complex operator s). A special case is when the
power α of operator s is of the commensurate order type q, (q ∈ R+, 0 < q < 1, αk = kq).
For λ = sq, the transfer function H(λ) can be written as

H(λ) =

m
∑

k=0
bkλk

n
∑

k=0
akλk

(14)

For the numerical implementations in embedded systems in real time, it is important
to emphasize that the results of the fractional calculus cannot be implemented directly,
but an integer-order approximation of these calculi is used on a specified frequency range
(ωb, ωh), by using Oustaloup recursive filters.

For sγ with 0 < γ < 1, an approximation can be used as follows [28,29]:

Gf (s) = K
N

∏
k=−N

s + ω
′
k

s + ωk
(15)

where ω
′
k, ωk, and K are given by

ω
′
k = ωb

(
ωh
ωb

) k+N+ 1
2 (1−γ)

2N+1
; ωk = ωb

(
ωh
ωb

) k+N+ 1
2 (1+γ)

2N+1
; k = ω

γ
h (16)

A refined form of Oustaloup-type filters is given by the following relations [28]:

sα ≈
(

dωh
b

)α( ds2 + bωhs
d(1 − α)s2 + bωhs + dα

)
Gp (17)

Gp = K
N

∏
k=−N

s + ω
′
k

s + ωk
; ωk =

(
bωh

d

) α+2k
2N+1

; ω
′
k =

(
dωb

b

) α−2k
2N+1

(18)

where usually parameters b = 10 and d = 9.

3.2. Fractional-Order Sliding Mode Control

Starting from Equation (3) and using Sa, Sb, and Sc to denote the switching function
for the DC-AC converter in Figure 1, the following equation is obtained in the abc frame:

C2
dudc

dt
= idc1 − (iaSa + ibSb + icSc) (19)

The switching functions Sd and Sq can be obtained by using transformation (5):[
Sd Sq 0

]T
= P

[
Sa Sb Sc

]T (20)

Based on these, Equation (19) becomes

C2
dudc

dt
= idc1 − 3

2

(
idSd + iqSq

)
(21)
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In Equation (21), idc1 is given by the relations (9) and (10) which depend on the
DC boost converter and the MPPT algorithm, which we will consider as an optimized
form given by [15,31], so we will consider that it is necessary for the other terms of the
right member to be calculated by the sliding mode control technique to maintain udc at
a prescribed value udcref (which is considered constant or has slow variations relative to
the variation of the other quantities in the control system). Additionally, in [26], it is
demonstrated that, when the three-phase grid system is symmetrical, id represents the
direct current and reference iqref = 0 is selected, and thus Equation (21) becomes:

C2
dudc

dt
= idc1 − 3

2
idre f Sd (22)

Following the sliding mode control design procedure, the reference idref for the inner
control loop of currents id and iq will be determined. Thus, we define the state variable
x1 as

x1 = udc − udcre f (23)

We define the switching surface S:{
S = c1x1 + x2.
S = c1x2 +

.
x2

(24)

where the state variable x2 is defined by:

x2 =
.
x1 = − .

udc (25)

To achieve convergence, the following is required:

.
S = −εsgnS − kS (26)

where ε and k are positive constants.
From the calculation, we obtain:

..
x1 =

.
x2 = − ..

udc =
3
2

Sd
C2

.
idre f −

.
idc1
C2

, (27)

and thus the following can be written:

− εsgnS − kS = c1x2 +
3
2

1
C2

Sd
.
idre f −

.
idc1
C2

(28)

Following [32], to improve convergence and reduce high-frequency oscillations, the
sgn function is replaced with the function below:

h(x) =
2

1 + e−a(x−b)
− 1 (29)

For a = 4 and b = 0, h ∈ [−1 1], and a smoothed transition is achieved between −1
and 1. From this, the output of the SMC-type controller can be inferred:

idre f =
2
3

C2

Sd

t∫
0

[
−(c1x2 + kS − εh(S)) +

.
idc1
C2

]
dt (30)

For the fractional case, the switching surface is defined as:

S = c1x1 + c2Dμx1 = c1x1 + c2Dμ−1x2, (31)
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where the fractional differential operator D is defined in relation (11).
By calculating

.
S, we obtain:

.
S = c1

.
x1 + c2Dμ+1x1 = c1x2 + c2Dμ−1 .

x2, (32)

which can be rewritten using Equation (27):

.
S = c1x2 + c2Dμ−1

(
3
2

1
C2

Sd
.
idre f −

.
idc1
C2

)
(33)

Using Equation (26), we obtain:

− εh(S)− kS − c1x2 = c2Dμ−1

(
3
2

1
C2

Sd
.
idre f −

.
idc1
C2

)
(34)

By applying operator D1−μ to relation (34), we obtain:

D1−μ(−εh(S)− kS − c1x2) = c2
3
2

1
C2

Sd
.
idre f − c2

.
idc1
C2

(35)

The output of the FO-SMC type controller can thus be inferred from the following:

idre f =
2

3c2

C2

Sd

t∫
0

[
c2

.
idc1
C2

+ D1−μ(−εh(S)− kS − c1x2)

]
dt (36)

Both in Equation (30) and in Equation (36), in order to avoid the uncontrolled increase
in idref due to the zero-crossings of the signal Sd, it will be replaced in the practical imple-
mentation with S′

d = Sd + c3, where c3 > 0 becomes a new level of freedom in the design
of the FO-SMC controller.

3.3. Fractional-Order Synergetic Control

It is well known that synergetic control can be considered as a generalization of sliding
mode control. Thus, synergetic control can be applied to nonlinear systems described by
the general form [27,32]

.
x = f (x, u, t) (37)

where x represents the state vector, x ∈ �n; f (.) represents the continuous nonlinear
function; u represents the control vector, u ∈ �m, (m < n).

The synergetic control procedure includes the selection of a macrovariable ψ(x, t)
which depends on the states of the system, for each control input. The system will be forced
to evolve to manifolds ψ = 0, according to the following equation:

T
.
ψ + ψ = 0 (38)

where T > 0 is selected to obtain the desired convergence rate.
By differentiating the macrovariable Ψ, we obtain:

.
ψ =

∂ψ

∂x
.
x, (39)

and by inserting the relation (39) into Equation (38), we obtain:

T
∂ψ

∂x
.
x + ψ = 0 (40)
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The explicit forms of
.
x states in the mathematical model of the controlled system are

inserted into Equation (40). This results in the control law as follows:

u = u(x, ψ(x, t), T, t) (41)

Next, we will apply the integer-order and fractional-order synergetic control proce-
dures to replace the classic PI-type control loops of currents id and iq. The outputs of the
synergetic controller will be ud and uq (see Figure 2).

For the d-axis, for kd > 0, we choose the macrovariable Ψd as follows:

ψd =
(

udcre f − udc

)
+ kd

(
idre f − id

)
(42)

We define another state variable x2 (in addition to the state variable x1 in Equation (23)):{
x1 =udcre f − udc

x2 =idre f − id
(43)

Based on the relation (43) for slow variations of the reference quantities or quasi-
stationary regime, the following relation can be written:{ .

x1 = − .
udc

.
x2 = −

.
id

(44)

Using these, we obtain the macrovariable derivative Ψd defined in relation (42), of the
following form:

.
ψd =

.
x1+kd

.
x2 = − .

udc − kd
.
id (45)

Based on these, for T = T1, Equation (40) becomes:

T1

(
− .

udc − kd
.
id

)
+
(

udcre f − udc

)
+ kd

(
idre f − id

)
= 0 (46)

Using Equation (7), Equation (46) becomes:

− T1
.
udc − T1kd

1
L3

(u3d − ud) +
(

udcre f − udc

)
+ kd

(
idre f − id

)
= 0 (47)

After rearranging the terms in Equation (47), we can write:

T1kd
1
L3

ud = −T1
.
udc − T1kd

1
L3

u3d +
(

udcre f − udc

)
+ kd

(
idre f − id

)
(48)

Based on this, we obtain the control law ud as follows:

ud =
L3

T1kd

[
−T1

.
udc − T1kd

1
L3

u3d +
(

udcre f − udc

)
+ kd

(
idre f − id

)]
(49)

For axis d in the fractional case, the macrovariable is chosen:

ψd = Dμx1 + kdx2 (50)

By deriving Equation (50), we obtain:

.
ψd = Dμ .

x1 + kd
.
x2 = −Dμ .

udc − kd
.
id (51)

Based on these, Equation (40) becomes

T1

(
−Dμ .

udc − kd
.
id

)
+ Dμ

(
udcre f − udc

)
+ kd

(
idre f − id

)
= 0 (52)
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Using Equation (7), Equation (52) becomes:

− T1Dμ+1udc − T1kd
1
L3

(u3d + ud) + Dμ
(

udcre f − udc

)
+ kd

(
idre f − id

)
= 0 (53)

After rearranging the terms in Equation (53), we can write:

T1kd
1
L3

ud = −T1Dμ+1udc − T1kd
1
L3

u3d + Dμ
(

udcre f − udc

)
+ kd

(
idre f − id

)
(54)

Based on this, we obtain the control law ud as follows:

ud =
L3

T1kd

[
−TdDμ+1udc − T1kd

1
L3

u3d + Dμ
(

udcre f − udc

)
+ kd

(
idre f − id

)]
(55)

For the q-axis, for kq > 0, we choose the macrovariable Ψq of the following form:

ψq = iqre f − iq (56)

We define another state variable x3 (in addition to the state variables x1 and x2 in
Equation (43)): ⎧⎨⎩

x1 =udcre f − udc
x2 =idre f − id
x3 = iqre f − iq

(57)

Based on relation (57), because iqref is set to zero, we can write:⎧⎪⎨⎪⎩
.
x1 = − .

udc
.
x2 = −

.
id

.
x3 = −

.
iq

(58)

Using these, we obtain the macrovariable derivative Ψq defined in relation (56), of the
following form:

.
ψq =

.
x3 (59)

Based on these, for T = T2, Equation (40) becomes:

− T2
.
iq +

(
iqre f − iq

)
= 0 (60)

Using Equation (8), Equation (60) becomes:

− T2
1
L3

(
u3q + uq

)
+ iqre f − iq = 0 (61)

After rearranging the terms in Equation (61), we can write:

(
u3q + uq

)
=

L3

T2

(
iqre f − iq

)
(62)

Based on this, we obtain the control law uq as follows:

uq =
L3

T2

(
iqre f − iq

)
− u3q (63)

For the q-axis in the fractional case, the macrovariable is chosen:

ψq = Dμx3 + kq

t∫
0

x3(t)dt (64)
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By deriving Equation (64), we obtain:

.
ψq = Dμ .

x3 + kqx3 = −Dμ
.
iq + kq

(
iqre f − iq

)
(65)

Based on these, Equation (40) becomes:

T2

[
Dμ

(
− 1

L3

(
u3q + uq

))
+ kq

(
iqre f − iq

)]
+ Dμ

(
iqre f − iq

)
+ kq

t∫
0

(
iqre f − iq

)
dt = 0 (66)

By using Equation (8) and applying the fractional operator defined in relation (11) to
both members of Equation (66), and considering that D−μ becomes Iμ, we can write:

− T2

L3

(
u3q + uq

)
+ T2kq Iμ

(
iqre f − iq

)
+
(

iqre f − iq
)
+ kq Iμ+1

(
iqre f − iq

)
= 0 (67)

After rearranging the terms in Equation (67), we can write:

T2

L3
uq = Tqkq Iμ

(
iqre f − iq

)
+
(

iqre f − iq
)
+ kq Iμ+1

(
iqre f − iq

)
− T2

L3
u3q (68)

Based on this, we obtain the control law uq as follows:

uq =
L3

T2

[
T2kq Iμ

(
iqre f − iq

)
+
(

iqre f − iq
)
+ kq Iμ+1

(
iqre f − iq

)
− T2

L3
u3q

]
(69)

In the case of integer-order synergetic control, the control inputs ud and uq are provided
by Equations (49) and (63), and in the case of the fractional synergetic control, the control
inputs ud and uq are provided by Equations (55) and (69). By applying the inverse Park
transform, the actual control inputs uabc (see Figure 2) are obtained as follows:

uabc = P−1udq0 (70)

4. Numerical Simulations and Analysis for the Control of the Grid-Connected PV
System Using FO-SMC and FO-Synergetic Controllers

In this section, starting from the controllers synthesized in the previous section, we
will present the obtained results of the global system for the control of the grid-connected
PV system, in which classic PI, synergetic, or FO-synergetic controllers are used for the
inner control loops of currents id and iq and classic PI, SMC, or FO-SMC controllers are used
for the outer control loop of udc. Owing to the levels of freedom and the refinement brought
by the fractional calculus for the SMC and synergetic algorithms, it will be demonstrated,
through numerical simulations, using the Matlab/Simulink environment, that superior
performance is achieved using the proposed control system. The system described in
Figures 2 and 3 is implemented in Matlab/Simulink and the block diagram is presented in
Figure 4.

The presented implementation starts from an example in Matlab/Simulink [15], which
presents the control system and the performances for a 100 kW model of the grid-connected
PV array. The reference value of the voltage in the DC intermediate circuit is set to 500 V
and the rated AC voltage supplied by the DC-AC converter is of 260 V. Further, the load
is connected to the main grid through a distribution transformer with a rated voltage of
25 kV/260 V. The MPPT algorithm and its performances are presented and implemented
in [15,31] and are used in the implementation presented in this article as a block function.
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Figure 4. Matlab/Simulink implementation block diagram for control of the grid-connected PV system using FO-SMC and
FO-synergetic controllers.

In order to have the smallest possible fluctuations when the DC-AC converter sup-
plies a variable load, the importance of the precise control of the voltage level in the DC
intermediate circuit—udc—is well known. For this, two cascade control loops are used, an
outer one for the control of udc and two inner loops for the control of currents id and iq. The
current reference and idref are supplied by the output of the outer loop controller, and iqref is
set to zero [26].

Figures 5 and 6 show the Matlab/Simulink implementations of the control laws
synthesized in Section 3 for the most complex case, where the controller of the outer control
loop of voltage udc is of the FO-SMC type, and the inner control loops of currents id and
iq are of the FO-synergetic type. Moreover, in Figure 4, the signal filtering at the DC-AC
converter output is achieved using a 10 kvar bank capacitor, which can be considered as
the load for the control system.

The operation of the PV array is also implemented in [15], and the time variation of the
irradiance and temperature input signals is shown in Figure 7. The PV array includes 330
SunPower-type modules which can supply a maximum of 100.7 kW (305.2 W/modules),
and each module is characterized by an open-circuit voltage of Voc = 64.2 V and a short-
circuit current of Isc = 5.96 A. In the Matlab/Simulink implementation, the sample time
used is of one microsecond for the Pulse Width Modulation (PWM) generator command
signals for the DC-DC and DC-AC converters. For the control system of the voltage and
currents, but also for the PLL-type synchronization loop, the sampling period is of 0.1 ms.

In the Matlab/Simulink implementation in [15], for the first 50 ms, the operation
of the converters is bypassed during the period when the control system operates in the
open loop. After the first 50 ms, the controllers come into operation both for the DC-DC
converter and for the MPPT algorithm provided by [31], but also for the control of the
DC-AC converter whose improved FO-SMC and FO-synergetic controllers proposed in
this article provide superior performance compared to the classical PI controllers proposed
in [15], both in stationary mode and in dynamic mode (see Figures 8–11).
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Figure 5. Matlab/Simulink implementation block diagram for the FO-SMC controller.

 

Figure 6. Matlab/Simulink implementation block diagram for FO-synergetic controllers.
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Figure 7. Time evolution of the irradiance and temperature signals type 1.

 

(a)  

Figure 8. Cont.
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(b) 

Figure 8. Time evolution of the udc for the irradiance and temperature signals type 1, at 10 kvar load: (a) FO-SMC/FO-SYN
controllers; (b) classical PI controllers.

 

(a)  

Figure 9. Cont.
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 (b) 

Figure 9. Time evolution of the udc for the irradiance and temperature signals type 1, at 13 kvar load: (a) FO-SMC/FO-SYN
controllers; (b) classical PI controllers.

(a)  

Figure 10. Cont.
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(b) 

Figure 10. Time evolution of the udc for the irradiance and temperature signals type 1, at 7 kvar load: (a) FO-SMC/FO-SYN
controllers; (b) classical PI controllers.

Figure 8a shows the response of the FO-SMC type control system for the control of
the DC voltage udc combined with the FO-synergetic type control system for the control of
currents id and iq (FO-SMC/FO-SYN controllers), if the DC voltage reference udcref = 500 V,
and Figure 8b shows the response of the control system where the controllers used for
both the control of the DC voltage udc and for the control of currents id and iq are of the PI
type. After the validation of the control system start-up (after 50 ms), the MPPT algorithm
start-up occurs (after 100 ms), and the end of the transitory regime (after 250 ms) is noted.
In steady state, a steady-state error of 0.1 V, i.e., 0.02%, is noted for the FO-SMC/FO-SYN
controllers, while the steady-state error for the PI controller is of 1 V, i.e., 0.2%. If the load
is varied by a 30% increase or decrease, reaching 13 or 7 kvar, respectively, the superiority
of the control of the grid-connected PV system based on FO-SMC/FO-SYN controllers is
noted in Figures 9 and 10.

Regarding the dynamic regime, Figure 11 shows the response of the control of the grid-
connected PV system based on FO-SMC/FO-SYN controllers as compared to PI controllers,
where at time t = 1 s, the reference signal udcref undergoes a step variation at 550 V.

The parameters of the PI controller for udc control are Kp = 7 and Ki = 800 and the
parameters of the PI controller for id and iq currents are Kp = 0.3 and Ki = 20 [15].

The parameters of the FO-SMC/FO-SYN controllers (presented in Section 3) are;
c1 = 100; c2 = 1; c3 = 1; k = 180; ε = 110; C2 = 6000e-06; T1 = 0.01; T2 = 0.01; Kp = 100; Kd = 0.2;
L3 = 2.5000e-04; R3 = 0.0019; ω = 2·π·60.

It is noted that the performances in the dynamic regime, as well as those in the
stationary regime, are superior in the case of using FO-SMC/FO-SYN controllers, and in
Figure 11, an override of 0.2% (1 V) and a response time of 20 ms are noted, compared to
an override of 1% (5 V) and a response time of 50 ms in the case of PI controllers.

85



Energies 2021, 14, 510

 

(a)  

 

(b) 

Figure 11. Time evolution of the udc for the irradiance and temperature signals type 1, at 10 kvar load for a step variation of
udcref from 500 to 550 V: (a) FO-SMC/FO-SYN controllers; (b) classical PI controllers.

Figures 12–16 show a series of waveform graphs regarding the time evolution of the
main inputs of interest in the control of the grid-connected PV system. Thus, Figure 12
shows the time evolution of id and iq currents, where it is noted that id follows the idref
reference provided by the FO-SMC controller, while iq follows the set reference iqref = 0.
Figure 13 shows the evolution of the average power and voltage of the PV array, Pmean and
Umean. Further, with regard to the DC-DC converter, Figure 13 presents the time evolution
of the duty cycle signal provided by the MPPT algorithm, and with regard to the DC-AC
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converter, it presents the time evolution of the modulation index, a signal which is supplied
by the control system of the VSC controller, which supplies control pulses. Figure 14 shows
the evolution over time of the output voltage between two phases of the DC-AC converter.
Figure 15 shows the time evolution of the voltage and current on a phase of the transformer
for the connection to the main grid.

 

Figure 12. Time evolution of the id and iq currents.

 
Figure 13. Time evolutions of the power Pmean and voltage Umean of the PV, duty cycle of the DC-DC converter, and
modulation index of the DC-AC converter.
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Figure 14. Time evolution of the voltage uab of the voltage source converter (VSC) controller.

 

Figure 15. Time evolution of the voltage ua and current ia of the main grid.

Moreover, Figure 16 shows the time evolution of the active power which flows between
the analyzed system and the main grid.

The control of the grid-connected PV system implemented in [15] is also discussed
in [26], in which the control system of udc voltage is of the SMC type, the control systems
of currents id and iq are of the classic PI type, and the time evolution of the irradiance
and temperature signals is presented in Figure 17. For the FO-SMC/FO-SYN controllers
proposed in this article, Figures 18–20 show the time evolution of the voltage udc in the DC
intermediate circuit, if the reference voltage udcref is of 500 V. Superior performances are
also noted in this case, both for the nominal load of 10 kvar and for its variations to 13 and
7 kvar. It is noted that the steady-state error is maintained at 0.1 V (0.02%).

Due to the fact that the basic model in Matlab/Simulink is complex and has all the
aspects regarding the transformation chain from the PV array to the main grid connection
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and considering that it is used for comparison in other papers [15,26,27,31], this model can
be considered as a benchmark for the control of the grid-connected PV system. Thus, the
superior performance obtained by using the FO-SMC/FO-SYN controllers proposed in this
article can be considered as a validation of the proposed control system.

 
Figure 16. Time evolution of the power flow P between PV system and main grid.

Figure 17. Time evolution of the irradiance and temperature signals type 2.
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Figure 18. Time evolution of the udc for the irradiance and temperature signals type 2, at 10 kvar load with FO-SMC/FO-SYN
controllers.

Figure 19. Time evolution of the udc for the irradiance and temperature signals type 2, at 13 kvar load with FO-SMC/FO-SYN
controllers.
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Figure 20. Time evolution of the udc for the irradiance and temperature signals type 2, at 7 kvar load with FO-SMC/FO-SYN
controllers.

5. Conclusions

This article presents the control of a grid-connected PV system using FO-SMC and FO-
synergetic controllers. The mathematical model of a PV system connected to the main grid
is presented together with the chain of intermediate elements: the DC-DC boost converter,
the DC intermediate circuit, the DC-AC converter, the filtering block, and the transformer
for the connection to the main grid, together with their control systems. The robustness and
superior performance of an SMC-type controller for the control of udc voltage in the DC
intermediate circuit are combined with the advantages provided by the flexibility of using
synergetic control for the control of currents id and iq. In addition, these control techniques
are suitable for the control of nonlinear systems, and it is not necessary to linearize the
controlled system around a static operating point; thus, the control system achieved is
robust to parametric variations and provides the required static and dynamic performance.
Further, by approaching the synthesis of these controllers using the fractional calculus
for integration and differentiation operators, this article proposes a control system based
on FO-SMC/FO-SYN controllers. The validation of the synthesis of the proposed control
system is achieved by comparing it with a benchmark for the control of a grid-connected
PV system implemented in Matlab/Simulink.
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Abstract: Subsynchronous oscillation, caused by the interaction between the rotor side converter
(RSC) control of the doubly fed induction generator (DFIG) and series-compensated transmission
line, is an alleged subsynchronous control interaction (SSCI). SSCI can cause DFIGs to go offline
and crowbar circuit breakdown, and then deteriorate power system stability. This paper proposes a
novel adaptive super-twisting sliding mode SSCI mitigation method for series-compensated DFIG-
based wind power systems. Rotor currents were constrained to track the reference values which are
determined by maximum power point tracking (MPPT) and reactive power demand. Super-twisting
control laws were designed to generate RSC control signals. True adaptive and non-overestimated
control gains were conceived with the aid of barrier function, without need of upper bound of
uncertainty derivatives. Stability proof of the studied closed-loop power system was demonstrated in
detail with the help of the Lyapunov method. Time-domain simulation for 100 MW aggregated DFIG
wind farm was executed on MATLAB/Simulink platform. Some comparative simulation results with
conventional PI control, partial feedback linearization control, and first-order sliding mode were also
obtained, which verify the validity, robustness, and superiority of the proposed control strategy.

Keywords: subsynchronous control interaction; super-twisting sliding mode; variable-gain; doubly
fed induction generator

1. Introduction

In order to cope with energy shortage and environmental pollution, countries all over
the world are intensively promoting renewable energy development [1]. Wind energy
is considered as one of the most promising types of renewable energy. In wind power
generation systems, doubly fed induction generators (DFIG) play a leading role due to their
distinct advantages [2]. However, DFIG-based wind farms are always far away from the
load center and need long-distance transmission, which can weaken power capacity and
stability margin [3]. Series-compensated capacitors are generally applied in the DFIG-based
wind farms transmission line to enhance the capacity and stability [4].

Series-compensated capacitors method can induce subsynchronous control interaction
(SSCI), due to the interaction between DFIG’s converter control and series-compensated
transmission line [5,6]. In the SSCI, the frequency and attenuation rate are mainly code-
termined by parameters of wind turbines and power transmission systems, irrelevant to
natural modal frequency of shafting [7]. With no mechanical part involved, SSCI has a
small damping effect, and also its divergence speed is faster than that of conventional
subsynchronous resonance [8]. Thus, SSCI can cause more severe damage. From public re-
ports, related accidents have been observed in America and China [5,9], causing equipment
damage and loss of power generation.

In recent years, many efforts have been made on SSCI issues, e.g., frequency scan, eigen-
value analysis, complex torque coefficient method, and time domain simulation [10]. Based
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on these SSCI analysis methods, scholars tried to study SSCI damping strategies [11–17].
Papers [5,18–21] carried out many pioneering studies on modeling and supplementary damp-
ing control for subsynchronous resonance analysis. Paper [22] discussed multi-input multi-
output supplementary damping control for both the rotor-side converter (RSC) and grid-side
converter (GSC). In order to reduce the influence of PI control parameters on SSCI, paper [23]
presented an optimization algorithm of PI parameters based on the t-distributed stochastic
neighbor embedding for enhancing the damping. Paper [24] proposed a SSCI damping con-
trol for both the two control channels in the inner current loop of RSC with particle swarm
optimized control coefficients. In short, the above studies [18–21,23,24] are all based on conven-
tional double closed-loop PI control, and the design processes for SSCI damping controllers are
relatively simple. Yet, these linear control methods can be inoperative when system operating
points are changed, since a series-compensated DFIG-based wind power system is a complex
and highly nonlinear system, with strong coupling features in both the aerodynamic and elec-
trical parts [25,26]. These nonlinear factors can be dealt with by feedback linearization control.
Paper [27] adopted a partial feedback linearization method to design damping controllers
for GSC. Considering that RSC control is actually the dominant factor for SSCI mitigation,
paper [28] continued the study of [27] to design SSCI damping controllers for RSC, achieving a
good damping effect. Paper [29] proposed nonlinear controllers for both GSC and RSC based
on the state feedback linearization method and verified its superior performance compared
with conventional PI control.

Although feedback linearization control is an effective method for solving nonlinear
problems in SSCI mitigation, it is rather sensitive to uncertainties in series-compensated
DFIG-based wind power systems. These uncertainties exist in generator parameters,
transmission line parameters, series compensation level, wind speed, and multiple series
capacitor compensated lines, which can deteriorate subsynchronous oscillation of the
system [30]. Hence, robustness is the desired characteristic for the series-compensated
DFIG-based wind power control system. There are several attempts in SSCI robust control,
such as H∞ and active disturbance rejection methods [30–32].

The widely adopted sliding mode control [33,34], which possesses invariance property
for system disturbances and parameter perturbation, is another good choice for robust
control of SSCI. Papers [35,36] discussed SSCI mitigation strategies by combining feedback
linearization control with sliding mode method. Paper [9] proposed first-order sliding
mode controllers to track the reference rotor currents for damping SSCI. Control chattering
of rotor voltage, which can damage electronic components and increase SSCI, is a big
obstacle for these conventional sliding mode methods. Furthermore, the upper bounds of
system uncertainties derivatives, which are actually hard to calculate beforehand, have to
be known in advance for all the above robust control methods.

Consequently, this paper proposes a novel variable-gain super-twisting damping
control strategy for SSCI mitigation. It can greatly reduce sliding mode chattering and does
not need the unknown upper bounds of uncertainty derivatives. The SSCI mechanism
was firstly analyzed with the aid of the presented series-compensated DFIG-based wind
farm model. Rotor current dynamics constraint was identified as the dominant factor for
SSCI mitigation. Super-twisting control laws were then constructed to track the prescribed
rotor currents under dq direction. Adaptive control laws were subsequently conceived via
barrier function. Then, the control gains can be self-adjusted following the upper bounds
of uncertainty derivatives. SSCI mitigation was achieved without conservative RSC control
signals. The performance of the newly designed variable-gain super-twisting sliding mode
(VGSTSM) damping control scheme was evaluated under different wind speed, series
compensation level, and short circuit fault. Comparative studies with conventional PI
method, feedback linearization control, and first-order sliding mode control were also
completed to verify the superiority.

This paper is organized as follows. Modeling for series-compensated DFIG-based
wind farm is stated in Section 2. Section 3 details SSCI mechanism, design procedure of
the proposed control strategy, and stability proof of the closed-loop power system. The
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demonstration of effectiveness and superiority of the proposed VGSTSM damping control
strategy for SSCI mitigation is shown in Section 4. Some conclusions are finally drawn in
Section 5.

2. Series-Compensated DFIG-Based Wind Power System Modeling

The model of a series-compensated DFIG-based wind farm is shown in Figure 1 [18,36].
It mainly includes wind turbine, shafting, induction generator, RSC, DC bus link, GSC, and
series-compensated transmission line. DFIG represents the 100 MW equivalent lumped
model of 50 generators (2 MW for each unit). Rs and Ls are stator resistance and inductance,
respectively. RRSC and LRSC are RSC link resistance and inductance, respectively. RGSC
and LGSC are GSC link resistance and inductance, respectively. RL and LL are equivalent
resistance and inductance of series-compensated transmission line, respectively. Cdc is DC
bus capacitor, and CSC is the series-compensated capacitor. e is the grid voltage. System
equations are all analyzed under the synchronous rotating reference frame.

Power fluctuation and subsynchronous rotor current will be induced when subsyn-
chronous disturbance current occurs in the series-compensated transmission line. The
affected RSC generates corresponding output voltage, and then injects subsynchronous cur-
rent into the rotor, and finally induces the superposition of the stator side and the original
disturbance. It will increase the original disturbance and form a divergent subsynchronous
oscillation if the amplitude of the superimposed current is larger than that of the original
disturbance current.

Electrical dynamic of series-compensated DFIG-based wind farms can be deduced via
Kirchhoff’s laws under a synchronous rotating reference frame.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
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dt
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(1)

where ug, ig, us, is, ur, ir, udc, and idc are the voltages and currents of GRC, stator, ro-
tor, and DC bus capacitor, respectively. uSC is defined as series-compensated voltage.
R′

r = Rr + RRSC, R′
s = Rs + RL, L′

s = Ls + LL − 1/ω2
1CSC, and L′

r = Lr + LRSC − L2
m/L′

s.
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Figure 1. Structure of series-compensated doubly fed induction generator (DFIG)-based wind farm
connected to grid.

After the applied stator field-orient, the stator active and reactive power for the DFIG
model described in the dq reference frame can be represented as:{

Ps = − 3Lm
2L′s Usirq

Qs =
3Us

2L′sω1
(Us − ω1Lmird)

(2)

According to Betz theory, mechanical power captured by wind turbine is denoted as:

PT = 1
2 CpSwρTυ3

T (3)

where Cp is power coefficient, Sw is the blade sweep area, ρT is air density, and υT is wind
speed. As is shown in Equation (3), the mechanical power, PT , is determined by power
coefficient, Cp, under the fixed wind speed. Cp is related to tip speed ratio, λT , and blade
pitch angle, βT , with the typical functional relation [27,36]:

Cp = 0.5176
(

116
λi

− 0.4βT − 5
)−21

λi
+ 0.0068λT (4)

Two related equations are 1
λi

= 1
λT+0.08βT

− 0.035
β3

T+1
and λT = ωT RT

υT
, where ωT is me-

chanical angular speed and RT is the rotor radius of the wind turbine. With the change
of λT and fixed βT , power coefficient, Cp, has a maximum value, Cpmax, and the corre-
sponding λT is optimum tip speed ratio, λTopt. In other words, for a specific wind speed,
the wind turbine can only run under specific mechanical angular speed,ωT , to achieve
maximum power point tracking (MPPT). Thus, generator rotor speed must be regulated
timely with the change of wind speed to capture maximum power.

The mechanical drive system of the wind turbine transmits the captured kinetic
energy to the generator via the gear box, high speed shaft, and low speed shaft. It is rather
complicated, and the mechanical shaft dynamic can be modeled as one mass, two mass,
and three mass, according to different modeling methods [18]. The two mass model is
sufficient and widely praised in SSCI studies, and its dynamic is represented as:⎧⎪⎪⎨⎪⎪⎩

dωT
dt = 1

2HT
(TT − Ksθs)

dωr
dt = 1

2HG
(Ksθs − Te)

dθs
dt = 2π f1

(
ωT − ωr

Ng

) (5)

where HT and HG are inertia time constants of wind turbine and generator, respectively;
Ks is stiffness coefficient of shafting; θs is relative angular displacement of the two mass
block; TT and Te denote mechanical torque and electromagnetic torque of the wind turbine
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and generator, respectively; ωr is rotor angular speed of the generator; Ng represents gear
ratio; and f1 is power frequency.

3. SSCI Analysis and Control Design

3.1. SSCI Mechanism

For conventional double closed-loop PI control of RSC under stator-flux oriented
method, the increments of rotor voltage and current under dq reference frame are [22,28]:⎧⎪⎪⎪⎨⎪⎪⎪⎩

Δurd = RrΔird − k1(ωs − ωr)Δirq + k1 pΔird
Δurq = RrΔirq − k1(ωs − ωr)Δird + k1 pΔirq
Δird = 1

k2
Δisd

Δirq = 1
k2

Δisq

(6)

where k1 = Lr − L2
m/Ls and k2 = −Lm/Ls, and p is the differential operator.

The terminal voltage of DFIG is supposed to be a three-phase symmetric fundamental
sinusoidal wave, and phase voltage is expressed as:

usa =
√

2Us sin(ωst + ϕu0) (7)

where ϕu0 is initial phase of fundamental voltage.
When current disturbance (with resonance angular frequency, ωn) appears in the fixed

series-compensated transmission line, a phase current of DFIG can be expressed as:

isa =
√

2Is sin(ωst + ϕi0) +
√

2In sin(ωnt + ϕin) = isa0 + isa_sub (8)

where Is and ϕi0 are effective value and initial phase of fundamental current, isa0, re-
spectively. In, ωn, and ϕin are effective value, angular frequency, and initial phase of
subsynchronous current, isa_sub, respectively.

Under dq reference frame, subsynchronous voltage and current can be expressed as:{
usd = 0
usq = −√

3Us
(9)

{
isd = −√

3Is sin(ϕu0 − ϕi0)−
√

3In sin[(ωs − ωn)t + ϕi] = isd0 + isd_sub
isq = −√

3Is cos(ϕu0 − ϕi0)−
√

3In cos[(ωs − ωn)t + ϕi] = isq0 + isq_sub
(10)

where ϕi = ϕu0 − ϕin, isd0, and isq0 are direct current components of stator current under
dq frame, and isd_sub and isq_sub are subsynchronous components with frequency ωs − ωn.

It is supposed that fundamental power can be accurately tracked, and variation of
instantaneous active and reactive power only contains subsynchronous components.{

Δps = 3Us In cos[(ωs − ωn)t + ϕi] = −√
3Usisq_sub

Δqs = 3Us In sin[(ωs − ωn)t + ϕi] = −√
3Usisd_sub

(11)

As is shown in Formula (11), subsynchronous current with angular frequency, ωn,
can induce power fluctuation with angular frequency, ωs − ωn. Then, Δps and Δqs can
enter into the inner current control loop and turn into reference values of the rotor cur-
rent. Meanwhile, a rotating magnetic field is formed via cutting rotor winding by sub-
synchronous current of the stator side, then three phase subsynchronous current with
angular frequency,ωr − ωn, is induced in rotor winding, which can cause rotor voltage
disturbances. These disturbances react upon rotor winding and impose subsynchronous
current with angular frequency,ωs − ωn,which eventually cause a new subsynchronous
current. Once this new subsynchronous current is added to original current disturbance,√

2In sin(ωnt + ϕin), the current disturbance will be gradually increased. The DFIG con-
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troller and series-compensated transmission line interacts and stimulates each other, which
causes diverging oscillation of active and reactive power.

3.2. Control Design

As analyzed above, SSCI can be well suppressed once the rotor current dynamic is
constrained by following the prescribed values. The reference values of rotor current can be
deduced from (2), where active power, P∗

s , is acquired by maximum power point tracking
(MPPT) and reactive power, Q∗

s , is calculated according to grid demand.{
i∗rq = − 2L′

sP∗
s

3LmUs

i∗rd = Us
ω1Lm

− 2L′
sQ∗

s
3LmUs

(12)

SSCI is mainly caused by the interaction between the RSC control and series-compensated
transmission line. Thus, RSC control signals are chosen as control variables. According to
(3) and (4), the equation of series-compensated wind power systems can be represented as:{ .

x = f (x) + g(x)u
y = h(x)

(13)

f (x) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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C idc
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LGSC

igd − ugd
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2HG
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2π f1

(
ωT − ωr

Ng

)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(14)

g(x) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

udc
2L′r 0
0 udc

2L′r
− 1

Cdc
ird − 1

Cdc
irq

0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0
0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(15)
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where state vector is x = [ird irq udc isd isq igd igq iLd iLq uscd uscq ωT ωr θs]
T , control vari-

ables are u = [Srd Srq]
T , and output equations are y = [ird − i∗rd irq − i∗rq]

T .
To choose sliding mode function:

σrd = (ird − i∗rd) + c1

∫
(ird − i∗rd)dt (16)

σrq =
(

irq − i∗rq

)
+ c2

∫ (
irq − i∗rq

)
dt (17)

where positive constants, c1 and c2, are weight coefficients of integral sliding mode items.
This can help to remove steady state error. To calculate first-order derivatives of σrd and σrq:

.
σrd = ω1irq − R′

r

L′r
ird −

.
i
∗
rd + c1(ird − i∗rd) +

udc
2L′r

Srd (18)

.
σrq = −ω1ird − R′

r

L′r
irq −

.
i
∗
rq + c2

(
irq − i∗rq

)
+

udc
2L′r

Srq (19)

Observed from (18) and (19), the relative degrees with respect to σrd and σrq are both 1.
They are less than the system order, which is 14. System dynamics can be divided into
external dynamics and internal dynamics, according to zero dynamics stability theory.
External dynamics are normally demanded to be stable and have good dynamic quality,
while internal dynamics can only satisfy asymptotic stability. This paper will not go into
details about asymptotic stability of internal dynamics for series-compensated DFIG wind
power systems, which has been stated in papers [28,29]. Next, the design procedure for
VGSTSM control law will be presented in detail. Here, irq control design is taken as an
example because the design procedure is similar for ird.

Considering parameter perturbation, measuring error, and external disturbance, the
lumped uncertainty is represented by Δdq. Then, formula (19) was rewritten as:

.
σrq = −ω1ird − R′

r

L′r
irq −

.
i
∗
rq + c2

(
irq − i∗rq

)
+

udc
2L′r

Srq + Δdq (20)

Taking state feedback control into account, this gave:

Srq =
2L′

r

udc

(
ω1ird +

R′
r

L′r
irq +

.
i
∗
rq − c2

(
irq − i∗rq

)
+ vrq

)
(21)

Then:
.
σrq = vrq + Δdq (22)

The next step was to design auxiliary control law, vrq, for (22). RSC control chattering
can be rather serious if conventional first-order sliding mode method is adopted. Thus,
super-twisting algorithm with continuous control effect and small chattering was employed
to construct vrq: {

vrq= −αqγq
∣∣σrq
∣∣1/2sign(σrq) + vrq2

.
vrq2 = −βqγ2

qsign(σrq)
(23)

The upper bound Dqup of Δ
.
dq was demanded to be known in this control law. If

control parameters, αq and βq, were chosen as 1.5 and 1.1, and γq was set as Dqup, then finite
time stability and second-order sliding mode with respect to σrq can be established [37].
However, this upper bound Dqup is hard to acquire in series-compensated DFIG-based
wind power systems. In case the value for Dqup is conservative, RSC will produce excessive
control effect, increase unnecessary chattering, and damage electromechanical devices.
Therefore, the super-twisting control gains should be constructed as adaptive ones. Control
gains can increase or decrease according to upper bound of uncertainty derivatives. This
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adaptive strategy does not only satisfy control requirement, but also restrains chattering,
and the superiority of super-twisting algorithm is fully developed.

Considering the characteristic of barrier function [37], adaptive gain super-twisting
sliding mode control law is designed as:{

vrq = −1.5√γq
∣∣σrq
∣∣1/2sign(σrq) + vrq2

.
vrq2 = −1.1γqsign(σrq)

(24)

Adaptive control gain is constructed as:⎧⎨⎩
.
γq = γq0, i f 0 < t ≤ trs

γq =
bqεq

εq−|σrq| , i f trs < t (25)

where trs is the time that
∣∣σrq
∣∣ reaches εq/2. γq0 and bq, εq are positive constants. Then, for

any εq > 0, trs > 0 for any initial status, σrq(0). When t ≥ trs, then
∣∣σrq
∣∣< εq is satisfied. It

was indicated that irq can converge to the error range of its reference value in finite time
and achieve actual tracking for i∗rq.

The proof for the above conclusion is followed below. Firstly, let us prove that
∣∣σrq
∣∣

can reach εq/2 in finite time, trs. It is supposed that
∣∣∣σrq(0)

∣∣∣> εq
2 is satisfied, then adaptive

control gain is determined by
.
γq = γq0, according to (25).

Consider the following variable transformation:⎧⎨⎩
zq1 =

σq

γ2
q

zq2 =
.
σq

γ2
q

(26)

The derivatives for zq1 and zq2 can be denoted as:⎧⎪⎨⎪⎩
.
zq1 = −αq

∣∣∣∣zq1

∣∣∣∣1/2sign(zq1) + zq2 − 2
.
γq
γq

zq1

.
zq2 = −βqsign(zq1)− Δ

.
dq

γ2
q
− 2

.
γq
γq

zq2

(27)

Choose Lyapunov function:

Vq1 = χT
q (t)Pqχq(t) (28)

where Pq is constant symmetric positive definite matrix, χT
q (t) =

[ ∣∣zq1
∣∣1/2sign(zq1) zq2

]
.

Then, time derivative of χq(t) can be deduced as:

.
χq(t) =

1

2
∣∣zq1
∣∣1/2 Kqχq +

.
γq

γq
Λqχq − Mq

γ2
q

(29)

where Kq =

[ −αq/2 1/2
−βq 0

]
, Λq =

[ −1/2 0
0 −1

]
, and Mq =

[
0

Δ
.
dq

]
.

Time derivative of Vq1 is:

.
Vq1 = − 1

2
∣∣zq1
∣∣1/2 χT

q Qqχq −
.
γq

γq
χT

q Rqχq − 2Δ
.
dq

γ2
q

Pqχq (30)
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where KT
q Pq + PqKp = −Qp and ΛT

q Pq + PqΛq = −Rq. Then, thanks to the studies in [12],
symmetric positive definite matrix, Pq, exits, and then Qp are Rq are positive definite. Then:

.
Vq1 ≤ −kq1V

1
2

q1 + 2kq3
Dqup

γ2
q

V
1
2

q1 −
.
γq

γq
kq2Vq1 (31)

where kq1 =
λmin(Qq)

2
√

p11λmax(Pq)
, kq2 =

λmin(Rq)

λmax(Pq)
, and kq3 =

λmax(Rq)

λmin(Pq)
1
2

. λmin and λmax are minimum

eigenvalue and maximum eigenvalue of the relative matrix, respectively. p11 is the first
element of matrix Pq.

The first item of the right side in (31) is negative, while the second item is positive. Here,
the second item will decrease following increasement of adaptive control gain. Adaptive
control gain becomes big enough to conquer uncertainties. Thus, the second item becomes
very small. The third item will be negative and further reduced when

.
γq is negative.

As discussed, the first item will be bigger than the second one, and the third item will
become smaller. Then, the right side of (31) will be negative and

.
Vq1 ≤ −aqV1/2

q1 satisfied,
which means finite time stability is achieved. Vq1 will continue to decrease and then

∣∣σrq
∣∣

can reach εq/2.
It was proved above that

∣∣σrq
∣∣ can reach εq/2 when the time is t = trs. The second

step is to prove that
∣∣σrq
∣∣≤ εq can be satisfied after t ≥ trs.

Choose Lyapunov function:

Vq2 =
1
2

σ2
rq (32)

Then: .
Vq2 = σrq

.
σrq = σrq

(
−αqγq

∣∣σrq
∣∣1/2sign(σrq) + σrq2

)
(33)

where σrq2 = vrq2 + Δdq. Then:

.
Vq2 ≤

∣∣∣σrq

∣∣∣(−αqγq
∣∣σrq
∣∣1/2sign(σrq)+

∣∣∣σrq2

∣∣∣) (34)

According to the barrier function, γq =
bqεq

εq−|σrq| , of (25):

.
Vq2 ≤ |σrq|

εq−|σrq|
(

αqεqbq
∣∣σrq
∣∣1/2−

∣∣∣σrq2

∣∣∣εq +
∣∣σrq
∣∣∣∣σrq2

∣∣)
= −|σrq||σrq2|

εq−|σrq|
(

αqεqbq|σrq|1/2

|σrq2| − εq +
∣∣σrq
∣∣) (35)

Take note of the right side of (35), define:

Fq =
αqεqbq

∣∣σrq
∣∣1/2∣∣σrq2
∣∣ − εq +

∣∣σrq
∣∣ (36)

Fq = 0 is a quadratic equation, and the two roots are:

|e11|1/2 =
1
2

⎛⎜⎝−αqεqbq∣∣σrq2
∣∣ +

⎛⎝(αqεqbq∣∣σrq2
∣∣
)2

+ 4εq

⎞⎠1/2
⎞⎟⎠ (37)

|e12|1/2 =
1
2

⎛⎜⎝−αqεqbq∣∣σrq2
∣∣ −

⎛⎝(αqεqbq∣∣σrq2
∣∣
)2

+ 4εq

⎞⎠1/2
⎞⎟⎠ (38)
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It can be easily observed that the second root is negative, and then only the second
root needed to be paid more attention. According to (37):

e11 = ±1
4

⎛⎜⎝−αqεqbq∣∣σrq2
∣∣ +

⎛⎝(αqεqbq∣∣σrq2
∣∣
)2

+ 4εq

⎞⎠1/2
⎞⎟⎠

2

(39)

According to the well-known inequation, a2 + b2 ≤ (a + b)2:(
αqεqbq∣∣σrq2

∣∣
)2

+
(

2ε1/2
q

)2 ≤
(

αqεqbq∣∣σrq2
∣∣ + 2ε1/2

q

)2

(40)

With the aid of (40), the upper bound of |e11| can be written as:

|e11| ≤

⎛⎜⎜⎜⎜⎝
−αqεqbq

|σrq2| +

⎛⎝(( αqεqbq

|σrq2|
)
+2ε1/2

q

)2
⎞⎠

1
2

2

⎞⎟⎟⎟⎟⎠
2

=

⎛⎜⎜⎝
−αqεqbq

|σrq2| +

((
αqεqbq

|σrq2|
)
+2ε1/2

q

)
2

⎞⎟⎟⎠
2

=

(
2ε1/2

q
2

)2
= εq (41)

Finally, the inequation from (41) can be deduced as:

|e11| ≤
(

2ε1/2
q

2

)2

≤ εq (42)

If
∣∣σq(t)

∣∣ ≥ |e11|, then Fq is positive definite. Consequently,
.

Vq2 < 0 is satisfied for
|e11| ≤

∣∣σq(t)
∣∣ < εq. Hence, σq(t) will always satisfy

∣∣σq(t)
∣∣ < |e11| the rest of the time, and

|e11| is smaller than εq for any derivative of Δdq.
Therefore, real sliding mode, with respect to σq(t), is established in finite time. The

q-axis rotor current, irq, allows us to track for the prescribed i∗rq with unknown upper bound
of uncertainty derivative.

Adaptive gain control law for σrd can be designed in a similar way. State feedback
control is:

Srd =
2L′

r

udc

(
−ω1irq +

R′
r

L′r
ird +

.
i
∗
rd − c1(ird − i∗rd) + vrd

)
(43)

Sliding mode control law and adaptive control gain are:{
vrd = −1.5

√
γd|σrd|1/2sign(σrd) + vrd2.

vrd2 = −1.1γdsign(σrd)
(44)

{ .
γd = γd0, i f 0 < t ≤ trs1

γd = bdεd
εd−|σrd | , i f trs1 < t (45)

ird can converge to the demanded neighborhood in finite time. As mentioned above,
the internal dynamics of the system are asymptotically stable, and the external dynamics
are finite time stable. Thus, the stability of the whole control system is guaranteed.

4. Time-Domain Simulation

Time-domain simulation is one of the best measures for dynamic stability analysis
of a power system. Nonlinear mathematical models can be employed in time-domain
simulations, which is very suitable for the nonlinear and complex characteristics of the
DFIG power system. The 100 MW aggregated model was adopted to verify effectiveness.
Superiority of the proposed control strategy was also compared with PI [19], feedback
linearization [27], and conventional sliding mode methods [9] under MATLAB/Simulink.
Simulation parameters for series-compensated DFIG-based wind power systems is referred
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to Table 1. The schematic diagram of the proposed VGSTSM damping control scheme
is depicted as Figure 2. Firstly, the sliding mode functions were calculated, then the
auxiliary control quantities were obtained according to the adaptive law and super-twisting
sliding mode control laws, and finally the RSC control signals were obtained through the
feedback control. Control parameters were chosen as εq = 0.001, γq = 2.2, bq = 2.0,
εd = 0.001,γd = 2.5, and bd = 2.3.

Table 1. Series-compensated DFIG-based wind power system parameters.

Quantity Value

Nominal power 100 Mw
Rater voltage 690 V

Rs 0.0084 pu
Ls 0.167 pu
HT 2.5 pu
HG 0.5 pu
Ks 0.15 pu

RRSC 0.0083 pu
LRSC 0.1323 pu
RGSC 0.0015 pu
LGSC 0.151 pu

DC-lin capacitance 10 mF
Nominal DC-link voltage 1150 V

RL 0.02 pu
LL 0.0016 pu

CSC (at 45% compensation) 42.61 uF

Figure 2. Schematic diagram of the proposed damping control scheme.

105



Energies 2021, 14, 382

The wind speed was set as 9 m/s. Series-compensated capacitator was injected into
the DFIG-based wind power transmission line at 2.5 s, forming 40% series-compensated
level. Transient responses of active power, reactive power, electromagnetic torque, rotor
angular speed, DC bus voltage, and transmission line current are shown in Figures 3 and 4.
As observed, all of these variables start oscillation when this switch capacitator is put
into the system, they can then be rapidly stabilized under the proposed control strategy.
When the series-compensated level is increased to 85%, the variables can still converge to
steady state, as shown in Figures 5 and 6, though the oscillation time somewhat increased.
Figures 3–6 indicate that the proposed strategy was effective for SSCI mitigation under
different series-compensated level.

Figure 3. Transient responses of active power, reactive power, and electromagnetic torque after 40%
series compensation is switched.

Figure 4. Transient responses of rotor angular speed, DC bus voltage, and transmission line current
after 40% series compensation is switched.

Wind speed increased to 11 m/s under 85% compensation to evaluate controller
performances for different wind speeds. The responses of these variables are demonstrated
in Figure 7. By comparing Figure 7 with Figures 5 and 6, it was observed that SSCI
mitigation was better when wind speed was higher.
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Figure 5. Transient responses of active power, reactive power, and electromagnetic torque after 85%
series compensation is switched.

Figure 6. Transient responses of rotor angular speed, DC bus voltage, and transmission line current
after 85% series compensation is switched.

After the system entered steady state, three-phase short circuit fault occurred at the
high voltage side of transformer at t = 5 s to verify capacity for fault ride-through of the
proposed control method. The duration of the fault was 20 ms. As shown in Figure 8,
dynamic responses of active power, reactive power, and electromagnetic torque can all
return to normal after a short transient fluctuation. This indicates that SSCI can be quickly
suppressed under three-phase short circuit fault and the capacity for fault ride-through
was enhanced under the proposed control method.

The performance for SSCI mitigation was compared to that of other control means
based on PI control, partial feedback linearization, and first-order sliding mode. Figure 9 is
the control structure of the classical double closed-loop PI scheme. The symbol * means
reference value. Control parameters for PI controllers are Kp = 0.1, KQ = 0.83, Kiq = 1.2,
Kid = 5, Tp = 0.05, Tiq = 0.005, TQ = 0.025, and Tid = 0.0025. Figure 10 shows active and
reactive power responses under PI (Proportional Integral) controller [19] and the proposed
method, when wind speed is 7 m/s and capacitance compensation is 60%. Growing
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oscillations are observed under PI control, while the effect for SSCI mitigation is good
under the proposed method.

Figure 7. Transient responses under wind speed of 11 m/s and series-compensated level of 85%.

Figure 8. Dynamic responses of active power, reactive power, and electromagnetic torque under
three-phase short circuit fault.

Figure 9. Control structure of PI scheme.
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Figure 10. Active and reactive responses under PI (blue) and the proposed method (red), with wind
speed of 7 m/s and series-compensated level of 60%.

To compare the control performance under the proposed method and partial feedback
linearization method [27], the implementation block diagram of the damping controller
based on the partial feedback linearization method is shown in Figure 11. The relative
control laws are represented as:⎧⎨⎩ Sq =

Lr f
udc

(
v1 + ω1ird +

Rr f
Lr f

irq +
vrq
Lr f

)
Sd =

Lr f
udc

(
v2 − ω1irq +

Rr f
Lr f

ird +
vrd
Lr f

) (46)

⎧⎨⎩ v1 = k1p

(
irq_re f − irq

)
+ k1i

∫ t
0

(
irq_re f − irq

)
dt

v2 = k2p

(
ird_re f − ird

)
+ k2i

∫ t
0

(
ird_re f − ird

)
dt

(47)

Figure 11. Implementation block diagram of the damping controller using partial feedback lineariza-
tion method.
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Figure 12 shows active power responses at 6 m/s wind speed and 60% compensation,
and Figure 13 show the responses when parameter perturbation is considered. The varia-
tion ranges of Lm, Ls, LRSC, and RRSC are ±50% of the nominal values with combination of
sine and cosine functions. The curves barely changed under the proposed method while it
seems to be greatly affected under the partial feedback linearization method. This verified
robustness to parameter perturbation of the proposed method.

Figure 12. Active responses under the proposed method (blue) and partial feedback linearity (red)
with wind speed of 6 m/s and compensation of 60%.

Figure 13. Active responses under the proposed method (blue) and partial feedback linearity (red) at
6 m/s wind speed and 60% compensation with parameter perturbation.

Conventional first-order sliding mode control (SMC) damping scheme [9] is shown as
Figure 14. The control laws are:

Srq = 2
Lsudc

(−irdω1(L2
m − LrrLs)− Lm(isqRs − usq + Lsisdωr) + LsirqRrr − LrrLsirdωr

−
.
i
∗
rq(L2

m − LrrLs)− ρirq sign(σirq)(LrrLs − L2
m)

(48)
Srd = 2

Lsudc
(−irqω1(L2

m − LrrLs) + Lm(−isdRs + usd + Lsisqωr) + LsirdRrr + LrrLsirqωr

−
.
i
∗
rd(L2

m − LrrLs)− ρird sign(σird)(LrrLs − L2
m)

(49)
where ρirq = 8.5 × 105 and ρird = 2.3 × 106.
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Figure 14. Conventional first-order SMC scheme.

The transient responses of active power, electromagnetic torque, and DC link voltage
under both the proposed method and first-order sliding mode method [9] are shown as
Figure 15 when wind speed is 10 m/s and compensation is 60%. The oscillation processes
both quickly disappeared after about 0.5 s, and SSCI mitigation was achieved. However,
under the proposed method, the control chattering of RSC control input was greatly
restrained, and the upper bounds of uncertainty derivatives were not needed. Figure 16
shows the regulating process of adaptive gains of super-twisting control.

For evaluating the control performance, two indices have been defined as follows:

RMSei =

√
1
ns

ns

∑
k=1

e2
i , RMSui =

√
1
ns

ns

∑
k=1

u2
i (50)

where ns, ei, and ui are the number of samples, root mean square (RMS) of tracking errors,
and control quantities, respectively.

When the studied system works with series-compensated level of 60% and wind
speed of 10 m/s, the RMS for tracking errors and control quantities are shown in Table 2,
which exhibit superiority of the proposed method.

Figure 15. The transient responses of active power, electromagnetic torque, and DC link voltage
under both the proposed method and first-order sliding mode method.
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Figure 16. Adaptive gains.

Table 2. Root mean square (RMS) for tracking errors and control quantities.

RMSurq RMSurd RMSeirq RMSeird

PI 0.9061 0.8906 0.0591 0.0698
SMC 0.8037 0.7091 0.0506 0.0593

VGSTSM 0.6071 0.4921 0.0365 0.0361

5. Conclusions

SSCI can severely influence stability of series-compensated DFIG-based wind power
systems and damage electrical devices. This study proposes a novel VGSTSM damping
control strategy for SSCI mitigation. After analyzing the series-compensated model and
SSCI mechanism, it is assumed that SSCI were mainly caused by the interaction between
current dynamics in the RSC side and the transmission line. Rotor current dynamics are
desired to track the prescribed values from MPPT and grid demand. State feedback was
firstly carried out in the control law design, and then super-twisting control algorithm
was designed. Adaptive control gain was conceived via barrier function. Stability for the
series-compensated system was proved, based on the Lyapunov function. The proposed
method can achieve chattering suppression of RSC control signals. More importantly,
control gains can indeed be adjusted according to uncertainty variation. It did not require
the upper bound of uncertainty derivative in advance. Contrastive control simulations
were verified to show superiority. Future works will focus on experimental realization.
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Abstract: Monitoring and early fault prediction of large electrical machines is important to maintain a
sustainable and safe power system. With the ever-increasing computational power of modern processors,
real-time simulation based monitoring of electrical machines is becoming a topic of interest. This work
describes the development of a real-time digital twin (RTDT) of a wound rotor induction machine (WRIM)
using a precomputed finite element model fed with online measurements. It computes accurate outputs
in real-time of electromagnetic quantities otherwise difficult to measure such as local magnetic flux,
current in bars and torque. In addition, it considers space harmonics, magnetic imbalance and fault
conditions. The development process of the RTDT is described thoroughly and outputs are compared in
real-time to measurements taken from the actual machine in rotation. Results show that they are accurate
with harmonic content respected.

Keywords: digital twin; doubly-fed induction generator, electrical machines; finite elements method;
monitoring; real-time; wound rotor induction machine

1. Introduction

Real-time simulation based monitoring of physical systems through digital twins is getting more
attention due to the ever-increasing computational power of modern processors [1,2]. The term
“digital twin” holds many definitions, each of them being more or less different, but it is commonly
known as a set of accurate models capable of representing a physical system throughout all of its life
cycle, from design phase to operation [3,4]. Real-time monitoring with a digital twin fed with sensor
data coming from the actual system has many benefits, such as fault detection, output optimization and
downtime planning. The challenge lies in developing accurate multi-physical models able to interact
between each others.

For electrical machines, the core model is the electromagnetic model, which computes electrical
quantities such as currents, voltages and electromagnetic torque. As of now, dq models are used
extensively for real-time simulation due to their relative simplicity and small computation time, mainly for
hardware-in-the-loop testing purpose [5] and grid simulation [6]. A computationally efficient model is
needed because real-time constraints impose that the simulation time step be larger than the computation
time it takes in real-world clock [7]. However, dq models are based on numerous assumptions;
phenomenons like space harmonics or magnetic imbalances are neglected. Furthermore, they only
provide information about the quantities seen at the machine terminals.

That said, the only way to obtain a high order model capable of representing accurately any machine
structure and computing local quantities as magnetic densities and current densities is by using the
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well-known finite element method (FEM). It computes locally the Maxwell’s equation solution for any
given machine geometry considering even local magnetic saturation. The downside of this technique is
the enormous computation time it takes for magnetodynamic resolution which make it challenging for
real-time implementation.

Several detailed models of electrical machines have been developed as an alternative to FEM in an
effort to make compromises between accuracy and computational requirement for implementation on
real-time simulators [8]. Among these, magnetic equivalent circuits (MEC) models and lumped circuit
models using winding functions are the most prominent.

MEC [9] is a model based on a network of flux tubes capable of representing the unique geometry and
winding distribution of a machine. In [10], an induction motor was implemented for real-time execution
on a high clock speed FPGA with a time step of 500 μs. A time step of 150 μs is attained in [11] for a
switched reluctance motor. While adaquate accuracy can be achieved at a fraction of the time required by
FEM, the amount of calculations required in one time step remains high.

On another hand, lumped circuit models using winding function calculations [12] were also
implemented for real-time. In [13], a synchronous machine model was implemented at 20 μs time
step using a CPU-based real-time digital simulator. These models considers the geometry of the machine
to a certain extent only, because simplifications are made to make analytical calculations manageable
and efficient.

However, it was demonstrated in [14] that, by using a magnetically coupled circuit approach using
precomputed inductance functions with a FEM software, it is possible to reach relatively small computation
times while keeping the accuracy of FEM. This model is called CFE-CC—Combination of Finite Element
with Coupled Circuits [15]. It has three major strong points:

1. It considers space harmonics and magnetic imbalances since any machine geometry can be modeled
in a FEM software;

2. Any number of electrical circuits can be added to the models, including phase windings of course,
but also bars, dampers and even search coils. This means the model can output actual currents
flowing in bars and dampers and also local magnetic fluxes by using search coils.

3. It can compute distribution of power losses inside the machine [16], allowing calculations of local
temperature elevation if used with a thermal model [17].

For these reasons, the CFE-CC model is very close to its physical counterpart. All it takes for building
it is the FEM model, which is available from the design phase.

This work presents the methodology to implement for real-time execution the CFE-CC model fed
with measurements taken from the real machine, thus allowing effective online monitoring of internal
electromagnetic quantities. The proposed electromagnetic model can then be used alongside thermal and
mechanical models to complement this real-time digital twin (RTDT). The machine used as case-study
to realize the proposed RTDT is a wound rotor induction machine (WRIM), also known as doubly-fed
induction machine. This particular type of machine was chosen because all of its electrical circuits
are accessible for measurements, thus making it convenient for signal waveform validation. It is
important to note however that the described method herein is applicable to every type of electrical
machine. After a detailed explanation on the model’s construction and implementation on digital real-time
simulator (DRTS), results are validated by comparing in real-time the RTDT’s outputs to the physical
machine’s measurements.
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2. CFE-CC Model Construction of a Wound Rotor Induction Machine

2.1. Model’s Equations

The model used for the purpose of this work does not include magnetic saturation. Iron losses as
well as capacitive effects are also neglected.

A wound rotor induction machine, as well as many other types of electrical machines, comprises n
electrical circuits where current can flow, such as the phases and bars. The total magnetic flux φ at a given
circuit is the sum of the magnetic fluxes received from all other circuits and itself. It is worth noting that
every quantity referenced in this manuscript is instantaneous and no referential transformation is used.

φi =
n

∑
j=1

φij (1)

The magnetic flux received at a given circuit from another one depends on the current i flowing in
the sender and the magnetic coupling L between the two. The coupling is a function of the rotor angular
position θ.

φij = Lij(θ)ij (2)

All aforementioned equations are included into a single matrix equation:

[φ] = [L(θ)][i] (3)

Flux variation seen by any circuit creates a voltage v given by:

[v] = [R][i] +
d[φ]
dt

(4)

By combining Equations (3) and (4), the dynamic system of Equation (5) is obtained.

d[φ]
dt

= −[R][L(θ)]−1[φ] + [v] (5)

As for electromagnetic torque Tem, it can be computed using:

Tem = 0.5[i]T
d[L(θ)]

dθ
[i] (6)

For search coils or any electrical circuit always left open, Equation (7) is used instead to compute
back-emf vw for better numerical stability of ordinary differential equations solvers. Matrix [Lw] defines
the coupling between the search coils and the other circuits carrying a current.

[vw] =
d[Lw][i]

dt
(7)

To sum up, identification of the model requires to know the inductance matrix function [L(θ)] which
can then be inverted and differentiated. What makes the CFE-CC model versatile is the identification
process of [L(θ)] with an FEM software. It uses a lookup table to store the inverse and derivative inductance
matrix for many discrete positions of the rotor.

As in [14], it is possible to consider magnetic saturation with the precomputed inductance functions by
using a correction coefficient afterward on computed magnetic flux linkages. Performances and computing
time differ depending on type of machine and chosen quantities to compute the coefficient.

117



Energies 2020, 13, 5413

2.2. Identification of Electrical Circuits

Table 1 gathers specifications of the WRIM used in this work.

Table 1. Specifications of the WRIM.

Parameter Value Unit

Power rating 1864 W
Rated voltage 208 V

Number of phases 3
Number of poles 4

Number of stator slots 48
Number of rotor slots 36

Frequency 60 Hz
Speed 1690 RPM

Power factor 0.81

As depicted in Figure 1b, there are three windings on the stator (as, bs, cs) and three windings on the
rotor (ar, br, cr). A small search coil is also added around one stator tooth (ws) in order to measure the
voltage across it during operation. These seven circuits make up the CFE-CC model.

The resistance matrix [R] of the WRIM is diagonal as shown below. Each terminal is accessible so
resistance values can easily be measured. The search coil is not included because it is left as an open circuit,
thus Equation (7) is used instead of (5) for this particular case.

[R] =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

Ras 0 0 0 0 0
0 Rbs 0 0 0 0
0 0 Rcs 0 0 0
0 0 0 Rar 0 0
0 0 0 0 Rbr 0
0 0 0 0 0 Rcr

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(8)

As for [L], for any given rotor position, it has the form shown below. Magnetic couplings of the search
coil are also included in a separate matrix [Lw].

[L] =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

Lasas Lasbs Lascs Lasar Lasbr Lascr

Lbsas Lbsbs Lbscs Lbsar Lbsbr Lbscr
Lcsas Lcsbs Lcscs Lcsar Lcsbr Lcscr

Laras Larbs Larcs Larar Larbr Larcr

Lbras Lbrbs Lbrcs Lbrar Lbrbr Lbrcr
Lcras Lcrbs Lcrcs Lcrar Lcrbr Lcrcr

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(9)

[Lw] =
[

Lwsas Lwsbs Lwscs Lwsar Lwsbr Lwscr

]
(10)
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(a)

(b)
Figure 1. (a) Photo of the wound rotor induction machine (WRIM) showing its stator and rotor; (b) circuits
of the WRIM used to build the model.

2.3. Computation of the Inductance Matrix Using FEM

Computation of [L(θ)] is performed with an FEM software and accurate plans of the machine geometry
and windings. A 3D FEM software is an ideal choice as it consider geometries that are impossible to model
in a 2D environment. However, a 2D FEM software is normally easier to use and less computationally
expensive. It should be noted that computation time required to solve the finite element domain is not
related to the CFE-CC model’s computation time at each time step, because results of the FEM are used as
precomputed lookup tables.

For the present work, the authors opted for a 2D software to quickly compute [L(θ)]. The geometry
of the WRIM makes it convenient to use a 2D space, but a few issues cannot be accounted in 2D alone such
as rotor skewing and coil ends. Their respective effects are added to the model by altering the computed
inductance matrix. Details of this procedure are presented at Appendix A. Figure 2 shows the FEM model
of the WRIM in FLUX2D, the FEM software used for this work.

The domain can be reduced to only half of the complete machine because the machine has two pairs
of poles and presents a symmetry. All magnetic materials are assumed to be linear, so saturation is not
considered. Meshing is performed using the software’s automatic mesh tool. Mesh size was selected by
comparing the solution obtained using a fine mesh to more and more coarse ones, until the error starts
increasing noticeably. Once the FEM model is ready, the procedure for identifying magnetic couplings is
launched. Inductance matrix [L] is computed for many rotor positions to build the lookup table.
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(a)

(b)

Figure 2. (a) WRIM rendered in FLUX2D (b) Meshed domain.

Inductance matrix [L(θ)] is obtained by first computing the inductance matrix of the machine without
windings, i.e., the inductance matrix of the slots [Lslot(θ)]. That way, one may generate any winding
configuration without restarting the FEM process simply by applying the following matrix transformation:

[L(θ)] = [N]T [Lslot(θ)][N] (11)

[N] is the winding configuration matrix. It contains the number of turns N of each electrical circuit in
each slot. Equation (12) shows how to build the matrix, where nc is the total number of circuits and ns is
the total number of slot.

N =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

N1,1 N1,2 . . . . . . N1,nc

N2,1 N2,2
...

. . .
...

. . .
Nns ,1 Nns ,nc

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(12)

In total, 1440 positions were computed evenly for a 180◦ rotation, i.e., 60 positions per stator slot pitch
or an angular step of 0.125◦. It is plenty to have a good resolution. Impact of inductance discretization is
described thoroughly in [18]. At this point, it is important to take into consideration the physical memory
to store the lookup table. Since the WRIM has six circuits without the search coil, the total number of
elements in the lookup table for the inverse inductance matrix is 51,840. Another lookup table of the same
size is necessary for the derivative if torque computation is included.

3. Hardware Setup

3.1. Real-Time Simulator And RT-Lab

The processing unit of the digital twin is an OP4510 entry-level DRTS of OPAL-RT. Real-time
computations are performed by a dedicated multi-core CPU capable of time step of 2 μs. For applications
requiring smaller time step, one may rather opt for a higher-end DRTS or FPGA based platforms instead.
Table 2 sums up the main technical specifications of the DRTS used in this work.
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Table 2. Technical specifications of the OP4510 real-time digital simulator.

CPU Intel Xeon E3 v5 CPU (4 core, 8 MB cache, 2.1 or 3.5 GHz)
Dynamic memory 16 GB RAM
Storage 128 GB SSD
Digital outputs 32 channels, 5 V to 30 V adjustable by a user-supplied voltage
Digital inputs 32 channels, 4 V to 50 V
Analog inputs 16 channels, 16 bits, ±20 V true differential
Analog outputs 16 channels, 16 bits, ±16 V

The OP4510 needs to be connected via an ethernet cable to a personal computer (PC) with RT-LAB
installed. RT-LAB is a software environment for real-time simulation to interface with OPAL-RT’s DRTS.
Using a PC and RT-LAB, user can:

1. Modify execution state of the program (run, stop, pause);
2. Change parameters in real-time of the running model;
3. Receive data from the running model.

3.2. Voltage and Current Measurement

Measured voltages are the inputs of the model. Currents are also measured, but they are used for
validation purposes to compare with the RTDT’s outputs. A printed circuit board (PCB) was designed for
voltage and current acquisition from the machine. The signals are then sampled using the DRTS’s analog
input channels.

3.3. Angular Position Sensor

The angular position of the rotor is needed to retrieve the inductance matrix from the lookup table.
It is measured using an absolute shaft encoder. The measured position is encoded in a 12 bits signal sent
through a parallel communication interface. Each bit is acquired by a digital input channel of the DRTS
and binary to decimal conversion is performed in software.

3.4. Setup Overview

Figure 3 shows an overview of the hardware setup. The CFE-CC model is executed in real-time along
with the actual machine in operation. All estimated waveforms can be displayed on an oscilloscope using
the DRTS’s analog output channels.
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Figure 3. Hardware setup overview.

4. Implementation on Real-Time Simulator

4.1. Programming Method

Programming of the RTDT was realized entirely within the MATLAB/Simulink environment using
RT-LAB. It generated C code from a Simulink block diagram and sent it to the DRTS for compilation
and execution.

4.2. Position Tracking Scheme

The acquired position signal cannot be fed directly to the CFE-CC model after decimal conversion
because it is a noisy discrete signal. The model would see speed impulsions that would impact its
estimations. In order to filter the position signal, the control loop shown at Figure 4 was programmed in
the DRTS.

Figure 4. Control loop to filter out position sensor’s noise.

The resulting closed loop transfer function is:

H(s) =
θ̂

θ
=

Kps + Ki

s2 + Kps + Ki
(13)

where Kp and Ki are the PI controller’s proportional and integral gains. The measured position was
transformed beforehand from a sawtooth waveform into a ramp. The difference between measured and
estimated position was sent to a PI controller and an integrator. Hence, the error in steady state was
theoretically reduced to zero. The controller’s gains should be chosen high enough to keep track of the
speed variations of the machine.
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4.3. CFE-CC Model Implementation for Real-Time Execution

Resolution of the global system was achieved using the State-Space-Nodal (SSN) solver of OPAL-RT
available in the ARTEMIS package [19]. It allowed us to solve power systems equations with a hybrid
method between pure state-space and nodal approach [20]. It was built upon the SimPowerSystems (SPS)
package, thus the Simulink diagram was designed the same way by using SPS blocks (resistances, sources,
inductances, etc.).

A custom block made for SSN resolution was implemented for the CFE-CC model. Figure 5 shows
the WRIM bloc containing the CFE-CC model’s equations as well as external components connected to
it. The stator’s terminals were connected to controlled voltage sources, which were the measured stator
voltages of the physical machine. The rotor’s terminals were connected to external resistors adjustable in
real-time from the PC. By placing the machine in a separate nodal group than the external components,
it had a decoupling effect with SSN resolution, thus greater stability was achieved even with large external
resistances [21].

Figure 5. Real-time digital twin (RTDT) implementation overview in Simulink using ARTEMIS package.

In order to implement such a model for SSN resolution, one must first select which circuits are
available to the user as external connections, i.e., the Simulink block’s terminals of the machine. The WRIM
had six circuits, all available for external connection, thus vectors [vin] and [iout] were each six units
large. They were respectively the input voltages and output currents at the Simulink block’s terminals.
The search coil ws was not treated as a circuit because no current could flow through.

[φ] =
[
φas φbs φcs φar φbr φcr

]T
(14)

[vin] =
[
vas vbs vcs var vbr vcr

]T
(15)

[iout] =
[
ias ibs ics iar ibr icr

]T
(16)

Dynamical system of Equation (5) is rearranged as standard state-space form. To facilitate reading of
the following equations, the θ dependency is omitted.

[φ] = [A][φ] + [B][vin] (17)

[iout] = [C][φ] (18)

123



Energies 2020, 13, 5413

With
[A] = −[R][L]−1 (19)

[B] = [I] (20)

[C] = [L]−1 (21)

Matrices [B] and [C] depend on the electrical terminals of the model. For the WRIM, [B] is equal to
the identity matrix [I] since every circuit is also a terminal. For the same reason, matrix [C] is directly equal
to [L]−1.

SSN solver discretizes Equation (17) for a fixed time step Ts using trapezoidal rule [21]:

[φ]k+1 = [Ad][φ]k + [Bd][v]k + [Bd][v]k+1 (22)

[Ad] = ([I] + [A]Ts/2)/([I]− [A]Ts/2) (23)

[Bd] = ([B]Ts/2)/([I]− [A]Ts/2) (24)

SSN solver needs the following two quantities from the CFE-CC model to operate:

[YCDM] = [C][Bd] (25)

[ihist] = [C]([Ad][φk] + [Bd][vk]) (26)

Matrices [Ad(θ)], [Bd(θ)] and [L(θ)]−1 were stored in a lookup table. At each time step, the exact
matrices were computed as the result of an interpolation between two adjacent matrices of the lookup
table by using the angular position measurement. The same type of storage and interpolation was used to
retrieve the derivative inductance matrix for torque computation using Equation (6).

Now regarding the search coil, since no current, i.e., no state, was associated with it, it was not
included in the dynamical system. Instead, it was computed using Equation (7).

4.4. Time Step Selection

The execution time step of the program was chosen to be as small as possible without any risk of
overrun. An overrun occurred if the DRTS did not finish all computations within the specified time
step. In that case, a time step was skipped resulting in erroneous estimation. RT-LAB gives information
regarding computational requirement of the program. Based on it, a time step of 6 μs was chosen. It was
important to have a small time step particularly when a circuit of the CFE-CC model was connected to a
large external resistance. A large external resistance created a stiff state-space system, thus requiring a
smaller time step to keep the solver stable. The SSN solver increased stability compared to the traditional
approach but accuracy decreases when the time step was too large.

5. Validation

Validation of the RTDT was performed by comparing its real-time outputs to measurements available
on the physical WRIM during operation. Waveforms shown below are real-time raw data acquired by an
oscilloscope. For comparison purpose, a dq model of the WRIM was also implemented on another core of
the DRTS for parallel execution alongside the CFE-CC model.

For the first setup, shown in Figure 6a, the WRIM’s stator windings were connected to a three-phase
60 Hz autotransformer. It was used as an induction motor, so rotor terminals were short-circuited.
The WRIM was mechanically coupled to a synchronous generator loaded by resistors. Figures 7 and 8
show waveform comparisons between measurements, CFE-CC model and dq model. Only winding a
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is shown because b and c were only 120◦ phase-shifted. Both models yielded good accuracy, but it was
possible to draw more conclusions from the frequency decomposition. Tables 3–5 show the notables
frequencies of the spectra. As expected, the CFE-CC model approximated well higher frequencies which
were related to the geometry of the machine, whereas the dq model only computed harmonics related to
input voltage.

(a) (b) (c)

Figure 6. WRIM setups used for validation. (a) Balanced; (b) With rotor unbalance; (c) With TRIACs.

Figure 7. Stator current in winding as during load operation, enlarged on right side.

Figure 8. Rotor current in winding ar during load operation, enlarged on right side.
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Table 3. Main frequency components of stator input voltage.

Frequency (Hz) Measurements (V)

60 156.5
180 1.0
300 3.9
420 1.8

Table 4. Main frequency components in stator current.

Frequency (Hz) Measurements (A) CFE-CC (A) dq (A)

60 5.780 5.865 5.916
180 0.050 0.068 0.102
300 0.119 0.102 0.102
420 0.051 0.051 0.051
588 0.010 0.010 n/a
913 0.015 0.013 n/a
1033 0.017 0.015 n/a

Table 5. Main frequency components in rotor current.

Frequency (Hz) Measurements (A) CFE-CC (A) dq (A)

6.4 7.130 7.286 7.384
114 0.183 0.116 0.117
354 0.139 0.125 0.129
367 0.055 0.044 0.045
642 0.014 0.013 n/a
655 0.014 0.015 n/a
967 0.018 0.015 n/a
979 0.023 0.021 n/a

Geometric irregularities of the machine had an impact on the torque as well, as seen from Figure 9.
By analysing the electromagnetic torque of a machine, one can draw many conclusions about its condition.

Figure 9. Electromagnetic torque during load operation, enlarged on right side.

Figure 10 shows the clear congruence between real-time output of the search coil voltage and
its measured counterpart. Search coil voltage gave a good indication of local magnetic flux linkage.
Using Equation (11), any number of search coils could be directly added to the machine’s winding
configuration without restarting the FEM process. This also proved to be an interesting tool for online
fault monitoring.
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Figure 10. Search coil voltage during load operation, enlarged on right side.

Figure 11 shows the dynamic response of rotor currents when the mechanical load was suddenly
disconnected from the shaft. Here, the position tracking control loop played an important role. It needed
to be fast enough to minimize the error during speed variations.

Figure 11. Rotor current in winding ar starting from load operation and suddenly disconnecting the load.

The following Figures 12–14 show the RTDT’s current outputs when a phase imbalance was
introduced. The setup is depicted at Figure 6b. A resistor was connected to winding ar of the physical
machine, and the same was done to the RTDT. While the frequency content was accurate, a small phase
discrepancy was present at winding br and cr. The cause could be related to the methodology employed to
compute [L] in Appendix A, such as the way the coil end inductances were added. Many assumptions
were made. Magnetic saturation could also play a role since it was not taken into account in the model.

Figure 12. Stator current in winding as during load operation with 12 ohm resistor on winding ar, enlarged
on right side.
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Figure 13. Rotor current in winding ar during load operation with 12 ohm resistor on winding ar, enlarged
on right side.

Figure 14. Rotor current in winding br during load operation with 12 ohm resistor on winding ar, enlarged
on right side.

Finally, TRIACs were added inside the delta configuration as depicted in Figure 6c. It demonstrated
the RTDT’s behavior under switching converter’s voltage input for an unusual phase configuration.
Figures 15 and 16 show currents flowing in windings as and ar. The RTDT yielded accurate estimations.

Figure 15. Stator current in winding as during load operation and fed through TRIACs, enlarged on
right side.
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Figure 16. Rotor current in winding ar during load operation and fed through TRIACs, enlarged on
right side.

6. Conclusions

The detailed CFE-CC model of a WRIM was implemented in real-time on an entry-level DRTS of
OPAL-RT with a time step of 6 μs. This model considers the machine’s particular geometry and winding
configuration can be changed easily using a simple matrix transformation. Any number of search coils can
be added to the model, as well as faults such as broken bar and eccentricity. Comparisons with real-time
measurements have shown that the CFE-CC model is accurate and computationally efficient. This work
paves the way to new real-time monitoring techniques for electrical machines using the CFE-CC model
alongside others in a digital twin. However, the machine studied in this work has only seven circuits.
Including more electrical circuits in the CFE-CC model results in more computations at each time step and
more memory requirement for lookup tables. Future works include studying the feasibility of real-time
execution of the CFE-CC model for large synchronous machines comprising many electrical circuits.
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Abbreviations

The following abbreviations are used in this manuscript:

WRIM Wound rotor induction machine
DRTS Digital real-time simulator
RTDT Real-time digital twin
CFE-CC Combination of finite element and coupled circuits
FEM Finite element method
SSN State-Space-Nodal
SPS SimPowerSystems

Appendix A. Alteration of Inductance Matrix to Consider Rotor Skew and Coil Ends

Appendix A.1. Rotor Skewing

The 2D FEM software used in this work suppose a uniform magnetic field intensity along the third
dimension. However, the WRIM and most asynchronous machines have a skewed rotor to prevent cogging
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and reduce torque oscillations. The skew angle θsk is generally given by the manufacturer. Fortunately, it is
possible to add this effect into the inductance matrix [L(θ)] previously identified in 2D [22]. By dividing an
unskewed machine along its length into M several slices, or sub-machines, the inductance matrix [Lm(θ)]

of each sub-machine is simply the initial one [L(θ)] divided by M.

[L(θ)] = [L1(θ)] + [L2(θ)] + . . . [LM(θ)] (A1)

[Lm(θ)] = [L(θ)]/M, m = 1, 2, . . . M (A2)

Now, it is possible to replicate the skewing effect by shifting the rotor gradually along the length.
Each of the inductance matrices [L1(θ)] . . . [LM(θ)] needs to be shifted by θsk/(M − 1). Finally, they can be
added all together according to Equation (A1) to obtain the skewed [L(θ)] of the complete machine.

As for the WRIM of this work, θsk is equal to 7.5◦, which corresponds to a slot pitch. The machine
was divided into 61 sub-machines. Figure A1 shows the impact of the added skew effect on rotor currents
during load operation, with stator windings fed with perfectly sinusoidal voltages and rotor windings
short-circuited. Current ripples are reduced as expected.

Figure A1. Rotor current with and without added rotor skewing effect, enlarged on right side.

Appendix A.2. Coil Ends

Coil ends can be modeled in a 3D FEM software, whereas it cannot be in 2D. In the latter case such
as in the present work, their inductive effect must be added to [L(θ)] by other means. For simplicity,
we ignore the impact on mutual inductances. The technique used is to conduct a standstill frequency
response (SSFR) test [14] and add a self-inductance to the windings in order to make the experimental
response fit the simulated one. The test was conducted while rotor windings are short-circuited. Figure A2
compares the response of the FEM model to the experiment with and without coil ends. Inductances of
0.01 H and 0.00047 H were added to stator and rotor windings respectively, which is less than 10% of the
magnetizing inductance.

Figure A2. Inductance seen from the stator versus frequency with and without coil ends,
rotor terminals short-circuited.
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Abstract: To increase the adoption of electric vehicles (EVs), significant efforts in terms of reducing
the charging time are required. Consequently, ultrafast charging (UFC) stations require extensive
investigation, particularly considering their higher power level requirements. Accordingly, this paper
introduces a hybrid multimodule DC-DC converter-based dual-active bridge (DAB) topology for
EV-UFC to achieve high-efficiency and high-power density. The hybrid concept is achieved through
employing two different groups of multimodule converters. The first is designed to be in charge
of a high fraction of the total required power, operating at a relatively low switching frequency,
while the second is designed for a small fraction of the total power, operating at a relatively high
switching frequency. To support the power converter controller design, a generalized small-signal
model for the hybrid converter is studied. Also, cross feedback output current sharing (CFOCS)
control for the hybrid input-series output-parallel (ISOP) converters is examined to ensure uniform
power-sharing and ensure the desired fraction of power handled by each multimodule group.
The control scheme for a hybrid eight-module ISOP converter of 200 kW is investigated using a reflex
charging scheme. The power loss analysis of the hybrid converter is provided and compared to
conventional multimodule DC-DC converters. It has been shown that the presented converter can
achieve both high efficiency (99.6%) and high power density (10.3 kW/L), compromising between
the two other conventional converters. Simulation results are provided using the MatLab/Simulink
software to elucidate the presented concept considering parameter mismatches.

Keywords: ultra-fast chargers; input-series input-parallel output-series output-parallel multimodule
converter; cross feedback output current sharing; reflex charging

1. Introduction

Despite the fact that internal combustion engines (ICEs) have been a mature technology for the
past 100 years, it is expected that electric vehicles (EVs) will break the monopoly of conventional
vehicles using only ICEs because of their performance and superior fuel economy [1]. Due to the
strict regulations on global warming and energy resources constraints, and on reducing fossil fuel
prices as well as gas emissions, environmental awareness has led to a high interest in EVs as an
alternative solution for further improvement compared to ICEs [2,3]. To increase the adoption of EVs,
significant efforts in terms of reducing the charging time are required. Consequently, to allow massive
market penetration of EVs, the concept of ultrafast charging (UFC) requires more investigation. In this
regard, several research studies targeting fast chargers and UFC for EVs have been provided in the
literature [4–8]. UFC technology is a high power charging technology (≥ 400 kW) that can replace or
substitute the ICE technology and can charge EVs’ battery packs in ≤ 10 min [9–11].

Advanced power electronics converters are considered as key enabling technologies for realizing
EV UFC, where high-power DC-DC converters are needed. The critical requirements for designing
EV battery chargers are high efficiency, low cost, high power density, and galvanic isolation [12].
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Furthermore, one of the UFC stations’ requirements is to design the DC-DC converters in a modular
manner to offer easy maintenance, as well as scalability, redundancy, and fault ride-through
capability [13–15]. In modular power converters, each unit handles a small portion of the total input
power. Accordingly, the selected power switches are of lower voltage and/or current ratings; therefore,
higher switching frequency capability, consequently, reduced weight and size [16–18]. Multimodule
DC-DC converters can provide a bidirectional power flow through employing submodules that are
based on dual active bridge (DAB), dual half bridge (DHB), or series resonant topologies [19,20].

The DAB configuration, shown in Figure 1, consists of two active bridges that are connected via a
medium/high-frequency AC transformer. DAB can be constructed using a single-phase bridge or a
three-phase bridge depending on the design criteria. The 2L-DAB, shown in Figure 1, usually operates
in a square wave mode. The intermediate transformer leakage inductance limits the maximum power
flow and is used as the energy transferring element. This topology is capable of bidirectional power
flow that can be achieved by controlling the phase shift between the two bridges and the magnitude of
the output voltage per bridge. The switches can be switched at zero voltage switching (ZVS) and/or
zero current switching (ZCS). Accordingly, switching losses are reduced, and the power efficiency
is increased.

Figure 1. DAB converter circuit diagram.

Figure 2 presents a block diagram for a typical EV UFC that involves an AC-DC stage and a DC-DC
stage. This paper will focus on the DC-DC stage employed in EV UFC applications. In the literature,
many research studies have been introduced the two stages. In [21], to realize medium-voltage EV
UFC stations, a multiport power converter has been proposed. In [22], a bidirectional fast charging
system control strategy consisting of two cascaded stages has been proposed, where two DABs are
connected in parallel at the battery side. However, in [23], an isolated DAB-based single-stage AC-DC
converter has been presented. The charger in [23] contains a single stage that includes the PFC and
ensures ZVS over the full load range. In [24,25], a frequency modulated CLLC-R-DAB has been
proposed. In this topology, the converter operates over a considerable variation of the input voltage
while maintaining soft-switching capability. A smaller switching frequency range is used to modulate
the CLLC-R-DAB converter when compared to SR-DAB. In [26], a full-bridge phase-shifted DC-DC
converter that combines the characteristics of the double inductor rectifier and the conventional hybrid
switching converter is introduced for EV fast chargers. In [27], a medium-voltage high-power isolated
DC-DC converter for EVs fast chargers is presented. In [28], the AC-DC and DC-DC stages of an EV
charger are studied where the DC-DC stage utilizes interleaved DC-DC converters.

Figure 2. Block diagram for a typical EV UFC.

Multimodule converters are considered a suitable choice for realizing the high power and high
voltage requirements of the UFC charger. However, an increased number of modules with low power
would increase system complexity, cost and losses, which reduces the cooling requirements and
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consequently the weight, volume, and cost. However, reduced switching losses can be achieved via
soft-switching [29–35]. Nonetheless, introducing a low number of modules with high power would
reduce the switching frequency capabilities; therefore, reducing the power density, which increases
size and weight.

Accordingly, the main contribution of this work is to introduce a hybrid multimodule DC-DC
converter-based DAB topology as the DC-DC stage for EV UFC to achieve high efficiency, high power
density, and reduced weight and cost. The hybrid concept is achieved through employing two different
groups of multimodule converters. The first group is designed to be in charge of a high fraction of the
total required power while operating relatively at a low switching frequency. Nevertheless, the second
group is designed for a low fraction of the total power operating relatively at a high switching frequency.
The work presented in this paper includes a generalized small-signal model for the presented converter
as well as the control strategy required in achieving uniform power-sharing between the employed
modules. Besides, a power loss evaluation has been conducted to compare the proposed converter
with the other two options.

To verify the presented concept, the number of modules needed to achieve the required ratings is
calculated for both; conventional multimodule DC-DC converters and hybrid multimodule DC-DC
converters. In addition, the power loss analysis of the hybrid multimodule converter is provided.
To support the power converter controller design, a generalized small-signal model for the hybrid
multimodule DC-DC converter is studied in detail. Besides, to ensure equal power-sharing among
the employed modules, the control scheme for the hybrid multimodule DC-DC converter with the
aforementioned specifications is studied. The main contribution of the paper can be summarized
as follows:

• Development of a hybrid multimodule DC-DC converter-based DAB topology for EV UFC along
with providing generalized small-signal modeling to support the design of the power converter
controller. The presented generalized small-signal model of the hybrid multimodule DC-DC
converter-based DAB is considered as the primary contribution of this paper.

• Examining the cross feedback output current sharing (CFOCS) for the hybrid Input-series
output-parallel (ISOP) multimodule power converters to ensure uniform power-sharing among the
employed modules and ensure the desired fraction of power handled by each multimodule group.

This paper is structured as follows: Section 2 presents the hybrid input-series input-parallel
output-series output-parallel (ISIP-OSOP) multimodule power converter and the generalized
small-signal modeling. Section 3 presents a 200 kW hybrid eight-module ISOP converter. In Section 3,
the small-signal model of the presented converter is derived using the analysis provided in Section 2.
Section 4 presents the number of modules needed to achieve the required ratings for both; conventional
multimodule DC-DC converters and hybrid multimodule DC-DC converters. In addition, the power
loss analysis of the conventional and hybrid multimodule converters is provided. Section 5 discusses
the control strategy for the proposed hybrid ISOP multimodule DC-DC converters. Section 6 discusses
the MatLab/Simulink model and the simulation results. Finally, Section 7 summarizes the key findings
of this paper.
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2. Generalized Small-Signal Analysis for Dual Series/Parallel Input-Output (ISIP-OSOP) Hybrid
Multimodule Converters

In this section, the generalized small-signal modeling for dual series/parallel ISIP-OSOP hybrid
multimodule DC-DC converter is introduced.

2.1. Hybrid ISIP-OSOP Generic DC-DC Converter Circuit Configuration

The hybrid ISIP-OSOP generic DC-DC converter configuration, shown in Figure 3, consists of n
modules that are connected in series and/or parallel at the input side and in series and/or parallel at
the output side. These n modules consist of two different multimodule groups. The primary group
consists of L isolated DC-DC converters that are in charge of a high fraction of the total required
power operating relatively at a low switching frequency. The secondary group consists of M isolated
DC-DC converters that are designed for a small fraction of the total power operating relatively at a
high switching frequency. Accordingly, it can be said that the summation of L and M power converters
results in a total of n DAB units. To differentiate between the primary and secondary multimodule
DC-DC converter in the small signal analysis, the set of equations representing the primary group is
black colored while the set of equations representing the secondary group is blue colored. In addition,
the red colored symbols reflect the parameters defined for the input side, while the blue colored
symbols reflects the parameters defined for the output side, as presented in the following.

By ensuring input current sharing (ICS) and input voltage sharing (IVS) for the primary group,
the input current for each module in the primary group is reduced to IinL

αL1
, and the input voltage for

each module in the primary group is reduced to VinL
βL1

. However, by ensuring ICS and IVS for the

secondary group, the input current for each module in the secondary group is reduced to IinM
αM1

, and the

input voltage for each module in the secondary group is reduced to VinM
βM1

group is reduced to VinM
βM1

,
in which, IinL and VinL are the input current and the input voltage for the primary group that consists
of L number of modules, respectively. IinM and VinM are the input current and the input voltage for the
secondary group that consists of M number of modules, respectively. αM1 represents the number of
modules connected in parallel in the secondary group at the input side. βM1 represents the number of
modules connected in series the secondary group at the input side.

Similarly, by ensuring output current sharing (OCS) and output voltage sharing (OVS) for the
primary group, the output current per module in the primary group is IoL

aL1
, and the output voltage

per module in the primary module is reduced to VoL
bL1

. However, by ensuring OCS and OVS for the

secondary group, the output current per module is IoM
aM1

, and the output voltage for each module in

the secondary group is reduced to VoM
bM1

. In which, IoL and VoL are the output current and the output
voltage for the primary group that consists of L number of modules, respectively. IoM and VoM are the
output current and the output voltage for the secondary group that consists of M number of modules,
respectively. aM1 represents the number of modules connected in parallel in the secondary group at
the output side. bM1 represents the number of modules connected in series in the secondary group at
the output side.

The L isolated modules are responsible for delivering a portion of KL of the total required power,
while the M isolated modules are responsible for delivering a portion of KM of the total required power,
where KL + KM = 1 pu. The input voltages, input currents, output currents, and output voltages
are represented in terms of the total input voltage, total input current, total output voltage, and total
output current would result in Table 1.
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Table 1. Individual module system parameters representation in terms of the overall system ratings.

Parameters Representation Value

Primary group

Input current αL2 Iin
αL1

αL2 = KL if the two groups are connected in parallel at the input side, otherwise αL2 = 1

Input voltage βL2 Vin
βL1

βL2 = KL if the two groups are connected in series at the input side, otherwise βL2 = 1

Output current aL2Io
aL1

aL2 = KL if the two groups are connected in parallel at the output side, otherwise aL2 = 1
Output voltage bL2Vo

bL1
bL2 = KL if the two groups are connected in series at the output side, otherwise bL2 = 1

Secondary group

Input current αM2 Iin
αM1

αM2 = KM if the two groups are connected in parallel at the input side, otherwise αM2 = 1

Input voltage βM2 Vin
βM1

βM2 = KM if the two groups are connected in series at the input side, otherwise βM2 = 1

Output current aM2IoL
aM1

aM2 = KM if the two groups are connected in parallel at the output side, otherwise aM2 = 1
Output voltage bM2Vo

bM1
bM2 = KM if the two groups are connected in series at the output side, otherwise bM2 = 1

2.2. Hybrid ISIP-OSOP DC-DC Converter Small-Signal Modeling

Using the model in [36], and expanding the study of the multimodule DC-DC converters in [37–41],
the small-signal model for the hybrid multimodule ISIP-OSOP converter shown in Figure 4 is derived.
Since each group is responsible for delivering a particular portion of the overall required power,
where this portion is defined according to the overall system power ratings. Accordingly, it is
worth mentioning that the equivalent load resistance seen by each group of multimodule converters
is different.

 

 

Figure 3. Generalized hybrid multimodule DC-DC converter configuration.
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Figure 4. Small signal model for the generalized hybrid ISIP-OSOP multimodule DC-DC converter.
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Since the input current and input voltage for each module in the primary group are αL2 Iin
αL1

and
βL2 Vin
βL1

, respectively, and the output current and output voltage for each module in the primary group

are aL2Io
aL1

and bL2Vo
bL1

, respectively. Therefore, the load resistance for each module in the primary group is
aL1bL2
aL2bL1

R. Accordingly, d̂i jL, d̂vLj which are the effect of changing the filter inductor current and the effect
of changing the input voltage on the duty cycle modulation for the primary group and IeqL presented
in Figure 4 can be defined as:

d̂iLj = −4βL1LlkL fsL

βL2 K1Vin
îLLj, j = 1, 2, . . . , L (1)

Equation (1) can be written as:

d̂iLj = −βL1K1RdL

βL2 Vin
îLLj, j = 1, 2, . . . , L (2)

where RdL =
4LlkL fsL

K2
1

.

d̂vLj =
4aL2bL1βL1LlkL fsLDe f f 1

aL1bL2βL2 K2
1RVin

v̂cdLj, j = 1, 2, . . . , L (3)

Equation (3) can be written as:

d̂vLj =
aL2bL1βL1RdLDe f f 1

aL1bL2βL2 RVin
v̂cdLj, j = 1, 2, . . . , L (4)

IeqL =
aL2bL1βL2Vin

aL1bL2βL1 K1R
(5)

Since the input current and input voltage for each module in the primary group is αM2 Iin
αM1

and
βM2 Vin
βM1

, respectively, and the output current and output voltage for each module in the primary group

is aM2Io
aM1

and bM2Vo
bM1

, respectively. Therefore, the load resistance for each module in the primary group is

aM1bM2
aM2bM1

R. Accordingly,
ˆ
dijM,

ˆ
dvMj which are the effect of changing the filter inductor current and the

effect of changing the input voltage on the duty cycle modulation for the primary group and IeqM

presented in Figure 4 can be defined as:

ˆ
diMj = −4βL1LlkM f sM

βL2 K2Vin

ˆ
iLMj, j = 1,2,. . ., M (6)

Equation (6) can be written as:

ˆ
diMj= −βL1K2RdM

βL2 Vin

ˆ
iLMj, j = 1,2,. . .,M (7)

where; RdM =
4LlkM f sM

K22 .

ˆ
dvMj =

4aL2bL1βL1LlkM f sMDe f f 2

aL1bL2βL2 K22RVin

ˆ
vcdMj, j = 1,2,. . ., M (8)

Equation (8) can be written as:

ˆ
dvMj =

aL2bL1βL1RdMDe f f 2

aL1bL2βL2 RVin

ˆ
vcdMj, j = 1,2,. . ., M (9)
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IeqM =
aL2bL1βL2Vin

aL1bL2βL1 K2R
(10)

Based on the feature of modularity and to simplify the analysis, it is assumed that all modules
in the primary group and all modules in the secondary group have an equal effective duty cycle,
transformer turns ratio, capacitor, and inductor values. Accordingly, KL1 = KL2 = · · · = KLL = K1,
KM1 = KM2 = · · · = KMM = K2 CL1 = CL2 = · · · = CLL = CL, CM1 = CM2 = · · · = CMM = CM, CdL1 =

CdL2 = · · · = CdLL = CdL, CdM1 = CdM2 = · · · = CdMM = CdM, LL1 = LL2 = · · · = LLL = LL and
LM1 = LM2 = · · · = LMM = LM. In addition, it is also assumed that all modules in the primary group
share the same input voltage and that all modules in the secondary group share the same input voltage.
Accordingly, the DC input voltage of each module in the primary group is βL2 Vin

βL1
and the DC input

voltage of each module in the secondary group is βM2 Vin
βM1

. Although each module has a different duty
cycle perturbation, it is assumed that all the DAB units have an equal normalized time shift. Besides,
the ESR of the output capacitance is considered in this model. However, the ESR can be neglected
compared to the load.

The following equations are obtained from Figure 4:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

De f f 1
K1

v̂cdL1 +
βL2 Vin
βL1 K1

(
d̂iL1 + d̂vL1 + d̂L1

)
= sLLîLL1 + v̂outL1

De f f 1
K1

v̂cdL2 +
βL2 Vin
βL1 K1

(
d̂iL2 + d̂vL2 + d̂L2

)
= sLLîLL2 + v̂outL2

...
De f f 1

K1
v̂cdLL +

βL2 Vin
βL1 K1

(
d̂iLL + d̂vLL + d̂LL

)
= sLLîLLL + v̂outLL

De f f 2
K2

ˆ
vcdM1 +

βL2 Vin
βL1 K2

(
ˆ
diM1 +

ˆ
dvM1 +

ˆ
dM1) = sLM

ˆ
iLM1 +

ˆ
voutM1

De f f 2
K2

ˆ
vcdM2 +

βL2 Vin
βL1 K2

(
ˆ
diM2 +

ˆ
dvM2 +

ˆ
dM2) = sLM

ˆ
iLM2 +

ˆ
voutM2

...
De f f 2

K2

ˆ
vcdMM +

βL2 Vin
βL1 K2

(
ˆ
diMM +

ˆ
dvMM +

ˆ
dMM) = sLM

ˆ
iLMM +

ˆ
voutMM

(11)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

îLL11 + îLL21 + · · ·+ îLLaL11 = sCL
sRcLCL+1 v̂outL1 + v̂outL

R

îLL12 + îLL22 + · · ·+ îLLaL12 = sCL
sRcLCL+1 v̂outL2 + v̂outL

R
...

îLL1bL1 + îLL2bL1 + · · ·+ îLLaL1bL1 = sCL
sRcLCL+1 v̂outLL + v̂outL

R
ˆ
iLM11 +

ˆ
iLM21 + · · · +

ˆ
iLMaM11 =

sCM
sRcMCM + 1

ˆ
voutM1 +

ˆ
voutM

R
ˆ
iLM12 +

ˆ
iLM22 + · · · +

ˆ
iLMaM12 =

sCM
sRcMCM + 1

ˆ
voutM2 +

ˆ
voutM

R
...

ˆ
iLM1bL1 +

ˆ
iLM2bL1 + · · · +

ˆ
iLMaM1bL1 =

sCM
sRcMCM + 1

ˆ
voutMM +

ˆ
voutM

R

(12)

Adding equations representing the primary multimodule group in (12):

aL1∑
i=1

bL1∑
j=1

îLLi j =
sCL

sRcLCL + 1
v̂outL +

bL1v̂outL

R
(13)

Equation (13) can be written as:

aL1∑
i=1

bL1∑
j=1

îLLi j = v̂outL

(
sRCL + sbL1RcLCL + bL1

R(1 + sRcLCL)

)
(14)
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Adding equations representing the secondary multimodule group in (12):

 
(15)

Equation (15) can be written as:

 
(16)

Defining the summation terms of the module’s input and output voltage appearing after summing
up equations representing the primary multimodule group in (11):

L∑
j=1

v̂cdLj = γLv̂inL = γLβL2v̂in (17)

where:

• γL = 1, if all the modules in the primary group at the input side are connected in series.
• γL = αL1, if all the modules in the primary group at the input side are connected in parallel or

connected in both series and parallel.

L∑
j=1

v̂outLj = cLv̂outL = cLbL2v̂out (18)

where:

• cL = 1, if all the modules in the primary group at the output side are connected in series.
• cL = aL1, if all the modules in the primary group at the output side are connected in parallel or

connected in both series and parallel.

Defining the summation terms of the module’s input and output voltage appearing after summing
up equations representing the secondary multimodule group in (11):

 
(19)

where:

• γM = 1, if all the modules in the secondary group at the input side are connected in series.
• γM = αL1, if all the modules in the secondary group at the input side are connected in parallel or

connected in both series and parallel.

M∑
j=1

v̂outMj = cMv̂outL = cMbM2v̂out (20)

where:

• cM = 1, if all the modules in the secondary group at the output side are connected in series.
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• cM = aM1, if all the modules in the secondary group at the output side are connected in parallel or
connected in both series and parallel.

2.2.1. Control-to-Output Voltage Transfer Function

The relation between the output voltage and the duty cycle is obtained by performing two steps.
The first step is by adding the L equations in (11) to obtain the relation between v̂outL and d̂Lj, assuming
v̂inL = 0, and d̂Lk = 0, where k = 1, 2, . . . , L and k � j, and substituting (2), (4), (14), (17) and (18).

However, the second step is by adding the M equations in (11) to obtain the relation between
ˆ
voutM and

ˆ
dMj, assuming

ˆ
vinM = 0, and

ˆ
dMk = 0, where k = 1, 2, . . . , L and k � j, and substituting (7), (9), (16),

(19) and (20).
Adding the L equations in (11) would result in:

De f f 1

K1

L∑
j=1

v̂cdLj +
βL2 Vin

βL1 K1

⎛⎜⎜⎜⎜⎜⎜⎝
L∑

j=1

d̂iLj +
L∑

j=1

d̂vLj +
L∑

j=1

d̂Lj

⎞⎟⎟⎟⎟⎟⎟⎠ = sLL

L∑
j=1

îLLj +
L∑

j=1

v̂outLj (21)

Substituting (2), (4) and (14) would result in:

De f f 1
K1

L∑
j=1

v̂cdLj +
βL2 Vin
βL1 K1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−βL1K1RdL
βL2 Vin

v̂outL

(
sRCL+sbL1RcLCL+bL1

R(1+sRcLCL)

)
+

L∑
j=1

aL2bL1βL1RdLDe f f 1
aL1bL2βL2 RVin

v̂cdLj + d̂L1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= sLL

(
sRCL+sbL1RcLCL+bL1

R(1+sRcLCL)

)
v̂outL +

L∑
j=1

v̂outLj

(22)

Substituting (17) and (18) in (22) results in:

De f f 1
K1
γLv̂inL +

βL2 Vin
βL1 K1

⎛⎜⎜⎜⎜⎜⎜⎜⎝
−βL1K1RdL
βL2 Vin

v̂outL

(
sRCL+sbL1RcLCL+bL1

R(1+sRcLCL)

)
+

aL2bL1βL1RdLDe f f 1
aL1bL2βL2 RVin

γLv̂inL + d̂L1

⎞⎟⎟⎟⎟⎟⎟⎟⎠
= sLL

(
sRCL+sbL1RcLCL+bL1

R(1+sRcLCL)

)
v̂outL + cLv̂outL

(23)

Simplifying (23) results in (24):

GvdL = v̂outL
d̂Lj

=

βL2 Vin
βL1 K1

(1+sRcLCL)

s2LLCL

(
1+

bL1RcL
R

)
+s

(
bL1LL

R +RdLCL

(
1+

bL1RcL
R

)
+cLRcLCL

)
+

bL1RdL
R +cL

(24)

Performing the second step which is adding the M equations in (11) to obtain the relation between
ˆ
voutM and

ˆ
dMj, assuming

ˆ
vinM = 0, and

ˆ
dMk = 0, where k = 1, 2, . . . , M, and k � j, and substituting (7),

(9), (16), (19) and (20) would result in:
Adding the M equations in (11) would result in:

 

(25)
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Substituting (7), (9) and (16) would result in:

 

(26)

Substituting (19) and (20) results in:

 
(27)

Simplifying (27) would result in (28).

 

(28)

By adding GvdL and GvdM the control-to-output voltage transfer function can be found.

2.2.2. Control-to-Filter Inductor Current Transfer Function

The relation between the filter inductor current and the duty cycle is derived by performing
two steps, where the first step considers the L modules in (11) while the second step considers the M
modules in (11). The first step is by substituting v̂outL in terms of îLLj using (14) in (23) and assuming
v̂inL = 0, and d̂Lk = 0, where k = 1, 2, . . . , L and k � j. However, the second step is by substituting
ˆ
voutM in terms of

ˆ
iLMj using (16) in (27) and assuming

ˆ
vinM = 0, and

ˆ
dMk = 0, where k = 1, 2, . . . , M

and k � j.
Substituting v̂outL in terms of îLLj using (14) in (23):

De f f 1
K1
γLv̂inL +

βL2 Vin
βL1 K1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−βL1K1RdL
βL2 Vin

aL1∑
i=1

bL1∑
j=1

îLLi j+

aL2bL1βL1RdLDe f f 1
aL1bL2βL2 RVin

γLv̂inL + d̂L1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= sLL

aL1∑
i=1

bL1∑
j=1

îLLi j + cL

(
R(1+sRcLCL)

sRCL+sbL1RcLCL+bL1

) aL1∑
i=1

bL1∑
j=1

îLLi j

(29)

βL2 Vin

βL1 K1
d̂L1 −RdL

L∑
j=1

îLLj = sLL

L∑
j=1

îLLj + cL

(
R(1 + sRcLCL)

sRCL + sbL1RcLCL + bL1

) L∑
j=1

îLLj (30)
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Simplifying (30) would result in (31).

GidL =

∑L
j=1 îLLj

d̂Lj

=

βL2 Vin
βL1 K1

(sRCL+sbL1RcLCL+bL1)

R
(
s2LLCL

(
1+

bL1RcL
R

)
+s

(
bL1LL

R +RdLCL

(
1+

bL1RcL
R

)
+cLRcLCL

)
+

bL1RdL
R +cL

)
(31)

Performing the second step which is substituting
ˆ
voutM in terms of

ˆ
iLMj using (16) in (27) and

assuming
ˆ
vinM = 0, and

ˆ
dMk = 0, where k = 1, 2, . . . , M and k� j would result in:

 

(32)

 

(33)

Simplifying (33) would result in (34). By adding GidL and GidM, the control-to-filter inductor
current transfer function can be found.

 

(34)

By adding GidL and GidM the control-to-output filter inductor current transfer function can
be found.

2.2.3. Output Impedance

The generalized converter output impedance for the hybrid ISIP-OSOP multimodule DC-DC
converter can be found by considering two groups of equations. The primary group is the L number of
KCL equations presented in (12). However, the secondary group is the M number of KCL equations
presented in (12).
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To find the generalized converter output impedance, the KCL equation in (12) can be rewritten
as follows: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ˆ
iLL11+

ˆ
iLL21 + · · · +

ˆ
iLLaL11 +

ˆ
ioutL = gL

ˆ
voutL1 +

ˆ
voutL

R
ˆ
iLL12 +

ˆ
iLL22 + · · · +

ˆ
iLLaL12 +

ˆ
ioutL = gL

ˆ
voutL2 +

ˆ
voutL

R
...

ˆ
iLL1bL1+

ˆ
iLL2bL1 + · · · +

ˆ
iLLaL1bL1 +

ˆ
ioutL = gL

ˆ
voutLL +

ˆ
voutL

R
ˆ
iLM11 +

ˆ
iLM21 + · · · +

ˆ
iLMaM11 +

ˆ
ioutM = gM

ˆ
voutM1 +

ˆ
voutM

R
ˆ
iLM12 +

ˆ
iLM22 + · · · +

ˆ
iLMaM12 +

ˆ
ioutM = gM

ˆ
voutM2 +

ˆ
voutM

R
...

ˆ
iLM1bL1 +

ˆ
iLM2bL1 + · · · +

ˆ
iLMaM1bL1 +

ˆ
ioutM = gM

ˆ
voutMM +

ˆ
voutM

R

(35)

where; gL = sCL
sRcLCL+1 and

 
.

Accordingly, the KCL equation in (14) can be modified as follows:

aL1∑
i=1

bL1∑
j=1

îLLi j + îoutL = v̂outL

(
sRCL + sbL1RcLCL + bL1

R(1 + sRcLCL)

)
(36)

The relationship between the output voltage and the output current for the L modules is obtained
by adding the L equations in (11), assuming v̂inL = 0, and d̂Lj = 0, j = 1, 2, . . . , L, and substituting (2),
(4), (17), (18) and (36).

De f f 1
K1
γLv̂inL +

βL2 Vin
βL1 K1

⎛⎜⎜⎜⎜⎜⎜⎜⎝
−βL1K1RdL
βL2 Vin

(
v̂outL

(
sRCL+sbL1RcLCL+bL1

R(1+sRcLCL)

)
− îoutL

)
+

aL2bL1βL1RdLDe f f 1
aL1bL2βL2 RVin

γLv̂inL + d̂L1

⎞⎟⎟⎟⎟⎟⎟⎟⎠
= sLL

((
sRCL+sbL1RcLCL+bL1

R(1+sRcLCL)

)
v̂outL − îoutL

)
+ cLv̂outL

(37)

−RdL

(
v̂outL

(
sRCL+sbL1RcLCL+bL1

R(1+sRcLCL)

)
− îoutL

)

= sLL

((
sRCL+sbL1RcLCL+bL1

R(1+sRcLCL)

)
v̂outL − îoutL

)
+ cLv̂outL

(38)

Simplifying (38) would result in (39).

ZoutL = v̂outL
îoutL

=
bL1(RdL+sLL)(1+sRcLCL)

s2LLCL

(
1+

bL1RcL
R

)
+s

(
bL1LL

R +RdLCL

(
1+

bL1RcL
R

)
+cLRcLCL

)
+

bL1RdL
R +cL

(39)

Similarly, the KCL equation in (16) can be modified as follows:

 
(40)
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The relationship between the output voltage and the output current for the M modules is derived by

summing the M equations in (11), assuming
ˆ
vinM = 0, and

ˆ
dMj = 0, j = 1, 2, . . . , M, and substituting

(7), (9), (19), (20) and (40).

(41)

 
(42)

Simplifying (42) would result in (43):

 

(43)

By adding ZoutL and ZoutM, the output impedance transfer function can be found.

2.2.4. Converter Gain

The generalized relationship between the output voltage and the input voltage of the hybrid
ISIP-OSOP DC-DC converter can be found by performing two steps. The first step is adding the L
number of KVL equations presented in (11) for the primary multimodule DC-DC converters, assuming
d̂Lj = 0, j = 1, 2, . . . , L, and substituting (2), (4), (14), (17) and (18) in the added equation. However,
the second step is adding the M number of KVL equations presented in (11) for the secondary

multimodule DC-DC converters, assuming
ˆ
dMj=0, j = 1, 2, . . . , M, and substituting (7), (9), (16), (19)

and (20) in the added equation.
Adding the L number of KVL equations in (11), assuming d̂Lj = 0, j = 1, 2, . . . , L, and substituting

(2), (4) and (14) would result in:

De f f 1
K1

L∑
j=1

v̂cdLj +
βL2 Vin
βL1 K1

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−βL1K1RdL
βL2 Vin

v̂outL

(
sRCL+sbL1RcLCL+bL1

R(1+sRcLCL)

)
+

L∑
j=1

aL2bL1βL1RdLDe f f 1
aL1bL2βL2 RVin

v̂cdLj

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= sLL

(
sRCL+sbL1RcLCL+bL1

R(1+sRcLCL)

)
v̂outL +

L∑
j=1

v̂outLj

(44)
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Substituting (17) and (18) in (44) would give:

De f f 1
K1
γL

(
1 + aL2bL1RdL

aL1bL2R

)
v̂inL

= (sLL + RdL)
((

sRCL+sbL1RcLCL+bL1
R(1+sRcLCL)

)
v̂outL

)
+ cLv̂outL

(45)

Simplifying (45) would result in (46):

GvgL = v̂outL
v̂inL

=

De f f 1
K1
γL

(
1+

aL2bL1RdL
aL1bL2R

)
(1+sRcLCL)

s2LLCL

(
1+

bL1RcL
R

)
+s

(
bL1LL

R +RdLCL

(
1+

bL1RcL
R

)
+cLCL

)
+

bL1RdL
R +cL

(46)

Similarly, Adding the M number of KVL equations in (11), assuming
ˆ
dMj = 0, j = 1, 2, . . . , M,

and substituting (7), (9) and (16) would result in:

 
(47)

Substituting (19) and (20) in (47) would give:

 

(48)

Simplifying (48) would result in (49):

 

(49)

By adding GvgL and GvgM, the output impedance transfer function can be found.

3. Hybrid Input-Series Output-Parallel (ISOP) Multimodule DC-DC Converter

In this section, the hybrid ISOP multimodule power converter circuit diagram, as well as the
hybrid ISOP multimodule converter small-signal analysis, are discussed. The analysis carried out in
this section is not limited to unidirectional power flow and can be applied for bidirectional power flow.
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The generalized small-signal modeling presented in Section 2 is used to derive the small-signal model
for the eight-module hybrid ISOP power converter.

3.1. ISOP Circuit Diagram

The conventional ISOP converter shown in Figure 5a consists of multiple DAB units that are
connected in series and in parallel at the input and the output sides, respectively, where all the modules
are assumed identical. However, the concept of the hybrid ISOP power converter shown in Figure 5b
is dividing conventional ISOP multimodule DC-DC converters into two groups. The primary group
consists of identical ISOP DC-DC converters and is responsible for delivering a large portion of the total
required power with lower switching frequency. This is shown in Figure 5c. However, the secondary
group consists of another identical ISOP multimodule DC-DC converters. It is responsible for delivering
the remaining power with higher switching frequency. This is shown in Figure 5d. This would result
in two groups of multimodule converters operating at a different switching frequency, and utilizing
different leakage inductance, transformers, filter inductors, and capacitors.

In this paper, the EV UFC specifications are assumed to deliver a total power of 200 kW using a
battery voltage of 400 V, and assuming a grid voltage of 10 kV. It is assumed that the primary group
handles 80% of the total battery charging power, while the secondary group handles 20% of the total
battery charging power. Therefore, the primary group is responsible for delivering 160 kW, which 4

5
of the total required power. The primary group is assumed to operate at switching frequency fsL of
10 kHz. However, the secondary group is responsible for delivering the remaining 40 kW, which is 1

5
of the total required power. The secondary group is assumed to operate at switching frequency of
fsM 100 kHz. Accordingly, the input voltage of the primary group VinL is 8 kV, which is 4

5 of the total
input voltage Vin, while the input voltage of the secondary group VinM is 2 kV, which is 1

5 of the total
input voltage Vin. Similarly, the output current of the primary group IoL is 400 A, which is 4

5 of the
total output current Iout, while the output current of the secondary group IoM is 100 A, which is 1

5 of
the total output current Iout. It is essential to mention that the portions 4

5 and 1
5 are denoted as KL and

KM, respectively.
By ensuring equal IVS for the primary group and secondary group, the input voltage per module

in the primary group is reduced to VinL
4 , while the input voltage per module in the secondary group

is VinM
4 . Besides, by ensuring equal OCS for the primary and secondary group, the output current of

each module in the primary group is reduced to IoL
4 , while the output current of each module in the

secondary group is reduced to IoM
4 . In which, VinL, VinM, IoL, and IoM are the input voltages and output

currents of the primary group and secondary group, respectively.
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3.2. Hybrid ISOP Small Signal Analysis

The eight-module hybrid ISOP converter small-signal model shown in Figure 6 is derived
using [36]. The generalized model derived in the previous section is used to derive the small-signal
functions for the presented converter in Figure 6, as shown in Table 2. The presented transfer functions
are used in the control strategy scheme presented in the power balancing section.

 

Figure 6. Hybrid ISOP DC-DC converter small-signal model for eight-modules.

Table 2. Generalized model verification with the eight-module hybrid ISOP DC-DC converter.
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4. Efficiency and Power Density Assessment of the Hybrid Multimodule DC-DC Converter

4.1. Efficiency Assessment

According to the presented ratings of the DAB units, the primary group utilizes power modules
that are rated at 40 kW while the secondary group utilizes power modules that are rated at 10 kW.
Accordingly, to realize the total desired power, relying only on the secondary group would result
in a total number of 20 modules. However, relying on the primary group would result in a total
number of five modules. Therefore, it can be said that the primary group results in a lower number of
modules but has a limitation in terms of the switching frequency, while the secondary group results in
a higher number of modules but with higher switching capability. On the other hand, applying the
presented concept would result in a total number of eight modules. Table 3 presents a comparison
between the three concepts in terms of the number of employed modules as well as power, voltage,
and current ratings.

Table 3. System parameters for conventional and hybrid multimodule DC-DC converters.

Parameters
Multimodule Converter Relying

on the Secondary Group
Multimodule Converter

Relying on the Primary Group

Hybrid Multimodule Converter

Primary Group Secondary Group

Total rated power 200 kW 160 kW 40 kW

Rated power per module 10 kW 40 kW 40 kW 10 kW

Overall input voltage 10 kV 8 kV 2 kV

Input voltage per module 500 V 2 kV 2 kV 500 V

Total input current 20 A

Input current per module 20 A

Overall output voltage 400 V

Output voltage per module 400 V

Total output current 500 A 400 A 100 A

Output current per module 25 A 100 A 100 A 25 A

Number of modules 20 5
Total of 8

4 4

Switching frequency 100 kHz 10 kHz 100 kHz 10 kHz

The converter efficiency can be presented as in (50):

η =
Pin − Pt

Pin
(50)

where, Pt represents the total losses in the employed converter. The semiconductor devices’ losses
include two types; conduction and switching losses. It is worth mentioning that the following analysis
is carried out considering MOSFETs for low power modules and IGBTs for high power modules.
The semiconductor conduction losses of the primary and secondary sides can be obtained using the
RMS switch currents IS1,RMS and IS2,RMS, respectively with the primary and secondary drain-to-source
resistances RDS1 and RDS2 in case of using MOSFETs. The RMS switch currents can be found from the
RMS inductor current as follows [42]:

IS1,RMS =
IL,RMS√

2

IS2,RMS = n IL,RMS√
2

(51)

The conduction losses of the primary and secondary sides power switches can be represented as:

PS1,Cond. = 4(IS1,RMS)
2RDS1

PS2,Cond. = 4(IS2,RMS)
2RDS2

(52)
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In case of using IGBTs, the conduction losses can be obtained using the collector-to-emitter voltage
VCE(Sat), average IGBT current IIGBT and the duty cycle D. The conduction losses of the primary and
secondary IGBTs can be represented as follows:

PS1,Cond. = 4VCE(Sat)IIGBT1D
PS2,Cond. = 4VCE(Sat)IIGBT2D

(53)

The modulation schemes derived and presented in [29] allow the DAB power converter to operate
under ZVS throughout the entire period. Hence the switching losses of the employed power devices
can be neglected, assuming that the converter is operating under ZVS [42–45].

The aforementioned power losses are the conduction losses of only one DAB unit. However,
the presented converter has a hybrid modular structure, meaning that Equations (52) and (53) are
modified according to the configuration of the proposed multimodule converter to include the primary
and secondary groups consisting of L and M isolated modules, respectively. Therefore, Equations
(52) and (53) are modified to include the conduction losses in the IGBTs and MOSFETs for multiple
numbers of DAB units, as shown in (54) and (55). The primary-side conduction losses of the hybrid
multimodule converter include the conduction losses in the IGBTs and the conduction losses in the
MOSFETs for L and M modules, respectively, and can be represented as follows:

PS1,Cond. = 4LVCE(Sat)IIGBT1D + 4M(IS1,RMS)
2RDS1 (54)

where, IS1,RMS =
ILM,RMS√

2
.

Similarly, the secondary-side conduction losses can be represented as follows:

PS2,Cond. = 4LVCE(Sat)IIGBT2D + 4M(IS2,RMS)
2RDS2 (55)

where, IS2,RMS = n ILM,RMS√
2

.
To evaluate the losses associated with the hybrid ISOP DC-DC converter and compare it with

conventional multimodule DC-DC converter relying on the secondary group and conventional
multimodule relying on the primary group, Equations (52)–(55) are used to calculate the conduction
losses associated with the semiconductor devices. It is assumed that the turns ratio of the employed
transformers is 1 : 1 and that the duty cycle is 0.5 with an RMS inductor current of 25 A for each module,
where each converter is rated at 200 kW. The number of L and M modules is specified in Table 3 for
the three converters. In the provided assessment, the device parameters of a SiC MOSFET CMF20120D
with a drain-to-source resistance of 80 mΩ and the device parameters of an IGBT IKW25N120T2 with
a collector-to-emitter voltage of 1.7 V are considered. Considering only the conduction losses of the
switching devices in the three multimodule converters, the following can be observed. Conventional
multimodule DC-DC converter relying on the secondary group and conventional multimodule DC-DC
converter relying on the primary group would results in losses of 5.1 kW (i.e., efficiency of 97.5%) and
680 W (i.e., efficiency of 99.6%), respectively. However, conduction losses in the hybrid multimodule
DC-DC converter are found to be 1.6 kW ((i.e., efficiency of 99.2%). Figure 7 presents the efficiency loss
curve with respect to power loading for the three converter systems.
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Figure 7. Hybrid Efficiency loss curve with respect to power loading.

4.2. Power Density Assessment

This subsection presents a rough estimation of the power density for the three converters presented
in Table 3. The power density can be evaluated in terms of power losses and the volume of the
converter components, as defined in (56). The total volume of the converter can be represented by
summing up the volume of the utilized power switches, heat sinks, the transformer’s winding, and the
transformer’s core as defined in (57) [46]:

ρ =
Pin − Pt

Volume
(56)

Volt = Volsw + VolHS + VolCore + VolWinding (57)

The volume of the overall converters is evaluated, considering the study provided in [47,48].
In which it is assumed that the converter components contribute with the same percentage as presented
in [48]. Based on the study provided in [47,48], the volume contribution for the converter components
is presented in Figures 8 and 9 considering hard switching and soft switching operation, respectively.
It can be observed from Figure 8 that the volume of the heat sinks in the primary group multimodule
DC-DC converter is almost the same as the volume of the heat sinks in the secondary group multimodule
DC-DC converter. However, the volume of the transformer is higher in the primary group multimodule
DC-DC converter due to the lower switching frequency. Accordingly, considering the losses for the
three converters presented earlier, the power density of the conventional multimodule DC-DC converter
relying on the secondary group is 12.2 kW/L, while the power density of the conventional multimodule
DC-DC converter relying on the primary group is 9.9 kW/L. On the other hand, the power density in
the hybrid multimodule DC-DC converter is found to be 10.3 kW/L.
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Figure 8. Converter components volume contribution in liters considering hard switching operation.
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5. Power-Sharing in the Eight-Module Hybrid ISOP Fast Charger DC-DC Converter

Since modules in practical applications are not identical, any mismatch in the parameter values
can cause unequal power distribution among the modules. Consequently, the voltage of modules is
unbalanced, which may cause heavy loading or thermal overstress [39]. Accordingly, a control scheme
that ensures uniform power-sharing among the modules is required to achieve reliable operation for
the hybrid ISIP-OSOP DC-DC converter.

Since the presented converter is connected in series and parallel at the input and output sides,
respectively, a control scheme that ensures IVS and OCS is required. A control strategy for equal
power-sharing among the modules is addressed for the eight-module hybrid ISOP DC-DC converter.
In other words, a cross-feedback OCS (CFOCS) for ISOP has been presented in [49] to ensure both
equal IVS and OCS. The OCS is achieved among the modules and automatically ensuring IVS without
the need for an IVS control loop. The presented control strategy in [49] has a fault-tolerant feature even
when introducing a mismatch in the module’s parameters. In addition, the output voltage regulation
for the converter is simplified. The concept of this control strategy is based on applying the feedback
control to be the summation of all the other current control loops instead of applying its own current
feedback control loop.

In this paper, the CFOCS is applied to the presented hybrid ISOP converter to ensure uniform
power-sharing where the system parameters are shown in Table 4. The OCS control, shown in Figure 10,
consists of one outer output current loop and eight inner current loops where four are dedicated
to the primary multimodule group, and the other four inner loops are dedicated to the secondary
multimodule group. The control scheme, shown in Figure 10, for the eight-module hybrid ISOP
converter is current-controlled considering a reflex charging technique that is termed as burp charging
or negative pulse charging. The control scheme, presented in Figure 10, is tested with reference current
relying on the burp charging algorithm to the output current reference signal. The charging cycle starts
with a positive sequence from 0.2 s to 0.6 s. After that, a rest period for 0.1 s is applied, then a short
discharge sequence for 0.1 s.
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Table 4. System parameters used in simulation.

Parameters
Primary Multimodule Group Secondary Multimodule Group

Module 1 Module 2 Module 3 Module 4 Module 1 Module 2 Module 3 Module 4

Overall converter rated power 200 kW
160 kW 40 kW

Rated power per module 40 kW 10 kW

Total input voltage 10 kV
8 kV 2 kV

Input voltage per module 2 kV 500 V
Overall output voltage 400 V
Module output voltage 400 V

DAB units 8
Turns ratio 1 : 1 1 : 0.95 1 : 0.9 1 : 0.85 4 : 1 4 : 0.95 4 : 0.9 4 : 0.85

Leakage inductance 80 μH 89 μH 99 μH 11 μH 500 nH 554 nH 617 nH 692 nH
Effective duty cycle 0.8 0.84 0.89 0.94 0.8 0.84 0.89 0.94
Input capacitance 50 μF 80 μF 50 μF 80 μF 35 μF 57 μF 35 μF 57 μF
Filter inductance 50 mH 60 mH 60 mH 50 mH 35 mH 42 mH 42 mH 35 mH
Filter capacitance 300 μF

Resistance 0.8 Ω
Switching frequency 10 kHz 100 kHz
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Figure 10. OCS control scheme for the proposed hybrid ISOP DC-DC converter.
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6. Discussion

A MatLab/Simulink model is simulated using the small-signal model derived in Section 3 along
with the control strategy presented in Figure 10, where the parameter mismatch presented in Table 4 is
introduced to the employed modules.

As can be observed from Figure 11, the control strategy for the proposed eight-module hybrid
converter can accomplish the requirements. Results, presented in Figure 11, demonstrate that the
controller in Figure 10 compensates for the negative influences resulting from the system parameters
mismatch. In which the modular input voltages and the modular output currents are equally shared
between the four modules. It can be seen from the presented results in Figure 11 that the primary
multimodule group is in charge of delivering 4

5 of the total desired power while the secondary
multimodule group is in charge of delivering 1

5 of the total desired power. Besides, the output
current of the proposed power converter tracks the reference current that relies on the burp charging
algorithm. Accordingly, it can be concluded that the applied control strategy is reliable and that equal
power-sharing is achieved between the employed modules.

  

 
Figure 11. Simulation results for the eight-module hybrid ISOP system.

7. Conclusions

This paper introduces a hybrid multimodule DC-DC converter for EV UFC to achieve both high
efficiency and high power density. The hybrid concept is achieved through employing two different
groups of multimodule converters. The first is designed to be in charge of a high fraction of the total
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required power, operating relatively at a low switching frequency. While the second is designed for
a small fraction of the total power, operating relatively at a high switching frequency. To support
the power converter controller design, a generalized small-signal model for the hybrid multimodule
DC-DC converter is studied in detail. This in turn supports the analysis and control design. In addition,
the efficiency and power density for the conventional multimodule DC-DC converter based on the
primary group, conventional multimodule DC-DC converter based on the secondary group as well as
the presented hybrid DC-DC converter are evaluated. In which it has been shown that the presented
converter can achieve both high efficiency (99.6%) and high power density (10.3 kW/L), compromising
between the two other conventional converters. Since the power switches are the key contributors
to the losses and the volume of the overall converter. It is worth mentioning that the assessment
provided in this paper takes into account the conduction losses and the volume of the semiconductor
switches, assuming that the converters are operating under zero voltage switching (ZVS). Furthermore,
cross feedback output current sharing (CFOCS) for the hybrid input-series output-parallel (ISOP)
multimodule DC-DC converters to ensure uniform power-sharing among the employed modules
and the desired fraction of power handled by each multimodule group is examined. The control
scheme for a hybrid eight-module ISOP power converter of 200 kW is investigated. The controller is
tested with a reference current that relies on reflex charging scheme. The power loss analysis of the
hybrid multimodule converter is provided. Simulation results using the MatLab/Simulink platform
are provided to elucidate the presented concept considering parameter mismatches. Simulation results
show that the modular input voltage and the modular output current are equally shared among the
four modules of each group with the required ratio between the two multimodule groups. Numerical
calculation in terms of losses is carried out for the presented converter considering conduction losses
of the power switches.
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Abstract: The paper deals with design and control of a fault tolerant and reconfigurable photovoltaic
converter integrating a Battery Energy Storage System as a standby backup energy resource. When
a failure occurs, an appropriate control method makes the energy conversion system capable of
operating in open-delta configuration in parallel with the grid as well as in islanded mode. In case
network voltage is lacking due to heavy anomalies or maintenance reasons, the proposed control
system is able to quickly disconnect the inverter from the grid while ensuring the energy continuity
to the local load and the emergency fixtures by means of the integrated battery packs. In particular,
the paper proposes a fast islanding detection method essential for the correct operation of the control
system. This specific technique is based on the Hilbert transform of the voltage of the point of common
coupling, and it identifies the utility lack in a period of time equal to half a grid cycle in the best
case (i.e., 10 ms), thus resulting in good speed performance fully meeting the standard requirements.
A thorough numerical investigation is carried out with reference to a representative case study in
order to demonstrate the feasibility and the effectiveness of the proposed control strategy.

Keywords: power systems for renewable energy; fault-tolerant photovoltaic inverter; islanding
detection; energy storage system

1. Introduction

Over the last years, the electric energy generated from renewable energy sources (RES) has grown
exponentially. In particular, photovoltaic (PV) energy has now become one of the most relevant parts in
energy mix in several geographical areas [1]. In such a scenario, as most of the installed PV generators
(PVGs) are grid connected, particular attention must be paid to the system reliability [2] in order
to meet the requirements of the electric service in terms of efficiency and power quality. Moreover,
the continuous increase in capacity of the PV installed plants makes these resources an important
agent in active distribution grids, as they are distributed energy resources (DER) also requiring special
control strategies [3]. As a consequence, one of the main purposes of the research is to facilitate the
integration of variable renewable sources and distributed generation units within the grid [4].

A particular condition arises when a PV DER feeds a critical local load or emergency fixtures in a
grid-tied system; it should be capable of operating in parallel with the grid as well as in island (i.e.,
regardless of the mains). In fact, the island operating mode becomes unavoidable in case of power
outage (e.g., for fault conditions or maintenance purposes) in order to ensure continuous energy supply
to the local loads. Obviously, in islanded mode, the inherent intermittent nature of PV generation does
not allow fulfillment of the load power demand. For this reason, the integration of a Battery Energy
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Storage System (BESS) as a standby backup energy resource can be useful to guarantee continuity of
the power supply or at least to compensate for the gap between load demand and PV production. Thus,
a proper control action must be implemented to ensure the capability of the overall system to work in
different operating modes [5]. The islanding detection (ID) and the consequent disconnection from the
grid are significant features that the system must implement. In technical literature, different detection
techniques are analyzed [6–11]. The ID methods (IDMs) are mainly divided into two categories: local
and remote methods. Local IDMs are then classified as passive and active methods. The former
methods are based on the monitoring of change or the rate of change in the power system parameters,
while the latter rely on the injection of a small perturbation in the output system parameters to identify
islanding condition. Comprehensive review and performance evaluations of the several proposed
techniques are reported in [10,11]. One of the most relevant figures of merit (FoM) to compare the
various IDMs is the time requested to identify the grid trip (i.e., detection time or speed), which
should be lower than the standard requirements. In [10,11], active, passive, and modified passive
methods based on signal processing are compared in terms of speed. In particular, among the passive
methods, the wavelet transform (WT) technique seems to reach the best speed performance but at
the cost of increased computational complexity. Recent research works [12–17] propose enhanced
IDMs; [12] reports a feedback-based passive islanding detection technique for one-cycle-controlled
(OCC) single-phase inverter used in photovoltaic system. This method, as stated by the authors, is not
generic and limited to OCC-based inverters while providing a detection time of about 200 ms (i.e.,
10 grid cycles). In [13], an IDM based on parallel inductive impedance (PII) switching at a distributed
generation (DG) connection point along with monitoring the rate of change of voltage at the DG output
is implemented. However, to identify the islanding, this technique needs a two-step procedure that
requires at least 300 ms in the worst case, corresponding to a run-on time of 15 grid cycles. In [14],
a methodology to detect islanding in a grid-connected photovoltaic system is proposed. A disturbance
is injected into the maximum power point tracking (MPPT) algorithm when the absolute deviation of
the point of common coupling (PCC) voltage in any phase exceeds a voltage threshold. This determines
a shift of the system operating point from its maximum power point (MPP), thus resulting in a relevant
output power reduction, and the detection time results within 300 ms (i.e., 15 grid cycles). In [15],
the used method for adjustment and evaluation of a voltage relay is based on the combination of the
application region (AR) and the power imbalance application region (PIAR) methods, and it leads to a
detection time of hundreds of milliseconds (i.e., 100–400 ms, 5–20 grid cycles). In [16], a combination
of rate of change of frequency (ROCOF), rate of change of phase angle difference (ROCPAD), rate of
change of voltage (ROCOV), and over frequency/under frequency (OF/UF) methods is reported. In
such a case, the proposed algorithm represents the merge of different passive ID techniques, thus
the detection time is always the minimum among the different used algorithms. As a consequence,
it seems to work well (e.g., detection time of few milliseconds) but at the cost of a more complex
implementation. A variance in the autocorrelation of the modal current envelope (VAMCE) is used as
an islanding detection criterion in [17]. This method employs an autocorrelation function (ACF) of a
modal current envelope derived by Hilbert transform, and its detection time is of about two or three
grid cycles (i.e., 40–60 ms).

This paper proposes a kind of passive method based on the observation of the envelope of the
voltage of the point of common coupling. The envelope of the considered quantity is quickly obtained
by means of the Hilbert transform and specifically the proposed algorithm outputs the absolute value
of the Hilbert transform that can represent a reliable index of fast change in network behavior. In fact,
the grid trip phenomenon causes a sudden variation of the PCC voltage, which results in a spike of
the monitored quantity. The latter may no longer fall within a predefined safety range, thus allowing
islanding detection according to the requirements of the network code. In principle, the monitoring of
the envelope does not need to wait for the PCC voltage crest to verify the boundaries’ violation, thus
leading to a detection time less than a grid cycle (i.e., 10 ms in the best case), thus showing its benefit in
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terms of speed with respect to the aforementioned techniques. In addition, the proposed method can
be used independently of the specific application.

The paper describes a control strategy that is used to implement grid-connected and intentional
islanding operations of a PV inverter when the power circuits are in open-delta configuration as a
consequence of a local fault. Under ordinary operating conditions, the PV source delivers the energy
to the load and, if the load request is not met, the grid provides the residual part while the battery is
in idle mode. In islanded mode, the continuous power supply of the load is ensured due to to the
integrated BESS, thus overcoming the lack of grid supply and obtaining a flat profile of the inverter
output power [18].

The starting architecture for the considered energy conversion system is the conventional
double-stage configuration of Figure 1. It represents a centralized solution in which PVG is made up of
several strings in parallel in order to achieve the desired rated power.

 
Figure 1. Schematic view of double-stage three-phase photovoltaic (PV) inverter with integrated
Battery Energy Storage System (BESS).

In a previous paper [19], the authors proposed a solution to enhance fault tolerance of the system
and its reliability, introducing a particular control strategy aimed at operating even with only two legs
(phases) still being fully functional. In fact, in case of failure of one inverter leg, dedicated switches
are capable of short-circuiting the LC filter (Lf − Cf) of the failing leg, leading to the new open-delta
configuration shown in Figure 2, which allows the PV inverter to operate even in the presence of a
fault. With reference to the two-leg configuration of the inverter, the effect of BESS integration and the
effectiveness of the proposed ID method are discussed.

 
Figure 2. Overall system configuration.

The paper is organized as follows. System modeling is reported in Section 2. Then, Section 3 deals
with design and control of the grid-tied PV inverter. In Section 4, the proposed design procedure is
validated by carrying out numerical simulations in PLECS environment. Conclusions are summarized
in Section 5.
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2. System Modeling

The power inverter in the “two legs” configuration shown in Figure 2 is arranged in a double-stage
architecture. The first power stage is a step-up DC-DC converter with coupled inductors [20–22] that
allows high efficiency and high voltage gain (see Figure 3). It consists of a primary inductor L1 and a
secondary inductor L2, while resistors R1 and R2 account for inductors copper losses.

 
Figure 3. First power stage with coupled-inductors and BESS.

The winding ratio of the magnetically coupled inductors is equal to rn = N2/N1, where N1 and N2

are the turn numbers of the primary and the secondary inductor, respectively. In our analysis, the
coupling coefficient k is considered ideal (i.e., k = 1), thus the total inductance is L = (N1 + N2)2L0, with
L0 the inductance of a single winding. The integrated BESS is connected to the input DC-link through
an auxiliary bidirectional DC-DC converter.

With reference to Figure 3, the mathematical model of the coupled inductors converter can be
expressed as: ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

d im
d t = vin−R1 im

L1
u + vin−vout

L1(1+rn)
(1− u) − R1+R2

L1(1+rn)
2 im(1− u)

d vin
d t =

ipv+isto
Cin

− im
Cin

u − im
(1+rn)Cin

(1− u)

d vout
d t = 2 im

(1+rn)C
(1− u) − 2 iinv

C

(1)

where u ε {0,1}. More specifically, u = 1 when S1 is ON; u = 0 when S1 is OFF. Moreover, C is equal to
C1 = C2.

The second power stage is a two-phase DC-AC inverter, where the phase A is supplied by the
line-to-line voltage eA, and the phase B by eB, while the generated output inverter voltages are vinvA
and vinvB. The two capacitors C1 = C2 ensure the power decoupling with respect to the first power
stage. The inverter supplies the local load modeled by means of two properly sized resistors (i.e., RA,
RB) through a filter (Lf − Cf). The load is clearly unbalanced, but, as demonstrated below, the inverter is
always capable of carrying out an effective balancing action. At the network side, the line three-phase
transformer is modeled by the equivalent parameters Rt − Lt, which also includes a suitable series
inductance to decouple the inverter from the grid with the aim of reaching better performance in terms
of power quality. Considering the circuit in Figure 2, the following Equations can be written:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

d i j
d t = 2

3Lt

(
ej − 2 Rt ij − vpj −Rt ik

)
− 1

3Lt

(
ek − 2 Rt ik − vpk −Rt ij

)
d iinvj

d t = 1
L f

(
vinvj − vpj

)
d vpj
d t = 1

C f

(
i j + iinvj − ipj

)
(2)
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where the subscript indexes j, k ∈ {A, B} with j � k, while the dynamic behavior of DC-link voltages is
given by: ⎧⎪⎪⎪⎨⎪⎪⎪⎩

d vc1
d t = − 1

C1
(uA iinvA + uB iinvB) +

im(1−u)
C1(1+rn)

d vc2
d t = 1

C2
[(1− uA) iinvA + (1− uB) iinvB] +

im(1−u)
C2(1+rn)

(3)

It should be noted that only the two line-to-line voltages vpA and vpB are controlled in open-delta
connection. At the ac network side, a circuit breaker can disconnect the inverter from the grid if this is
tripped, thus forcing the operating mode changing from “normal operation” to “islanded mode” in
order to meet the requirements of the new circuit configuration.

3. System Control

The controller design plays a very important role in order to guarantee safe and reliable
interconnection and interoperability of DER with electric power systems (EPS) as requested by
the standard rules [23]. Instead of traditional linear control methods, a sliding mode technique is
adopted to control the power stages (i.e., DC-DC converter and inverter) with the aim of obtaining
optimal performance in terms of fast dynamic response and robustness against uncertainties and
disturbances. The sliding surface of the first power stage is developed to ensure a reduced ripple
of the PV voltage, thus limiting fluctuations around the MPP. A suitable control of the inverter is
implemented in order to keep balanced the voltages (vC1, vC2) at the inverter DC-link while ensuring
higher power quality. In fact, in the two legs configuration (Figure 2), the midpoint at the DC-link
capacitors (C1 − C2) becomes a common-phase of the open-delta system. Consequently, the voltage
unbalancing between the two capacitors is a relevant issue to be suitably controlled in order to prevent
undesired effects.

The paper does not focus on the control of the power exchange between the BESS and the PV
sources because of well-established control strategy, and the same applies for the battery management
system (BMS). On the contrary, attention is paid to the possibility of enhancing the system reliability
due to the BESS integration, thus ensuring fulfillment of the load power demand even if the grid is
tripped. In fact, the BESS does not act during normal operation (i.e., grid connected operation) but
only in island mode. In the latter case, the BESS can accumulate the excess of power from the PVG (i.e.,
charging mode) if the power required by the load is less than the generated one.

Otherwise, it can provide the power backup if the load requires more power than generated (i.e.,
discharging mode). This means that the presence of the storage unit allows a flat profile of the load
power regardless of the inherent variability of PV power production. Therefore, BESS makes the
system able to continuously feed the critical load, thus enhancing the overall reliability.

In normal operation, the control of the DC-AC stage must ensure the energy transfer to the grid
with unitary power factor and sinusoidal network currents, also keeping the load and the DC voltages
(i.e., vC1, vC2) balanced. Thus, the dynamics of the DC-link voltage vout are relevant to control the
displacement angle α (angle between load voltages and network voltages) during normal operation
and the storage system during islanding.

As shown in Figure 2, the sliding controllers adapt to circuit configuration due to a de-multiplexer
driven by a proper selection signal (sel) derived from the islanding detection block, which also activates
the circuit breaker by means of the signal S. In other words, the islanding detection block is able to
autonomously change the operating mode from normal operation to islanded mode. The two different
operating modes are described in the following sub-sections.

3.1. Normal Operation

The normal operation is extensively reported in [19] and here partially recalled for sake of
completeness and clarity. The sliding mode control approach features the variable structure nature of
DC-DC converters; by means of a proper operation of the switches, the system is forced to reach a
suitable selected surface (sliding surface) and to stay on it. As a consequence, the proper choice of the
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state variables represents a challenge in order to define a state space averaged model of the converter.
In particular, in our case, the state variables chosen are the magnetizing current im, as defined in [24],
and the input voltage vin in order to accomplish the need of MPP tracking by considering the intrinsic
variability of PV power generation. The model in Equation (1) can be simplified by neglecting the isto.
The vector x of the state variables error is:

x = [x1, x2]
T =

[
im − Ire f

m , vin −Vre f
in

]T
(4)

Thus the following matrix format can be derived:

•
x = A x + B u + A z + F (5)

A =

⎛⎜⎜⎜⎜⎜⎜⎜⎝
− R1+R2

L1(1+rn)
2

1
L1(1+rn)

− 1
(1+rn)Cin

0

⎞⎟⎟⎟⎟⎟⎟⎟⎠ (6)

B =

⎛⎜⎜⎜⎜⎜⎜⎜⎝
vin
L1
− R1

L1
im − vin−vout

L1(1+rn)
+ R1+R2

L1(1+rn)
2 im +

− im
Cin

+ im
(1+rn)Cin

⎞⎟⎟⎟⎟⎟⎟⎟⎠ (7)

F =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
− vout

L1(1+rn)

ipv
Cin

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠ ; z =
[
Ire f
m , Vre f

out

]T
(8)

Ire f
m =

1 + rn

1−D
Ire f
out =

1 + rn

1−D

Vre f
in

Vre f
out

ipv (9)

where the duty cycle reference value is estimated as:

D =
1− vin

vout

1 + rn
vin
vout

(10)

The chosen sliding surface is a linear combination of the state variables error:

S(x) = β1 x1 + β2 x2 = βTx (11)

where βT = [β1,β2]. The proper choice of the latter coefficients determines the existence conditions of
sliding mode [25]: ⎧⎪⎪⎪⎨⎪⎪⎪⎩

•
S(x) < 0 i f S(x) > 0
•
S(x) > 0 i f S(x) < 0

(12)

The respect of the conditions of Equation (12) assures that all the system states near the sliding
surface S(x) = 0 are directed towards it for both possible states of the converter switch [26].

With the aim of ensuring that the state of the system remains close to the sliding surface, a suitable
operation is necessary for the switch, which links its state with the value of S(x). The latter means that,
in a practical case, a discontinuous control law must be defined by using a hysteresis band:

u =

{
0 i f S(x) > +Δ
1 i f S(x) < −Δ

(13)

where 2Δ is the amplitude of the hysteresis band in the sliding surface, being Δ an arbitrary small
positive quantity. The reference value (vre f

MPPT) of the input voltage is provided by an MPPT algorithm
based on a classical perturb and observe (P & O) technique. The voltage reference is sent to the sliding

166



Energies 2020, 13, 3201

mode controller, thus obtaining an adaptive sliding surface modified at each MPPT step to extract the
maximum available power.

The control of the second power stage (i.e., inverter stage) is also based on the sliding approach.
During ordinary operation, the main control goal is to transfer the power generated by PV sources

(and not drawn from the load) to the grid by properly adapting the displacement angle α (angle
between load voltages and network voltages) to the different operating conditions (i.e., α > 0 means
that the excess power is transferred to the grid, while α < 0 means that the grid provides the difference
between load power demand and PV generation). The reference rms value of the line-to-line voltage
on the load can be derived by assuming unity power factor at the grid side, thus obtaining:

Vre f
p = E

sin β
sin (β− α) (14)

where β = tan−1(Xt/Rt), Xt = ωLt, ω is the grid angular frequency, and E is the value of both eA and eB.
The reference quantities (subscript index 2) for the load line-to-line voltages (i.e., vpA, vpB) and for

their derivative (subscript index 1) of the two-phase system are described by the vector:

xrj =
[
xrj1, xrj2

]T
(15)

and the two components of xrj for j = A, B are:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

xrA1 = −√2 ω Vre f
p sin (ωt + ϑ+ α∗)

xrA2 =
√

2 Vre f
p cos (ω t + ϑ+ α∗)

xrB1 = − √2 ω Vre f
p sin (ω t + ϑ + α∗ + π/3)

xrB2 =
√

2 Vre f
p cos (ωt + ϑ + α∗ + π/3)

(16)

where ϑ is the phase angle of the grid voltage (at t = 0). From Equations (15) and (16), the sinusoidal
model of the inverter voltages can be reported in matrix form:

•
xrj = Arxrj j = A, B (17)

with:

Ar =

(
0 −ω2

1 0

)
(18)

The vector of the state variables is:

x j =
[
xj1, xj2

]T
=

[•
vpj, vpj

]T
j = A, B (19)

then, the vector xej of the state variables error can be derived as follows:

xej = xrj − x j =
[
xrj1 − xj1, xrj2 − xj2

]T
j = A, B (20)

The chosen inverter sliding surface (Equation (20)) is a function of the state variable error xej,
but also of the error of the average and the instantaneous values of the inverter input DC-link voltages
in order to meet the requirements for a reliable control action able to avoid DC-link voltages imbalance
that could appear for asymmetrical condition during charging transients.

Sj
(
xej, vc1, vc2

)
= σ1(xrj1 − xj1) + σ2(xrj2 − xj2) + σ3(vc1 − vc2) + σ4(vc1 − vc2) j = A, B (21)
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Moreover, this surface requires a proper hysteresis band, hence the control law becomes:

uj =

⎧⎪⎪⎨⎪⎪⎩
0 i f Sj

(
xej, vc1, vc2

)
> +Δ′

1 i f Sj
(
xej, vc1, vc2

)
< −Δ′

j ∈ {A, B} (22)

The choice of the hysteresis band Δ
′

depends on the maximum switching frequency and on the
filter design.

3.2. Islanding Detection

The continuity of power supply to critical local load should be guaranteed also in case of lack of
utility grid supply (e.g., fault condition or maintenance purpose). For this purpose, the grid trip must
be properly detected to quickly counteract to this event. Several IDMs have been proposed. They can
be classified in two main categories: passive and active methods. The former methods are based on the
detection of a change or the rate of change in a power system parameter, while the latter are generally
based on the introduction of small perturbations at the inverter output, thus generating small changes
in a parameter of the power system [6]. As already discussed in the introduction, the proposed method
is based on the pure observation of the envelope of the PCC voltage (e.g., eA in Figure 2) obtained
by performing the absolute value of the Hilbert transform, thus it can be classified as a passive IDM.
The outcome of the used Hilbert transform algorithm is an analytical complex signal:

y(t) = f (t) + j f̂ (t), (23)

where f (t) is a real function and f̂ (t) is its Hilbert transform, which, in the time domain, is a convolution
between the Hilbert transformer 1/(π t) and the original signal f (t):

f̂ (t) = f (t) ∗ 1
π t

=
1
π

P
∫ +∞

−∞
f (τ)
t− τ dτ (24)

where P represents the Cauchy principal value. By means of some mathematical manipulations, it is
easy to verify that a real function and its Hilbert transform are orthogonal. The polar representation of
the analytical complex signal is:

y(t) = e (t) e j ϕ(t) (25)

where ϕ(t) = tan−1
[

f̂ (t)/ f (t)
]

is the instantaneous phase, while e (t) =
√

f 2(t) + f̂ 2(t) is the
instantaneous amplitude or rather the envelope of the original signal. In our case, it is the envelope of
the PCC voltage eA:

e (t) =
√

e2
A(t) + ê2

A(t) (26)

The grid trip event determines a large spike in the monitored quantity (Equation (26)), which
exceeds a suitable permitted range, thus allowing proper and quick detection of the grid fault. In fact,
the proposed islanding detection method is carried out by monitoring the envelope of the original
sampled voltage eA (i.e., the line-to-line voltage) at PCC. In particular, a moving window of 20 ms (i.e.,
one grid cycle) with a time shift of 5 ms is used to evaluate the envelope, but only the center value in
the window is considered to detect the possible grid outage with the aim of excluding the edge effects
that could produce a false positive.

As a consequence, after a grid trip event, the maximum time requested to detect the islanding is
equal to 12.5 ms (i.e., 10 ms due to half of the window length plus half the time shift), while in case the
grid trip event results in synchronization with the grid period, the minimum time of 10 ms is required
to detect the network failure.

Once this event is detected, the control section rapidly acts in order to disconnect the grid from
the PV inverter by means of the proper circuit breaker interposed between the inverter and the utility
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network (see also Figure 2). Moreover, the selection signal (i.e., sel in Figure 2) provided by the
islanding detection block is able to commutate the control in order to take into account the new
system configuration.

In fact, in islanded mode, the control of the displacement angle α is no longer needed, while the
dynamics of DC-link voltage vout are now useful in order to control the BESS, which acts to guarantee
the energy continuity to the critical local load. As a consequence, an increase of the voltage vout

means that the load power request is greater than the PV generated one; the BESS should provide the
needed amount of power to cover the load demand, while, when the power load request is lower than
generated one, the BESS can accumulate the excess of power from the PVG.

3.3. Islanded Mode

During islanding operation, the system dynamic behavior consequently changes. In fact, the
presence of the BESS must be considered in order to properly control the power flow (i.e., isto � 0 in
Equation (1)). In such a case, by considering the state space averaged model of the step-up converter
in Equation (1), the magnetizing current reference can be written as:

Ire f
m =

1 + rn

1−D
Ire f
out =

1 + rn

1−D

Vre f
in

Vre f
out

(ipv + isto) (27)

where the reference storage current is obtained by the PI controller as reported in Figure 2. Then,
the same reasoning as in Sub-Section 3.1 can be here repeated in order to obtain a suitable sliding mode
control law. Moreover, in the relationship in Equation (2), ij is zeroed due to activation of the breaker,
while the dynamic behavior of DC-link voltages remains the same as described in Equation (3).

The control of the second power stage no longer takes into account the displacement angle α
because of grid tripping. Thus, the reference quantities (subscript index 2) for the load line-to-line
voltages (i.e., vpA, vpB) and also for their derivative (subscript index 1) of the two-phase system can be
described by the vector:

xrj =
[
xrj1, xrj2

]T
(28)

where the two components of xrj for j = A, B are:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

xrA1 = − √2 ω Vre f
p sin (ω t + ϑ)

xrA2 =
√

2 Vre f
p cos (ω t + ϑ)

xrB1 = − √2 ω Vre f
p sin (ω t + ϑ+ π/3)

xrB2 =
√

2 Vre f
p cos (ω t + ϑ+ π/3)

(29)

Then, the sliding surface can be obtained as in Equation (21) by considering the properly modified
circuit variables.

4. Numerical Results

A set of simulations is carried out on the grid-connected PV system (see Figure 2) in PLECS
environment. The system under study is implemented by using the circuit parameters listed in Table 1.
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Table 1. Used circuit parameters.

Parameters Values

E (V) 400
Cin (mF) 10
L (mH) 20

R1 (mΩ) 27.14
R2 (mΩ) 67.86
Lf (mH) 10
Cf (mF) 0.5
Rt (mΩ) 0.267
Lt (mH) 8.46

The PV array is described by a physical model based on the five parameters single diode model,
where the unknown parameters are: Iph (photo-generated current), I0 (reverse saturation current),
Rs (parasitic series resistance), Rsh (parasitic shunt resistance), and a (diode ideality factor). The aim
is the evaluation of these parameters at Standard Test Conditions (STC) and also under varying
environmental conditions by using data-sheet information. As a consequence, the parameters of the
PV model are estimated, and the used values are reported in Table 2, where Vt = a k TSTC/q is the
thermal voltage, TSTC is the junction temperature at STC, and ns is the number of cells.

Table 2. Estimated input parameters of a PV module.

Parameters Values

Iph (A) 7.362
I0 (A) 0.351

a 1.2
Vt (V) 0.025
Rs (Ω) 0.204
Rsh (Ω) 1168

ns 60

The considered PVG consists of a PV array with Ns = 17 series connected panels (i.e., PV string) and
Np = 3 parallel connected strings to reach the desired power level. Figure 4 shows the current–voltage
(I–V) and the power–voltage (P–V) characteristics of the considered PV array in Standard Conditions.
The corresponding MPP values are VMPP = 412 V, IMPP = 20.4 A, PMPP = 8.41 kW. Moreover, the used
control parameters are summarized in Table 3.

Figure 4. Current–voltage (I–V) and power–voltage (P–V) curves at Standard Test Conditions (STC).
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Table 3. Control parameters.

Parameters Values

TMPPT (ms) 100
ΔVMPPT (V) 1
vre f

MPPT (V) 414.2
β1 0.5
β2 −1
Δ 1
σ1 0.001
σ2 1
σ3 0.06
σ4 0.06
Δ
′

4

Regarding the sizing of the battery pack, the most relevant parameter to take into account is
the battery capacity, which is assumed constant, even in cases of different discharging current rates,
in order to simplify the model. The other main parameters are the stored energy and the State of
Charge (SOC). The latter is reported in the following Equation:

SOC(t) = SOC(t0) − 1
Q0

∫ t

t0

ib dτ (30)

where Q0 is the total charge storable in the battery, while ib is the discharging current.
A simplified circuital model is implemented to describe the behavior of the BESS. The equivalent

circuit is the series of a voltage source providing the open-circuit voltage Voc and a lumped resistor
Rint, modeling internal resistance of batteries. The open-circuit voltage is dynamically obtained as
function of the SOC by the following non-linear relationship:

Voc = E0 +
R T
F

log
( SOC

1− SOC

)
(31)

where E0 is the standard potential of the battery, R is the ideal gas constant, T is the absolute temperature,
and F is the Faraday constant. The size of the battery results from the need to support the PV power
generation in order to meet the load demand. As a consequence, a storage unit should be able to
provide the total rated load power (i.e., 4 kW) for an hour, corresponding to a battery energy of 4 kWh.
This choice allows one to overcome a grid trip and also to mitigate the inherent variability of PV
production while ensuring a continuous power supply to critical load. Hence, the used BESS presents
a capacity of 20 Ah with a rated voltage of about 200 V and total internal resistance of 30 mΩ.

The load is considered pure resistive, and the chosen resistance of each load is equal to the rms
line-to-line grid voltage divided by the corresponding power RA = RB = E2/Pload = 80 Ω (see Figure 2).
Moreover, an additional load in parallel with the grid is considered to take into account other loads on
the grid network, which may continue to be supplied by the inverter after the grid trip and before the
grid disconnection. These additional loads are assumed to be an order of magnitude greater than the
local load.

4.1. Normal Operation and Islanding Detection

In this work, we paid particular attention to both islanding detection and BESS control in order to
guarantee fault tolerant operation of the inverter. The load demand is globally set at 4 kW (i.e., 2 kW for
each load), while the PVG is considered to be operated at STC, thus leading to a PV power production
of about 8.4 kW. In such a case, the power difference between PV available power and load demand is
transferred to the grid with unity power factor due to the proper control of the displacement angle α,
which assumes a positive value. As a consequence, the main issue to be addressed is represented by
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the islanding detection and the consequent disconnection from the utility network within the time
constraint fixed by standard rules [27], which is typically 2 s.

Figure 5 shows the behavior of the PV voltage, which tracks stably the desired MPP in steady-state,
thus leading to an MPPT efficiency of 99%. Furthermore, the control strategy allows one to obtain the
desired voltage level at the inverter input (see Figure 6a) by means of well-balanced voltages vc1, vc2 at
the DC-link (see Figure 6b,c).

Figure 5. PV voltage (blue line) vs. maximum power point tracking (MPPT) reference voltage (red line).

 
 

(a) 
 
 
 

(b) 
  

 
 
 
 

(c) 
 

Figure 6. Time behavior of DC-link voltage: (a) total DC-link voltage; (b) separate DC-link voltage at
each capacitor; (c) zoom view of separate DC-link voltage at each capacitor.

The time behavior of the displacement angle α is drawn in Figure 7; as expected, it assumes a
positive value, which means that the excess power (i.e., the difference between PV power generation
and load power request) is transferred to the grid. The voltage and the current behavior of the latter
are shown in Figure 8. The grid currents results are sinusoidal and in phase with the grid voltages,
thus leading to an almost unity power factor.

Figure 7. Time behavior of displacement angle α.
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Figure 8. Steady-state behavior of grid currents and voltages.

The steady-state behavior of the load current is in Figure 9a, while Figure 9b shows the power
at steady-state. It can be noted that PV excess power with reference to the load power demand is
transferred to the grid.

 

(a) (b) 

Figure 9. Steady-state behavior of load currents (a) and of power (b): load power (blue line), PV power
(green line), and grid power (red line).

Figure 10 shows the results of the proposed ID method. The circles correspond to the envelope
value in the middle of the chosen moving window, which has a time duration of 20 ms, as highlighted
in the figure and discussed in Sub-Section 3.2. The arrow lines identify the sliding windows, while the
colors are the same of the corresponding envelope detected value. The detection happens when the
PCC voltage envelope falls outside a suitable safety range, whose typical upper and lower limits are
+10%/−15% of the rated value. In our case, in a conservative way, we considered a range of ±10% of
the rated value equal to

√
2 E (i.e., the voltage interval (509–622 V) defined by the blue and red lines

in Figure 10).
The grid fault event occurs at t = 3 s (i.e., after 200 ms, it reached steady-state condition). The first

value of the envelope that lies outside the safety range is the green circle, which represents the center of
the window identified with the green arrow line. Nevertheless, as previously discussed, the grid trip
event can be detected only at the end of the window or rather, in such a case, 10 ms after the event itself.
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Figure 10. Point of common coupling (PCC) voltage envelope middle values (circles).

4.2. Islanded Mode

Once the grid trip is detected, the control strategy must properly act to prevent supplying the
network by disconnecting the inverter, which must continue to feed the critical local load.

The PV and the DC-link voltage behaviors in islanding mode are depicted in Figure 11. The grid
trip event occurs at 3 s, while its detection is at 3.01 s, which is the time instant when the inverter is
disconnected from the grid and the new control action starts.

Figure 11. PV and the DC-link voltage behaviors: (a) PV voltage (blue line) and maximum power point
(MPP) voltage reference (red line); (b) DC-link voltage (blue line) and corresponding reference voltage.

The MPP tracking is lost during only one MPPT cycle after the grid fault, while the DC-link
voltage diverges from its reference with a maximum overshoot of 0.3% of the reference and recovers
the desired behavior in a time interval lower than 1 s.

The time behavior of the BESS is drawn in Figure 12; initially (i.e., during normal operation),
the battery is in idle mode (battery voltage is equal to the rated value of 200 V, battery current is
zero, and the SOC is equal to its initial value of 50%). Once the grid trip is detected, the control
section activates the battery, which can absorb (i.e., BESS charging) the PV power not used by the
load; the system operates in island mode without undesired curtailment of PV production. Otherwise,
the battery can provide the difference of the PV power with respect to the load demand, ensuring a
continuous power supply to the critical load and enhancing system reliability and flexibility.

Finally, in Figure 13, the steady-state load current and the system power behavior are depicted.
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Figure 12. BESS time behavior: (a) voltage; (b) current; (c) power; (d) State of Charge (SOC).

(a) (b) 

Figure 13. Steady-state behavior of load currents: (a) and of power (b); load power (blue line), PV power
(green line), and battery power (red line).

It can be noted (see Figure 13a) that the load current is the same of Figure 9a, or rather no
detrimental effect on the load arises from the grid trip event. In addition, Figure 13b shows how the
PV power (i.e., about 8.4 kW) is higher than load demand (i.e., 4 kW). The excess power, which usually
would be lost, is provided to the battery, leading to a flat power transfer to the load.

5. Conclusions

This paper is mainly focused on the control of a fault tolerant and reconfigurable grid-connected
photovoltaic inverter. The main issue addressed is the possibility to continuously supply critical
local load in case of a grid trip event and regardless of the inherent fluctuating nature of the energy
generated by PV sources. As a consequence, a suitable islanding detection method is presented and
implemented by monitoring the PCC voltage envelope evaluated by means of the Hilbert transform.

A complete set of numerical simulations proved the good performance in normal operation as
well as the capability to detect a grid fault event in few milliseconds, thus fully accomplishing the
standard requirements. In particular, the minimum time requested to detect the grid outage is equal to
12.5 ms, which can be further reduced to 10 ms in case the grid trip event results in synchronization
with the grid period. The proposed IDM appears to be very fast, and it can be compared in terms of
speed with respect to different techniques proposed in recent research works, thus showing its benefit
in being independent of the specific application.

175



Energies 2020, 13, 3201

Moreover, in islanded mode, the system remains fully functional due to a suitable modification of
the control strategy, which exploits the integrated BESS to continuously provide a flat profile of the
load power. Finally, adequate system performance in terms of power quality, power factor, and MPPT
efficiency also proves the effectiveness of the proposed control approach.
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Nomenclature

C1; C2 DC-link capacitors
Cbat input capacitor of bidirectional DC-DC converter
Cin input capacitor
E rms line-to-line grid voltage
eA; eB linetoline voltages
ibat battery current
ipv PV current
isto storage current
iinvA; iinvB inverter output currents
ipA; ipB load currents
k coupling coefficient
L total inductance of coupled inductors
L0 inductance of a single winding
L1; L2 primary and a secondary inductor
Lf; Cf inverter output filter
N1; N2 turn number of the primary and secondary inductor
R1; R2 resistors account for inductors copper losses
rn winding ratio of the magnetically coupled inductors
RA; RB load resistors
Rt; Lt equivalent parameters of line three-phase transformer
S circuit breaker activation signal
sel demux selection signal
u driving signal of coupled inductors DC-DC converter
uj driving signal of inverter stage
vbat battery voltage
vC1, vC2 DClink voltages
vin PV voltage
vinvA; vinvB inverter output voltages
vpA; vpB linetoline load voltages
vout total DClink voltage

vre f
MPPT

MPPT voltage reference
α angle between load voltages and network voltages
β1; β2 coefficients of coupled inductors DC-DC converter sliding surface
x1; x2 statevariables error of coupled inductors DC-DC converter sliding control
xej vector of the statevariables error of inverter sliding control

Δ
half the amplitude of the hysteresis band in the sliding surface of coupled inductors
DC-DC converter

Δ
′

half the amplitude of the hysteresis band in the sliding surface of inverter
σ1, σ2, σ3, σ4 coefficients of inverter sliding surface
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BESS battery energy storage system
BMS battery management system
DER distributed energy resources
EPS electric power systems
ID islanding detection
IDM islanding detection method
MPP maximum power point
MPPT maximum power point tracking
PCC point of common coupling
P&O perturb and observe
PV photovoltaic
PVG photovoltaic generator
RES renewable energy sources
SOC state of charge
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Abstract: In the developing context of distributed generation and flexible smart grids, in order
to realize electrochemical storage systems, Modular Multilevel Converters (MMCs) represent an
interesting alternative to the more traditional Voltage Source Inverters (VSIs). This paper presents a
novel analytical investigation of electrochemical cell power losses in MMCs and their dependence
on the injected common mode voltage. Steady-state cell losses are calculated under Nearest Level
Control (NLC) modulation for MMCs equipped with a large number of half-bridge modules, each
directly connected to an elementary electrochemical cell. The total cell losses of both a Single Star
MMC (SS-MMC) and a Double Star MMC (DS MMC) are derived and compared to the loss of a VSI
working under the same conditions. An optimum common mode voltage injection law is developed,
leading to the minimum cell losses possible. In the worst case, it achieves a 17.5% reduction in cell
losses compared to conventional injection laws. The analysis is experimentally validated using a
laboratory prototype set-up based on a two-arm SS-MMC with 12 modules per arm. The experimental
results are within 2.5% of the analytical models for all cases considered.

Keywords: lithium batteries; los minimization; Modular Multilevel Converters; optimization methods

1. Introduction

The rapid advances in energy storage technologies that have occurred in recent years,
together with the urgent issue of environmental pollution, have driven innovative power
electronic solutions that, apart from the main function of power conversion, provide
additional functionality, such as minimizing system energy losses while assuring the
maximum lifetime of the storage devices.

One set of promising converter topologies are based on the series connection of single
half-bridge or full-bridge modules [1], each interfaced with a storage device, such as
electrochemical cells or super-capacitors. The connection between the power module and
the storage device can be either direct or occur via an additional DC/DC converter [2].
The series connection of a fixed number of modules represents an arm [3] of the converter.
Based on the number of arms and their relative configuration, different versions of the
Modular Multilevel Converter (MMC) can be realized [4,5].

The star connection of n arms can be adopted in order to realize the simplest n phase
AC output converter [6], i.e., Single Star MMC (SS-MMC). On the other hand, a Double Star
(DS) connection of 2n arms leads to the DS-MMC [7], where each pair of arms of the same
phase are interfaced by two buffer inductances, providing both an n phase AC output and a
DC interface. Both architectures have been widely proposed in several contexts, including
traction applications [8–12] and transformerless grid connected storage systems [13–16].

The inherent modularity of MMCs helps minimize the system maintenance costs and
generates fault tolerance features [14,17,18]. In the case of failure, the failed module can be
bypassed without interrupting the operation of the system. The improved system reliability
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allows scaling to high voltages by connecting a very high number of modules in series.
Therefore, a direct (transformerless) connection to high-voltage grids is feasible [13] by
means of switches characterized by relatively low-voltage ratings, leading to a significant
cost reduction and competitive total system efficiency [15]. A large number of modules
also results in smaller rates-of-change of voltage (since the output voltage of each module
is only a small percentage of the peak output voltage), strongly reducing Electro-Magnetic
Interference (EMI)-related issues.

In the context of electrochemical storage devices [19], in order to safeguard the cells
and guarantee the highest number of charge/discharge cycles, it is necessary to keep all of
the cells balanced in terms of their State of Charge (SoC). While traditional converters are
normally equipped with an additional Battery Management System [20], MMC solutions
inherently provide this balancing functionality at the module level [12,16,21,22].

As an additional advantage, these modular converter designs lead to a significant re-
duction of the converter switching losses, especially when a large number of modules (and
subsequently, voltage levels) are available [11]. In these cases, high switching frequency
Pulse Width Modulation (PWM) schemes can be replaced by Nearest Level Control (NLC)
modulation [23]. NLC generates a nearly-sinusoidal AC output by combining the DC volt-
ages of the converter modules while driving the devices with a switching frequency equal
to the fundamental, thus producing negligible switching losses. However, since at least
one device per module is always in the current path, for large-scale systems, this approach
could result in a substantial increase of conduction losses. For this reason, the careful
selection of low-voltage Metal Oxide Semiconductor Field Effect Transistors (MOSFETs)
optimized for low on-state resistance is necessary.

In most studies to-date where efficiency is considered, MMC solutions are compared
with conventional Voltage Source Inverters (VSIs), but only power electronic losses are
taken into account, whereas losses occurring in electrochemical cells are ignored [11].
This approach can be misleading; indeed, according to [15], MMC cell losses can form a
significant fraction of overall system losses and will disproportionally affect MMC-type
designs because the cells are operated under a low-frequency pulsed current (as opposed
to a constant DC current in a VSI). On the other hand, this suggests a considerable margin
for improvement, since the potential reduction of the MMC cell losses would have a great
impact on the total system efficiency.

These considerations underline the need for a more detailed study where the possibil-
ity to influence the MMC cell power losses should be investigated. In fact, although many
authors recognize the common mode reference [5] as a degree of freedom for the MMCs,
no analysis of its effect on the cell power losses has been conducted.

In the context of MMCs comprising a large number of half-bridge modules, each
including an elementary electrochemical cell and driven by NLC modulation, this paper
presents a novel analytical investigation where the calculation of the cell losses is general-
ized for any common mode voltage value, so that the dependence of the cell losses from
the common mode component is analyzed. Moreover, an optimum common mode voltage
injection law is developed, assuring the minimization of cell power losses.

The proposed optimum strategy is compared with traditional approaches, showing a
significant decrease in the cell losses: Considering that MMC cell losses can be a consider-
able fraction of total system losses, their minimization can significantly improve the system
efficiency and reduce detrimental cell heating.

The total cell losses of an SS-MMC and DS-MMC are derived in all of the considered
cases and compared with the loss associated with an equivalent VSI solution. Finally, all
of the mathematical derivations are validated by means of an experimental set-up (see
Figure 1) based on a two-arm SS-MMC with 12 modules per arm, each containing an
elementary lithium ion cell. The results exhibit good agreement with the analytic model
and demonstrate the effectiveness of the proposed strategy.
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Figure 1. Modular Multilevel Converters (MMCs).

2. Description of the System

Figure 1 shows a single generic converter arm, composed of N half-bridge modules;
va and ia represent the total arm voltage and the arm current, respectively. Each module is
driven by an electrochemical cell at the voltage Vcell , which is the average cell voltage. The
SS-MMC and DS-MMC feed symmetrical three-phase loads. Given the possibility of the
DS-MMC exchanging power through a DC interface, an optional capacitor (gray dashed
line) has also been added. The experimental topology is outlined.

When a module is activated, the corresponding upper switching device is turned
ON and its output voltage equals Vcell , while the arm current ia flows in the cell. When a
module is de-activated, its output voltage is zero and no current flows in the cell, i.e., the
cell is bypassed.

When NLC modulation is implemented, the total number of active modules required
to synthesize the instantaneous arm reference voltage v∗a is given by

Non = round(v∗a /Vcell). (1)

In this case, State of Charge (SoC) balancing between the cells can be achieved by
choosing which cells contribute to the output arm voltage va based on their SoC, i.e., when
the system is charging, the Non cells with the lowest SoC will be activated, whereas during
discharge, the Non cells with the highest SoC will be placed in the current path.

A second balancing action should be implemented in order to equalize the mean
SoCs between the arms through the injection of a proper circulating current value. Since
the circulating current is normally a small percentage of the nominal current and is only
present during cell balancing [11], its contribution to the losses is not significant and will
be neglected in the present discussion.

SS-MMC
With reference to an SS-MMC, denoting the three arm reference voltages as v∗1, v∗2, v∗3,

it is possible to define the following common mode component:

v∗0 = (v∗1 + v∗2 + v∗3)/3 (2)

Based on Equation (2), the reference voltages can be written as⎧⎪⎨⎪⎩
v∗1 = v∗1,d + v∗0
v∗2 = v∗2,d + v∗0
v∗3 = v∗3,d + v∗0

, (3)
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where v∗k,d (with k = 1,2,3) is, by definition, the differential component of v∗k . Since the
load currents are not affected by v∗0, it represents an effective degree of freedom in the arm
modulation.

As 0 ≤ v∗k ≤ NVcell (k = 1,2,3), the quantity v∗0 must fulfill the following constrains:⎧⎨⎩ v∗0 ≥ −min
(

v∗1,d, v∗2,d, v∗3,d

)
= v∗0,min

v∗0 ≤ N Vcell − max
(

v∗1,d, v∗2,d, v∗3,d

)
= v∗0,max

. (4)

The common mode voltage can be decomposed into its DC and AC components:

v∗0 = v∗0,DC + v∗0,AC.

In a normal steady-state condition, the differential component v∗1,d, v∗2,d, v∗3,d will be
imposed as a three-phase sinusoidal symmetrical system:⎧⎪⎨⎪⎩

v∗1,d = VL sin(ωt − ϕ)

v∗2,d = VL sin(ωt − ϕ − 2π/3)
v∗3,d = VL sin(ωt − ϕ − 4π/3)

, (5)

where VL is the load voltage amplitude and ω is the angular frequency.
In the presence of a symmetrical load, given the high number of cells per arm, the

three arm currents can be assumed to be sinusoidal and, in particular, since the circu-
lating currents have been neglected, a three-phase sinusoidal symmetrical system can
be considered: ⎧⎨⎩

i1 = IL sin(ωt)
i2 = IL sin(ωt − 2π/3)
i3 = IL sin(ωt − 4π/3)

, (6)

where IL is the load current amplitude and ϕ is the phase shift delay.
By defining ξ = 2 VL/N Vcell as the arm modulation index, Equation (5) can be

rewritten as
v∗k,d = NξVcell/2 sin(ωt − αk), (7)

where αk = 2π(k − 1)/3.
Equivalently, by introducing ξDC = 2v∗0,DC/NVcell , the DC component of v∗0 can be

written as
v∗0,DC = NξDCVcell/2. (8)

Based on Equations (7) and (8), Equation (3) can be written as

v∗k =
NVcell(ξ sin(ωt − αk) + ξDC)

2
+ v∗0,AC. (9)

From Equations (1) and (9), the number of modules Non(t) switched ON at instant t is

Non(t) = round
(

N(ξ sin(ωt − αk) + ξDC)

2
+

v∗0,AC

Vcell

)
. (10)

If N is large enough, Non(t) can be reasonably approximated with its continuous
equivalent:

Nc,on(t) =
N(ξ sin(ωt − αk) + ξDC)

2
+

v∗0,AC

Vcell
. (11)

DS-MMC
With reference to Figure 1, while, for the SS-MMC, the arm currents are equal to

the load currents, in the DS configuration, each k-th phase load current iLk is given by
the difference of a TOP arm current ikT and a BOTTOM arm current ikB. In fact, the DS-
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MMC can be seen as being composed of three star-connected TOP arms (with voltages
v1T , v2T , v3T) and three star-connected BOTTOM arms (with voltages v1B, v2B, v3B):

TOP :

{
v∗0T =

(
v∗1T + v∗2T + v∗3T

)
/3 = v∗0T,DC + v∗0T,AC

v∗kT = v∗kT,d + v∗0T

BOT :

{
v∗0B =

(
v∗1B + v∗2B + v∗3B

)
/3 = v∗0B,DC + v∗0B,AC

v∗kB = v∗kB,d + v∗0B

(12)

with symbols having similar meanings to those in the SS-MMC.
In a normal sinusoidal steady-state condition, and for each k-th phase, the differential

component of the BOTTOM arm reference voltage lags the TOP one by an angle of 180◦.
Moreover, when the circulating currents are neglected, each BOTTOM arm current is
opposed to the TOP one: {

v∗kB,d = −v∗kT,d
ikT = −ikB

(13)

Therefore, the DS-MMC is equivalent to two SS-MMCs and all of the previous con-
siderations can be separately applied to both the three TOP arms and the three BOT-
TOM arms, with the only difference being that, in the presence of a symmetrical load,
ikT = −ikB = iLk/2.

3. Conventional Strategies and Cell Loss Calculation

In conventional approaches ([3,4,10,11,24]), the common mode voltage DC component
v∗0,DC is equal to NVcell/2 (corresponding to ξDC = 1), so that the arm reference voltages
are centered in the range of the possible values [0, NVcell ], while the AC component v∗0,AC
is set to zero for ξ ≤ 1. In order to achieve an overmodulation-free operation in the
interval ξ ∈ ]1, 2/

√
3
]
, v∗0,AC can be equal to either vSVM or vTHI , with vSVM representing

a traditional Space Vector Modulation (SVM) AC common mode component and vTHI
representing a third harmonic of a proper amplitude:

v∗0,DC = NVcell/2

v∗0,AC =

{
0 for ξ ≤ 1
vSVMor vTHI for ξ > 1

(14)

For the traditional SVM injection,

vSVM =

⎧⎨⎩
NVcellξ sin(ωt− π

3 h)
4 ∀ωt ∈ Ap,h

NVcellξ sin(ωt+ 2π
3 − π

3 h)
4 ∀ωt ∈ An,h

, (15)

where
{

Ap,h ≡ (−π/6 + 2π/3h, π/6 + 2π/3h)
An,h ≡ (π/6 + 2π/3h, π/2 + 2π/3h)

and h is an integer number.

For the third harmonic injection,

vTHI =
NVcellξ sin 3ωt

12
. (16)

Figure 2 shows the qualitative waveform of v∗k,d + v∗0,AC (normalized with respect
to NVcell/2) in the presence of the conventional AC common mode injection methods.
In particular, starting from the differential component v∗k,d (Figure 2a), the vTHI or vSVM
common mode AC component (Figure 2b) can be added, producing the waveform of
Figure 2c or Figure 2d, respectively.
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Figure 2. Qualitative waveform of the generic arm reference voltage in the presence of the conventional AC common mode
injection: (a) Differential component; (b) AC conventional common mode components; and (c,d) total arm reference voltage
AC component.

For the sake of clarity, Figure 2 can refer to either an SS-MMC or the three TOP arms
of a DS-MMC, while for the BOTTOM arms, the corresponding waveforms are shifted
by 180◦.

Thanks to the symmetry of the MMC arms (for both SS and DS configurations), the
cell power loss calculation can be performed with reference to a single arm. In particular,
if a cell is modeled as a DC voltage source with a series resistance Rcell , the instantaneous
power dissipated into the arm cells pJ(t) can be expressed as a function of Nc,on:

pJ(t) = Nc,on(t) Rcell i2a(t), (17)

where ia is the instantaneous arm current. By substituting Equation (11) into Equation (17),
the average power losses are given by

PJ =
1
T

T∫
0

Nc,onRcell i2adt = Rcell

⎛⎝NξDC I2
a

4
+

1
T

T∫
0

v∗0,AC

Vcell
i2adt

⎞⎠. (18)

By replacing v∗0,AC in Equation (18) with its Fourier-series
n=+∞

∑
n=1

Vac,h sin(n ωt − ϕac,n),

PJ is derived:

PJ = Rcell

(
NξDC

4
− Vac,2

Vcell
sin(2ϕ − ϕac,2)

)
I2
a . (19)

According to conventional strategies, considering that ξDC = 1 and that vSVM and
vTHI do not contain the second harmonic, PJ becomes

PJ = NRcell I2
a /4, (20)

where Ia is the arm current amplitude: Ia = IL for the SS-MMC and Ia = IL/2 for the DS-MMC.

4. Cell Loss Comparison of MMC and VSI

From Equation (19), it is straightforward to compute the total cell power loss for either
a three-phase SS-MMC or DS-MMC characterized by the same number N of cells per arm:{

PJ,SS−MMC = 3
4 N Rcell,SS I2

L

PJ,DS−MMC = 3
8 N Rcell,DS I2

L

. (21)

In order to produce the same AC output voltage, the SS-MMC converter requires
half as many modules compared to the DS-MMC, where, for each phase, two arms are
parallel-connected with respect to the AC side. As a result, for the same total system
storage capacity, an SS-MMC cell can be regarded as equivalent to two parallel-connected
DS-MMC cells, i.e., Rcell,DS

∼= 2Rcell,SS. Therefore, PJ,SS−MMC ∼= PJ,DS−MMC.

184



Energies 2021, 14, 1359

The mean value of the load active power PL is naturally independent of the converter
configuration:

PL =
3
2

VL IL cos ϕ =
3
4

ξNVcell IL cos ϕ. (22)

The cell power losses in the MMC (henceforth indicated as PJ,MMC for both the SS-
MMC and DS-MMC) can be compared to the cell losses PJ,VSI occurring in a traditional
two-level Voltage Source Inverter (VSI). An equivalent VSI battery pack may be built using
three parallel-connected stacks of N cells, as shown in Figure 3. A DC-side LC filter ensures
that a smooth DC current idc is drawn from the pack.

Figure 3. Voltage Source Inverter (VSI).

In this configuration, each stack effectively corresponds to the cells contained in the
modules of one SS-MMC arm. If the VSI switching frequency fs is much greater than the
fundamental output frequency f, the current idc flowing in the battery pack can be assumed
to be constant once the DC filter components have been properly chosen. If the converter
losses are neglected, idc only depends on PL:

idc =
PL

NVcell
=

3
4

ξ IL cos ϕ. (23)

From Equation (23), the cell losses are

PJ,VSI =
1
3

NRcell i2dc =
3

16
NRcell(ξ IL cos ϕ)2. (24)

This may be directly compared with the first of Equation (21) with Rcell,SS = Rcell (or
with the second of Equation (21) with Rcell,DS = 2Rcell).

As it can be noted, the VSI cell losses depend on both the modulation index and the
load power factor (in fact, PJ,VSI ∝ P2

L). On the contrary, PJ,MMC does not depend on ξ or
cos ϕ, i.e., at constant IL, the cell losses do not depend on the output power. Moreover, it
is evident that PJ,MMC is considerably higher than PJ,VSI ; in the case of the unitary power
factor and full modulation index, the cell losses in the MMC are four times those of the VSI
(i.e., Equation (21) divided by Equation (24)).
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5. Proposed Optimum Injection Strategy

With reference to a three-phase system, v∗0,AC is built on multiples of the third harmonic
in order to keep the arm reference voltages symmetrical across the converter phases. In
this context, as per Equation (19), PJ does not directly depend on v∗0,AC. Nevertheless, a
proper v∗0,AC injection law can be formulated in order to decrease the minimum settable
value of ξDC, to which, as stated by Equation (19), the arm cell losses are proportional.
ξDC can be regarded as the shift to be applied to the AC component of the arm reference
voltage (v∗k,d + v∗0,AC) in order to guarantee that v∗k ∈ [0, NVcell ]. Therefore, the range of
possible values for ξDC ∈ [ξDC,min, ξDC,max] depends on both the modulation index ξ and
on v∗0,AC. The cell loss minimization problem can thus be reduced to the formulation of
an optimal injection law able to minimize ξDC,min for each ξ ∈ [0, 2/

√
3]. The proposed

common mode voltage injection law is based on the following AC component:

v0,AC,OPT = −
NVcellξ

(
sin
(
ωt − 2π

3 h
)
+ 3

√
3

2π

)
2

∀ωt ∈ Ah, (25)

where Ah ≡ (7π/6 + 2π/3h, 7π/6 + 2π/3(h + 1)) and h is an integer number.
Figure 4a shows the qualitative waveform of v0,AC,OPT, while the total AC arm reference

voltage v∗k,d + v0,AC,OPT (normalized with respect to NVcell/2) is shown in Figure 4b; as
previously mentioned, for the BOTTOM arms of the DS-MMC, a 180◦ shift must be considered.

Figure 4. Qualitative waveform of the generic arm reference voltage in the presence of the proposed AC common mode
injection: (a) AC proposed common mode components, and (b) total AC arm reference voltage.

As can be noted from Figure 2a, when v∗0,AC = 0, i.e., no injection is used, the minimum
ξDC value, necessary to shift the resultant arm reference voltage such that v∗k ≥ 0, is equal
to the modulation index ξ (i.e., ξDC,min = ξ). Instead, in both cases, when v∗0,AC = vSVM

or v∗0,AC = vTHI , it is ξDC,min =
√

3ξ/2 (Figure 2c,d). On the other hand, the proposed
optimum law gives ξDC,min = 3

√
3ξ/2π (Figure 4b), which is the lowest of the three values.

The proposed strategy can be summarized by{
v∗0,AC = v0,AC,OPT

ξDC = 3
√

3ξ/2π
⇒ PJ,opt =

3
√

3
8π

ξRcell I2
a . (26)

In order to verify that this is actually the optimum voltage injection law, which
guarantees the lowest ξDC,min, leading to the lowest cell losses of a three-phase MMC,
it is convenient to consider the constrains Equation (4). In the possible range v∗0,min ≤
v∗0 ≤ v∗0,max, it is evident that the choice v∗0 = v∗0,min minimizes the quantity ξDC, thus
guaranteeing the lowest cell losses. On the other hand, it is easy to verify that the DC
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component of v∗0,min can be obtained by Equation (8), with ξDC= 3
√

3ξ/2π, while its AC
component corresponds to the v0,AC,OPT of Equation (15). It can be pointed out that the
lower achievable ξDC,min is linked to the asymmetrical waveform of v0,AC,OPT , which leads
to a lower injected absolute minimum value (Figure 4b) with respect to the other methods.

Applying the proposed method, the total cell power losses for an SS-MMC and a
DS-MMC characterized by the same number of cells per arm (N) are⎧⎨⎩ PJ,opt,SS−MMC = 9

√
3

8π ξN Rcell,SS I2
L

PJ,opt,DS−MMC = 9
√

3
16π ξ N Rcell,DS I2

L

. (27)

It should be noted that in the case of a DS-MMC whose DC side is not isolated
(see Figure 1), the power loss minimization techniques cannot be employed since ξDC is
constrained to the total DC-link voltage value.

By comparing Equation (27) with Equation (21), the cell energy saving
(

PJ − PJ,opt
)
/PJ

guaranteed by the proposed method is linear with ξ, and in particular, it is equal to 100%
for ξ = 0 and around 5% for ξ = 2/

√
3.

As an example, if a grid connected MMC is sized such that SoC = 0 corresponds to
the maximum modulation index ξ = 2/

√
3 (worst case for evaluating the benefit of the

proposed technique), during a complete charge (or discharge) cycle, and considering the
typical lithium cell voltage variation, the modulation index will vary from 2/

√
3 to about

0.9, with an average ξ value equal to about 1. The corresponding average energy saving is
equal to about 17.5%. Naturally, in an application characterized by a lower value of ξ, the
improvement is even more significant. It is important to note, however, that, even with
a unitary power factor and full modulation index, an MMC operated with the optimal
injection law will still cause approximately 3.3 times the cell loss of an equivalent VSI (i.e.,
Equation (26) divided by Equation (24)). In practice, the choice between an MMC and VSI
design must involve a careful trade-off between the significantly higher cell loss incurred
by the MMC and the inherent modularity, BMS flexibility, low EMI, and high-voltage
advantages that an MMC has over a VSI.

6. Experimental Validation

To validate the power loss minimization method presented in section V, the experi-
mental setup of Figure 5 was used.

Figure 5. Experimental setup: (a) Photograph and (b) schematic.

Each arm in Figure 5 comprises twelve modules connected in series. Each module
includes a 20 Ah lithium titanate cell that is individually controlled by an H-bridge con-
verter (a detailed description of the control architecture of the experimental hardware is
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presented in [16]). In these experiments, each H-bridge is operated as a half-bridge, only
allowing for a positive or zero voltage output.

Detailed characteristics of the setup and experiments are presented in Table 1. Ac-
cording to the cell loss minimization techniques explained in the previous section and, in
particular, by changing the settings of the variables ξDC and v∗a,0,AC, four different tests
were performed.

Table 1. Details of the performed tests and results.

N 12

Vcell(V) 2.5

Rcell(mΩ) 5

ξ 2/3

v∗a1,d 10 cos(2π 50 t)

v∗a2,d 10 cos(2π 50 t + 2π/3)

R(Ω) 7.5

L(mH) 3.125

Parm(W) 3.88

Test n◦
1

Conventional
method

2 3
4

Proposed
method

ξdc 1 2/3 1/
√

3 3
√

3ξ/2π

v∗a,0,AC 0 0 vTHI v0,AC,OPT

PJ(mW) 14.56 9.75 8.47 7.95

P′
J(mW) 14.67 9.83 8.43 8.12

Error (%)

100
PJ−P′

J
P′

J

−0.76 −0.84 0.48 −2.13

Test 1 refers to the conventional method: v∗0,AC = 0 and ξDC = 1.
In Test 2, no AC voltage injection was used, but ξDC was set to a lower value

(ξDC = 2/3 instead of ξDC = 1).
In Test 3, a third harmonic AC voltage injection was added and ξDC was further

decreased to 1/
√

3.
Test 4 refers to the optimum proposed method with v∗0,AC = v0,AC,OPT and

ξDC = 3
√

3ξ/2π.
For each test, the current and voltage of one arm were sampled through the oscillo-

scope at a frequency of 25 MHz (500 k samples per 50 Hz period). Each cell current was
calculated as follows:

icell,n(k) = gn(k) ia(k), (28)

where icell,n(k) is the current of the n-th cell at the sampling time k, ia(k) is the arm current
measured at the sample point k, and gn(k) is the switching signal:

gn(k) =

{
0, if va1(k) < nVcell (n−cell bypassed)
1, if va1(k) ≥ nVcell (n−cell online)

. (29)

For each test, the total cell loss of the considered arm is calculated by

P′
J =

Rcell
Ns

Ns

∑
k=1

12

∑
n=1

gn(k) i2a(k), (30)

where Ns is the total number of samples per cycle.
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Table 1 reports these results, together with the theoretical calculation of PJ . All the
tests were carried out in correspondence with the same modulation index value, such that
the arm output power Parm was fixed. The error between the experimental and theoretical
results, which is also shown, is less than 2.5% for all cases (within the experimental error,
e.g., due to arm current measurements).

As can be noted from the Test 1 results (Figure 6a,e), the arm voltage is centered around
15 V (NVcell/2) and its waveform corresponds to a quantized sine wave. The theoretical
calculated cell losses (see Table 1) are substantially equal to the experimental ones.

Figure 6. Experimental results: total voltage and current during: (a) Test 1, (b) Test 2, (c) Test 3, (d) Test 4; cells currents
waveform during: (e) Test 1, (f) Test 2, (g) Test 3, (h) Test 4.

As per the theoretical considerations, the Test 2 results testify that the cell losses are
dependent on v∗0,DC. Indeed, in comparison with Test 1, the losses are lower, proportional
to the decrease of ξDC. From Figure 6b, it can be noted that the arm voltage reaches the zero
value. In fact, the ξDC setting of Test 2 corresponds to the minimum ξDC value, considering
that no AC common mode voltage has been injected.

Test 3 clarifies that even if PJ does not directly depend on v∗0,AC, an AC injection
can affect the minimum settable value of ξDC. In this case, indeed, it was possible to set
ξDC = 1/

√
3, without violating 0 ≤ v∗k ≤ NVcell . The third injected harmonic can be

recognized from the altered waveform of the arm voltage (Figure 6c), which shows a wider
constant value in correspondence with the maximum and minimum point.

Finally, the optimum AC common mode voltage injection of Test 4, which displays
visible notches in the arm voltage (Figure 6d), guarantees the minimum settable value of
ξDC, leading to the minimization of cell losses. The decrease of the cell losses is associated
with a decrease of the total rms current value in the 12 cells, which can be easily noted
when compared to Figure 6e,h. In comparison with the conventional method of Test 1, the
proposed method assures a cell energy saving of about 45%, which is consistent with the
fact that the experimental converter is operating with a mid-range ξ value.

7. Additional Losses Numerical Example

In order to better evaluate the relative impact of the cell loss reduction introduced by
the proposed method, other losses occurring in the system should be considered. These
are principally switching and conduction losses occurring in the power electronic devices.
For an MMC with a large number of modules driven by NLM, the switching losses are
negligible, since the power devices switch at the fundamental output frequency. The VSI is
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instead characterized by both conduction and switching losses. A rapid example can be
developed by completing the analysis of [11] (which compares the power electronics losses
of a traditional VSI to those of a DS-MMC) with the electrochemical cell losses evaluation of
the present work. While the VSI is equipped with FZ300R12KE3G IGBT, the MMC is built
upon AUIRFS8409-7P power MOSFET. Both solutions constitute a 80 kW–220 V–250 A
converter, fed by a 24 kWh battery system based on 11 Ah Kokam SLPB55205130H cells
with an internal resistance of approximately 1.6 mΩ each.

The procedure given in [11] only considers the losses occurring in the power electronic
devices; at half full-load, with ξ = 0.7 and cosϕ = 1, the power electronics losses are as
shown in Figure 7a.

Figure 7. (a) Power losses of an 80 kW–24 kWh converter realized by the MMC and VSI solution:
(a) Power electronics losses and (b) all losses.

Cell losses may be added to the analysis of [11], by applying Equations (21), (24) and (27),
resulting in the loss breakdown given in Figure 7b. As expected, the MMC cell losses are
higher than those of VSI and represent an important fraction of the total losses. In this example,
the proposed technique produces a 42% reduction in cell losses, which equates to an overall
19% loss reduction. As a consequence of applying the proposed technique, the total efficiency
is increased by 1.8%.

Naturally, the actual increase of the MMC overall efficiency achieved through the
proposed technique depends on the particular operating condition. It is important to
highlight that loss reduction in electrochemical cells is doubly beneficial as it leads to a
direct reduction in detrimental cell heating and increase in the service life.

8. Conclusions

In the present work, the calculation of the cell losses for Modular Multilevel Converters
(MMCs) equipped with half-bridge modules, each directly connected to an elementary
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electrochemical cell and driven by Nearest Level Control (NLC), has been generalized for
any common mode voltage value. It was observed that the total cell losses of both a Single
Star MMC and a Double Star MMC are significantly higher than those occurring in an
equivalent VSI.

The novel analytical investigation allowed the development of an optimal common
mode voltage injection law that minimizes the cell power losses under all balanced operat-
ing conditions. The proposed method delivers a significant reduction in cell losses, which
is dependent on the converter working condition and, in particular, is about 17.5% in the
worst case.

All of the analytical derivations have been validated by means of an experimental
set-up based on a two-arm SS-MMC with 12 modules per arm, showing an error within
2.5% in all the considered cases and confirming the effectiveness of the proposed technique,
with a cell loss reduction of about 45% in the performed tests.

In conclusion, in comparison with conventional VSI solutions, MMC solutions show
intrinsic advantages (modularity, BMS functionality, fault tolerance, reduced EMI issue,
etc.), but are characterized by higher cell losses, which represent an important fraction of
the total losses. The proposed optimum common mode voltage injection law introduces a
significant reduction of the converter losses, making MMCs more attractive with respect to
conventional power converters.
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Abstract: This paper focuses on the performance analysis of a sensorless control for a Doubly Fed
Induction Generator (DFIG) in grid-connected operation for turbine-based wind generation systems.
With reference to a conventional stator flux based Field Oriented Control (FOC), a full-order adaptive
observer is implemented and a criterion to calculate the observer gain matrix is provided. The
observer provides the estimated stator flux and an estimation of the rotor position is also obtained
through the measurements of stator and rotor phase currents. Due to parameter inaccuracy, the rotor
position estimation is affected by an error. As a novelty of the discussed approach, the rotor position
estimation error is considered as an additional machine parameter, and an error tracking procedure
is envisioned in order to track the DFIG rotor position with better accuracy. In particular, an adaptive
law based on the Lyapunov theory is implemented for the tracking of the rotor position estimation
error, and a current injection strategy is developed in order to ensure the necessary tracking sensitivity
around zero rotor voltages. The roughly evaluated rotor position can be corrected by means of the
tracked rotor position estimation error, so that the corrected rotor position is sent to the FOC for the
necessary rotating coordinate transformation. An extensive experimental analysis is carried out on
an 11 kW, 4 poles, 400 V/50 Hz induction machine testifying the quality of the sensorless control.

Keywords: doubly-fed induction generator; wind power system; sensorless control; full order
observer; field oriented control; grid connected system

1. Introduction

The Doubly Fed Induction Generator (DFIG) is widely employed as a generator,
especially in variable speed grid-connected wind energy applications. DFIGs guarantee
robust and flexible systems, facilitating electric energy generation in a wide operating
range of wind turbines [1–3].

In the grid-connected system, the aim is to maximize the conversion of mechanical
input energy from the wind turbine into electric energy, ensuring the minimization of the
cost of energy at the same time [4,5]. To meet this goal, the more widespread wind power
generation system, for both small and large power, consists of a wind turbine [6,7], usually
equipped with pitch control limits, a gearbox, and a DFIG directly connected to the AC
grid on the stator side and driven through a power electronic converter on the rotor side.
The rating of the power electronic is almost 25% of the rated power, allowing a speed range
from nearly 50% to 120% of the rated speed [8].

It is clear that this Wind Energy Conversion System (WECS) is much more efficient
than a constant speed squirrel cage induction generator system, but it obviously presents
a greater complexity in the control, especially with regard to the knowledge of the rotor
position [6].

The traditional control system of the doubly fed induction generator is based on
stator flux oriented vector control [9]. Practically, using the rotor position it is possible
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to decompose the rotor current space vector into two current components in order to
decouple control of the flux and electromagnetic torque. A rotor position sensor is required
to finalize the transformation of the rotor current space vector. As it is evident, the pres-
ence of these sensors on the shaft reduces the robustness of the whole system. In recent
years, research has been very active in working to replace the traditional control with a
sensorless one, achieving advantages in terms of system robustness, easy installation, and
maintenance [10,11]. In the literature, several sensorless methods have been proposed. The
different sensorless controls can be collected into the follows categories: open-loop estima-
tion methods, closed-loop estimation methods [12,13], Kalman filter [14], high-frequency
signal injections [15,16], Model Reference Adaptive System (MRAS) observers [17,18] with
full or reduced order approaches [19–21], and other sensorless methods.

In the open-loop sensorless methods, the rotational speed is obtained via differentia-
tion of the estimated slip angle [22–26]; in the MRAS, the adaptive models are all based on
static flux–current relations, and the estimated speed is used as feedback in a vector control
system—this approach is very sensitive to machine inductance [27]; in the other sensorless
method, it is possible to include all types of sensorless control based on PLLs and similar
to MRAS observers. Indeed, in these last cases, the error is driven to zero when the phase
shift between the estimated vector and the reference vector is null [28,29]. Ultimately, it
is possible to state that in each of these controls, the challenge is to evaluate the position
of the rotor by means of an indirect method, preserving at the same time good estimation
accuracy against possible parameter deviations.

The performances of the estimation of the rotor position are linked to the implemented
control strategy, such as Field Oriented Control (FOC), Direct Torque Control (DTC) [30,31],
and Direct Power Control (DPC) [32–34].

This paper deals with an experimental evaluation of the performance of a novel
adaptive full-order observer, presented in [35], in order to assess the accuracy of the rotor
position estimation by means of an FOC control scheme.

The novelty of this approach is the consideration of the rotor position estimation error
as an additional machine parameter. This parameter is accurately tracked by the proposed
adaptive law, assuring a good compensation of the projection error from the rotor frame to
the stator frame. A prototype system was set up in order to validate the effectiveness of the
proposed approach by means of an extensive measurement campaign.

This paper is organized as follows: in Section 2 a description of the system is presented,
in Section 3, starting from the mathematical model in a matrix form, the proposed adaptive
observer is illustrated, in Section 4 details of the adopted control scheme are highlighted
and, finally, in Section 5, an analysis of the experimental results is reported.

2. Description of the System

The present work focuses on the system depicted in Figure 1. In particular, a Doubly
Fed Induction Generator (DFIG) was mechanically connected to a wind turbine via a
gearbox. The DFIG rotor windings were wound and equipped with slip rings. While the
stator windings were directly connected to the three-phase AC grid, the rotor windings
were fed through a back-to-back power converter consisting of a common DC link and
two three–phase converters: a Voltage Source Inverter (VSI) to the rotor side and a Voltage
Source Rectifier (VSR) to the AC grid side. Due to the presence of the bidirectional power
converter, the DFIG can operate as a generator or motor in both sub-synchronous and
super-synchronous modes. However, in typical applications, the converter can be rated
as 25% of the nominal power of the whole system. This limits the sub-synchronous and
super-synchronous modes to about 1/3 up and down of synchronous speed.
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Figure 1. System block scheme.

3. Proposed Adaptive Observer

The mathematical model of the DFIG is well known and can be presented in different
forms, depending on the particular choice of the state variables and the reference frame.
Adopting the matrix form, the stator current and flux as state variables and the stator
reference frame, the DFIG mathematical model is given by (see nomenclature at §.0):

d
dt

[
is
Φs

]
=

[
A11 A12
A21 A22

][
is
Φs

]
+

[
B1
B2

]
[vs] +

[
C1
C2

]
[vr] (1)

It is worth noting that by imposing vr = 0 in Equation (1), the mathematical model of
a traditional induction machine (with short-circuited rotor windings) is obtained.

In Equation (1), the state variables, the inputs, and the outputs are space vectors. By
consequence, all the corresponding matrix elements are complex numbers. In particular⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

A11 = −
(

Rs
Ls,eq

+ fr,eq

)
+ jpωr

A12 =
σ fr,eq
Ls,eq

− j pωr
Ls,eq

A21 = −Rs
A22 = 0

{
B1 = 1

Ls,eq

B2 = 1

{
C1 = − B1

μr

C2 = 0
(2)

where:
μr =

Lm

Lr
; σ = (1 − μsμr); Ls,eq = σLs; fr,eq =

Rr

Lr,eq
(3)

with μs = Lm/Lr and Lr,eq = σLr.
It is possible to derive the space vector of the rotor current from the definition of the

stator flux (Φs = Lsis + Lmir):

ir =
Φs

Lm
− Ls

Lm
is (4)

The following full-order Lueberger observer can be defined based on the DFIG mathe-
matical model (Equation (1)):

d
dt

[
îs
Φ̂s

]
= A

[
îs
Φ̂s

]
+ B[vs] + C[vr] +

[
G1
G2

][
is − îs

]
(5)

The elements G1 and G2 of the observer matrix should be designed with reference to
the observer state matrix AO:

AO =

[
A11 − G1 A12
A21 − G2 A22

]
(6)

having eigenvalues pO,1 and pO,2. It should be noted that the above equations relate
to a proportional type Lueberger observer. Other more complex architectures (such as
proportional–integral and modified integral [36]) may lead to an overall improved noise
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rejection. However, the proportional type allows for a relatively simple selection of the
observer gains. In particular, the observer gains should be selected such as that the error
is − îs quickly converges to zero. In other words, the observer dynamic must be faster
than that of the DFIG in all operating conditions and, in particular, for any value of the
rotational speed. The faster DFIG dynamic is linked to the DFIG high-frequency pole pD,HF
at zero speed. Thus, by introducing an overall observer gain KG > 1, the two observer poles
that pO,1 and pO,2 can be fixed proportional to pD,HF through KG. Considering that a good
approximation by excess of the effective pD,HF value is:

pD,HF ∼= −
(

Rs

Ls,eq
+ fr,eq

)
(7)

the eigenvalues pO,1, pO,2 can be fixed as:

pO,1 = pO,2 = pO = −KG

(
Rs

Ls,eq
+ fr,eq

)
(8)

where KG is the overall observer gain.
In order to preserve system stability, an optimal value for KG should be eventually

fixed by trials on the real system, depending on the measurement equipment and noise; KG
values are typically chosen between 2 and 5. Hence, the elements G1 and G2 of the observer
matrix are given by: {

G1 = A11 − 2pO
G2 = A21 + p2

O/A12
(9)

In the dynamic system (Equation (5)), the space vectors vr,vs and is represent inputs.
In particular, while vs and is can be simply measured by voltage and current transducers,
knowledge of vr would require an additional rotor position sensor. Indeed, vr is defined
by a rotational transformation of the actual space vector voltage v

(r)
r provided by the rotor

power converter through the electrical rotor position ϑe:

vr = v
(r)
r ejϑe (10)

where
ϑe = pϑr (11)

with ϑr represents the mechanical rotor position and p the number of pole pairs.
On the other hand, in the context of a sensorless control, the observer outputs can

be exploited in order to estimate the rotor position and, consequently, the space vector of
the rotor voltage in the stator reference frame vr, without the use of an additional position
sensor.

The rotor position can be estimated considering that Relation (10) also applies to the
rotor current space vector in the two reference frames:

ir = i
(r)
r ejϑe (12)

where, naturally, i
(r)
r is the rotor current space vector provided by the power converter and

ir is the rotor current space vector in the stator frame.
While the quantity i

(r)
r is directly measurable at the converter terminals, an estimated

version of ir can be calculated as per Equation (4) by substituting the actual flux Φs with
the estimated one Φ̂s:

îr =
Φ̂s

Lm
− Ls

Lm
is (13)
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Once i
(r)
r and îr are known, the rotor electrical position can be derived as:

ejϑ̂e =
îr

i
(r)
r

⇒ ϑ̂e = arg
(
Φ̂s − Lsis

)− arg
(

i
(r)
r

)
(14)

Hence, vr can be calculated as per Equation (10).
The knowledge of ϑ̂e also allows for the computation of the rotor speed via the

numerical time derivative. In order to dampen the oscillations resulting from the time
derivative computation, the calculation of the rotor speed should be processed by a properly
sized Low Pass Filter (LPF):

ω̂r =
1
p
�
(

dθ̂

dt

)
(15)

where � denotes the functional associated to the LPF.
As expected, knowledge of machine parameter values plays an important role in the

described estimation procedure. However, the machine parameters cannot be known with
absolute precision, and only their estimated values can actually be used in the previous
equations. In particular, the symbols A, B, C, vr and Ls appearing in Equations (5), (10),
and (14) should formally be replaced with Â, B̂, Ĉ, v̂r and L̂s, this last representing their
estimated versions. As a consequence of the possible parameter deviations, the rotor
position estimation ϑ̂e will be affected by inaccuracy.

Let us define Δϑe as the rotor position estimation error:

Δϑe = ϑe − ϑ̂e (16)

According to Definition (16), the actual rotor position ϑe can be expressed as ϑ̂e + Δϑe.
Hence, the actual rotor voltage vr can be written as:

vr = v
(r)
r ej(ϑ̂e+Δϑe) = v

(r)
r ejϑ̂e ejΔϑe = v̂rejΔϑe (17)

where the quantity v
(r)
r ejϑ̂e corresponds to v̂r: the estimated version of the rotor voltage.

Equation (17) clarifies that the estimated rotor voltage v̂r does not correspond to the
actual rotor voltage vr due the projection error ejΔϑe . At the same time, this suggests that
the projection error could be compensated if a Δϑe tacking procedure is conceived.

Let us denote the tracking procedure output with Δϑ̂e. i.e., Δϑ̂e is the estimation of the
actual Δϑe value. For small Δϑ̂e values, the following approximation can be assumed:

ejΔϑ̂e = cos Δϑ̂e + j sin Δϑ̂e ∼= 1 + jΔϑ̂e (18)

In light of the previous consideration on the parameter deviations, and considering
Equation (17) with approximation (18), the Luemberger observer (Equation (5)) can now be
re-written:

d
dt

[
îs
Φ̂s

]
= Â

[
îs
Φ̂s

]
+ B̂[vs] + Ĉ

(
1 + jΔϑ̂e

)
[v̂r] + G[e] (19)

where G =
[

G1 G2
]T and e = is − îs.

The quantity Δϑ̂e in Equation (19) can be regarded as an additional machine parameter,
and its value can be estimated by the following adaptive law based on the Lyapunov theory:

Δϑ̂e = KΔϑ

t∫
0

(
v̂ryex − v̂rxey

)
dt + Δϑ̂e0 (20)

where KΔϑ is a not negative number.
The model (Equation (19)) and the adaptive law (Equation (20)), together with the

Relations (14) and (15), define the proposed adaptive observer, which provides the estima-
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tion of rotor speed ω̂r and position ϑ̂e. Moreover, the proposed technique is robust against
possible machine parameter uncertainties and is capable of tracking the rotor position
estimation error Δϑ̂e.

4. Control Scheme

In the control scheme depicted in Figure 2, the proposed sensorless adaptive observer
provides the necessary rotational transformation angle and the rotor speed value for a
traditional stator flux Field Oriented Control (FOC). In particular x, y represent the stator
reference frame axis; α, β refer to the rotor reference frame axis; and d, q represents the
rotating reference frame aligned with the stator flux Φs.

 

Figure 2. Control diagram.

Since the observer model has been written into the stator reference frame, its inputs
(vs, is and vr) are referred to as x, y coordinates. In particular, while the first two inputs
are measured directly on the stator side connected to the AC grid, the third input needs
to be transformed from α, β to x, y coordinates. Indeed, the quantity v

∗(r)
r = v∗rα + jv∗rβ,

representing the reference voltage for the VSI, is transformed into x, y coordinates by the
angle ϑ̂e + Δϑ̂e. In this way, the projection error is compensated by the position estimation
error.

The adaptive observer outputs are the estimation of rotor speed ω̂r, position ϑ̂e, the
rotor position estimation error Δϑ̂e and the stator flux space vector Φs. From this last
output, it is possible to calculate the angle of the stator flux ψ̂:

ψ̂ = arg
(
Φ̂s
)

(21)

The necessary transformation from α, β to x, y coordinates can thus be operated by
the angle ϑ̂e + Δϑ̂e − ψ̂:

i
(Φ)
r = i

(r)
r ej(ϑ̂e+Δϑ̂e)e−jψ̂ = ird + jirq (22)

where i
(r)
r is the rotor current space vector, measurable in α, β coordinates.

As per the traditional FOC scheme, the obtained components ird,irq are processed
by two PI controllers driven by the errors computed with respect to the correspondent
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reference quantities i∗rd,i∗rq. In particular, while i∗rq is set proportional to the reference torque
T∗

e by the torque constant KT, i∗rd should be set equal to zero. However, it must be considered
that the tracking of ϑe and Δϑe could prove ineffective during very low torque operating
conditions where both current components move toward zero. For this reason, an injection
strategy has been implemented: {

i∗rd = i∗rd,inj
i∗rq = KTT∗

e + i∗rq,inj
(23)

where: {
i∗rd,inj = λd Ainj cos

(
2π finjt

)
i∗rq,inj = λq Ainj cos

(
2π finjt

) (24)

Ainj and finj are the amplitude and the frequency of the injected current components.
Activation and deactivation of the injection are operated through λd and λq, which can
assume either 0 or 1 values. The q injection is activated if the required torque is too small.
The d injection is activated if the required torque is too small or if the slip angular frequency
is too small. Fixing ΔTe,inj and Δωinj as threshold values, respectively, for the required
torque and the slip angular frequency, λd and λq can be expressed as (in C language style):{

λd = |pωr − ω| < Δωinj
∣∣∣∣ |T∗

e | < ΔTe,inj
λq = |T∗

e | < ΔTe,inj
(25)

The converter space vector reference voltage components v∗rd, v∗rq are obtained by
compensating the current PI regulator outputs ṽrd, ṽrq through the decoupling action:{

v∗rd = ṽrd − ω̂σLs,eqirq
v∗rq = ṽrq + ω̂σLs,eqird + ω̂σΦs,R

(26)

with ω̂σ = ω − pω̂r being the estimated rotor slip angular frequency, and Φs,R being the
rated stator flux.

Finally, the obtained space vector v∗rd + jv∗rq = v
∗(Φ)
r is transformed from d, q to α, β

coordinates by the angle ψ̂ − ϑ̂e − Δϑ̂e:

v
∗(r)
r = v

∗(Φ)
r e−j(ϑ̂e+Δϑ̂e)ejψ̂ = v∗rα + jv∗rβ (27)

The α, β components of Equation (27) can be modulated as per a Space Vector Modula-
tion (SVM) in order to drive the VSI at the rotor side. Naturally, as mentioned above, v

∗(r)
r

is also sent back and, through a unit time delay, constitutes a closed loop for the proposed
adaptive law.

5. Experimental Results

The proposed control strategy was validated experimentally by mechanically connect-
ing a three-phase wound rotor, 11 kW, 4 poles, 400 V/50 Hz induction machine to a 27 kW
DC machine acting as a prime motor. Both the electric machines were driven by power
converters based on Semikron IGBT modules, while the system control was implemented
on dSpace 1103 hardware whose digital outputs were properly routed to the IGBT drivers’
inputs. The whole experimental setup is shown in Figure 3. In order to evaluate the sensor-
less estimation errors, a 4000 pulse/round incremental encoder mechanically connected to
the DFIG was used to determine the rotor speed and position.
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Figure 3. Experimental setup.

The motor parameters used to build the observer matrix were estimated by means of
standard blocked rotor/no-load IEEE 112 tests executed on the DFIG. Since no additional
parameter tuning was carried out, the experimental results also highlight the robustness
of the adaptive observer with respect to substantial parameter deviations in the char-
acterization of the induction machine. Indeed, standard IEEE 112 tests are affected by
non-negligible errors, especially when compared to more advanced off-line estimation
methods [37]. This approach allows us, therefore, to portray the improved accuracy in
rotor position estimation granted by the adaptive observer in comparison to a standard
observer.

To validate the effectiveness of the conceived adaptation law both at different speed
values and different torque values, the following test was performed:

(a) Initially, a startup procedure (which is not shown) takes the system to the test initial
condition, where the rotor speed is set to 70% of the DFIG synchronous speed and
the DFIG reference torque is set to 50% of its rated value. Steady state condition is
reached at t = 0.

(b) After one second of steady state condition, (at t = 1) the DFIG reference torque is set
to the full rated value and again to half its rated value after one second (at t = 2).

(c) At t = 3 the reference speed is changed to the DFIG synchronous speed. To achieve a
quasi-stationary transition which allows us to check the system response in the whole
speed range, the reference speed was processed by a rate limiter filter. Consequently,
the speed reached the new reference value through a linear behavior in around 2.2 s.

(d) The two-step torque variation of point (b) was repeated.
(e) The reference speed was changed to 130% of the DFIG synchronous speed.
(f) The two-step torque variation of point (b) was repeated, and the test was concluded.

The experimental results of the whole test are shown in Figure 4 (rotor speed), Figure 5
(rotor axes currents), and Figure 6 (rotor electric angle estimation error). From Figure 4,
where both the measured and estimated rotor speed are plotted, it can be deduced that
the DFIG observer was able to effectively track the real system speed with a negligible
error, which stayed always under 0.5%. Naturally, the observable speed over- and under-
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shoots are linked to the corresponding step variations of the DFIG reference torque. From
Figure 5, where both the reference and actual rotor axes currents are plotted, it can be
deduced that the control system (driven by the estimated values of the rotor speed and
position) was able to effectively drive the rotor currents in the whole speed range. It should
be pointed out that the ripples in the rotor axis current are visible only around the DFIG
synchronous speed. This is indeed the result of the frequency injection in the rotor currents,
which is used to keep the adaptation law sensible to the rotor voltage projection error
when the rotor voltages become too small (in this instance, when the DFIG was around the
synchronous operation mode). Finally, Figure 6 shows the rotor position error obtained
with the proposed adaptation law versus that which would affect the observer when the
adaptation law was not engaged. It can be deduced that the performance of the observer
is appreciably improved: while the position error was kept between −5 degrees and 8
degrees with the adaptation law, it varied between 10 degrees and 20 degrees when the
position error was not compensated. The maximum improvement can be noted at the low
speed, where the error is 3 degrees, versus 17–20 degrees at the high speed.

Figure 4. Behavior of the estimated and actual rotor speed in the whole test.

Figure 5. Behavior of the reference and actual rotor axes currents in the whole test.
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Figure 6. Behavior of the position estimation error with/without adaptation law in the whole test.

Figure 7 shows the behaviors of the first and second phase stator currents (green and
violet lines) versus the corresponding rotor currents (blue and red lines) when the rotor
speed was equal to 130% of the synchronous speed and the reference torque was set to 100%
of the rated value. As expected, while the stator currents oscillated at the grid frequency
(50 Hz), the frequency of the rotor currents were linked to the actual rotor speed. Given the
value of the rotor speed, the resulting frequency was 15 Hz—this value is coherent with
the difference between the synchronous speed and the actual one. It can also be noted that
the first phase rotor current lagged after the second phase current—this is also expected
since the DFIG was working with a rotor speed higher than the synchronous one.

Figure 7. Behavior of the DFIG stator and rotor currents at the rated torque in the high speed region.

6. Conclusions

The aim of this paper is to experimentally evaluate the performance of a novel adaptive
full-order observer in order to assess the accuracy of rotor position estimation by means of
a Field Oriented Control (FOC) scheme for a Doubly Fed Induction generator (DFIG).

In particular, the work demonstrates that the rotor position evaluated by the observer
estimated flux can be affected by significant errors due to parameter inaccuracies. The
novelty of the proposed approach is linked to the fact that the rotor position estimation
error is considered as an additional machine parameter. Thus, an adaptive law based on the
Lyapunov theory was proposed for the tracking of the rotor position estimation error and,
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additionally, a current injection strategy was developed in order to ensure the necessary
tracking sensitivity around zero rotor voltages. The roughly evaluated rotor position was
corrected by means of the tracked rotor position estimation error so that the corrected rotor
position was sent to the FOC for the necessary rotating coordinate transformation.

The proposed technique was tested experimentally on an 11 kW DFIG prototype
moved by a 27 kW DC machine acting as the prime motor. The experimental results
testify to the quality of the sensorless control, which is able to effectively track the real
system speed with a negligible error (< 0.5%) in the range of 60–130% of the rated speed
value. Moreover, the proposed adaptive law clearly improved observer performance by
significantly reducing the rotor position estimation error from 17–20 degrees to 3 degrees
in the best case.

Future work will focus on the analytical analysis of the stability of the conceived
adaptive observer and on its robustness with respect to parameter variations and electric
grid and mechanical perturbances, such as negative voltage sequences or rotor eccentricity.
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Abbreviations

is/ir Space vector of the stator/rotor current
Lσs/Lσr Stator/rotor leakage inductance
Lm Air-gap linkage inductance
Ls Stator inductance Ls = Lσs + Lm
Lr Rotor inductance Lr = Lσr + Lm
Rs/Rr Stator/rotor resistance
vs/vr Space vector of the stator/rotor voltage
ϑr/ϑe Mechanical/electrical rotor position
Φs/Φr Space vector of the stator/rotor flux
ωr/ω Rotor angular speed/angular frequency
ˆ Superscript to indicate estimated quantity
∗ Superscript to indicate reference quantity
(r) Superscript to indicate rotor reference frame
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