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Effective safety management has always been a key objective for the broader airworthiness sector.
This Special Issue is focused on safety themes with implications on airworthiness management. It offers a
diverse set of analyses on aircraft maintenance accidents [1–4], empirical and systematic investigations
on important continuing airworthiness matters [5–7] and research studies on methodologies for risk and
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valuable addition to the published literature, and I am confident that the readers of Aerospace will find
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Abstract: Aircraft maintenance has been identified as a key point of concern within many high-risk
areas of aviation; still being a casual/contributory factor in a number of accidents and serious
incidents in commercial air transport industry. The purpose of this study is to review and analyse
the aircraft maintenance-related accidents and serious incidents which occurred between 2003 and
2017, to provide a better understanding of the causal and contributory factors. To achieve this,
a dataset of maintenance-related accidents and serious incidents was compiled and then qualitatively
analysed by thematic analysis method. Coding these events by using NVivo software enabled the
development of a taxonomy, MxFACS. The coded output was then evaluated by subject matter experts,
and an inter-rater concordance value determined to demonstrate the rigour of the research process.
Subsequently, the events were evaluated in terms of their relationship to known accident categories
such as loss of control, runway excursions. The most frequent maintenance event consequences were
found to be runway excursions and air turnbacks, with the second level categories being related to
failures in engine and landing gear systems. The greatest maintenance factor issues were ‘inadequate
maintenance procedures’ and ‘inspections not identifying defects’. In terms of fatalities, ‘collision
events’ were the most prominent consequence, ‘engine-related events’ were the most significant
event, and ‘inadequate maintenance procedures’ were the most concerning maintenance factor.
The study’s findings may be used in conjunction with existing risk analysis methodologies and enable
the stakeholders to develop generic or customised bowties. This may identify the existing barriers in
the system as well as weaknesses which will enable the development of mitigation strategies on both
organisational and industry-wide levels.

Keywords: flight safety; aviation accidents; airworthiness; aircraft maintenance; MxFACS

1. Introduction

Managing safety risks in the Commercial Air Transport System in Europe is achieved by a
5-step ‘safety risk management process’ (as shown in Figure 1), which requires collaborative efforts
by European Aviation Safety Agency (EASA), National Aviation Authorities of EU member states
and—most importantly—all the other stakeholders in the industry.

In order to address the industry-wide risks, EASA annually publishes the following two
key documents:

1. Annual Safety Review.
2. European Plan for Aviation Safety (four year rolling plan) which now also includes Rulemaking

and Safety Promotion Programme.

Annual safety reviews include multiple, domain specific ‘safety risk portfolios’, which are
developed based on the analysis of accidents, serious incidents, and other reportable occurrence data.

Aerospace 2020, 7, 81; doi:10.3390/aerospace7060081 www.mdpi.com/journal/aerospace3



Aerospace 2020, 7, 81

This analysis is further reviewed and assessed by the domain focused ‘collaborative analysis groups’
(CAGs), which include representatives from the industry. CAGs function is to contribute to the first
and second steps in the ‘safety risk management process’, which ultimately aims for the development
of the ‘European Plan for Aviation Safety’ [1] (pp. 15, 16).

 
Figure 1. European Safety Risk Management Process (Annual Safety Review 2019 [1] (p. 21)).

1.1. Study Rationale

The most recent in-depth study into the nature of aircraft maintenance error, by the UK CAA [2],
was published in 2015, yet only made use of data up to 2011. This shows that there is an underlying
need to provide an up-to-date analysis of maintenance error types in order to understand the trends as
well as emerging issues. Additionally, a majority of the most recent available studies are only from the
1990s, warranting the scope of this study to look at maintenance accidents and serious incidents from
the early millennium onwards.

There is also suggestion that the most popular aircraft maintenance taxonomies presently in use
can be difficult to apply to retrospective analyses. Therefore, exploration of a new taxonomy to further
aid the process may assist in the categorisation of aircraft maintenance-related occurrences. Further to
this, it may be of benefit to review how the discerned maintenance-specific issues correlate with key
risks identified for CAT as a whole, as discussed by the UK CAA [2,3] and EASA [4].

Problem statement: since 2015, the European Aviation Safety Agency consistently identified
aircraft maintenance as one of the safety issues and included it in the safety risk portfolios for
“Commercial Air Transport (CAT)–Large Aeroplanes” [4–7]. However, there has been no further
analysis conducted to enable the stakeholders to develop any mitigation strategies to address risks
associated with aircraft maintenance and continuing airworthiness. Therefore, further analysis of
accidents, serious incidents, and occurrence data was essential to better understand the causal and
contributory factors in this area.

While the analysis of occurrence data extracted from European Central Repository was subject
to another study [8], this paper focuses on the accidents and serious incidents where maintenance
actions or continuing airworthiness processes played a causal or contributory role. The ICAO Annex 13
definitions of ‘accident’, and ‘serious incident’ apply, which can be found in Appendix B. Also,
the details of the nature of flights are shown in Table 1 below and the aircraft types can be found in
Appendix A.
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Table 1. Breakdown of Events by Nature of the Flights (the full list of categories for the ‘nature of
flights’ used by the Aviation Safety Network can be accessed @ https://aviation-safety.net/about/ASN-
standards.doc).

Nature of Flights (Analysed by the Researchers) Number of Events

Domestic Scheduled Passenger 31
Cargo 23

International Scheduled Passenger 17
Passenger 12

Scheduled Passenger 12
Domestic Non-Scheduled Passenger 10

Executive 2
Ferry/Positioning 2

International Non-Scheduled Passenger 2
Non-Scheduled Passenger 1

1.2. Aim and Objectives

The aim of this research is to explore the nature of aircraft maintenance-related accidents and
serious incidents between 2003 and 2017, in order to better understand this safety-critical function.

In order to achieve this aim, the following objectives have been developed:

• Identify the maintenance-related accidents and serious incidents for CAT category aeroplanes,
between 2003–2017;

• Qualitatively analyse the accident/serious incident data using thematic analysis;
• Develop and validate a taxonomy which stems from this qualitative analysis; and
• Propose next steps for how such data analysis output may be used to aid in identifying high-risk

areas and mitigation strategies.

Achieving the above aim and objectives will enable the development of some specific safety issues
related to aircraft maintenance with clear focus. They can be further scrutinised by industry experts
in CAG and then included in the Safety Risk Portfolio for Commercial Air Transport. Subsequently,
mitigation strategies can be developed and included in the next ‘European Plan for Aviation Safety’.

1.3. Scope

The accident rate in aviation is very low. The EU member states’ accident statistics for each
domain can be seen in Table 2 below. Global statistics also show similar trends [9]. It is clear that
accident rate in commercial air transport is much lower than non-commercial operations. The analysis
of all accidents and serious incidents (including non-commercial and military events) related to aircraft
maintenance could have produced a larger data set and potentially revealed interesting and beneficial
results; however, there are considerable differences between how large commercial aeroplanes and
small airplanes involved in non-commercial operations or military aircraft are maintained.

Table 2. Cross-Domain Comparison of EASA MS Aircraft Fatal Accidents and Fatalities, 2008-2018
(Annual Safety Review 2019 [1] (p. 27)).

Aircraft Domain
Fatal

Accidents 2018
Fatal Accidents
2008–2017 Mean

Fatalities 2018
Fatalities
2008–2017

Mean

Fatalities
2008–2017
Median

CAT Airlines 0 0.8 0 66.1 4.0
NCC Business 1 0.4 1 0.9 0

Specialised
Operations

6 6.8 7 13.8 13.0

Non-commercial
Operations

49 47.1 95 86.0 82.0
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Considering the problem statement described in the introduction, and the aim and objectives
defined above, the scope of this study was determined to be limited to the global commercial air
transport accidents and serious incidents related to aircraft maintenance and continuing airworthiness.

2. Methodology

Firstly, based on the problem statement, a conscious decision was made to analyse secondary data
related to accidents and serious incidents related to aircraft maintenance.

Secondly, an ‘Interpretivist’ philosophical approach formed the basis of this research.

“ . . . . . . .. interpretative and constructionist research does not only focus on the content
of empirical data, but also on how the content is produced through language practices.
Furthermore, research done from these philosophical positions does not predefine dependent
and independent variables, but focuses on the full complexity of human sense making as the
situations emerge. It is also assumed that there are many possible interpretations of the same
data, all of which are potentially meaningful.” Eriksson and Kovalainen [10] (p. 21)

Thirdly, an inductive approach was used during the design of this study. According to Eriksson
and Kovalainen [10] (p. 24], “the research process develops, starting from empirical materials, not from
theoretical propositions”.

Considering these chosen philosophical positions and methods in relation to research, the data was
not analysed by using existing taxonomies such as ICAO ADREP, ECCAIRS, HFACS, etc., but coded
by using thematic analysis. In order to apply rigour to the research process, primary data was also
collected from subject matter experts (SME’s) to receive feedback not only about the outcome of the
analysis but also about the methods used and the taxonomy developed. The overall research design
and key steps followed, can be seen in Figure 2 below.

 
Figure 2. Research design and key steps.

2.1. Secondary Data: Accident and Serious Incidents

In order to discern the maintenance-related accidents and serious incidents, two sources were
consulted: Aviation Safety Network’s (ASN) Accident Database supported by Flight Safety Foundation;
and SKYbrary’s Accidents and Incidents database. Generating the data set for the analysis involved
the review of all accidents and serious incidents to identify the aircraft maintenance-related events for
CAT category aeroplanes occurred between 2003 and 2017. These events, once identified, were then
compiled within a singular dataset, which can be provided on request.

The ASN database contains data on worldwide accidents and hijackings involving airliners (of 12
or more passengers), military transport aircraft and corporate jets since 1919. In order to refine this
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data to appropriately match the scope of the study, it was first filtered for the date range of relevance
and then further filtered for accidents only relating to CAT aeroplanes. The remaining data was then
reviewed to ensure that only maintenance-related accidents were contained within the dataset.

The second source, SKYbrary’s Accidents and Incidents Database, was also refined for the time
period of interest, and then filtered for airworthiness events related to maintenance. Where accidents
were identified in both the ASN and SKYbrary databases, the relevant information was merged within
the dataset.

The official investigation reports for these events were then sourced and consulted to ensure
the validity of the data provided for each of the events within the dataset. Some events listed on the
ASN database did not have traceable official investigation reports. The majority of these events were
omitted from the dataset as it was not possible to assure their validity. However, a small selection of
these events were allowed into the dataset, when there was significant indication within the narrative
of maintenance-related contributory factors.

2.2. Primary Data Collection: Subject-Matter Experts (SME)

In order to scrutinise the results of the data analysis, SME feedback was sought. The method for this
data collection was an online questionnaire, which was delivered through Qualtrics survey software.

The questionnaire had four open-ended questions and was distributed to five participants,
who are from International Federation of Airworthiness and had extensive experience in design,
production, operation, and maintenance domains including regulatory oversight and safety data
analysis. The topics covered by the questions were:

1. Experience of and opinion on existing taxonomies;
2. Feedback on the study’s methodology and taxonomy coding;
3. How they would approach classifying risk from coded events; and
4. Suggesting use for the research findings in helping regulators to plan better mitigation action or

increased/targeted oversight.

The questionnaire was accompanied by a PowerPoint presentation which detailed the aim and
objectives of the study alongside the project methodology. The participants were also provided with
an Excel spreadsheet which gave an overview of the accidents/serious incident data, as coded by the
developed taxonomy at the time.

2.3. Data Analysis

The decision to develop and validate a taxonomy suitable to code the events dataset was made
due to other commonly utilised taxonomies being identified as lacking applicability for retrospective
analyses. Consequently, initial qualitative analysis was required in order to create a basis for the
development of this taxonomy.

Thematic analysis, which Braun and Clarke [11] explain, is a method for identifying, analysing
and reporting patterns (or themes) within data, was chosen as the primary qualitative analysis method
for this study. A specific type of thematic analysis, known as template analysis, was utilised for the
purpose of taxonomy creation and development.

Brooks et al. [12] describe template analysis as:

“a form of thematic analysis which emphasises the use of hierarchical coding but balances a relatively
high degree of structure in the process of analysing textual data with the flexibility to adapt it to the
needs of a particular study.”

The coded themes which emerge from the data during this analysis are known as the “template” [13]
and it is this template which forms the impetus for the taxonomy creation. The template analysis
structure tends to be hierarchical with sub-themes emerging within themes [13], ideal for the
development of a taxonomy.

7
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NVivo 12 Plus qualitative analysis software was selected as the main tool for the template analysis.
The events contained within the dataset were uploaded into the software as individual “cases”, where
each event was analysed for key themes, known as “nodes”. This inductive thematic analysis is
described by Braun and Clarke [11] as a “process of coding data whereby no attempt is made to fit it into a
pre-existing coding frame, or the researcher’s analytic preconceptions”.

During the generation of the baseline themes, the language of other taxonomies was consciously
not utilised, in order to encourage the development of a new taxonomy which would classify the
event categories purely from the narrative of the official accident/serious incident reports, and without
interpretations or assumptions.

Once the baseline themes were identified within NVivo, as the template, it was then possible to
begin creation of the taxonomy, named ‘MxFACS’ (Maintenance Factors Analysis and Classification
System). This process initially involved separation of the node coding into a three-level hierarchy:

Level 1—Event outcome;
Level 2—System/component failure causing the accident/serious incident; and
Level 3—The maintenance contributing factor(s) which led to the system/component failure and the
ultimate accident/serious incident

The selection of this hierarchical structure was developed from the Bowtie Model (illustrated in
Figure 3) to complement risk analysis and assessment processes. While using this model, inevitably
there is considerable level of subjectivity and interpretation involved. For example, Level 1 Event
Outcomes can be considered as ‘Top Events’ or alternatively if Level 2 ‘System/Component Failures’
are considered as top events, then the Level 1 ‘Event Outcomes’ will be considered at ‘Consequences’
on the right-hand side of the bowtie. Subsequently, Level 3 factors can be considered as weaknesses in
the barriers or escalation factors. In this paper, it is not our aim to define all of the specific components
of bowtie model with a rigid approach but ultimately for each event that a bowtie analysis can
be conducted, the ‘hazard’ would be the work(s) undertaken by the maintenance personnel which
resulted in the accident or serious incident. We aim to make the strong link between the maintenance
factors (high risk areas within maintenance environment) and the key risk areas identified in ‘Safety
Risk Portfolios’ published by EASA. Without presenting this information to industry representatives
contributing to the CAT-CAG, it is extremely challenging to influence the decision making for taking
risk mitigation actions and include them in the European Plan for Aviation Safety.

Once distinguished into three levels, each event was then re-evaluated and coded in accordance
with the template. This process allowed for evolution of the taxonomy as more appropriate themes
became apparent throughout the coding. Once the MxFACS taxonomy had been fully established, each
event was assessed and classified in accordance with MxFACS in order to allow for further analysis of
the output, and associated high risk areas, to be undertaken.

Once the taxonomy and resultant output had been finalised, it was then possible to utilise this
data to produce a sample Bowtie model. This was achieved using BowTieXP software and allowed for
a demonstration of the applicability of MxFACS to existing risk assessment methodologies.

Following the collation of SME responses, their data was entered into NVivo. This allowed for
the identification of the themes within each question answer in order to reflect upon the study’s
methodological framework and to provide guidance on future utilisation of the coded data.

Whilst inferential statistical analysis of other variables were considered (for example: country
or operator type), it was concluded that the combination of the number of events within the dataset
over an extended period of time would not allow for statistically significant results to subsequent from
such analyses.

8
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Figure 3. Bowtie risk assessment model [14].

2.4. Assessing the Rigour of the Research Process

Whilst a study’s validity and reliability are key concerns for any piece of research, Liamputtong
and Ezzy [15] argue that such terms are problematic in their application to qualitative research,
suggesting that they are more suited to quantitative methods. The term ‘rigour’ is therefore used as
a more appropriate, conceptualised measure of the underlying themes addressed by ‘validity’ and
‘reliability’ [15].

Inter-rater reliability, or inter-rater concordance, is a tool used within qualitative analysis to assess
the level of agreement amongst two or more ‘raters’ [16]. However, as highlighted by Liamputtong
and Ezzy [15], it does not guarantee the reliability or validity of interpretations but is a useful tool in
assessing the rigour of qualitative research.

Cohen’s Kappa [17] is a popular statistic for inter-rater concordance; it shows the proportion of
agreement, corrected for chance. Equation (1) demonstrates how Cohen’s Kappa is derived, while
Equations (2) and (3) detail how the components of the formula are determined.

κ =
Po − Pe

1− Pe
(1)

where κ = Cohen’s Kappa; Po = joint probability of agreement; and Pe = chance agreement.

Po =

∑n
i=1 R
n

(2)

where Po = joint probability of agreement; R = rater agreements; and n = total number of ratings.

Pe =

∑n
i=1

( ci× ri
n

)

n
(3)

where Pe = chance agreement; c = column marginal; r = row marginal; and n = total number of ratings.
In order to assess the rigour of this study, a SME coded a sample of 10 events using the MxFACS

taxonomy. The SME’s responses were then compared with the researcher’s so that Cohen’s Kappa
could ultimately be determined. IBM SPSS statistics software was used to aid in the determination of a
Cohen’s Kappa value for the taxonomy as a whole.

9
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2.5. Ethical Considerations

Whilst ethically low-risk, the study does contain survey elements, so it is therefore essential that
the confidentiality of participants is maintained throughout. In complement of this, it was necessary to
acquire informed consent prior to conducting the questionnaire. Research ethical approval was sought
and granted by the university (Reference: CURES/6042/2018).

3. Results and Discussion

The results of the study, alongside a critical discussion of their implications, are presented herein.

3.1. Taxonomy Inter-Rater Concordance

Altman [18] categorises levels of agreement for Cohen’s Kappa as shown in Table 3.

Table 3. Levels of agreement, adapted from Altman [18].

Value of Kappa Strength of Agreement

<0.20 Poor
0.21–0.40 Fair
0.41–0.60 Moderate
0.61–0.80 Good
0.81–1.00 Very good

The Kappa value for this study’s inter-rater concordance, derived using IBM SPSS Statistical
Software, is given in Table 4. The derived agreement statistics are provided in Table 5.

Table 4. Determined inter-rater concordance.

κ Level of Agreement

Researcher and SME 0.90 Very good

Table 5. Derived agreement statistics across all levels.

Researcher and SME κ Po Pe

Overall 0.90 0.90 0.03
Level 1 0.80 0.80 0.002
Level 2 0.70 0.70 0.001
Level 3 1 1 0.0001

This shows a good to very good strength of agreement between the researcher and SME
when utilising the MxFACS taxonomy and consequently indicates a high level of rigour for this
qualitative research.

3.2. Distribution of Serious Incidents and Accidents for 2003–2017

From the data collection process, 112 accidents and serious incidents were identified as
maintenance-related for 2003–2017. The global distribution for these events can be seen in Figure 4a,b.

The results shown in Figure 4a vary quite significantly from the maintenance threat levels given by
IATA [19]. IATA [20], do however highlight that air accident investigations require greater cooperation
on global standards; of around 1000 accidents over the last ten years, accident reports are only available
for approximately 300. They state that of those reports, many contain insufficient information or lack
rigorous analysis [20]. Consequently, this may provide some justification for the disparity.
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(a) 

 
(b) 

Figure 4. (a) Number of serious incidents and accidents identified for 2003–2017. (b) Number of serious
incidents and accidents (2003–2017) by operator location.

A comparison of the number of EASA Member State events identified for the same time period as
EASA’s 2014–2017 Annual Safety Reviews (ASR) is shown in Table 6.

Table 6. Comparison of study data with EASA ASRs.

Time Period ASR Date n (Study) n (ASR) Difference

2012–2016 2017 13 14 −1
2011–2015 2016 13 8 +5
2009–2013 2014 23 3 +20

A plausible explanation for this disagreement may be due to interpretation of “CAT” used within
the studies. EASA’s ASR focus on CAT aeroplane airline operations for aircraft greater than 5700 Kg
maximum take-off weight (MTOW), which they describe as covering “the bulk of the commercial
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air transport activity” [7]. Comparatively, this study analysed events for any flight which could be
acknowledged as CAT under Commission Regulation (EU) no. 965/2012, regardless of number of
passengers, aircraft type, or MTOW.

3.3. Level 1—Event Outcomes

112 top-level event outcomes were coded with the MxFACS taxonomy. Figure 5 illustrates the
top-level event outcomes. Once the initial outcome category for each event was identified, they were
coded in further depth to better detail the nature of the event.

 

Figure 5. Level 1 top level event outcomes.

Trends within this data are in complement of the UK CAA’s Significant Seven [21], and the Key
Risk Areas (KRA) identified by EASA [4]. The KRA’s present the outcome of accidents in the Safety
Risk Portfolios published by EASA. Of the applicable top safety risks the UK CAA [21] present, three
can be seen as of relevance from this study: runway overrun or excursion; airborne and post-crash fire;
and loss of control (discussed further in Section 3.4). Whilst possible for maintenance actions to result
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in a runway incursion or ground collision, none of these types of events were identified within the
study’s time period.

Further exploring these Level 1 results alongside the five maintenance KRAs, runway excursion
can be seen as the highest-ranking event outcomes in Figure 5. Terrain collision is fifth overall, and
aircraft environment demonstrates some relevance within the study also.

3.4. Level 2—System/Component Failure

When coding the dataset at Level 2, 112 events were coded at the system/component level,
as demonstrated by Figure 6.

 

Figure 6. Level 2 top level system/component failures.

Inevitably, due to differing taxonomies, it is not possible to directly compare the study’s findings
with previous research. However, when looking at similarities between the results of the UK CAA [2,3],
considerable homogeneity exists. In both UK CAA [2,3] studies, powerplant, landing gear, and flight
controls are respectively ranked as the second to fourth most populous areas for maintenance error.
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These three systems are ranked in the same order, but as the first to third most coded, within the top-level
coding for MxFACS Level 2 (the ‘engine’ category can be used interchangeably with ‘powerplant’).

Given that the CAA studies were of low-level occurrences identified in MORs, and this comparison
evidences the trend continuing to permeate through to the higher-level serious incidents and accidents,
these three systems can be said to be of continuing significance from 1996 through to present day.
Without further research into the targeted actions of maintenance organisations, it is not possible to
postulate whether or not this trend continuation is due to inattention to this area of aircraft maintenance.
It does however highlight key areas for regulators to target in their risk identification and assessment
processes and when proposing oversight measures.

A plausible explanation for equipment and furnishings not attracting a higher frequency of coding
within the findings of this study is the severity of the events analysed. In the analysis of low-level,
low-severity MORs, it is understandable that frequent occurrences involving the equipment and
furnishings listed in ATA 25 will arise. It would, however, be rare for such events to propagate into a
serious enough outcome for a serious incident, or even accident, to transpire. Thus, one can expect to
see a significantly lower number of occurrences related to ATA 25 within this study.

After identifying the initial event type for each occurrence, more detailed coding of the nature of
these events was undertaken. The loss of control events affiliated with ‘flight controls’ can be seen as
the third-highest ranking event type. This area is identified as of high risk by the UK CAA [2] and
EASA [4], so this prevalence within the dataset therefore indicates a high frequency of event for a
high-risk event.

3.5. Level 3—Maintenance Factors

Coding at the third level of the MxFACS taxonomy revealed 221 maintenance factors which were
identified as contributory to the events in the dataset. The high-level maintenance factors are shown in
Figure 7.

As with previous studies [2,3,22] cited in [23–25] omission errors, particularly incorrect installations,
remain prevalent. However, the number of commission errors (procedures undertaken but not to
an appropriate level) are also of note. Particularly inadequate maintenance procedures, which are
not only the largest commission error but also the leading maintenance factor overall. Inspections,
incorrect procedures, and operator oversight are further areas of significance within the dataset.

An initially surprising result is the low presence of human factors (HF) analysis within the
published accident/serious incident official reports. The data was coded based only on the information
available; the researcher did not make any assumptions about the HF nature of maintenance factors.
Whilst many of the reports detailed HF information for how the flight crew responded to the situation
created as a result of the maintenance factors, little or—in many cases—no attention was given to
the human performance issues from the maintenance perspective. This raises the question as to why
in-depth HF analysis related to maintenance personnel is not conducted during the investigations.
This is one of the most significant findings of this study. Just like the flight crew, maintenance personnel
performance relies on a wide range of factors from a personal and organisational perspective, to an
industry-wide sociotechnical system level.

There is no doubt the investigators are constrained by many factors and finding out facts about
the issues impacting on performance of the individuals involved during an investigation can be very
challenging and—in some cases—impossible but as Burban [26] suggests there is a reluctance amongst
some investigation bodies to fully embrace HF and address potentially important HF issues in detail in
their investigations.

Many of the more-detailed maintenance factors have interdependencies where the combination
of two or more of these factors led to the event. Identifying these interdependencies allows for an
understanding of the barrier failings which lead to an event. One example of this is the 30 July 2008
event where incorrect maintenance procedures lead to a Boeing 777 fuel supply hose O-ring being
damaged, thus causing an engine fire from the associated fuel leak. Following the aircraft maintenance
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manual (AMM) procedure should normally have prevented this from taking place, however the AMM
did not contain the appropriate information for this procedure and thus contributed to the event [27].

 

Figure 7. Level 3 top level maintenance factors.

3.6. Sample Bowtie Application

A sample event, Engine Fire, was selected and analysed by developing a Bowtie shown in Figure 8
in order to demonstrate the applicability of MxFACS output to existing risk methodologies, currently
utilised by regulators. This allows users of the MxFACS data to better understand what further
analysis may be required or can be done as well as the interdependencies between maintenance factors.
Consequently, this aids the risk analysis and assessment processes through qualitative analysis of the
control barriers which are in place.
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Figure 8. Sample bowtie analysis.
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It should be noted that the sample shown in Figure 8 shows only the threats, consequences, and
escalating factors derived directly from the MxFACS qualitative analysis process. Such bowties would
require analysts to further evaluate the barriers which failed in order for the top event to occur, as part
of their risk analysis processes.

By developing and maintaining such Bowties, it would be possible for users to continually monitor
the effectiveness of barriers as part of their risk management process, as well as aiding in identifying
the particularly high-risk areas which require further attention. This process is of course reliant upon
an appropriate level of detail being captured following an event so as to be able to accurately depict the
barriers which were in place and failed. Otherwise, the process becomes an exercise of interpretation
as opposed to use of factual knowledge.

3.7. SME Survey

A multitude of information was collected within the responses to the SME questionnaire. The most
noteworthy elements from the survey were extracted to be further discussed.

3.7.1. Challenges with Taxonomies

A particularly insightful description of the challenges faced when using taxonomies to code
aircraft maintenance-related events was provided by this SME:

“All taxonomies suffer the problem that categorisation can condition results . . . [Classifying] events
after the event often requires a lot of imagination. There’s an inverse relationship. Rare fatal accidents
provide much detail whereas frequent occurrences can be one line in a log book.”

The challenge of attaining detailed information from low level occurrences was certainly faced
in the initial data collection process for this study. It was behind the reasoning to scope the research
to focus on the lower quantity, but higher quality, serious incidents and accidents as opposed to
high volume, minimal detail, low-level occurrences. That does not mean to say that these low-level
occurrences should be ignored, to the contrary, but rather that further action is required to ensure the
associated reporting processes capture adequate, actionable information.

Regarding the statement on categorisation, it can be argued that using peer review to determine
inter-rater concordance could certainly aid in reducing the subjectivity of taxonomies. It was also
highlighted by another SME that this use of peer review to assess the inter-rater concordance of the
taxonomy categorisation, as was undertaken for the purpose of this study, matched the methodology
of the UK CAA [3] which had a peer review to try and validate the initial categorisation.”

One SME argued that the importance in learning from occurrences does not lie in coding the
existing data for interpretation, but rather in comparing theory with reality: “Taxonomy is unimportant.
What is important is comparing practice with prediction.”

These SME opinions suggest that the utility of pre-existing aircraft maintenance taxonomies may
perhaps be a source of some contention.

3.7.2. Feedback on the Study’s Methodology

Feedback on the study’s methodological framework was largely positive, as this extract
demonstrates: “The study has done a great job in collecting the data and classifying it into useful
information.”

Another SMEs detected the traits of Bowtie within the taxonomy, referencing the “threats” and
“escalating factors” as: “causal factors (remove them and the accident is avoided) and circumstantial
factors (increased the probability of the event).”

Whilst not directly referring to bowtie, this statement does reflect the thinking that there are different
types of factors which can contribute to accidents, serious incidents and occurrences. The decision to
name MxFACS Level 3 “maintenance factors” was done so for precisely this reason, so it is therefore
encouraging to hear a SME mirror this sentiment.
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3.7.3. Assigning Risk and Identifying High Risk Areas from Coded Event Data

One SME proposed an assessment of the effectiveness of remaining safety barriers for non-accident
level occurrences as a means of assigning risk, acknowledging existing EASA methodology:

“The risk should be based on the effectiveness of the remaining barriers left before it ended up as a
credible accident. See ARMS methodology.” [28]

This statement brings about the consideration of the use of MxFACS output in conjunction with
the ARMS Event Risk Classification (ERC). The UK CAA [2] highlight that Bowtie is often used
within the ARMS methodology regarding the ERC barrier effectiveness assessment. This shows a
possible pathway for the integration of MxFACS with the ARMS ERC methodology as both have strong
applicability to bowtie.

Another SME proposed the use of an expert panel to effectively assess and allocate risk:

“Use a team of experts. [It is] hard work to get consensus but expert challenge is a good way of getting
a realistic classification. Use a problem statement to get everyone on the same page.”

The use of MxFACS output, alongside the associated Bowties, could aid this approach by providing
the experts with an outline of the risks and barriers involved in the events to be analysed.

3.7.4. Using the Findings of the Study

It was suggested by one SME that the key to better targeted action may be to address near misses
rather than accidents: “Focus on the near miss events rather than the accidents to try and determine how close
to an accident we are.”

In contrast, another SME, who highlighted a regulatory resource shortage as being challenging to
acting on occurrences, suggested a different approach:

“[Regulators] all struggle with limited resources-being driven by events provides only the basics.
Continuous improvement means being proactive. Uncover the trends, pick off 5 ‘low hanging’ fruit
and work them through. A Pareto analysis was used by US CAST to good effect . . . Target priorities
on the higher risk items that are easiest fixed first.”

This complements the thinking that prevalence of high frequency occurrences does not necessarily
indicate a propensity for accident propagation from their associated risks, particularly if sufficient
barriers are in place. By instead focusing on identifying high risk areas within maintenance, regardless
of the frequency of actual catastrophic outcome, it could be argued that the resultant targeted prevention
strategies may be more effective.

3.8. Identifying High Risk Areas

Maurino [29] proposes that the findings of investigations should encourage error tolerance
and error recovery, as opposed to error suppression. By identifying the high-risk areas in aircraft
maintenance, it is possible to understand what factors shaped particular human errors.

Upon reviewing the fatalities and damage count for the 112 analysed events, it was found that 16
flights had a fatal outcome and 77 lead to aircraft damage. EASA [4] identify damage to be of a medium
level risk within their key risk areas. As 69% of the events identified within the dataset resulted in
some level of damage, it can be said that the likelihood of event for this KRA was substantial over the
past 15 years.

In order to better relate the frequency of events data from Figures 5–7 to risk, the events within
the dataset were evaluated at each level of the taxonomy for number of fatal accidents and instances of
aircraft damage. The fatal accident figures were then plotted alongside number of events and number
of fatal events (represented as the size of the bubble), to replicate the same risk visualisation approach
used by EASA [4] in Figure 9.
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Figure 9. Key risk areas for CAT aeroplanes by fatalities 2013–2017, adapted from EASA (2018).

Figure 10 shows this chart for the Level 1 results, with more detail about the relationship between
fatalities, the number of fatal events (represented by the size of the bubble), and the total number of
Level 1 outcomes.

Three of the four event outcomes identified as having fatal outcomes are congruent with three of
the maintenance KRAs listed in EASA ASR [4]. One particular point of significance is the positioning
of collision: this area has a large proportion of fatalities, damage and frequency; it could be a key area
of focus for further risk analysis processes. The coded MxFACS data may be used in conjunction with
analysis methodologies such as bowtie to examine the particular barrier failings which lead to these
kinds of accidents. Further information about aircraft damage can be found in Table 7.

Table 7. Level 1 fatal accident and aircraft damage relationships.

Event Outcomes

Fatal Accident Aircraft Damage

n (Fatal Accidents)
% of Total
Fatalities

n (Aircraft
Damage)

% of Total
Damage

Runway-related events 1 6.3% 19 24.7%
Collision 11 68.8% 17 22.1%

Diversion or air turnback 10 13.0%
Landing-related events 3 18.8% 10 13.0%

Fire 1 6.3% 6 7.8%
LG-related events 6 7.8%
Structural damage 6 7.8%
Depressurisation 2 2.6%
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Figure 10. Level 1 fatal accident relationship.

The ranked orders for greatest number of fatal accidents and aircraft damage for Level 2 of the
dataset are given in Table 8.

Figure 11 shows the relationship between fatalities, number of fatal events (represented by the
size of the bubble) and the total number of Level 2 events.

Engine-related events can be seen to have the largest propensity for both fatalities and aircraft
damage. As shown in Figure 11, these events were also the most frequently occurring across the
dataset. This would suggest that maintenance related to aircraft powerplants should be placed high on
the agenda for regulators when proposing better-targeted action and oversight, as well as being a key
focus for maintenance organisations. Similar comment can be made in relation to landing gear and
flight controls, which also rank highly across all three areas.
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Table 8. Level 2 fatal accident and aircraft damage relationships.

System/Component Failures
Fatal Accident Aircraft Damage

n (Fatal Accidents)
% of Total
Fatalities

n (Aircraft
Damage)

% of Total
Damage

Engine 8 50.0% 29 37.7%
Landing gear 1 6.3% 29 37.7%

Flight controls 2 12.5% 5 6.5%
Steering 3 3.9%

Electrical power 2 12.5% 2 2.6%
Fuel 2 2.6%

Instrumentation and
indication

1 6.3% 2 2.6%

Structure 1 6.3% 2 2.6%
Windscreen 1 1.3%
Workload 1 6.3% 1 1.3%

 

Figure 11. Level 2 fatal accident relationship.

It is more difficult to directly compare the Level 3 events with the fatality and damage figures as
many of the events have multiple maintenance factor categorisations assigned to them. Therefore,
the events at this level were analysed as a percentage of the total number of instances where a
maintenance factor was attributed to a fatal accident or aircraft damage. The maintenance factors

21



Aerospace 2020, 7, 81

related to fatal accidents and aircraft damage are shown in Figure 12, with a full breakdown given in
Table 9.

 

Figure 12. Level 3 fatal accident relationship.
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Table 9. Breakdown of maintenance factors related to fatalities and aircraft damage.

Maintenance Factor % Related to Fatalities % Related to Damage

Inadequate maintenance procedures 14.6% 14.4%
Inspection does not identify defect 7.3% 9.2%

Incorrect procedure 2.4% 7.8%
Incorrect installation 4.9% 7.2%

Operator’s inadequate maintenance
oversight

14.6% 6.5%

Incorrect component installed 4.9% 4.6%
Insufficient inspection 2.4% 4.6%

AMM Not followed 2.4% 3.9%
Non-airworthy component released into

service
7.3% 3.9%

Inadequate maintenance documentation 2.4% 3.3%
Overhaul not undertaken 7.3% 3.3%

Check not undertaken 2.4% 2.6%
Inadequate instructions 2.6%
Part or latch not secured 2.4% 2.6%

Incorrect adjustment 2.6%
Incorrect assembly 2.4% 2.6%

Part missing 2.0%
Inspection not undertaken 4.9% 2.0%

Regulator’s inadequate maintenance
oversight

7.3% 2.0%

Not followed 1.3%
AMM procedures difficult to follow 1.3%

Incorrect rigging 2.4% 1.3%
No fault found 1.3%

Inadequate reporting 2.4% 1.3%
Part used past expiry 1.3%

AMM incorrect information 2.4% 0.7%
AMM missing information 0.7%

Inadequate check 2.4% 0.7%
Tool left in aircraft 0.7%

Inadequate training 0.7%
Deliberate exceedance of service lifetime 0.7%

Inadequate maintenance procedures and operator oversight can be seen as the two predominating
areas within the top nine maintenance factors for fatalities. This may suggest that organisational safety
management requires particular attention and would perhaps warrant further risk analysis to identify
the interdependencies which interact with these maintenance factors.

4. Conclusions

In order to conclude this study, it is of relevance to first evaluate the challenges and limitations
before drawing together a series of final concluding remarks.

4.1. Challenges and Limitations

A number of challenges and limitations were encountered within the study. These were in relation
to data collection and analysis, SME survey, and the MxFACS taxonomy as a whole.

4.1.1. Using the Selected Data Sources

One limitation of the data collection for this study was the sourcing of credible aircraft maintenance
events. The data was collected from English language databases, and relied on English translations
of investigation reports being available where the investigating body was not English-speaking.
This means that the dataset, although very much international, may not be 100% globally representative.
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The broad nature of the databases used to collect the data was a further challenge to the data
collection process. Manual extraction of maintenance-related accidents and serious incidents was the
only means of identifying these events, amongst a vast quantity of events which were irrelevant to
the study.

4.1.2. Data Analysis

It was challenging to analyse the data in a way that would provide meaningful and insightful
output as the focus of the study was somewhat narrow, and there is little existing literature for means
of comparison. By evaluating the most recent and relevant studies [2–5] it was subsequently possible
to identify key areas to initially focus upon.

4.1.3. Taxonomy Development and Inter-Rater Reliability

As mentioned in Section 2.4, only one subject matter expert coded a sample of 10 events out of 121
using the MxFACS taxonomy. Despite the Cohen’s Kappa was calculated and revealed a certain level
of confidence, this is still one of the limitations of this study. Nevertheless, subsequent to this study,
MxFACS taxonomy was used during another research project analysing the accidents and serious
incidents only in Nigeria and it was found to be beneficial to analyse all events in the dataset.

4.1.4. SME Survey

Whilst the SME survey provided a number of insightful and helpful comments, it proved difficult
to extract the desired level of information through open-ended questions than would have been
available through more-structured interviews.

It was initially the intention to conduct semi-structured interviews with these SMEs, however
the logistics of such interviews proved to be challenging to arrange, particularly due to differing time
zones. Consequently, a questionnaire was decided as a more efficient means of collecting this data.

4.1.5. MxFACS

The MxFACS taxonomy aids in identifying three out of four of the basic elements of error identified
by Reason [30]; the action, the outcome, and the context. However, it is not always possible to determine
from investigative reports the intention of those who produced the errors.

As such, interview (perhaps in the MEDA format) with the maintenance personnel involved
with particular events, shortly after the event, would complement a more representative coding of the
accident or serious incident. This is not without its challenges, particularly for lower level occurrences
where investigation may be undertaken sometime after the fact, therefore making it difficult for the
personnel to accurately recall the intentions which lead to the error.

4.2. Study Conclusions

The study provides a modern-day and maintenance-specific viewpoint on CAT accidents and
serious incidents. The development of the MxFACS taxonomy brings about a contemporary approach for
exploring the nature of these maintenance events, by looking at a combination of maintenance-specific
causations, system/component failures, and event outcomes. Such taxonomy output is demonstrated
as being applicable to existing risk analysis processes and methods and could be used to complement
existing taxonomy and methodologies.

The results of the study show that the three most frequent maintenance events for 2003–2017 are
runway excursions, air turnbacks, and on-ground landing gear-related events. The most common
system/component failures were related to engine, landing gear, and flight controls. At the causation
level, the largest maintenance factor issues were inadequate maintenance procedures, inspections not
identifying defects, incorrect installation, and incorrect procedures.
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By combining the frequency of event data with number of fatalities, it was possible to begin to
create a picture of the higher risk areas within maintenance for this time period. Collision events were
the most prominent consequence, engine-related events were the largest event type, and inadequate
maintenance procedures were the most concerning maintenance factor.

The study’s findings could be used to aid in a Safety-II approach to understanding where barrier
weaknesses lie within maintenance safety management systems, particularly when integrated with
bowtie analysis. Such an approach may allow regulators and maintenance organisations to develop
means of ensuring as much as possible goes right within the maintenance system, as opposed to
looking solely at just what went wrong.

5. Recommendations

In acknowledgement of SME feedback, ARMS and ERC methodologies may be explored for
means of better identifying the high-risk areas within the MxFACS output. By combining the MxFACS
output and fatality data with bowtie models to understand the effectiveness of the barriers in place,
it would then be possible to develop an ERC score and consequently substantiate the higher risk areas
for this data. This would then allow for a maintenance-specific depiction of key risk areas akin to the
work of EASA in Figure 9 [4].

Further to this, it would be advisable to create a number of bowtie models for the high-risk areas
and continually maintain and update these models as time progresses. This would allow for continual
monitoring of the barriers in place for higher risk areas. Additionally, the MxFACS taxonomy and
database should also be continually maintained and updated to ensure relevance for new accidents
and serious incidents as they evolve.
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Appendix A

Table A1. Breakdown of events by aircraft type.

Aircraft Type
ICAO

Wake Turbulence Category (WTC)
Number of Occurrences

Boeing 737 Classic M 7
Boeing 747 H 6

Airbus A320 M 4
Airbus A330 H 4

Boeing 737 NG M 4
Swearingen SA226-TC Metro II L/M 4

Bae 146/Avro RJ M 3
Beech 1900D M 3

Beech 200 Super King Air L/M 3
Boeing 777 H 3

Boeing/MD-83 M 3
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Table A1. Cont.

Aircraft Type
ICAO

Wake Turbulence Category (WTC)
Number of Occurrences

Cessna 208B Grand Caravan L 3
DHC-8-402 Q400 M 3

Airbus A300 H 2
Airbus A319 M 2

Beech 100 King Air L 2
BN-2A Islander L 2

Boeing 757 M 2
Canadair CRJ-200LR M 2

Cessna F406 Caravan II L 2
DHC-3 Otter L 2
DHC-8-301 M 2

Embraer EMB-110 Bandeirante M 2
Fokker F-27 Friendship M 2

Learjet 35 M 2
Swearingen SA227-AC Metro III L/M 2

Airbus A321 M 1
Airbus A340 H 1
Airbus A380 H 1

ATR 42 M 1
ATR 72 M 1

Beech 99A L 1
Boeing 707 H 1

Boeing 737 Original M 1
Boeing 767 H 1

Boeing/MD-10 H 1
Boeing/MD-11F H 1

Bombardier CRJ-100 M 1
Bombardier CRJ-200 M 1

Bombardier DHC8-300 M 1
Canadair CRJ-100ER M 1

CASA/Nurtanio NC-212 Aviocar M 1
Cessna 208B Super Cargomaster L 1

Cessna 402 Businessliner L 1
Cessna 560XL Citation Excel M 1

Convair CV-340-70 M 1
DC-8-71F H 1

DC-9-81 (MD-81) M 1
DC-9-82 (MD-82) M 1

DHC-8-202 M 1
Dornier Do 28D-2 Skyservant L 1

Douglas C-54G (DC-4) M 1
Douglas Super R4D-8 (DC-3S) M 1

Fokker 70 M 1
Grumman G-73T Turbo Mallard L 1

IAI 1125 Astra SPX M 1
Ilyushin Il-76TD H 1

Learjet 60 M 1
Lockheed L-100-30 Hercules M 1

Saab 2000 M 1
Tupolev Tu-154B-2 M 1

Xian MA60 M 1

Please note the following paragraph is extracted from ICAO Doc. 8643 ‘Aircraft Type Designators’
to provide clarification about the WTC categories.

“Wake Turbulence Category (WTC)
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The wake turbulence category (WTC) indicator will follow the aircraft type designator and is provided
on the basis of the maximum certificated take-offmass, as follows:

• H (Heavy) aircraft types of 136,000 kg (300,000 lb) or more;
• M (Medium) aircraft types less than 136,000 kg (300,000 lb) and more than 7000 kg (15,500 lb)
• L (Light) aircraft types of 7000 kg (15,500 lb) or less.

Note. Where variants of an aircraft type fall into different wake turbulence categories, both categories
are listed (e.g., L/M or M/H). In these cases, it is the responsibility of the pilot or operator to enter the
appropriate single character wake turbulence category indicator in Item 9 of the ICAO model flight
plan form.”

Appendix B

Definitions of ‘Accident’, ‘Serious Incident’, and ‘Incident’
For the purpose of this study, the following definitions which were extracted from ICAO Annex

13 apply.

“Accident. An occurrence associated with the operation of an aircraft which, in the case of a manned
aircraft, takes place between the time any person boards the aircraft with the intention of flight until
such time as all such persons have disembarked, or in the case of an unmanned aircraft, takes place
between the time the aircraft is ready to move with the purpose of flight until such time as it comes to
rest at the end of the flight and the primary propulsion system is shut down, in which:

(a) a person is fatally or seriously injured as a result of:

• being in the aircraft, or
• direct contact with any part of the aircraft, including parts which have become detached

from the aircraft, or
• direct exposure to jet blast, except when the injuries are from natural causes, self-inflicted

or inflicted by other persons, or when the injuries are to stowaways hiding outside the
areas normally available to the passengers and crew; or

(b) the aircraft sustains damage or structural failure which:

• adversely affects the structural strength, performance or flight characteristics of the
aircraft, and

• would normally require major repair or replacement of the affected component, except
for engine failure or damage, when the damage is limited to a single engine (including its
cowlings or accessories), to propellers, wing tips, antennas, probes, vanes, tires, brakes,
wheels, fairings, panels, landing gear doors, windscreens, the aircraft skin (such as small
dents or puncture holes), or for minor damages to main rotor blades, tail rotor blades,
landing gear, and those resulting from hail or bird strike (including holes in the radome); or

(c) the aircraft is missing or is completely inaccessible.

Note 1. For statistical uniformity only, an injury resulting in death within thirty days of the date of the
accident is classified, by ICAO, as a fatal injury.
Note 2. An aircraft is considered to be missing when the official search has been terminated and the
wreckage has not been located.
Note 3. The type of unmanned aircraft system to be investigated is addressed in Annex 13 Section 5.1.
Note 4. Guidance for the determination of aircraft damage can be found in Attachment E.

Serious incident. An incident involving circumstances indicating that there was a high probability of
an accident and associated with the operation of an aircraft which, in the case of a manned aircraft,
takes place between the time any person boards the aircraft with the intention of flight until such time
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as all such persons have disembarked, or in the case of an unmanned aircraft, takes place between the
time the aircraft is ready to move with the purpose of flight until such time as it comes to rest at the
end of the flight and the primary propulsion system is shut down.

• Note 1. The difference between an accident and a serious incident lies only in the result.
• Note 2. Examples of serious incidents can be found in Attachment C.
• Incident. An occurrence, other than an accident, associated with the operation of an aircraft which

affects or could affect the safety of operation.
• Note. The types of incidents which are of main interest to the International Civil Aviation

Organization for accident prevention studies are listed in Attachment C.”
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Abstract: Aircraft maintenance includes all the tasks needed to ensure an aircraft’s continuing
airworthiness. Accidents that result from these maintenance activities can be used to assess safety.
This research seeks to undertake a preliminary investigation of accidents that have maintenance
contributions. An exploratory design was utilized, which commenced with a content analysis of the
accidents with maintenance contributions (n = 35) in the official ICAO accident data set (N = 1277),
followed by a quantitative ex-post facto study. Results showed that maintenance contributions are
involved in 2.8 ± 0.9% of ICAO official accidents. Maintenance accidents were also found to be
more likely to have one or more fatalities (20%), compared to all ICAO official accidents (14.7%).
The number of accidents with maintenance contributions per year was also found to have reduced
over the period of the study; this rate was statistically significantly greater than for all accidents
(5%/year, relative to 2%/year). Results showed that aircraft between 10 and 20 years old were most
commonly involved in accidents with maintenance contributions, while aircraft older than 18 years
were more likely to result in a hull loss, and aircraft older than 34 years were more likely to result in
a fatality.

Keywords: accidents; aircraft; airworthiness; aviation; maintenance; safety

1. Introduction

Aircraft maintenance can be described as activities performed to maintain an aircraft in a
serviceable and airworthy condition. ‘Maintenance’ includes activities involving component or
aircraft repair, inspection, overhauling, troubleshooting, and modifications [1–3]. Aircraft maintenance
is a critical task that is essential for warranting aviation safety in relation to the life-cycle of an
aircraft [4–6]. Even though maintenance is regarded as one of aviation’s many high-risk areas due
to its direct impact on aviation safety, it still has a considerable contribution in aircraft maintenance
accident and incident occurrences [7–10]. Hobbs and Williamson [11] and Floyd [12] highlight the
importance of understanding maintenance errors along with promoting a culture of identifying,
reporting, and learning from maintenance errors for improving work quality and safety.

PeriyarSelvam, et al. [13] reports that maintenance costs typically make up between 10% and 20%
of aircraft operational costs. The Airline Maintenance Cost Executive Commentary is published by
International Air Transport Association’s Maintenance Cost Technical Group, contains annual data
acquired from airlines around the world. These data are based on the airline’s maintenance cost

Aerospace 2020, 7, 129; doi:10.3390/aerospace7090129 www.mdpi.com/journal/aerospace31



Aerospace 2020, 7, 129

data. Data collected from 54 airlines for 2018 shows that the airlines spent USD 69 billion on aircraft
maintenance, repair, and overhaul. This represented approximately 9% of the total airline operational
costs [14].

The general aim of this work is to help improve safety in scheduled commercial air transport;
this will be achieved by understanding how accidents with maintenance contributions are unique
in contrast to all other scheduled commercial air transport accidents. The knowledge gained from
understanding these features of accidents with maintenance contributions will hopefully prevent
further accidents, and hence, save lives and reduce the cost (both direct and indirect) to the aviation
industry. The research questions addressed by this work include:

1. How many accidents in the ICAO official accident dataset are contributed to by maintenance
factors, and by extension, what proportion of ICAO official accidents have a maintenance
contribution? (RQ1)

2. How does the distribution of accidents that show a contribution from maintenance activities
differ to all scheduled commercial air transport accidents, reported by ICAO? (RQ2)

3. Has the number of ‘official’ accidents with maintenance contributions reduced over time? (RQ3)
4. How does the age of an aircraft in an ‘official’ accident with maintenance contributions influence

the outcome (fatalness and aircraft damage) of the occurrence? (RQ4)

In response to these research questions, the following research hypotheses were proposed:

1. There is currently no reported number for the proportion of accidents that have maintenance as a
contributing factor. Estimates for air traffic management accidents are on the order of 8%, hence a
similar single digit percentage would be reasonable to expect.

2. Accidents with maintenance contributions will show unique features in comparison to all aviation
accidents; occurrences will typically be categorized as system component failures, and they will
be more common in earlier phases of flight.

3. Given the short timeframe of the ICAO official accident dataset (since 2008), it is anticipated that
the number of events will have remained constant over time, potentially with a slight reduction.

4. Older aircraft will be more likely to result in fatalities and hull losses.

2. Literature Review

2.1. Aircraft Maintenance Related Safety Occurrences in General Aviation

Nelson and Goldman [15] presented research on maintenance related accident investigations
for general aviation aircrafts and home built aircrafts, reports for a period between 1983 and 2001
obtained from the National Transportation Safety Board (NTSB). All maintenance related accidents
were divided into two databases one for amateur built aircraft and the other for GA. The databases were
further analyzed as per human factors taxonomy of maintenance related casual factors. The reports
were analyzed to establish the frequencies of fatalities and injuries, airframe time, phase of operation,
and time since last inspection. The report further compared the taxonomy results of maintenance
related casual factors for amateur built aircraft to general aviation maintenance related accidents.
The research findings showed that the main cause of the maintenance related accidents in both amateur
built aircraft and general aviation aircraft are due to installation of aircraft parts, at 32% and 17%
respectively. Hence, maintenance considered as a causal accident factor, is approximately six times more
likely to result in a fatal outcome in amateur built aircrafts as compared to general aircraft accidents.

Studies for analyzing maintenance related safety occurrences were carried out by Rashid et al. [16]
and Saleh et al. [17]. The human factor analysis of both studies revealed that the most contributing
factor towards maintenance incidents are associated with improper procedures being followed for
inspections and installation of components, along with casual factors that are deeply rooted within
the organizational and managerial levels. Rashid, Place, and Braithwaite [16] statistically and on a
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human factor basis analyzed 58 helicopter maintenance-induced safety occurrences. Data was acquired
from incidents reports obtained from the Australia Transport Safety Bureau, TSB of Canada, CAA of
New Zealand, the UK’s AAIB, and the USA’s NTSB. Saleh, Tikayat Ray, Zhang, and Churchwell [17],
presented risk factor-based research findings focused on maintenance and inspection of helicopter
accidents tracing the time for when the error was committed to the actual time when the accident took
place. The study showed that about 31% of maintenance related accidents occurred within the first
10 flight hours. It also revealed that most of the preventive maintenance activities errors occurred due
to nonconformance with published regulations or maintenance plans. The study recommended the
providence of better training; emphasis on the development, use, and implementation of checklists;
and strong awareness of the importance of safety along with isolation of workload from maintainers.

2.2. Aircraft Maintenance Related Safety Occurrences in Commercial Air Transport

Several studies have been conducted to understand the reasons behind maintenance related safety
occurrences for promoting better safety culture in the commercial air transport sector. Research findings
based on studies carried out by Suzuki et al. [18], Insley and Turkoglu [7] and Geibel et al. [19] revealed
that the main causes of maintenance occurrences are due to inadequate maintenance procedures, lack
of responsibility, and incorrect installations.

Insley and Turkoglu [7] presented a study based on enhancing the understanding of the safety
critical functions related to the nature of aircraft maintenance-related accidents and serious incidents,
between 2003 and 2017. For the selected time period it was found that runway excursions, air turnback’s,
and on-ground gear-related events were the most common maintenance events while most of the
system/component failures related to engine, landing gear, and flight controls. The data related to fatal
accidents revealed collision events, engine-related events, and inadequate maintenance procedures
were the most concerning maintenance factor. Similar results were observed by Suzuki, von Thaden,
and Geibel [18] based on data collected for 1000 incidents centered on coordination problems in
commercial aircraft maintenance from NASA’s Aviation Safety Report System (ARSR) for a period of
two years from August 2004–July 2006. This study revealed that three problematic behaviors—not
delivering information, sending wrong information, and lack of responsibility—are potential sources
of impairment for safety procedures in aircraft maintenance. Geibel, von Thaden, and Suzuki [19],
presented study results by analyzing issues that cause errors in airline maintenance. Technician
qualifications, inspections, parts installation, contract maintenance issues, and log book documentation
were the five main categories identified as high-profile performance-based error categories for the
study based on 1000 incident reports identified for aircraft maintenance related issues from NASA
ASRS for a time period from July 1997 through August 2006. The study concluded over that over
53% of the undesirable outcomes analyzed in the ASRS data were attributed to skill-based errors,
such as slips, lapses, and perceptual errors, followed by routine violations (15%), and decision-making
errors (9%).

A study based on the impact of human factors training for maintenance personnel to reduce
maintenance incidents in the European Union and the United States was carried out by Reynolds et
al. [20]. Data regarding the subject training was compared prior to the implementation of the human
factors training, 1991–1998 and after the implementation of the subject training, 2000–2006. The study
revealed that following the introduction of human factors training the mechanical incidents in the EU
dropped from 33% to 22% while the percentage of mechanical incidents in the United States increased
resulting in a significant statistical difference in rates for the US relative to the EU. Further a study
conducted by Ng and Li [21] provides theoretically supported concepts aimed to provide assistance in
analyzing aircraft maintenance incidents. The study investigated the causes of 109 aircraft maintenance
incidents for which data was acquired from various airline companies. The results revealed that
more than 60% of the aircraft maintenance tasks could be categorized as rule-based tasks as per the
Rasmussen’s SRK framework while almost “50% of the incidents can be explained by well-known
error types or work factors in the psychological literature”.
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2.3. Aircraft Maintenance Related Safety Occurrences in Military Aviation

Human Factor Analysis and Classification System (HFACS) was used by Schmidt et al. [22] and
Illankoon, Tretten, and Kumar [8] to analyze maintenance mishaps in military aviation. Schmidt,
Schmorrow, and Figlock [22] carried out analyses of the influence of human factors on naval aviation
maintenance mishaps. Information for a total of 470 maintenance related mishaps was gained from the
Naval Safety Center’s Information Management Systems for the fiscal years, 1990–1997. The study
revealed that supervisory, maintainer, and working latent conditions are present that can impact
maintainers in the performance of their jobs. Illankoon, Tretten, and Kumar [8] analyzed data
acquired from a fighter aircraft fleet looking for reported maintenance deviations over a period of
38 months beginning from January 2013, using HFAC-ME (Maintenance Extension) taxonomy to
find and mark hidden causal factors. The study identifies attention, memory errors, inadequacy of
processes, and documentation as key causal factors. The study also provides insight on how situational
awareness (SA) interventions may contribute to the reduction of maintenance deviations while at the
same time capture hidden causal factors.

2.4. Research Gap

There is a clear difference in specific results in the previous studies, along with similarities. These
differences depending on data sets used and are likely real features of the corresponding populations.
Previous work has looked at collections of all safety occurrences (accidents and incidents), subsets (just
incidents etc.), and applications to specific segments of the aviation industry (GA, etc.). Given that the
annual ICAO Safety Reports are published by the international body for air transport, it is important to
understand accidents with maintenance contributions in this specific data set. Not only can statistically
significant features be identified, trends over time can be analyzed to show how accidents with
maintenance contributions in scheduled commercial air transport operations, utilizing large transport
category aircraft, have evolved.

3. Materials and Methods

3.1. Research Design

This study utilized a mixed method approach, specifically an exploratory design, commencing
with a qualitative content analysis to provide data for a quantitative ex-post facto study [23]. In this
approach, the categorical data from the accidents with maintenance contributions were extracted,
and then the narratives were coded further to generate additional categorical variables. Once the data
was coded, it was then analyzed in an ex-post facto study, to analyze the distributions in comparison
to all aviation accidents to assess if any observed differences were statistically significant.

3.2. Data Collection, Coding, and Cleaning

The primary source of data for this work was the set of ICAO official accidents [24]. This list
of official accidents includes those used in the ICAO annual safety reports and is made up of all
safety occurrences that are accidents, in a scheduled commercial operation, and investigated by
the relevant national authority. Entries in the ICAO official accident dataset were cross referenced
with the Aviation Safety Network (ASN) to provide narratives for the accidents with maintenance
contributions. While the ASN database (provided by the Flight Safety Foundation [25]) includes
maintenance as one of the contributing/causal factors (of which there are almost 100 cases), full text
narrative searches of all entries in the ASN were undertaken. Advanced searches in both Google and
Bing were conducted to the extent of the search engines, including omitted duplicates. The searches
used criteria that limited the website searched (using “site:”, to the ASN database) and the title of
the results (using “intitle:”, and “ASN Aircraft accident”). The additional search terms then used
were “maintenance”, “mechanic”, “technician”, electrician”, “AME” (aircraft maintenance engineer),
“LAME” (licensed aircraft maintenance engineer), “incorrect installation”, “incorrectly installed”,
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“inadequate inspection”, “airworthiness directive”, “service bulletin”, and “inadequate maintenance”.
The general term “maintenance” was used last, as it returned the most results, and many of the cases
were returned with the other more specific search terms, and hence if already selected were identifiable
due to the hyperlink’s color change.

Using the details and narratives from the ASN, the 35 ICAO official accidents were coded with:

• Maintenance issue,
• Type of operation,
• Operator’s business model,
• Phase of flight (in which the maintenance issue first appeared)
• Age (difference between year of the aircraft’s first flight and the year of the accident),
• Accident category (A1 a hull loss, or A2 repairable), and
• ICAO occurrence categories.

The maintenance issues used by ASN to code these accidents include:

• Repair of previous damage,
• Engine issue,
• Failure to follow airworthiness directives or service bulletins,
• Wrong or incorrect installation of parts, and
• General issues (substandard practices etc).

The ICAO data already includes the number and type of engines. The range of mass categories
used in the ICAO official accident dataset was insufficient, so a lookup-table was created for all the
aircraft (1277, removing duplicates), including the weight (MTOW) and manufacturer (manufacturer
was coded as the current active company responsible for the type, e.g., the DHC-8 is coded as
Bombardier). These codes were then added to the records for all the accidents (not just the maintenance
accidents). Another lookup-table was created for all the three-letter country codes, to give continent
and ICAO region. These were used to code the region of the accident and the region of the operator.

The final data set utilized the downloaded spreadsheet from ICAO [24]. Additional columns
were added to this spreadsheet; including: MTOW, manufacturer, the operator’s business model
and the type of operation, the two regions (operator and occurrence), the phase of flight where the
maintenance issue occurred, the date separated (day, month, and year), the year of first flight (and then
the difference between that and year of accident giving the aircraft age), the identified maintenance
issue (and associated system and sub-system), and the separated occurrence categories (downloaded
as a single comma separated text string for each accident) giving a sample size of 60 due to the fact that
accidents can be coded with multiple categories.

3.3. Data Analysis

3.3.1. Non-Parametric Analysis

For RQ2, given the small sample size, 35 accidents with maintenance contributions, testing was
limited to utilizing Fisher’s exact test [26]. This type of testing with small sample sizes has previously
been utilized in other post-accident analyses [27]; as with that work, Fisher’s exact tests were undertaken
in MATLAB to determine the p-values. Specifically, in the testing of the various characteristics or
features coded, the observed (O) data were the 35 accidents with maintenance contributions, while the
expected (E) are those of the complete set of 1277 official accidents. The statistical hypotheses to be
tested are given as

H0: PO,n = PE,n

HA: PO,n � PE,n

where P is the proportion of the n’th category. That is, n separate Fisher’s exact tests were conducted.
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3.3.2. Longitudinal Analysis

For RQ3, correlation was used to determine if any statistically significant trend existed over the
12 years of the study. Pearson’s correlation coefficient (r) is a measure of association between two
interval or ratio variables. In this case, the number of accidents and the year. The statistical hypotheses
to be tested are given as

H0: r = 0

HA: r � 0

This test is assessing if there is an association between the number of accidents in each year and
the year. A secondary question can be posed here, and that is, if the accident counts have reduced,
has the rate of reduction for maintenance accidents reduced at the same rate or a different rate to all
accidents? This requires two simple linear models

nall = α1 + β1t (1)

and
nm = α2 + β2t (2)

where α1 and β1 are the model coefficients to predict the count for all official ICAO accidents (nall),
while α2 and β2 are the model coefficients to predict the counts for accidents with maintenance
contributions (nm), and t is time in years. Assessing the difference in the rate of change requires a
combined model, given as

nΔ = nm − pnall = α3 + β3t (3)

where the new ‘dependent variable’ is given as the relative difference in the two accident groups (p is
the proportion of all accidents which are maintenance related and approximately 35/1277). That is,
multiplying nall by p gives a count relative to 35 instead of 1277, which means they are on the same
scale. If this new count, or more correctly, the difference in the count (nΔ), diverges (β3 � 0), then the
rates are not equal (β1 � β2). These can be expressed as

H0: β3 = 0 or β1 = β2

HA: β3 � 0 or β1 � β2

A subtle difference which needs to be mentioned is that since two dependent variables are being
regressed against the independent variable, then the degrees of freedom are the number of observations
(12) subtract 3, not the 2 associated with simple linear regression.

Logistic regression is needed to answer RQ4. This is because both fatalness and fate of the airframe
(accident category) are both dichotomous variables (fatal or not, hull lost, or not), while the aircraft
age is a continuous variable. Logistic regression is the ideal tool to measure association between a
dichotomous dependent variable and a continuous independent variable. The statistical hypotheses to
be tested are given as

H0: β = 0

HA: β � 0

whereβ is the variable in the fitted logit function, that relates the continuous variable to the dichotomous
output. The logit has the form,

π(x) =
eα+βx

1 + eα+βx . (4)

Here, π is the estimated probability of the dichotomous outcome at the given predictor level (x),
in this case, age of the aircraft.
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4. Non-Parametric Results and Analysis

4.1. Summary of Results

Table 1 shows the results for the Fisher’s exact tests comparing accidents with maintenance
contributions to all accidents in the ICAO official accident data set. The characteristics that are
statistically significant include region of occurrence (ROc), phase of flight (PoF), occurrence categories
(OC), and manufacturer (Manu). The characteristics which were not statistically significant are the
fatalness (Fat), region of operator (ROp), maximum takeoffmass (Mass), engine types (ET), and number
of engines (nE). Table 2 shows the Fisher’s exact test results for those characteristics which were
tested against a uniform expected distribution. Here, all but the operator’s business model (BM) were
statistically significant; including, maintenance issue (MI), system/component issue (SC), the type of
operation (Op), and the age of the aircraft at the time of the accident in decades (Age). Each of these
characteristics will be discussed further below.

Table 1. Fisher’s exact test, comparing characteristics of accidents with maintenance contributions to
all accidents, in the ICAO official accident data set.

Fat ROp ROc PoF OC Manu Mass ET nE

p 0.28 0.58 0.04 0.03 ~0 0.02 0.93 0.84 0.59
Conc N N Y Y Y Y N N N

Table 2. Fisher’s exact test, to determine if characteristics of accidents with maintenance contributions
are different to an expected uniform distribution.

MI SC Gear BM Op Age

p 0.01 0.01 0.17 0.31 0.02 0.03
Conc Y Y N N Y Y

4.2. Comparative Data

4.2.1. Fatalness

Figure 1 shows the distribution of fatal to non-fatal accidents. For all the official ICAO accidents,
14.7% resulted in at least one fatality. For accidents with maintenance contributions this increased
to 20%. As noted in Section 4.1, this difference is not statistically significant. The lack of statistical
significance is due to the comparatively small sample size. That is, more than 1277 accidents have
occurred in the aviation industry since 2008. However, specific criteria need to be met for an accident
such that it is included in the ICAO official statistics. Of this population, the resultant sample of
accidents with maintenance contributions that are fatal is too small to draw definitive conclusions.
The conclusion of interest being that accidents with maintenance contributions appear to be more fatal
than the ‘average’ accident. Further work is needed to confirm this conclusion.
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Figure 1. Distribution of fatalness for accidents with maintenance contributions.

4.2.2. World Region

While it might be worth considering an expected distribution for a region based on traffic numbers,
comparing the distribution of regions for accidents with a maintenance contribution to the distribution
of regions for all accidents removes sampling bias. That is, different countries may have different
levels of reliability when it comes to ensuring relevant aviation accidents are shared with ICAO.
By comparing a distribution of accidents to another distribution of accidents, this potential bias is
removed. This is because in principle a country should be as likely to report an accident with a
maintenance contribution as any other accident. Region is coded as both the region of the operator,
and the region in which the accident occurred. Figure 2a shows the region of the operator (ROp) which
was not statistically significant in Section 4.1. There is, however, a noticeable lack of North American
maintenance accidents, with the Middle East and South and Latin America having slightly more than
expected. Figure 2b shows the distribution of accidents for the region in which those accidents occurred
(ROc). A similar trend can be seen, but more pronounced, hence the reason this test in Section 4.1 was
statistically significant. The interesting result here is the spike for the Middle East. Looking at these
cases there are no accidents associated with the big three Middle Eastern airlines (Emirates, Etihad,
and Qatar); the cases are two Iranian, a Sudanese, and a charted aircraft operating for Saudi Arabia.
The other noteworthy difference is the lack of accidents in Africa; previous work looking at human
factors (HF) related accidents showed a greater prevalence of these accidents in Africa [28].

 
(a) (b) 

Figure 2. Distribution of world region for accidents with maintenance contributions: (a) region of the
operator (ROp); (b) region where the accident occurred (ROc).

4.2.3. Phase of Flight

Figure 3 shows the distribution of accidents with maintenance contributions by phase of flight.
The reason for recoding the phase of flight from the original ICAO codes is that a number of maintenance
related issues manifest themselves prior to causing ‘the accident’. For example, gear related issues
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manifest themselves at takeoff (gear up) or approach (gear down), but the ‘accident’ is considered to
have occurred upon landing. When the phase of flight as coded by ICAO was utilized (Figure 3a),
no statistically significant result is observed (not included in Section 4.1), although there is a slight
excess of landing accidents, again expected by the fact that maintenance issues are most commonly
associated with the landing gear. When recoded (Figure 3b), the results are statistically significantly
different (as shown in Section 4.1). As hypothesized, there are more accidents during climb; however,
there is no increase during takeoff. Again, during climb (ICL) is when the gear is retracted, and this
spike corresponds to these failures occurring at that time.

 
(a) (b) 

Figure 3. Distribution of phase of flight for accidents with maintenance contributions: (a) the phase in
which the accident occurred (end result); (b) the phase in which the maintenance issue manifested.

4.2.4. Occurrence Category

Any occurrence category that resulted in less than 5% of the total were grouped into an ‘other’
category. The results showing the associated occurrence categories in Figure 4 are not surprising,
with system component failure non-powerplant (SCF-NP) the most common, followed by system
component failure powerplant (SCF-PP). While in the ICAO official accident statistics SCF are common,
they are more common in accidents with maintenance contributions. The increase in SCF occurrences
is balanced by slightly less than expected abnormal runway contact (ARC) and runway excursions
(RE); more significant is the lack of ‘other’ for accidents with maintenance contributions, and the fact
that ‘other’ for ICAO official accidents includes turbulence (TURB) which is second most common
cause in the ICAO official accident statistics.

Figure 4. Distribution of occurrence categories for accidents with maintenance contributions.

4.2.5. Manufacturer

The distribution of accidents by manufacturer is shown in Figure 5. The mode for both distributions
is clearly Boeing, which is expected based on the number of Boeing, McDonnell, and Douglas aircraft
that have been in operation between 2008 and 2019. There are, however, fewer Airbus accidents with
maintenance contributions relative to all official accidents. The key significant difference is for Ilyushin
aircraft, where the percentage of maintenance accidents is 10 times the percentage of all accidents.
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This result mirrors previous research into human factors accidents [28], where accidents with Russian
aircraft were more likely to be involved in those accidents. Interestingly, Antonov had no maintenance
accidents while it had 43 other accidents in the ICAO official data set.

Figure 5. Distribution of aircraft manufacturer for accidents with maintenance contributions.

4.2.6. Mass Category

The ICAO Accident/Incident Data Reporting (ADREP) taxonomies code aircraft size as the mass
category. These include maximum takeoff masses of (1) less than 2.25 tonnes, (2) 2.25 tonnes to
5.7 tonnes, (3) 5.7 tonnes to 27 tonnes, (4) 27 tonnes to 272 tonnes, and (5) above 272 tonnes. Given
ICAO Official Accidents only include aircraft above 5.7 tonnes, the first two categories were omitted
in the results. The distribution of accidents by mass category is shown in Figure 6. The mode is 3
(medium aircraft), and this mass category includes the majority of narrow body (single isle) large
transport category aircraft, and the smaller wide body (twin isle) large transport category aircraft.
The distributions are almost identical, and the test result was not statistically significant.

Figure 6. Distribution of aircraft mass category for accidents with maintenance contributions.

4.2.7. Engines

The ICAO ADREP taxonomies use multiple categories to differentiate the most common engine
types used on aircraft. However, the ICAO official accidents code engines as reciprocating (piston),
turboprop, and jet (which captures turbofan and turbojet engines). From Figure 7a, the most common
engine in accidents (both maintenance and all) is jet. For the number of engines, Figure 7b, a twin
engine aircraft is typically involved in accidents. This is because twin engine aircraft are the most
common. For both engine type and engine count, there was no statistically significant difference
between all accidents and those with maintenance contributions.
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(a) (b) 

Figure 7. Distribution of aircraft engines for accidents with maintenance contributions: (a) the type of
engine; (b) the number of engines.

4.2.8. Maintenance Issue

From Figure 8a, ‘general’ (substandard practices, insufficient maintenance, qualification, training,
etc.) has the highest count, and the observed variation is statistically significant. Engine and part issues
are as expected, while ‘AD/SB’ (failure to follow airworthiness directives or service bulletins) and ‘PD’
(repaired previous damage), have low counts. Figure 8b shows the distribution of system/component
involved in accidents with maintenance contributions. The statistically significant result indicates
that the landing gear is involved in 47% of accidents, with engine is in 26%. Given the unexpectedly
high count for gear related issues, a further sub-code of gear issue was created for these 16 accidents
(Figure 8c) where mechanical/structural/physical issues were identified as the most common.

 
(a) 

 
(b) (c) 

Figure 8. Results for the maintenance and technical issues for accidents with maintenance contributions:
(a) the broad maintenance issue; (b) the system or component involved in the maintenance issue; (c) the
type of gear fault.

41



Aerospace 2020, 7, 129

4.2.9. Operator and Operation

While in Figure 9a, there is a spike for FSNCs, this is not statistically significant. In fact, if we
compare to a previous study that investigated business models in HF accidents [28], the distribution
of accidents with maintenance contributions has a similar shape, and hence with a limited sample
size, this would also not produce a statistically significant result. For the type of operation or service,
the result is statistically significant, with the peak value for domestic and the minimum value for
charter responsible for this. It should be noted that ICAO indicates globally that 60% of revenue
passenger kilometers are currently international [29], leaving 40% for domestic (including regional).
However, we can clearly see that accidents with maintenance contributions are more likely to occur in
domestic operations, so relative to traffic, this becomes even more significant.

 
(a) (b) 

Figure 9. Results for aviation aspect of the accidents with maintenance contributions: (a) the operators
business model; (b) the type of operation/service.

4.2.10. Age

Figure 10 shows the distribution of accidents with maintenance contributions by age. The mode
is 10 to 20 years old. The interesting feature is the small count for aircraft that are 30 to 40 years old,
and the data set included no accidents with maintenance contributions that were older than 40 years.
Looking at the airlines involved, and consulting Airfleets.net [30], the average fleet age was (17.5 ± 4)
years, which agrees with the average age for the 35 aircraft given as (19 ± 3) years. As such, the likely
distribution coincides with the distribution of raw aircraft age (the ages of all aircraft in service).

Figure 10. Results for the age of aircraft involved in aircraft maintenance related accidents.
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5. Parametric Results and Analysis

5.1. Longitudinal Study

Table 3 shows the results for the various correlation and regression tests. The variables tested
included:

1. ICAO, the total number of ICAO official accidents,
2. M, the number of ICAO official accidents with maintenance contributions,
3. M%, the percentage of accidents with maintenance contributions relative to all ICAO

official accidents,
4. pICAO, the proportion of ICAO official accidents (relative to 2008),
5. pM, the proportion of accidents with maintenance contributions (relative to 2008), and
6. The model given by (3) above.

Table 3. Correlation and regression test results for the various longitudinal factors.

ICAO M M% pICAO pM Model

β −2.77 −0.29 −0.14 −0.02 −0.05 −0.21
r2 0.24 0.42 0.10 0.24 0.42 0.22
n 12 12 12 12 12 12
v 10 10 10 10 10 9
t 5.58 8.45 3.29 5.58 8.45 4.73
p <0.01 <0.01 0.01 <0.01 <0.01 <0.01

Sig Y Y Y Y Y Y

All of the tests were statistically significant. The results for the proportions match the respective
raw count results, which is to be expected. However, the proportion results enable the β values to be
directly compared, since they are relative counts. We note that maintenance accidents appear to have
reduced over time 2.5 times faster than the rate of reduction in all ICAO official accidents. The statistical
significance of this is supported by the results for the model given by (3). Figure 11 shows the annual
accident counts for the accidents with maintenance contributions and all of the ICAO official accidents.

 
Figure 11. The trends over time for accidents with maintenance contributions (secondary axis, purple
line with large dashes) and all ICAO official accident (blue line with small dashes).

5.2. Logistic Regression Results

Research question 4 (RQ4) was posed to test the hypothesis that older aircraft are ‘more dangerous’
than newer aircraft. Clearly the context of this statement is only with regards to those accidents with a
maintenance contribution. The two aspects here (fatalness and aircraft damage) and their relationship
to age can be assessed with logistic regression. Figure 12a shows the resultant logit fitted to the fatalness
data (0 = non-fatal, 1 = fatal), and the logit predicts that older aircraft are statistically significantly
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more likely to be associated with a fatality (McFadden’s pseudo R2 = 0.11, χ2 = 3.97, p = 0.046); to be
clear, this is just statistically significant, and the R2 suggests only 11% in the variation of fatalness is
due to the age of the aircraft, and the odds are even for an aircraft that is 34 years old. The limitation
here is the small sample size, giving only a few fatal outcomes. Looking at the outcome for the aircraft
(Figure 12b), the logit now much more clearly increases with age as hypothesized (McFadden’s pseudo
R2 = 0.30, χ2 = 14.6, p <0.01). That is, about 30% of the variation in the aircraft damage outcome is
predicted by the aircraft’s age, and the odds are even for an aircraft that is 18 years old.

 
(a) (b) 

Figure 12. Results for the logistic regression investigating the effect of aircraft age on: (a) fatalness of
maintenance accidents (0 = no fatalities, 1 = fatalities); (b) aircraft damage from maintenance accidents
(0 = aircraft repaired, 1 = aircraft damaged beyond repair = hull loss).

5.3. Aircraft Maintenance Fraction

The Australian Transport Safety Bureau’s report into HF in aircraft maintenance [31] states that
“precise statistics are unavailable” for the proportion of aviation accidents and incidents that are the
result of improper maintenance. This is the inspiration for RQ1. While it would also be interesting to
know the proportion of aviation incidents that have a maintenance contribution or causation, the ICAO
official accident data is exactly that, only accident data. We have a database that contains n number of
accidents each year, and we have a dataset that contains m number of accidents with maintenance
contributions each year. Figure 13 shows this annual percentage of ICAO official accidents which have
maintenance contributions.

Figure 13. Percentage of all accidents in the ICAO official accident data set that have been identified
with a maintenance contribution, 2008 to 2019. The shaded band illustrates the confidence interval of
the average, (2.8 ± 0.9%).

Annually, the average percentage of accidents with maintenance contributions is given as
(2.8 ± 0.9%). However, the result of the regression test for this was statistically significant, in terms
of a reduction by 0.14% per year. That is, on average, this percentage is reducing by 1 every 7 years.
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The peak in 2016, and then the lack of an accident in 2019 suggests this reducing trend is an artifact of
the small sample size. To conclude, approximately 3% of accidents are the result of aircraft maintenance.

6. Case Study

6.1. Rational

The results of the quantitative analysis produce findings that lack of context. While a trend
over time can be shown to be statistically significant, further questions involving question of ‘why’
cannot be answered. Using the results of the quantitative analysis, a ‘typical’ case, however, can be
identified. A case study of ‘typical’ accidents provides contextualization and helps to explain why the
observed quantitative results exist. While a perfectly ‘average’ case would be ideal (embodying all
modes), finding such as case is unrealistic. Even a study of “the average man” [32], with normally
distributed anthropometry characteristics allowing average to mean within 0.3 standard deviations,
after 10 characteristics out of 132 [33], there was no “average man” [34]. As such, we consider an
indicative case here; this case is non-fatal, occurred in Europe with a European FSNC operator, during
climb, that was a system component failure non-powerplant, for a twin engine jet aircraft in mass
category 4, and is a general maintenance issue. The case is not Boeing (it is Airbus), not domestic
(it is international), and is to a gear issue. That is, there are 10 ‘average’ or important characteristics
and 3 that are not. The specific case involves a failure to follow Aircraft Maintenance Manual (AMM)
procedures and an inadvertent aircraft swap by maintenance technicians led to the A319 aircraft,
shortly after take-off, experiencing a detachment of fan cowl doors leading to hydraulic loss, fuel leak,
and an engine fire.

6.2. The Flight

On 24, May 2013 the A319 aircraft departed from Heathrow for Oslo, Norway. As the aircraft
rotated the fan cowl doors on both engines detached. The left engine was not damaged by the resulting
debris; however, the right engine suffered damage from its detaching cowl door (Figure 14a). There
was a subsequent loss of one hydraulic system and fuel also began leaking from the right engine.
The loss of fuel from this engine was such that if the crew had not shut-down the engine on approach
to land, the fuel supply to it would have been exhausted [35].

The crew requested and was cleared to return to Heathrow with an initial PAN call. On approach,
the crew made the decision to shut-down the right engine. Shortly after this decision was made a fire
warning for the right engine sounded. The crew’s response to this warning was to, “quickly shut down
the right engine and discharged the first fire extinguisher bottle” [35]. A mayday call was made and
after the required wait time, the second fire bottle was fired into the right engine.

After landing and coming to a halt on the runway, ATC informed the flight crew that there were
flames visible in the right engine. Fire services arrived quickly to the aircraft and commenced fighting
the fire, and an initial decision was made not to evacuate the aircraft. However, this was quickly
changed to a request for the left engine to be shut down and a cabin to be evacuated from the left side
of the aircraft. This resulted in no fatal or serious injuries to crew or passengers [35].

6.3. Maintenance of the Accident Aircraft

The aircraft had been inspected by two maintenance technicians, through the night, prior to the
accident flight. One of the required tasks was to lift the fan cowl doors and inspect the oil level of the
integrated drive generator (IDG). The inspection revealed the oil for the IDG on each engine needed
to be replenished. As the technicians did not have the requisite equipment or oil for this task they
decided to continue to complete the checks for the aircraft, move to inspect other aircraft, and return to
the accident aircraft later in the shift after they had retrieved the correct equipment and oil.

In contravention of the AMM procedures, the technicians lowered the fan cowl doors and left
them “open, resting on the hold-open device (depicted in Figure 14b). (With the) hook re-engaged
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with the latch handle, (therefore the) cowling (was) not locked” [35]. In effect, the cowl doors were like
the Grand Old Duke of York’s men, neither up on telescopic struts nor down and locked, rather they
were held somewhere in between. The technicians saw this as a common practice, albeit one that was
not in the promulgated procedures. The investigators found that other technicians in the company saw
this as a common practice. The rationale was that by leaving the doors open it was a hazard to staff.

 
(a)                                (b)                        (c) 

Figure 14. (a) Resultant damage to the right engine, with the cowling detached; The difference in the
cowl fully locked (b) and just latch but not locked (c) [35].

6.4. Drift into Failure

This process is described by Dekker [36] as drift into failure, where workers make changes to
practices so as to help them achieve the end goals. The new practice gets accepted by the workforce,
it becomes “normal” and as the practices are the new normal, the workers do not see a need to report
their diverging actions [37]. This drift of practice away from promulgated procedures is not necessarily
a precursor to an accident. As Dekker [38] writes,

“not following procedures does not necessarily lead to trouble, and safe outcomes may be preceded by
just as (relatively) many procedural deviations as those that precede accidents”.

The aircraft manufacturer, after the event, surveyed operators of the A32X series of aircraft and
found that 69% of fan cowl loss events followed the opening of the cowl for the checking or replenishing
of the IDG oil levels [35].

The investigators of the accident flight discovered how widespread the practice of leaving the
cowl doors on hold-open device was when, in interviews with other technicians, it was suggested that
70% of staff followed this non-promulgated procedure [35]. The normality of this practice was further
reflected in an examination of the operator’s internal audits over the years 2011–2013 which found no
reports of this practice deviation of not complying with the AMM procedures.

6.5. Aircraft Swap

After progressing with their planned course of action to complete checks on other aircraft,
the maintenance crew had a break from work then proceeded to obtain the required equipment and
supplies to replenish the IDG oil levels of the accident aircraft. The two technicians then went to
another aircraft believing it was the aircraft they intended to service; it was, however, the wrong
aircraft. They were surprised to note that the cowl doors were closed and latched and thought that
perhaps other staff had locked the cowl doors. They decided to check all was well and opened the cowl
doors and noted that the IDG oil levels on both engines were at acceptable levels. They rationalized
that the oil levels had risen to acceptable levels as the engine had cooled. So they correctly closed up
the cowl doors and verified each other’s work [35], on the wrong aircraft.

This is an example of an aircraft swap error—that is, “required maintenance being carried out on
an incorrect aircraft” (p. 78) [35]. The investigators found aircraft swap errors were “an occasional,

46



Aerospace 2020, 7, 129

infrequent occurrence” (p. 78) [35]. In having the correct plan of returning to the accident aircraft to
complete the service but incorrectly carrying out the plan by going to the wrong aircraft the technicians
unsafe act was a slip, rather than a mistake [39]. The outcome of the normalized changes to promulgated
procedures when opening cowl doors, along with the aircraft swap error was that the accident aircraft
was dispatched to service with the cowl doors still on the hold-open device and not fully latched.

6.6. Active Failures and Latent Conditions

Reason’s [39] first description and illustration of the now ubiquitous “Swiss-Cheese” model,
had five “planes”. These planes were defenses against accidents occurring. The first four planes did
not have holes through them. The last two planes interacted with local events and along with the
limited window of opportunity afforded by a hole in the last planes an accident could occur. A further
refinement by Reason of his model was published in 1997. He saw that to understand accidents there
needed to be three elements, hazards, defenses, and loses. The defenses had latent conditions arising
from organization factors as well as local workplace factors.

The defenses the accident organization has in place against an event such as the cowl doors
not being fully latched involved a member of the flight crew and a ground crew worker conducting
separate visual checks of the aircraft including the latching devices. Unfortunately, workplace failures
punched holes in this localized defense. Neither the co-pilot on his walk around inspection nor the tug
driver on his inspection noticed the locking devices protruding below the cowls. The latent condition
that contributed to the lack of visual recognition of the unsafe condition of the cowl doors was the
positioning of the latching devices being close to the ground and not easy to see. To visually check
these devices, the workers were required to be on hands and knees on the ground [35], an option that
obviously did not appeal to the co-pilot or tug driver.

One of the ‘planes’ in Reason’s (1990) original iteration of the Swiss Cheese model was labeled
“fallible decisions”, Kourousis, et al. [40] identified the increased defenses the manufacturer of the A32X
series of aircraft inserted into the safety system in the aftermath to this accident in an effort to reduce
or eliminate the occurrences of cowl doors not being fully latched at take-off. Mandated modifications
included new hardware and new procedures. However, the authors noted the potential latent failings
that could arise from these newly implemented modifications [40]. These latent conditions arising
from fallible decisions made by people who are not proximal to the accident may hinder or even
work directly against the desired effect of reducing the number of cowl door incidents the mandated
modifications are seeking.

7. Discussion

7.1. Findings

For RQ1 we note that on average aircraft maintenance contributes to (2.8 ± 0.9%) of all accidents.
This rate appears to be showing a slight but statistically significant decrease with time, which if it was to
continue suggests in 20 years maintenance could consistently contribute to no accidents; although this
is an ambition statement being well outside the predictive capability of this simple longitudinal analysis.
Of these maintenance accidents, the properties of note are the prevalence of general maintenance issues,
such as inadequate maintenance and slips and lapses (like those associated with failing to latch engine
cowls). The small number of AD/SB and previous damage accidents suggests when mandatory and
completed, maintenance activities are effective in ensuring an aircraft is safe and airworthy. Looking at
the systems involved, it was noted that issues with the landing gear accounted for almost half (47%) of
cases; of these, 60% were due to structural/physical issues (not hydraulic or electrical issues). This is
not surprising given the large mechanical loads placed on the landing gear.

There are a number of interesting characteristics of accidents with maintenance contributions
relative to all ICAO official accidents. While the fatalness was slightly higher, 20% relative to 14.7%,
this difference was not statistically significant. In terms of world regions, there was no statistically
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significant difference for the region of operator. However, for the region of the occurrence, there is
a statistically significant difference. This is driven by a spike in accidents in the Middle East and
South/Latin America, and a lower than expected count in North America. For phase of flight, a spike of
engine related maintenance issues during initial climb resulted in a statistically significantly different
distribution, one of which is further highlighted in the case study presented. The results for occurrence
categories are as expected; an excess of system component failures, and a lack of ‘environment’ related
occurrences. Of note here is that runway related occurrences are as expected. In terms of aircraft
properties (number of engines, type of engine, and MTOW), there was no difference between accidents
with maintenance contributions and all ICAO official accidents. However, for the manufacturer,
the relatively accident free Ilyushin aircraft showed a spike in accidents with maintenance contributions
that resulted in a statistically significant difference in the distribution of accidents by manufacturer.
The final aircraft property considered was age, the results for which suggest that an aircraft between
10 and 20 years old is more likely to have an accident with a maintenance contribution, and very old
aircraft (those over 30 years) were the least observed to be involved in accidents with maintenance
contributions. In terms of the commercial operation and operator, there was no statistically significant
difference for the operator, but domestic scheduled services did show a statistically significant count,
again likely due to the volume of domestic traffic.

In response to RQ3, it is noted that all accident counts reduced over the period of the study.
The relatively significant reduction of accidents with maintenance contributions since 2008 is promising.
The fact that these accidents have reduced ‘faster’ than ‘average’ is also promising. Finally for RQ4,
it was noted that while accidents with maintenance contributions occur less often as an aircraft becomes
older (given older aircraft are less likely to be utilized in commercial air transport for economic reasons),
the outcomes of those limited accidents tends to be worse, with the odds of both a fatal outcome and
the aircraft being written-off increasing with age.

The undertaken case study highlights that maintenance issues are not exclusively an issue
of budget conscious LCCs in commercial air transport, operating third tier aircraft. The fact that
an indicative case involves a legacy airline (British Airways), and one of the two work horses of
high capacity narrow body operations (Airbus A32X), highlights that maintenance can contribute to
accidents across the aviation industry. The case also highlights that simple slips and lapses can result
in an accident at great cost to the operator. So while significant improvements were implemented in
the 1990s, there is still a lot of work that needs to be done to eliminate maintenance contributions to
accidents in scheduled commercial air transport, and if not eliminate, consistently result in zero cases
per year.

7.2. Assumptions and Limitations

The key limitation of this work is the small size of the data set. There is limited statistical power
associated with small data sets. Of note here is the just statistically significant result of the odds
of a fatality based on aircraft age. A larger dataset would help to either confirm of disprove this.
Similarly, the data set size has influenced the trend in percentage of maintenance accidents over time,
with significant ‘noise’ in the last three years.

It could also be argued that the lack of information about incidents, which are far more common
than accidents, is a limitation. It should, however, be noted that accidents result in significant damage
or injury, even hull loss or death, unlike incidents. As such, research in accidents is arguably more
important in aviation safety.

The use of uniform expected distributions for some of the categorical variables is also a limitation.
For the maintenance issue and the systems/components involved the goal is to simply assess if one
of these is statistically speaking more likely than the others. In contrast, for the operator (business
model) and operation (type of service), these would benefit from a non-uniform expected distribution.
With time and effort, these codes could be created for all 1277 accidents in the ICAO official dataset.
The additional insight gained from this could be useful or limited.
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It would be ideal to analyze the dataset looking for covariances between the categorical variables
considered. This would ideally help identify latent classes in the data (combinations of variable values
that are more likely to occur together, and hence present a greater safety risk, e.g., an Ilyushin cargo
aircraft in the Middle East). However, the limited number of accidents with maintenance contributions
means that performing cross tabulations for these would result in such small counts that the associated
Fisher’s exact test would likely yield no statistically significant results.

7.3. Future Work

Future work will utilize all the collated maintenance accidents from the ASN database (of
which there are approximately 360, spanning 1940 to 2019), to see if all accidents with maintenance
contributions are different to those captured in the official ICAO accident dataset. This will also require
a comparison to the ASN dataset as a population, rather than the ICAO dataset. This will enable all of
the properties in this study to be expanded beyond the scheduled commercial large transport category
aircraft operations captured by the ICAO official accident statistics. Many of the limitations will be
overcome with this larger data set, presenting even further opportunities for future work.

The other follow up question that remains unanswered is the proportion of incidents with
a maintenance contribution or causation. The hypothesis is that a much higher percentage of
incidents could be the result of maintenance issues, which are rectified before they become accidents.
Many readers will have experienced either personally or professionally a delay at the gate because
of ‘technical issues’. While maintenance personnel are clearly fixing technical issues, the topic of
this work demonstrates that they also cause other technical issues, but how many? To answer this
question requires an all-encompassing dataset with narrative information available to search for
maintenance issues.

8. Conclusions

This work has investigated official ICAO accidents with maintenance contributions. The use of an
exploratory research design enabled interesting features of these accidents to be identified (during
the qualitative phase) and studied further (in the quantitative phase) to understand how the values
of these variables are distributed and vary relative to all accidents. Maintenance was found to have
contributed to approximately 3% of all accidents and resulted in slightly more accidents with a fatality
(at least 1); that is, 20% of accidents with maintenance contributions ended with a fatality, while in the
ICAO official accident data, only 15% were fatal. Relative to all accidents, the number of accidents
with maintenance contributions was also found to be reducing at a greater rate over the 12-year span
of the data used in this study. That is, accidents with maintenance contributions are reducing at a rate
of 5% per year, while the rate at which all accidents is reducing is 2% per year. Finally, the effect of
aircraft age was quantified. Accidents with maintenance contributions typically occur with an age
of 10 to 20 years, and an average age of 19 years. Based on age, the outcome of the accident for crew
and passengers (in terms of fatalness) and for the aircraft (in terms of a hull loss) were more likely
to end badly. Specifically, for whether or not the aircraft was written off (damaged beyond repair),
there was a significant trend showing that even odds occurred at 18 years; that is if an aircraft is older
than 18 years when in an accident it is more likely than not to be written-off. For fatalness, even odds
occurred at an age of 34 years, which means that if the aircraft involved in the accident was more than
34 years old, it was more likely than not to involve a fatality.
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Abstract: The maintenance of aircraft presents considerable challenges to the personnel that
maintain them. Challenges such as time pressure, system complexity, sparse feedback, cramped
workspaces, etc., are being faced by these personnel on a daily basis. Some of these challenges cause
aircraft-maintenance-related accidents and serious incidents. However, there is little formal empirical
work that describes the influence of aircraft maintenance to aircraft accidents and incidents in Nigeria.
This study, therefore, sets out to explore the contributory factors to aircraft-maintenance-related
incidents from 2006 to 2019 and accidents from 2009 to 2019 in Nigeria, to achieve a deeper
understanding of this safety critical aspect of the aviation industry, create awareness amongst
the relevant stakeholders and seek possible mitigating factors. To attain this, a content analysis
of accident reports and mandatory occurrence reports, which occurred in Nigeria, was carried
out using the Maintenance Factors and Analysis Classification System (MxFACS) and Hieminga’s
maintenance incidents taxonomy. An inter-rater concordance value was used to ascertain research
accuracy after evaluation of the data output by subject matter experts. The highest occurring
maintenance-related incidents and accidents were attributed to “removal/installation”, working
practices such as “accumulation of dirt and contamination”, “inspection/testing”, “inadequate
oversight from operator and regulator”, “failure to follow procedures” and “incorrect maintenance”.
To identify the root cause of these results, maintenance engineers were consulted via a survey to
understand the root causes of these contributory factors. The results of the study revealed that the most
common maintenance-related accidents and serious incidents in the last decade are “collision with
terrain” and “landing gear events”. The most frequent failures at systems level resulting in accidents
are the “engines” and “airframe structure”. The maintenance factors with the highest contribution
to these accidents are “operator and regulatory oversight”, “inadequate inspection” and “failure to
follow procedures”. The research also highlights that the highest causal and contributory factors to
aviation incidents in Nigeria from 2006 to 2019 are “installation/removal issues”, “inspection/testing
issues”, “working practices”, “job close up”, “lubrication and servicing”, all of which corresponds to
studies by other researchers in other countries.

Keywords: flight safety; aviation accidents; airworthiness; aircraft maintenance; Nigerian
aviation accidents

1. Introduction

Aircraft maintenance is an important part of the global aviation industry. It sometimes entails
complicated tasks to be carried out by Aircraft Maintenance Engineers (AME) often with considerable
time constraints [1]. In recent times, the aviation industry has experienced a rapid advancement in
technology such as highly automated and integrated systems, which increases the burden on the
AMEs to maintain both old and new fleets. AMEs also need to constantly improve their knowledge
compared to the AMEs in previous times [1]. These advancements in technology have the tendency
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to introduce new types of maintenance errors, this is because hindsight cannot always be used to
assess the system safety of new and complex designs. However, it should also be noted that other
advancements such as fail-safe systems, enhanced hardware and in recent decades the use of health
monitoring technologies on engines, systems and even structures have contributed to the reduction in
maintenance and inspection workload [2].

1.1. Study Background, Accidents and Maintenance-Related Events

The Nigerian Civil Aviation Regulations (Nig. CARs) [3] define commercial air transport and
general aviation as: “an aircraft operation involving the public transportation of passengers, cargo or
mail for remuneration or hire” and “an aircraft operation other than a commercial air transport
operation or an aerial work operation”, respectively.

Aviation activities in Nigeria increased post-independence in 1963 after the Federal government
of Nigeria obtained all Nigerian Airways shares [4] and the increase was especially observed in
commercial air transport. In 2006, by the Civil Aviation Act, the Nigerian Government established
Nigerian Civil Aviation Authority (NCAA) as an autonomous regulatory body and the Accident
Investigation Bureau which has the sole responsibility of independently investigating accidents in
Nigeria in accordance with International Civil Aviation Organisation (ICAO) Annex 13.

Nigeria has experienced various accidents and serious incidents over the years. The most recent
fatal accident occurred when a Sikorsky S−76C + operated by Bristow Helicopters (Nigeria) Limited
crashed at Oworonsoki area of Lagos in 2015 and unfortunately claimed all 12 souls on board [5].
Daramola [6] analysed all accidents that occurred in Nigeria from 1985 to 2010 using the Human
Factors Analysis and Classification System (HFACS) which is a taxonomy framework widely used in
aviation. Findings from Daramola’s research showed that skill-based error, inadequate supervision
and environment were the three most contributory factors.

While this study focuses on the analysis of accidents, serious incidents and occurrences that
must be reported to the regulatory authority, e.g., “Mandatory Occurrence Reporting” in Nigeria,
the previous studies focusing on European and global datasets enabled us to use the previously
developed taxonomies based on the analysis of such data. Therefore, understanding the trends outside
of Nigeria is also important. The European Aviation Safety Agency [7] Annual Safety Review (ASR)
identified aircraft maintenance as a safety issue affecting Key Risk Areas (KRA). The KRAs affected
are aircraft upset, runway excursion, and aircraft environment in commercial and non-commercial
operations. Aircraft maintenance also had higher risk occurrence in comparison to other safety issues
identified [7]. Analysis of 120 accidents and incidents which occurred from 2014 to 2018 revealed
that aircraft maintenance contributed to 17 of them [7]. Unfortunately, maintenance errors were not
considered in European Aviation Safety Agency (EASA)’s ASR prior to 2014.

The UK Air Accidents Investigation Branch (AAIB) includes aircraft maintenance and inspection
as one of the safety recommendation topics in their ASR. The maintenance- and inspection-related
recommendations are shown in Table 1.

Table 1. UK Air Accidents Investigation Branch (AAIB) maintenance- and inspection-related safety
recommendations, adapted from AAIB [5,8,9].

Year
Aircraft Mx/Inspection

Recommendation
Total Number of

Recommendations
Maintenance Recs/Total

Recommendations

2018 4 37 10.80%
2017 3 66 4.55%
2016 1 125 0.80%

Top findings from the International Air Transport Association [10] safety report for 2018 show
that maintenance events were the sixth most significant threat by 13% contribution to the total number
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of accidents between 2014 and 2018 but they contributed to only 7% of the fatal accidents during the
same period.

The same report also showed an interesting discrepancy about the contribution of maintenance
events to total number of accidents between IOSA-registered operators (17%) and non-IOSA-registered
operators (10%) revealed an interesting fact. This is rather contradictory to the difference in overall
safety performance between the IOSA-registered and non-IOSA-registered operators as the latter’s
performance is significantly poorer and this is used by International Air Transport Association (IATA)
to promote the IATA Operational Safety Audit (IOSA) programme.

A total of 586 lives out of 4.3 billion passengers were lost in 2018, due to events in commercial
air transport. This is in contrast to the 67 fatalities recorded out of 4.1 billion passengers in the year
2017—tagged the “safest year ever” [7]. In the general aviation category, EU-registered aircraft with
Maximum Certificated Take-OffMass (MCTOM) above 2250 kg experienced events that saw the loss of
12, while EU-registered aircraft with MCTOM under 2250 kg experienced the loss of 159 lives [11].
Maintenance contribution to flight safety has been identified as one of the current and emerging safety
risks by IATA in the 2018 annual review [12]. Details can be found in Appendix A.

In Africa, the average fleet age for different operators is in the range of 6 to 28 years and Nigerian
based airlines were found to operate the oldest aircraft in comparison to air operators based in Ethiopia,
South Africa and Rwanda [13]. One of the key challenges the airlines operating aging fleet face is the
additional maintenance tasks such as corrosion prevention and control tasks which aim to ensure the
airworthiness of the aircraft [14].

African carriers are consistently banned by the European Commission partly due to inadequate
authority oversight [15]. In spite of this, a review of various academic journals via Google Scholar,
Scopus, Science Direct, Elsevier and Emerald found very limited literature presenting the analysis of
aircraft accidents and incidents in Nigeria or Africa. Additionally, Table 2 shows the departures and
accidents rate by the International Civil Aviation Organisation (ICAO) Regional Aviation Safety Group
(RASG) region of occurrence.

Table 2. Departures and accidents rates by Regional Aviation Safety Group (RASG) region of occurrence.
Adapted from International Civil Aviation Organisation (ICAO) (2018).

Regional Aviation
Safety Group

Estimated Departures
(Millions)

Number of
Accidents

Accident Rate (per
Million Departures)

Africa 1.3 7 5.3
Asia Pacific 11.8 20 1.7

Europe 8.7 12 1.4
Middle East 1.3 2 1.6
Pan America 13.5 47 3.5
Worldwide 36.6 88 2.4

The data for the African continent are in bold to highlight higher than average accident rate, in spite of the lower
estimated departures compared to other regions.

1.2. Aim and Objectives

The aim of this research is to identify the most significant aircraft-maintenance-related causal
and contributory factors to accidents and serious incidents in Nigeria. Additionally, the study also
aims to highlight the importance of utilising taxonomies for data analysis and in order to identify
mitigation strategies.

To achieve this aim, the following objectives were developed:

1. Identify and validate maintenance-related accidents in commercial aircraft category and general
aviation category aeroplanes, which were published in the last 10 years, i.e., 2009−2019.

2. Identify and validate all maintenance-related occurrences in commercial aircraft category and
general aviation category aeroplanes that occurred from 2006 to 2019.
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3. Qualitative analysis of the data using Insleys’s [16] MxFACS taxonomy (Appendix B) for the
accidents and Hieminga’s [17] taxonomy (Appendix C) for the serious incidents.

4. Collect and analyse data from Subject Matter Experts (SMEs) in Nigerian Accident Investigation
Bureau (AIB), Nigerian Civil Aviation Authority (NCAA) and the maintenance engineers practising
in Nigeria.

5. Identify root causes of the analysed accidents, serious incidents and occurrences via survey
capturing the views of Aircraft Maintenance Engineers in Nigeria about the potential mitigating
measures to prevent recurrence.

1.3. Research Structure

A research structure as demonstrated in Figure 1 was set out with all the challenges and previous
studies listed above. It details the steps that were followed in order to achieve clarification on different
issues previously raised and to possibly reveal new information from incidents analysed.

Figure 1. Research structure.

This structure shows the process necessary to be followed in order to achieve the research aim
and objectives. Following a literature review, a background study was carried out on previous studies
showing existing taxonomies, their advantages and disadvantages. The choice to select taxonomies
developed by Insley [16] and Hieminga [17] was due to their acceptable level of inter-rater concordance.
It was also to check if the results would coincide with research previously carried out in other countries.

Finally, it was to determine if developing a taxonomy in Nigeria for the identification of
maintenance-related incidents and accidents, with the contribution of stakeholders in the industry
would aid in identifying and predicting future events.

Responses from SMEs were collected via online questionnaires (Appendix D) in order to further
understand the results of the accident/serious incident and occurrence data analysis and discover the
root causes behind some discrepancies noted. The responses from the SMEs aided in gathering more
detailed information of the method used and what is currently occurring in the industry. After the
analysis of SME data, a survey was carried out to capture the views of maintenance engineers to further
understand the issues raised by SMEs.
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2. Literature Review

2.1. Errors, Classifications and Taxonomies

The term “Error” has been defined in various ways and while there is a general understanding of
the term, there is no universal definition [18]. For the purpose of the present study, one applicable
definition of error as defined by Reason (1995) is:

“An error is the failure of planned actions to achieve their desired goal”.
Errors do not occur randomly and can be controlled effectively. Deviations of different kinds are

involved in all errors. These deviations may either be connected to an adequate plan with unintended
associated actions or adequate actions with inadequate planning for the outcome intended [19].
The starting point of an investigation is human error, where the investigation highlights what errors
should be focused on [20]. Nevertheless, the ultimate focus of any investigation should be not to
apportion blame but to identify the organisational, environmental causes of errors so that mitigation
measures can be put in place.

The term classification can be defined as a “spatial, temporal or spatio-temporal segmentation of
the world”. A classification system can be described as a set of metaphorical or other kinds of boxes
that things can be put in, to do some kind of work, either bureaucratic or knowledge production [21].

Lambe [22] defines the term taxonomy as the rules or conventions of order or arrangement,
where an effective taxonomy has key attributes of being a classification scheme, semantic and a
knowledge map.

Various error classifications are designed based on what is in need [19]. Classification systems are
expected to meet criteria such as classifying according to origin, mutually exclusive categories and
completeness. No working classification as accurately met all these requirements at once [23].

According to Dekker [20], the intent of error classification tools is as uncomplicated in principle as
the tools are laborious in implementation. Their simplicity is due to the ease at which humans can
manipulate them as they are basic to the consciousness of humans, their complexity can be attributed
to the various ways in which they can be used, making the outcomes subjective and inconsistent.
The main purpose of these tools should go beyond focusing on the peripheral error and further
probe the system for root cause of the occurrence [20]. Although the intent of error classification is
understood, Dekker argues that there is limited clarification as regards to reasons behind choices made
by an investigator when using error classification tools to analyse accidents or incidents.

To develop an extensive accident or incident reporting system, a taxonomy that takes various
causes of human errors into consideration must be provided [24]. The context in which these events
occur should also be taken into consideration. In this case, aviation-maintenance-related events are the
areas of application.

2.2. Taxonomies Currently in Use

According to ICAO, development of common terms, definitions and taxonomies for safety
reporting systems in aviation would bring about worldwide coordination. It would also remove the
constraints of aviation safety analysis that are caused by lack of common global descriptors. Without
data standards, the value of safety information would be diminished, and different descriptions would
result in creation of various contrasting efforts [25].

The most widely used taxonomies in the aviation industry are ICAO Accident/Incident Data
Reporting (ADREP), Maintenance Error Decision Aid (MEDA), and Human Factors Analysis and
Classification System Maintenance Extension (HFACS-ME). The validity of the categorisation using
these taxonomies is highly dependent on gathering key information in detail.

2.2.1. ICAO ADREP

The Accident/Incident Data Reporting program (ADREP) taxonomy was developed by ICAO
in 2000 and combined with European Coordination Centre for Accident Incident Reporting Systems
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(ECCAIRS) taxonomy in 2013. It is used globally for safety related events categorisation and
description [26].

It is a combination of several taxonomies, some of which are descriptive factors, events, phases,
occurrence category, organisation, category of aircraft, etc. However, there are seven basic categories in
ADREP [26].

In Europe, the combined taxonomy is used for the Mandatory incident reporting which is
ultimately managed by ECCAIRS. However, it does not contain a structure for initial and continuing
airworthiness data collection [27].

It is very broad and known to be complex and sometimes, difficult to use when categorising data,
however, Cheng et al. argue that it is the most complete aviation safety event taxonomy ICAO has
developed [28].

2.2.2. HFACS

The framework for the Human Factors Analysis and Classification System (HFACS) is used for
the classification and identification of contributory factors to accident occurrences. It has been widely
used in various industries such as marine, rail, road and healthcare [29].

The HFACS-ME taxonomy includes the maintenance extension which is used to classify causal
factors contributing to maintenance-related aviation occurrences [30]. It is a very useful taxonomy for
identifying maintenance-related incidents, especially where there is sufficient human factors details.

2.2.3. MEDA

The Maintenance Error Decision Aid (MEDA), though reactive in nature, is widely accepted by
aviation personnel and used to investigate factors contributing to maintenance-related accidents and
incidents [30].

It was developed by Boeing along with stakeholders in the industry in 1992 to further understand
issues related to maintenance [31].

2.2.4. MxFACS Taxonomy

In 2018, Insley reviewed and analysed 112 aircraft maintenance-related accidents and serious
incidents which occurred between 2003 and 2017. The data were obtained from the Aviation Safety
Network database and aimed to provide a better understanding of the causal and contributory factors.
This study enabled the development of a new taxonomy (MXFACS) and the structure of the taxonomy
was based on Bowtie methodology and included three levels. The first level descriptors indicated the
outcome of the event, the second level focused on system/component failures while the third level
aimed to identify causal factors in the maintenance environment. Some accident reports contained
obvious maintenance-related errors [16].

2.2.5. Hieminga’s Taxonomy

In 2018, 1232 mandatory occurrence reports from the European Central Repository were analysed
to develop a “two-level taxonomy”. The structure of the taxonomy included two levels. Level 1 was
based on high-level overview of the maintenance processes while the level 2 descriptors included more
granular coding to aim to determine potential causal and contributing factors [17].

2.3. Previous Studies Trends

The most noticeable and reoccurring issue throughout the previous studies is the presence of
omission errors in all events that have been analysed. In particular, installation error has been
highlighted frequently throughout historical studies [10,16,17,32–34].
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Although different phraseologies have been used in the various studies, the installation errors are
attributed to incomplete maintenance, incorrect maintenance or inadequate installations. According to
Johnston et al., installation errors are the most prevalent type of maintenance error [35].

2.4. Research Rationale

Although aircraft maintenance errors do not account for a large portion of aviation-related
accidents and fatalities, there is still a highly visible contribution to various events. Some of these events
have been fatal, leading to the loss of lives, property and confidence in the industry [36]. Taxonomies
are used to highlight and categorise event outcomes as well as causal factors to identify trends and
focus on key areas to prevent recurrence [37].

We believe this study provides new knowledge about the potential measures to prevent aircraft
maintenance-related accidents, serious incidents and occurrences in the future for the following reasons.
Firstly, there is no publicly available literature that specifically focuses on the analysis of aircraft
maintenance-related events in Nigeria. Secondly, the most recent analysis of accidents in Nigeria,
which was carried out by Daramola [6], covered events from 1985 to 2010. Therefore, this study
offers an up to date analysis of events since 2010 as well. Thirdly, the study also offers the analysis of
occurrence reports which are received by the Nigerian CAA and are not publicly available. Therefore,
this study would also help future researchers gather information on occurrence reports in Nigeria,
which are not publicly available.

The most common taxonomies being used globally can sometimes be complicated when trying to
analyse events in Nigeria. Furthermore, it is beneficial for the Nigerian aviation industry and relevant
stakeholders to be aware about the importance of analysing events over a period of time in the most
suitable way they can. This would aid in identifying trends and preventing future events.

3. Method

The data used in this study were gathered from three sources, they are:

(a) Accident investigation reports available to the public via the NAIB website.
(b) Mandatory occurrence reports which are only available to NCAA staff.
(c) Survey responses from Subject Matter Experts (SMEs).

3.1. Accident Analysis with MxFACS

Insley’s MxFACS was selected to analyse the accident reports. The taxonomy consists of a
three-level hierarchy:

(a) First level—Event Outcome
(b) Second level—System/Component Failure
(c) Third level—The maintenance contributing factors that led to the system/component failure and

the ultimate event.

The MxFACS taxonomy makes use of the Bowtie Risk Assessment Model to identify risks, causal
and contributory factors. The three levels are derived from the “top event” element, “consequence”
element and “threats” element, respectively, as shown in Figure 2. The maintenance error is taken as
an equivalent of the “hazard” in each accident. It aids in identifying the action, the outcome and the
context which are three of four basic elements of error [16].

The data contained in the Accident Investigation Bureau (AIB) publications were in PDF. Therefore,
each report published in the last decade was downloaded. The documents were thoroughly reviewed
in order to identify the maintenance-related accidents. After identification, each accident report was
analysed and coded by using the MxFACS taxonomy structure.
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Figure 2. Bowtie Risk Assessment Model, CGE Risk Management Solutions (2017).

3.2. Incident Analysis with Hieminga’s Maintenance Incident Taxonomy

Hieminga’s taxonomy was selected to analyse the reports which were sourced from the Safety
Deficiency Incidence Analysis (SDIA) mandatory occurrence report database. The taxonomy consists
of a two-level hierarchy:

• First level: This level follows a logical maintenance process, i.e., from planning to preparation.
It also considers general category issues which are excluded from other categories. It follows
through to different tasks and concludes with a job close up.

• Second level: This level is also a logical practical maintenance process and is comprised of as
many substructures present as possible.

Although it gives the reporter the opportunity to select a descriptor that is as precise as possible
due to its broad spectrum [17], it is a very broad coding system and could confuse maintenance
personnel. This is because one incident could be coded into more than one first and second level
category. This taxonomy utilises familiar words for classification which makes it easier for maintenance
personnel to report incidents appropriately.

The data contained in the SDIA dataset were thoroughly analysed. All maintenance-related
incidents were identified and classified in accordance with Hieminga’s template.

3.3. Collection of Data: Accident Investigation Reports Available to the Public

The process of collecting maintenance-related accident data involved downloading all accident
reports available to the public. All commercial aircraft category and general aviation category accident
reports published in the last decade, i.e., 2009–2019, were identified and downloaded.

There was a total of 70 accidents published in Portable Document Format (PDF). In order to
identify the maintenance-related accidents, each document was analysed by the lead author. The next
step was to identify the maintenance-related accidents and compile them in a dataset. All accident
investigation reports that occurred in Nigeria were sourced from Nigeria’s Accident Investigation
Bureau’s (AIB) publication database.

The AIB’s database contains official documented reports of all previous civil accidents in Nigeria.
It is the only aviation parastatal in Nigeria with the principal responsibility of performing independent
investigations into aviation accidents and making safety recommendations to the relevant agencies [38]
and this satisfies the standards and recommended practices defined in ICAO Annex 13.
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3.4. Collection of Data: Mandatory Occurrence Reports (MORs)

The MORs were sourced from the Nigerian Civil Aviation Authority (NCAA). In particular,
it was received from the Safety Deficiency Incidence Analysis (SDIA) unit under the Directorate of
Airworthiness Standards (DAWS).

The NCAA was established in 1999 to comply with ICAO’s requirements. ICAO required every
member state to set up an organisation with the responsibility of ensuring compliance with air
navigation rules [6]. NCAA is responsible for the safety oversight of the aviation industry in Nigeria.

All civil aviation events that meet the criteria for reportable occurrences defined in the NCARs
are reported to the NCAA through an MOR form. These incidents must be reported within 72 h of
its occurrence [3]. The incidents are then analysed, uploaded to SDIA’s Google Drive database and
monitored till closure.

A total of 2530 incidents from 2006 to 2019 were stored in the SDIA MOR database. The data were
de-identified before analysis for the purpose of confidentiality. All the incidents were analysed to
discern maintenance-related incidents. They were compiled in a dataset and reviewed to ensure that
only maintenance-related events were considered.

3.5. Collection of Data: Subject Matter Experts (SMEs)

Feedback, clarification and recommendation were sought from three different groups of
SME. This was to acquire relevant information for recommending next steps of the data analysis.
Another reason was to create awareness of the process of developing customised taxonomy for
maintenance-related accidents and incidents in Nigeria. The three different groups of SMEs were;

(a) Four Aviation Safety Inspectors at the NCAA SDIA unit;
(b) Seven Air Safety Investigators from the NAIB;
(c) Twenty-five Aircraft Maintenance Engineers (AMEs) practising in Nigeria.

The data were collected by sending links of the three different surveys to three different groups.
This was distributed via online questionnaires (shown in Appendix D). These were administered by
the Qualtrics software.

The first questionnaire contained four open-ended questions. This was responded to by NCAA
SME participants. Their experience of collecting and analysing the MORs in Nigeria made them
adequately qualified to contribute to this study. The questions covered the following topics:

1. Experience and view on current taxonomy being used;
2. Assessment of the study’s methodology and data output;
3. Suggestions of other taxonomies to be used and possibility of developing customised taxonomy

in Nigeria;
4. Recommendation of adequate methods to further predict and make adequate safety plans by

using the results of this data.

The second questionnaire contained three open-ended questions. This was responded to by AIB
SME participants. Their wealth of experience in carrying out accident investigations, developing the
reports and publishing them made them adequately qualified to contribute to this study. The questions
covered the following topics:

1. Experience on carrying out long-term reviews of previous accident reports and views about the
benefit of such reviews.

2. The depth of human factors training received and the availability of human factors experts within
the AIB.

3. Assessment of the study’s methodology, data output and recommendation for improvements.
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The third questionnaire contained three open-ended and five multiple-choice questions. It was
distributed to AMEs practising in Nigeria. A total of 25 responses were received. The question covered
topics related to:

1. Type and years of experience;
2. Prioritising the identified maintenance contributory factors likely to cause future accident, by using

a scale;
3. Experience, challenges faced and opinion of following maintenance instructions;
4. Experience, challenges faced and opinion of inspection instructions adequacy.

All the questionnaires were sent along with a PowerPoint presentation containing the aims,
objectives and methodology. The first two surveys were accompanied by an Excel worksheet
containing the taxonomies used and sample data to enable them to code the data using the taxonomies.
The data output of this study was also presented to the first two SME groups.

These questionnaires were also sent out due to the limited data available on Nigeria aviation
industry. An inductive approach was used to gather the information for this qualitative aspect [39].

3.6. Data Analysis

Although there are various well-known taxonomies currently being used to code accidents and
incidents datasets, Insley’s MxFACS taxonomy and Hieminga’s taxonomy were used to code the
accidents and serious incidents dataset. According to Hieminga (2018), having reviewed the taxonomies
used in “Maintenance Error Decision Aid” (MEDA), which is an investigation tool developed by
Boeing, HFACS-ME Framework, CAA Paper 2009/05 [33] and CAP 1367 [32]—none of these appeared
to inhibit the two scales of adequate “usability” and “comprehensiveness” at the same time. This led
to the solution of developing a different taxonomy to aid in coding incident events.

Another reason why a new taxonomy was not developed for the analysis of accidents and incidents
in Nigeria was due to inadequate standard phraseology present in the dataset analysed. It can be
argued that although the thematic analysis provides flexibility for the researcher, that same flexibility
could lead to inconsistency and a lack of coherence when developing themes from a dataset.

Thematic analysis is a suitable qualitative research method that can be used in a wide range of
analysing large qualitative datasets. Its advantage is that trustworthy and insightful findings can be
produced using this method [40]. It has also been described as a method used to identify, organise and
describe reporting themes within a dataset [41]. This was the main method of qualitative analysis used
for the SME’s survey.

3.7. Analysis of SME Survey

The NVivo 12 plus is a qualitative data analysis software and it was the primary software used
for survey analysis. All the survey questions were downloaded from Qualtrics in Microsoft Word
format. These were then uploaded to the software as separate projects. These projects were analysed
individually for identification of reoccurring words and themes in each response to the question.
The responses were to aid in the methodology used, provide in-depth information and guidance in the
study. The analysis did not focus only on responses tallied with the questions asked. This was to avoid
missing out on new and important information. This is an inductive analysis method which allows
researchers to code data without bias [41].

3.8. Evaluation of Research Rigour

According to Brink, a valid study demonstrates what is in existence, a valid measurement and
measures what it was created to measure. A reliable study should produce the same results consistently
when repeated by a different researcher [42]. However, these terms are difficult to apply to qualitative
research methods when compared to quantitative research methods. Rigour is a more suitable term to
measure validity and reliability of a quantitative research method [43].
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Although Liamputtong and Ezzy argue that it does not perfectly verify the reliability and validity
of qualitative research as stated above, coherence between different researchers is important to provide
meaningful information. Inter-rater reliability or inter-rater concordance can be used to assess the level
of coherence between two or more researchers. Cohen’s kappa is the most commonly used measure
for assessing this match [44].

To assess the proportion of coherence and corrected for chance, Cohen’s Kappa was used in this
study. Equation (1) shows how it is derived, Equations (2) and (3) show how formula components
are determined.

κ =
Po − Pe

1− Pe
(1)

Po =

∑n
i=1 R
n

(2)

Pe =

∑n
i=1

ci ×ri
n

n
(3)

where κ = Cohen’s Kappa, Po joint probability of agreement, Pe = chance agreement, R = rater
agreements, n = total number of ratings, c = column marginal and r = row marginal.

To evaluate the research rigour, SMEs from the NCAA coded a sample dataset using Hieminga’s
maintenance incident taxonomy. This dataset was selected from one year and all the information
was cleaned. The SMEs from the AIB coded all the maintenance error accidents identified using the
MxFACS taxonomy. The researcher and SME’s coding were compared to determine Cohen’s Kappa
using IBM SPSS V.25 statistics software.

3.9. Ethical Considerations

To protect the rights of participants, especially when conducting a qualitative research, certain
moral and ethical problems could be encountered [45]. The study included collection of data from
subject matter experts. It was therefore crucial to initially seek participants consent, inform them about
their participation being voluntary and ensure their anonymity and confidentiality. Only relevant
components were assessed. The university granted research ethical approval after it was requested for.

4. Results

4.1. Reliability of Taxonomies Used

McHugh (2012) interprets the level of agreement of Cohen’s Kappa [46]. This is shown in
Table 3 below.

Table 3. Cohen’s Kappa Level of Agreement. Adapted from: McHugh (2012).

Value of Kappa Level of Agreement Percentage of Data that Are Reliable

0–0.20 None 0−4%
0.21–0.39 Minimal 4−15%
0.40–0.59 Weak 15−35%
0.60–0.79 Moderate 35–63%
0.80–0.90 Strong 64–81%

Above 0.90 Almost Perfect 82−100%

Table 4 below shows the Kappa value of this research’s inter-rater concordance with the AIB SME.
Table 5 shows the Kappa value of this research’s inter-rater concordance with the NCAA SME.

The values showed a moderate to strong level of coherence between the researcher and SME when
the MxFACS taxonomy was used to categorise maintenance-related accidents. This suggests that there
is a strong research rigour when compared to the levels as shown by McHugh [46].
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Table 4. Derived agreement statistics in all levels for researcher and AIB Subject Matter Expert (SME).

Researcher and SMEs κ Po Pe

Level 1 0.70 0.70 0.001
Level 2 0.80 0.80 0.002
Level 3 1 1 0.0001

Table 5. Derived agreement statistics in all levels for researcher and AIB SME.

Researcher and SME κ Po Pe

Level 1 0.70 0.70 0.001
Level 2 0.80 0.80 0.002

The values also show a moderate to strong level of coherence between the researcher and
SME when Hieminga’s maintenance incidents taxonomy is used to categorise maintenance-related
incidents. This suggests that there is a strong research rigour when compared to the levels as shown by
McHugh [46].

4.2. MxFACS Level 1—Event Outcome

A total of 70 accident reports were analysed, however, only 11 of them were identified with
maintenance-related causal or contributory factors. These 11 events were then categorised in accordance
with the MxFACS taxonomy to highlight the nature of the event. A new coding of “other” was created
and added to the taxonomy to categorise maintenance-related events that did not match any of the
themes. Table 6 Shows level 1 (Event Outcome) in detail

Table 6. Level 1 (Event Outcome).

Event Outcome n % Fatality

Cabin fume event
Insulation blanket fumes

Collision
Collision with building
Collision with terrain 2 18
Collision with water

Collision with another aircraft
Depressurisation

Progressive depressurisation
Rapid depressurisation
Diversion or air turn back

Air turn back
Diversion 1

Fire
In-flight fire 1

On-ground fire 1
In-flight shut down

In-flight engine shut down
Landing-related event

Approach and landing without auto flight assistance
Degraded hydraulic system functionality during

landing
Ditching

Engine failure upon landing
Forced landing 3
Hard landing

Landing short of runway
Wheels-up landing 2
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Table 6. Cont.

Event Outcome n % Fatality

LandingGear-related event
In-flight LG-related event

On-ground LG-related event
Runway-related event
Runway excursion
Structural damage

Empennage damage
Lower fuselage structural damage

Wing structural damage
Other 1

The data highlight that in all maintenance-related Event Outcomes, only terrain collision led to a
fatal accident, which was 18% of all maintenance-related accidents in the last decade [47]. This correlates
with EASA [7] which identified terrain collision as one of the KRAs, further supported by the global
accident/serious incident review in 2018 [36].

Surprisingly, runway excursion and ground collision, which have a high potential to be caused by
maintenance error, were not affected in the last decade [7]. Only 16 percent of all accidents in the last
decade are related to maintenance error. This could be due to inadequate focus given to this safety
critical aspect of aviation.

4.3. MxFACS Level 2—System/Component Failures

All 11 accident reports were further coded to identify the top-level system/component affected.
This is shown in Table 7.

Table 7. Level 2 System/Component Failures.

System/Component Failures n

Electrical power 0
Engine 3

Flight controls 0
Fuel 0

Instrumentation and indication 0
Insulation 0

Landing gear 0
Pressurisation 0

Steering 0
Structure 6

Windscreen 0
Other 2

A new coding of “other” was also created in level 2 and added to the taxonomy to categorise other
maintenance-error-related events that did not match any of the themes. Level 2 (System/Component
Failures) shows that engine, aircraft structure and “other” were directly affected by maintenance issues.

The UK Civil Aviation Authority [32] identified Air Transport Association (ATA) Specification 100
Chapter 32 “Landing Gear” as the second most affected system out of the top six events related to
maintenance error. However, no landing gear system was identified as being affected by maintenance
error in the last decade. This may be caused by the limited attention being given to maintenance errors
in Nigeria. This can be improved upon by the AIB targeting maintenance, airworthiness and human
factors causal and contributory factors when carrying out investigations. It also highlights why NCAA
should include maintenance-related causal and contributory factors in data analysis. It may also be
due to adequate inspection and testing carried out on such a visible area as the landing gear.
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The accidents were further coded in accordance with MxFACS level 3 to identify the nature of
aircraft maintenance errors that contribute to accidents in Nigeria.

4.4. Level 3—Maintenance Errors

All 11 accident reports were further coded to identify the top-level system/component affected
and the codes can be seen in Table 8.

Table 8. Level 3 Maintenance Errors.

Maintenance Factors n

Airworthiness directive 1
AMM (Aircraft Maintenance Manual) 3

Check 0
FOD (Foreign Object Debris) 1

Human Factors 1
Inadequate maintenance 0

Incorrect maintenance 0
Inspection 3

Organisational 1
Overhaul 0
Oversight 7

Inadequate and incorrect maintenance were not identified as causal or contributory factors in
any of the accidents analysed. However, research has highlighted that these types of omission and
commission errors are common in aviation maintenance [19,48]. The absence of these errors may be
due to inadequate information provided to the AIB by the personnel involved. Another plausible
reason may be due to the difference in phraseology used in taxonomies.

The results show a high presence of Failure to follow procedures which can be classified under
“AMM” and “Airworthiness Directive”. Failure to follow procedure is a maintenance issue as well as
an organisational issue. This is because every team member, including managers who mount pressure
on AMEs, are involved in the maintenance chain [49]. This is also in agreement with organisational
factors being one of the maintenance contributory factors. This is a growing concern in the aviation
maintenance area.

There was a surprisingly low number of human-factor-related errors in the accident events.
During the categorisation, no assumptions were made, hence where there were no human factors
mentioned, it was not categorised. According to Sarter and Alexander, human error contributed to
70% of major aviation accidents [50]. The analysis highlights discrepancies in limited human factors
considerations during investigations.

Oversight by operators and authorities was identified as the highest causal/contributory factor to
maintenance-related events. Research by Dhillon showed that operators and regulator’s oversight led
to some fatal maintenance-related accidents [51]. Oversight should be a critical aspect of aviation as it
aids all personnel involved to obtain second views and opinions.

4.5. Analysis of Mandatory Occurrence Report by Using Hieminga’s Taxonomy

All the incidents in the SDIA MOR database were coded in accordance with Hieminga maintenance
incidents taxonomy. The results show that a total of 588 incidents were related to maintenance error.
This is about 23% of all incidents which occurred from 2006 to 2019. The breakdown of total number of
MORs, total number of maintenance-related MORs and the number of most frequent Level 1 category
events is shown in Figure 3. There are several findings which are related to the scope of this study.
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Figure 3. Analysis of maintenance-related MORs (Mandatory Occurrence Reports) between 2006
and 2019.

Firstly, the total number of MORs fluctuates and does not follow a pattern. When such statistics
are presented, one important consideration is to normalise the numbers by presenting them as rate of
occurrences based on traffic numbers. Nevertheless, it is not always possible to determine the cause
of certain data points such as 2014 being the lowest number of mandatory occurrence reports the
Nigerian CAA has received.

Secondly, the rate of the total number of maintenance-related MORs has increased in recent
years. Particularly, as shown in Table 9, the maintenance-related MORs were more than 40% of the
total number of MORs within the last three years the data set covered. While such statistics may be
concerned, it is important to understand the further analysis of the data and identify the causal and
contributory factors.

Table 9. Analysis of Mandatory Occurrence Reports (2006–2019).

Year
Total Number

of MORs
Total Number
of Mx MORs

The Rate of
Mx MORs

Highest Number
of Level 1 Coding

Highest Number of Level
1 Coding

2006 175 18 10% 6 Inspection/testing issue
2007 147 11 7% 8 Inspection/testing issue
2008 185 21 11% 9 Removal/Installation issue
2009 266 51 19% 18 Inspection/testing issue
2010 216 66 31% 14 Removal/Installation issue
2011 190 40 21% 14 Working practices
2012 188 38 20% 12 Removal/Installation issue
2013 267 31 12% 12 Removal/Installation issue
2014 55 12 22% 7 Removal/Installation issue
2015 272 56 21% 26 Removal/Installation issue
2016 97 31 32% 20 Removal/Installation issue
2017 191 82 43% 42 Removal/Installation issue
2018 188 90 48% 59 Removal/Installation issue
2019 93 40 43% 28 Removal/Installation issue

Thirdly, one clear finding from this analysis was that “removal/installation issues” have been the
most frequent event category. For example, out of 588 maintenance-related MORs in total, 259 of these
events were caused by “removal/installation issues”. Furthermore, this category appeared as the “most
frequent” event within the last 8 years and ten times within the 14 years the dataset covered. This is
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certainly in alignment with several other studies including the ones which led to the development of
two taxonomies used in this study [34].

The “removal/installation issues” category was followed by working practices which contained
most errors related to accumulation of dirt and contamination. This may be caused by the dry season
weather conditions in Nigeria. Studies have shown that dust would contribute to aviation safety
through corrosion, blockage of Pitot-static tube, etc. [52]. Inspection and testing issues also had a high
contribution to maintenance-related incidents, followed by job close up, lubricating and servicing.
This correlates with previous studies carried out by Latorella and Prabhu [53].

4.6. Results of the SME Survey

Information was gathered from the responses to the questionnaires. Themes were identified and
nodes created to extract the most important elements of the survey. The information identified from
three different groups is written below along with brief discussions on them.

4.6.1. NCAA SDIA SME RESPONSE

1. Experience and view of current taxonomies

The respondents gave information related to the process of receiving, uploading, investigating,
monitoring and closing incidents reported to them.

All the respondents stated that the ADREP taxonomy is currently being used to analyse mandatory
occurrence reports. It is not suitable for capturing maintenance errors because it is very broad.

2. Assessment of study methodology

The respondents were in support of the methodology used, however, some of them suggested
that the taxonomy be narrowed down to avoid a cumbersome process of classifying incidents

3. Suggestions on other taxonomies or developing one and recommendations for safety plans

Some of the respondents suggested that MEDA or bowtie analysis with a risk matrix be used
to identify maintenance errors. Some respondents agreed to the development of maintenance error
taxonomies for Nigeria.

There was information related to authenticity of reports sent to the NCAA, the phraseology
being used by the maintenance engineers in the industry, insufficient data provided to the SMEs and
reluctance to report incidents.

The respondents recommended a standardised online reporting system, organising safety
symposiums, workshops and creating awareness of the presence of just culture.

4.6.2. AIB SME RESPONSE

1. Experience of analysis previous reports within a period, e.g., a decade

All the AIB respondents agreed that analysis was carried out on previous reports, however,
they have not experienced such analysis being carried out since 2009. The previous analysis carried
out are not available to the public.

2. Depth of human factors knowledge and availability of human factors personnel

The respondents stated that although their AIB commissioner is focused on human capacity
building and ensures they are adequately trained, there is a need for human factors training for the
AIB investigators. There is currently one human factors expert who was recruited in July 2019.

3. Assessment of study methodology and recommendation for improvements
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4.6.3. AME SME RESPONSE

1. Experience and challenges faced following maintenance instructions

Seventy-five percent of the respondents suggested maintenance instructions were not always
practicable to follow. Some of the challenges faced by them were:

Some manufacturer’s manuals and some aircraft type were more complicated than normal.
Time constraint, human factors involvement, inadequate special tools and inadequate access to

internet to update manuals.

2. Experience and challenges with inspection instruction adequacy

Eighty-five percent of the respondent stated that some maintenance instructions are inadequate.
They face challenges such as ambiguity and incomplete instructions.

They recommended developing a process of sending feedback to the manufacturers through the
most appropriate means.

5. Discussion

This research has demonstrated the nature of aircraft maintenance errors that significantly
contribute to or the cause accidents and serious incidents in Nigeria. Factors such as failure to follow
procedures in manuals, human factors, foreign object damage, inadequate inspection and operator
and regulatory oversight were identified as the nature of maintenance errors that lead to accidents,
while job close up, installation/removal, lubrication/servicing, working practice and maintenance
control were identified as the nature of events leading to serious incidents in Nigeria. The SME surveys
highlighted various challenges faced and recommendations. Considering that the scope of this study
is the nature of maintenance errors, these are hereby analysed critically, arguments are developed and
comparison with previous studies carried out.

5.1. MxFACS—All Levels Discussion

In the accident analysis, 16 percent of all the accidents in the last decade are maintenance-error-
related. This is slightly higher than the previous studies carried out that show that 12% of major aircraft
accidents are caused by maintenance discrepancies [54–57].

A probable explanation for this could be due to the type of maintenance culture that exists in
Nigeria. A study carried out by Olufunke revealed that there is a need to emphasise the importance
of maintenance culture to Nigerians in every industry [58]. She also highlighted how maintenance
personnel should be highly valued and importance be given to them to motivate them.

Another probable reason for this could be the high rate of traffic in Nigeria in the last decade [55].
This corresponds with findings of studies carried out by Saleh et al. which revealed that from 2005 to
2015, 14–21% of helicopter accidents in the US were related to flawed maintenance and inspection [59].

Airworthiness directive and AMM were identified as contributory factors. These could be
classified under failure to follow procedures in manuals. A probable explanation for this which is
taken from the SME survey, could be due to some of these documents being complex or cumbersome.
According to Drury and Johnson, “procedures not followed” is now frequent in incident and accident
reports in aviation. Findings from an Federal Aviation Administration (FAA) study by Johnson and
Watson revealed that during a heavy maintenance check carried out within 90 days, the number
one factor that caused major malfunctions was failing to comply with maintenance documents [60].
This corresponds with the findings of this study.

Another probable cause could be loss of confidence in the document as any error found by the
end user would decrease the user’s confidence in the document [61]. It could also be over-confidence
of highly experienced maintenance engineers in carrying out simpler tasks.

Inadequate maintenance and incorrect maintenance had no contribution to any of the accidents
analysed. This is surprisingly one of the common commission errors in aircraft maintenance (Reason
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and Hobbs, 2003) which does not correspond to this study. A probable cause could be the terms and
phrases used in the reports. Another probable cause could be that aircraft maintenance errors did not
receive adequate attention [53].

Inadequate inspection being identified as one of the causal or contributory factors to the accidents
is not surprising. A probable cause for this could be lack of required special tools as suggested by
one of the SME respondents or improper use of tools provided. Another probable cause could be
fatigue [62]. This correlates with this study’s findings. Without a fatigue risk management system in
place for maintenance engineers in Nigeria, some organisations may tweak the laws regarding rest and
duty limitations which do not consider commute time. This fatigue can be classified under human
factors which was identified as one of the factors contributing to accidents.

Foreign Object Damage (FOD) was identified as one of the factors contributing to accidents.
Studies carried out by Hussin et al. revealed FOD is a rising concern in the aviation industry [63].
An analysis of events that occurred from 1998 to 2008 was carried out by Australian Transport Safety
Board (ATSB); the results show that 116 events were caused by FOD. This corresponds with the findings
of this research that FOD can contribute to events.

Operator and regulatory oversight were identified as the nature of maintenance errors that lead to
accidents. A plausible explanation may be due to the low attention given to aircraft maintenance errors
by both operator and regulatory body. Accident Investigation Bodies around the world regularly issue
recommendations for the regulatory authorities to consider taking action in many different areas. Effective
oversight can be one of these areas when the investigation identifies clear evidence of ineffective oversight
the regulator or the operator. According to Drury, a report by the Federal Aviation Administration (FAA)
recommended increased regulatory oversight for repair stations [64]. This corresponds with the findings
of this study. Another plausible explanation for operator oversight could be that the management is not
balancing safety goals with production goals, which could lead to events [25].

5.2. Hieminga Maintenance Incidents Taxonomy Discussion—All Levels

In all the serious incidents analysed, 23% were attributed to maintenance errors. An analysis by
Marais and Robichaud of 3242 incident reports showed that 10% can be attributed to maintenance
error, which has remained constant in the past decade [65]. This correlates with the findings of this
study about how maintenance-related errors cause or contribute to serious incidents.

Job close up, i.e., close up not performed correctly, was identified as one of the natures of
maintenance errors. An example of this type of error identified was engine cowls not latched. This is
an omission error which is common as stated earlier. An analysis of accidents cause by Cowan et al.
revealed that maintenance errors such as leaving engine cowl unlatched could lead to separation during
flight, this causes structural failures. This corresponds with the findings of this study. A probable
cause for this could also be fatigue as explained earlier [66].

Installation and removal was also identified as one of the natures of maintenance errors contributing
to incidents. A plausible explanation for this could be carrying out tasks without the approved document
as discussed earlier. In recent years, “failing to follow procedures” has been identified by the FAA as
a consistent causal factor and as a result an “online training programme” was developed to look at
this issue holistically. Another plausible explanation could be the presence of an aging aircraft being
operated as discussed earlier, which would require additional maintenance. This corresponds to the
result of this finding. Inadequate oversight from operators could also lead to this type of error because
quality control on aircraft maintenance helps to highlight discrepancies during audits [53].

Inspection testing was identified as a nature of maintenance-related error leading to accidents.
A plausible cause for this could be inspection overdue or inadequate tools to carry out inspections.
A study by Boeing revealed that 16% of hull loss and 20% of accidents that occurred from 1982 to 1991
could have been prevented by a change in maintenance inspection [54].

Working practice. A probable reason for working practice being a maintenance-related contributory
factor may be due to organisation culture. According to Pettersen and Aase, operational work practice is
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part of the safety and regulatory systems of the industry but can be highly influenced by organisational
framework [67]. This means that the personnel tend to formulate how tasks should be carried out and
formulate grey zones within themselves. This eventually becomes normal especially during time pressure.

A probable cause for identifying lubrication and servicing as one of the natures of maintenance
error could be using the wrong fluid, insufficient lubricant or servicing overdue. An example of a fatal
accident related to this took place on the Alaska Airlines Flight 261. Insufficient lubrication of the
jackscrew assembly led to thread failure; further contributing to this was extending the lubrication
interval, which was approved by the FAA [40].

6. Conclusions

Prior to concluding this study, a number of challenges and limitations faced are addressed.

6.1. Challenges and Limitations of the Study

One key challenge faced during the study was gathering the mandatory occurrence report data
because it was not available in the public domain and furthermore the protecting the identity of
individuals and organisations involved are vitally important.

Another challenge was inadequate information in the incidents and accident reports. So many
incidents had to be omitted due to insufficient information related to the scope of this study.

Gathering all three questionnaires in a short time was very challenging, however, it was possible
to finish most of the analysis in time. Some parts of the data from the SMEs were not analysed due to
time constraint.

The most important challenges faced during the study was the unavailability of adequate literature
related to the aviation industry in Nigeria. This is one of the problems this study aims to solve.

The most significant limitation of this study is the fact that the coding of accidents/serious incidents
as well as MORs was only validated by one SME for each category of data. Therefore statistical
significance cannot be claimed; however, the nature of the study never aimed to be a quantitative
approach and it is believed that the results can still provide real insight into the maintenance-related
events and their potential causes and contributing factors.

6.2. Conclusion of the Study

The study shows the nature of aircraft maintenance errors that contribute to or cause accidents
and incidents in scheduled commercial, non-scheduled commercial and general aviation category.
The utilisation of the MxFACS and Hieminga’s maintenance incidence taxonomy yielded similar
results with existing global research. It also highlighted how one maintenance error could be caused by
another maintenance error within the same taxonomy. It also shows that utilising taxonomy can aid in
predicting some future accidents. It may, however, not predict some occurrences as these taxonomies
were created using hindsight.

The results of the study revealed that the most common maintenance-related “Event Outcomes” in
the last decade are “collision with terrain” and “landing gear events”. The systems of components that
were affected the most during accidents are the aircraft engine and structure. The maintenance factors
with the highest contribution to these accidents are operator and regulatory oversight, inadequate
inspection and failure to follow procedures.

The research also highlights the highest causal and contributory factors to aviation incidents in
Nigeria from 2006 to 2019 are installation/removal issues, inspection/testing issues, working practices,
job close up, lubrication and servicing. All of which corresponds to studies by other researchers in
other countries.

The trend over the years revealed that an increase in air traffic in Nigeria led to an increase in the
number of maintenance-related incidents, however, it is worthy to note that data on air traffic from
2018 to 2019 was not available for comparison.
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The study’s findings could contribute to the limited literature related to maintenance errors and
incidents in Nigeria. It would also aid all relevant stakeholders in understanding the nature of errors
that pose a threat to the safety performance in Nigeria.

7. Recommendations

With a deeper understanding of the challenges and suggestions provided by the SMEs, it can be
recommended that a less complex taxonomy be developed for the identification and categorisation of
maintenance-related events in Nigeria.

Oversight should target human error as much as they do for technical failures. This can help
in predicting possible events and identifying trends to aid in implementing a risk-based oversight
approach by the regulatory authority.

Additional Human Factors training would help particularly the inspectors and data analysts in
the regulatory authorities and the accident investigators to focus on key human performance issues
during the performance of their duties.

Author Contributions: Conceptualization, K.A.H. and C.T.; methodology, K.A.H. and C.T.; formal analysis, K.A.H.;
investigation, K.A.H.; resources, K.A.H. and C.T.; data curation, K.A.H.; writing—original draft preparation,
K.A.H.; writing—review and editing, K.A.H. and C.T.; visualization, K.A.H. and C.T.; supervision, C.T.; project
administration, K.A.H. and C.T. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Acknowledgments: This paper is the result of Khadijah Habib’s individual research project as part of her studies
at Cranfield University to pursue the MSc Safety and Human Factors in Aviation award. We appreciate the
Commonwealth Scholarship she received from the UK government. We are also grateful for all the contribution
we received from the subject matter experts in Nigerian Regulatory Authority, Nigerian Accident Investigation
Bureau and other professionals working in the Nigerian Aviation Sector.

Conflicts of Interest: The authors declare that there is no conflict of interest regarding the publication of this paper.
Khadijah Abdullahi Habib has received a Commonwealth Scholarship for her studies at Cranfield University and
this paper is the outcome of her individual research project, which is the partial fulfilment of the requirements for
the MSc degree award.

Appendix A

Table A1. IATA 2019 Safety Report.

Accident Type
Maintenance
Operations

Maintenance
Operations:

SOPs and Checking

Maintenance
Operations:

Training Systems

Maintenance
Events

Aircraft Accidents 9% 8% 2% 13%
Fatal Aircraft Accidents 4% 4% 4% 7%

Non-Fatal Aircraft Accidents 9% 9% 2% 14%
IOSA Aircraft Accidents 11% 10% 2% 17%

Non-IOSA Aircraft Accidents 7% 6% 2% 10%
LOC-I 5% 5% 5% 11%

RWY/TWY EXC 2%
IN-F DAMAGE 9% 9% 22%
GND DAMAGE 13% 9% 17%

G UP LDG/CLPSE 34% 32% 7% 49%
RWY COLL 10% 10%
Jet Aircraft 10% 9% 1% 17%
Turboprop 6% 6% 4% 5%

Cargo 7% 7% 2% 7%
Africa 10% 10% 15%

Asia/Pacific 7% 6% 1% 10%
CIS 4% 9%

Europe 7% 7% 7%
Latin America and the Caribbean 11% 11% 4% 29%

Middle East and North Africa 16% 16% 5% 32%
North America 13% 13% 4% 13%

North Asia 0% 0% 0% 0%
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Appendix B

Table A2. MxFACS Taxonomy (Insley, 2018).

Level 1 Occurrence Level 2 System/Component Failures Level 3 Maintenance Factor(s)

Cabin fume event Electrical power Airworthiness directive
Insulation blanket fumes Electrical fire Not followed

Electrical interruption
Collision Significant loss of function AMM

Collision with building Engine Incorrect information
Collision with terrain Cowling separation Missing information
Collision with water Engine fire Failure to follow procedure

Engine icing Procedures difficult to follow
Depressurisation Engine separation from aircraft

Progressive depressurisation Engine surge Check
Rapid depressurisation Engine wash contamination Check not undertaken

Flameout Inadequate check
Diversion or Air Turnback Fuel starvation

Air turnback Loss of thrust
Diversion Propeller separation FOD

Throttle stagger Tool left in aircraft
Fire TR cowling separation Contaminants in aircraft

In-flight fire TR not deploying
On-ground fire Uncontained engine failure Human Factors

Flight controls Maintainer fatigue
In-flight shut down Elevator detachment Time pressure

In-flight engine shut down Loss of flap control Unqualified maintenance personnel
Loss of pitch control

Landing-related events Uncommanded roll Inadequate maintenance
Approach and landing without

autoflight assistance Fuel Inadequate instructions

Degraded hydraulic system
functionality during landing Fuel leak Inadequate maintenance

Ditching Fuel tank rupture Procedures

Engine failure upon landing Instrumentation and indication Non-airworthy component released
into service

Forced landing Blocked pitot tube (ASI error) Part missing
Hard landing False engine fire indication Part not reattached

Landing short of runway IRS incorrect Part or latch not secured
Wheels-up landing Insulation

Insulation blanket collapse onto high
temperature component Incorrect maintenance

1.8 LG-related event Landing gear Incorrect adjustment
In-flight LG-related event LG assembly damage Incorrect assembly

On-ground LG-related event LG collapse Incorrect component installed
LG fire Incorrect installation

Runway-related event LG not fully extended Incorrect procedure
Runway excursion Loss of braking Incorrect rigging

Shock absorber separation
Structural damage Tyre failure Inspection

Empennage damage Violent vibration Inspection does not identify defect
Lower fuselage structural damage Wheel(s) lost Inspection not undertaken

Wing structural damage Pressurisation Insufficient inspection
Outflow valve opening in error No fault found

Other Steering Organisational

Other event Loss of nose wheel steering Inadequate maintenance
documentation

Structure Inadequate reporting
Fuselage damage Inadequate training
Hole in bulkhead Lack of training

Skin crack Misleading paperwork
Wing separation Poor resource planning

Total aircraft damage Overhaul
Windscreen Overhaul not undertaken

Improperly maintained windscreen
obstructing vision during visual

approach
Part used past expiry

Other (a) Deliberate exceedance of service
lifetime
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Table A3. Hieminga (2018) Maintenance error Taxonomy.

Level 1 Level 2

Maintenance Control

Work orders not carried out
Mismatch between logs/work order and work carried out/actual configuration

Scheduled tasks overdue
Mismatch between MX forecast and actual times/cycles

Action not signed off
AD not embodied/not in compliance on a/c

Action sign off/explanation incorrect or unclear
Instructions/limitations to other team/shift/department not

communicated/unclear/incorrect
Additional inspections not planned/carried out

Defect deferred with incorrect procedure/reference/follow-up
Work orders/task not in planning, or planned with incorrect interval
Authorisation does not cover work carried out/authorisation issued

Maintenance
documentation

Instructions or references incorrect/unclear
Incorrect or incomplete documentation present/used

Parts supply/tracking/life
limits

Incorrect part supplied
Parts supplied with incomplete/incorrect repair, modification, configuration

or condition.
Parts supplied with FOD/damage/corrosion present

Parts supplied with incorrect/incompatible life remaining
Mismatch between parts installed and tracking system

Incorrect life recorded in tracking system
Time expired parts (found to be) fitted
Uncertainty about part documentation

Tool issue
Incorrect tool used/available

Tools used had incorrect calibration status

Job access/job set-up issue
Incomplete/incorrect job set up

Damage caused by access equipment
Damage caused by lifting equipment/special tools

Working practices

Created opportunity for damage/contamination/FOD
Accumulation of dirt/fluids/grease/water/other contamination present

Damage present, or damage caused by work carried out
Incorrect procedure used or procedure applied incorrectly

Troubleshooting issues
Results incorrect
Results unclear

Previous troubleshooting did not clear the issue

Lubrication/servicing issue

Lubrication not (correctly) carried out
Wrong type lubricant used

Lubrication overdue
Servicing not (correctly) carried out

Refill task incomplete/incorrect
Servicing overdue

Inspection/testing issue

Inspection or test not carried out or not complete
Inspection or test carried out incorrectly

Inspection or test results not carried forward
Inspection or test did not identify an existing issue

Installation/removal issue

Clearance issue
Part missing
Part incorrect

Part unserviceable
Installation/removal incomplete

Damage present, caused by installation/removal
Installation/removal incorrect

Wrong (consumable) material used
Wrong fastener used

Wrong software version loaded or wrong config/setup
Incorrect/incomplete follow-up after installation/removal
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Level 1 Level 2

Modification/repair issue

Modification not carried out IAW AMM/SRM/other instructions
AMM/SRM/other instructions for modification not clear
Modification completed but technical issues still present

Modification completed, incorrect follow-up
Repair not carried out IAW AMM/SRM/other instructions

AMM/SRM/other instructions for repair not clear
Repair completed but technical issues still present

Repair completed, incorrect follow-up
Uncertainty about status/certification basis for modification/repair

Activation/deactivation
issue

Activation/deactivation incorrect
Deactivated system/component, but no fault found

Job close-up Close up not performed correctly
Tools/parts/FOD left behind

Job not completed

Appendix D

Table A4. Surveys—Subject Matter Experts.

Regulatory Authority Subject Matter Expert Questionnaire

Dear Participant,
This study is about identifying and understanding the contributory factors to aircraft maintenance related
accidents and incidents in Nigeria. All relevant information regarding the methods used would be made
available to you. This survey has been prepared for Aviation Safety Inspectors (ASI) at the Safety Deficiency
Incidents Analysis (SDIA) unit of the Nigerian Civil Aviation Authority (NCAA). A total of five open ended
questions would be presented to you and your responses/ideas would be highly beneficial to this study.

Q1 What taxonomy do you use in analysing occurrence data? Does this taxonomy support coding of
maintenance error or maintenance related occurrences? What other taxonomy/taxonomies would you prefer to
use? Please describe your experience and process of analysing the mandatory occurrence reports

Q2 With respect to the data output of this research, please evaluate and discuss your opinion of the
methodology used and the output. What could have been done better?

Q3 Please discuss other methods that can be used to identify and prioritise aircraft maintenance related high
risk areas. Do you think developing customised taxonomies for maintenance related events would help
identify high risk areas in Nigeria?

Q4 In order to further predict incidents, make adequate plans (such as new rule making, safety promotion,
training, workshops, increase/targeted oversight etc.) using the results of this data analysis, what methods can
you recommend for aviation regulatory authorities and all relevant stakeholders?

Q5 Please discuss the main challenges in terms of data integrity or quality. Is there sufficient detail and
information available within the MORs submitted/dataset to determine human factors related causal and
contributory factors?

Q2 As an air Accident Investigator with the Accident Investigation Bureau, are you satisfied with the depth of
human factors included in your training? Do you have a separate department which focuses on Human
Factors related issues such as human factors in aircraft maintenance?

Q3 With respect to the data outputs of this research, please evaluate and discuss your opinion of the
methodology used and the output. What could have been done better?

Accident Investigation Bureau Subject Matter Expert Questionnaire

Dear Participant,
The aim of this study is to explore the contributory factors to aircraft maintenance-related accidents and
incidents in Nigeria in order to achieve a deeper understanding to this safety critical aspect of the aviation
industry.
To achieve this aim, one of the objectives was to qualitatively analyse the accident investigation reports
published by the Accident Investigation Bureau in the last 10 years. This was achieved by using Insley’s (2018)
Maintenance Factors Analysis and Classification System (MxFACS) taxonomy to code the data.
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The results of the analysis showed that the aircraft maintenance-related accidents were attributed to the
following contributory factors.

A. Human Factors
B. Operator’s oversight
C. Inadequate inspection
D. Incorrect maintenance
E. Failing to follow procedures
F. Noncompliance with Airworthiness Directives

This questionnaire is designed for Air Safety Investigators of the Accident Investigation Bureau (Nigeria).
A total of three open ended questions would be presented to you and your responses/ideas would be highly
beneficial to this study.

Q1 Does the Accident Investigation Bureau carry out long-term (e.g., last 10 years) reviews of previous
accident trends? Do you think that such reviews (e.g., the one carried out in this study focusing on
airworthiness and maintenance) may help to identify and prioritise high risk areas and plan mitigation actions
such as targeted oversight, rulemaking or safety promotion?

Q2 As an air Accident Investigator with the Accident Investigation Bureau, are you satisfied with the depth of
human factors included in your training?
Do you have a separate department which focuses on Human Factors related issues such as human factors in
aircraft maintenance?

Q3 With respect to the data outputs of this research, please evaluate and discuss your opinion of the
methodology used and the output. What could have been done better?

Aircraft Maintenance Engineers Questionnaire

Dear Participant,
The aim of this study is to explore the contributory factors to aircraft maintenance-related accidents and
serious incidents in Nigeria in order to achieve a deeper understanding to this safety critical aspect of the
aviation industry.
To achieve this aim, one of the objectives was to qualitatively analyse the accident investigation reports
published by the Accident Investigation Bureau in the last 10 years.
This was achieved by using Insley’s (2018) Maintenance Factors Analysis and Classification System (MxFACS)
taxonomy to code the accidents and Hieminga’s (2018) taxonomy to code the serious incidents.
The results of the analysis showed that the aircraft maintenance-related accidents were attributed to the
following contributory factors listed in alphabetical order.

A. Failing to follow procedures
B. Human Factors
C. Inadequate inspection
D. Incorrect maintenance
E. Noncompliance with Airworthiness Directives
F. Operator’s oversight

This questionnaire is designed for Aircraft Maintenance Engineers (AME) in Nigeria to identify root cause of
study findings the output of the data analysis.

Q1 Are you an aircraft maintenance engineer?

Q2 How many years of experience do you have in the aircraft maintenance industry in Nigeria?

Q3 From your experience and in your view, which of the following contributory factors to maintenance related
accidents are more likely to cause future accidents? Where (one) 1 indicates least likely and (seven)
7 indicates most likely

1. Not following AMM (Incorrect information, missing information, failure to follow procedure, procedures
difficult to follow)

2. Non-compliance with Airworthiness directive
3. Human Factors (Maintenance engineer fatigue, time pressure, unqualified personnel
4. FOD (Tool left in aircraft, Contaminants in aircraft)
5. Inspection (Inspection does not identify defect, Inspection not undertaken, Insufficient inspection)
6. Organisational (Inadequate maintenance documentation, Inadequate reporting, Inadequate training,

Lack of training, Misleading paperwork, Poor resource planning)
7. Incorrect maintenance (Incorrect adjustment, Incorrect assembly, Incorrect component installed, Incorrect

installation, Incorrect procedure, Incorrect rigging)
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Q4 Following maintenance instructions in the AMM/SRM etc. is not always practical/possible.
Strongly agree/Agree/Somewhat agree/Neither agree nor disagree/Somewhat disagree/Disagree
Strongly disagree

Q5 Please briefly elaborate your experience with regards to following procedures. If they are not always
practical/possible to follow, what are the main reasons/challenges which prevents you from following them to
the letter? Please recommend possible solutions

Q6 Some inspection instructions are not sufficient enough to identify defects
Strongly agree/Agree/Somewhat agree/Neither agree nor disagree/Somewhat
disagree/Disagree/Strongly disagree

Q7 Please briefly elaborate your experience with regards to inadequate inspection instructions. What are the
main challenges faced with inspection instructions? Please recommend possible solutions
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Abstract: Learning from incidents (LFI) is a useful approach when examining past events and developing
measures to prevent ensuing recurrence. Although the reporting of incidents in the aircraft maintenance
and continuing airworthiness domain is well appointed, it is often unclear how the maximum effect of
safety data can be efficaciously applied in support of LFI in the area. From semi-structured interviews,
with thirty-four participants, the gathered data were thematically analyzed with the support of NVivo
software. This study establishes a relationship between an incident in its lifecycle and the learning process.
The main aim of this work is to elucidate factors that enable LFI. The analysis of the data revealed,
for example, the benefits of a just culture and the use of formal continuation training programs in this
respect. Moreover, it identified limitations inherent in current processes such as poor event causation
and poorly designed learning syllabi. Additionally, aspects such as a lack of regulatory requirements
for competence in the areas of learning for managers and accountable persons currently exist. This
thematic analysis could be used in support of organizations examining their own processes for learning
from incidents. Additionally, it can support the development of terms of reference for a continuing
airworthiness regulatory working group to examine, strengthen and better apply LFI in the aviation
industry.

Keywords: learning form incidents; airworthiness; aircraft maintenance; safety management

1. Introduction

If it were possible for all organizations to learn effective lessons from the past, the effects of future
unwelcome events might be limited [1]. Aviation safety depends to a large extent on the efficacious
efforts of all involved in the system [2]. Research has acknowledged the importance of event information
when it comes to learning and preventing recurrence [3]. Thankfully, major events such as accidents are
becoming less frequent and generate less points for learning [4]. In contrast, there are numerous incidents
with less severe consequences and if appropriately considered, these could offer an earlier insight into
the circumstances that enable unwelcome events. Predefined and relevant information harvested from
incident reporting systems is a major element of learning and preserving acceptable levels of safety. Hobbs
and Williamson [5] highlight the importance of aircraft maintenance staff being aware of the cumulative
effect of “seemingly insignificant” incidents as this amplifies the need to be proactive when it comes to
learning from incidents. This research undertook a qualitative examination of staff involved in aircraft
maintenance and continuing airworthiness operations in order to identify factors that could augment
learning from incidents within this industry sector.

Aerospace 2021, 8, 27; doi:10.3390/aerospace8020027 www.mdpi.com/journal/aerospace
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In the areas of continuing airworthiness and aircraft maintenance, safety management systems include
incident and occurrence reporting [6] as an obligation. It is common for incidents to be discovered within
organizations and reported with the assistance of such “systems of systems” [7]. On an operational level,
initial training on human factors and company procedures is intended to specify and re-affirm the category
and type of occurrence and incident that should be reported. Recent developments in European Union (EU)
regulations [8] empower voluntary and confidential reporting and are independent of all other individual
obligations. Detecting and identifying hazards highlighted through incident reporting systems is also
recommended by the International Civil Aviation Organization (ICAO) standards and recommended
practices as an effective means of augmenting levels of safety. However, Gerede [9] strongly suggests
that a failure to foster a just culture is considered to have a negative impact upon effective data collection
(reporting), organizational learning and the subsequent ability to learn from incidents.

Drupsteen and Wybo [10] reaffirm organizations use experience gained from past events in order
to improve safety. Effective learning can be considered as a successful translation of safety information
into knowledge. Utilizing information from events with learning potential can actively improve the
operating environment and help prevent recurrence. Learning in this context can often be experienced as
modifying or implementing new knowledge where cultural, technical or procedural elements are integrated.
Therefore, when learning is transformed into measures to prevent re-occurrence, an organization often has
a reasonable means of mitigating future similar events. Argyris and Schön [11] highlight the importance of
learning to detect and address effective responses to errors. Their “theory in action” concept is the focal
point for this determination. The first of its two components, “theory in use” is one that guides a person’s
behavior. It is often “tacit” and is how people behave routinely. Very often these observed “habits” are
unknown to the specimen. The second element is known as “espoused theory”, namely what people say
or think they do. Drupsteen and Guldenmund [12] mention that espoused theory comprises of “the words
we use to convey what we do, or what we like others to think we do”.

However, it is important to re-affirm the linkages that exist between individuals and organizational
learning. The introduction of safety management systems (SMS) has initiated a shift in how organizational
errors are viewed. Firstly, equipment has become increasingly more reliable, but the human form has
not displayed the same response. In the second instance, the impact of complexities associated with an
increasing cognitive load for staff is just beginning to be realized. The existence of a potential for blaming
an individual is now being aligned with organizational responsibilities. Prior to this, event causation was
often misrepresented or even over quantified the human input as organizational factors were not always
considered. They offer an insight into the connection between individual actions and organizational
initiatives designed to secure the best safety outcomes. Fogarty et al. [13] also recognize the role that both
individual factors have on human error and the inputs both can have on preventing recurrence.

ICAO Doc 9859 ICAO [14] defines a template for aviation operators and regulators to support the
application of a variety of proactive, predictive and reactive oversight methodologies. In addition to
routine monitoring schemes, voluntary and mandatory reporting, post incident follow-up, there are also
regular safety oversight audits. These audits and inspections often set out to establish if there is a difference
between espoused theory and the theory in use (e.g., is the task being correctly performed in accordance
with the documented procedure/work instruction or is there a deviation from approved data and practice?).
However, Drupsteen and Guldenmund [12] caution auditors not to “focus too much on the documentation
of procedures” alone. In such cases, the oversight audit may be ineffective because of its sole focus on
espoused theories of the organization only and not the theory-in-use. These authors translate this idea of
poor focus on theory in action, into a valid learning component arising from incidents. They also highlight
the “espoused” aspect where those attempting to learn from incidents often fail to experience the desired
learning because outcomes are not fully aligned with the practical objectives of a learning from incidents
(LFI) initiative. For learning to be most effective, espoused theory and theory in use should be reasonably
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well aligned. Ward et al. [15] propose it is necessary to further develop an operational model that can
account for “what is meant to happen and what actually happens”.

Continuing airworthiness and aircraft maintenance and activities performed in EU member states
are subjected to rules that mandate reporting of defined issues. Repositories of reported data tend
to be populated by sources that are predominantly the subject of mandatory reporting requirements.
Conventional safety oversight models also only verify the presence of reporting media and repositories
in this segment of the industry. Jacobsson et al. [16] avow the degree of interest invested in learning
from incidents but question its efficiency in some organizations. Although unwelcome events are less
prevalent, less severe events still provide learning opportunities. There is often only a primary focus for
organizations upon reporting in line with each state’s own reporting obligations. Unfortunately, a narrow
focus on this single element of an incident in its lifecycle can negate the potential benefits of learning from
incidents at an organizational level. The absence of clearly defined competency requirements [6] that
support a pedagogy for learning from incidents for continuing airworthiness staff could also be considered
an impediment to effective learning in the domain.

The featured industry sector is regulated by the application and upkeep of numerous requirements in
the jurisdictions of operation. In general, a costly regulatory overhead tends to be carried by regulating
states and operators to support safe and viable activity. However, a growing tendency to increase regulatory
requirements in pursuance of safer activity across the segments may not always offer the same returns as
previously realized by states. Brunel [17] (p.45) suggests, “ . . . it is impossible to make men perfect: the
men will always remain the same as they are now and no legislation will make him have more presence of
mind . . . ”. Furniss et al. [18] reviewed the Hollnagel [19] Functional Resonance Analysis Method (FRAM)
which explores how functional variability resonates within systems, i.e., how well comprising elements
function in a system. They also consider how FRAM can be modified to support complex socio technical
system improvements. Perhaps as the paradigm supporting the linearity of regulatory oversight shifts,
proactive regulatory inputs will also influence more effective safety outputs as intricacy increases.

1.1. Systematic Literature Review

The primary reason for conducting a systematic review was to examine how learning from incidents
occurs in aircraft maintenance and continuing airworthiness management. Other sectors and the issues
impacting learning in these areas were also considered. The literature review sets out to establish factors
that contribute to or potentially constrain learning from incidents in the subject domain. Applying a
qualitative research approach is advantageous as it can provide a deeper contextual understanding of the
literature and can assist with better research integration. The application of rigor and comprehensiveness
can assist with advancing knowledge and identifying research gaps and aspects for further research in this
area. Okoli and Schabram [20] suggest “a dedicated methodological approach is necessary in any kind of
literature review”. A preliminary search of literature highlighted a scarcity of best-practice guidelines for
conducting systematic literature reviews in this area.

Qualitative research involves handling considerable volumes of data and a degree of discipline is
required so that search results, decisions regarding subject inclusions and exclusions are recorded and
references are well managed. Endnote was used in support of the literature review during this research.
An electronic database is useful for supporting a search strategy, arranging publications and storing
references [21]. The qualitative data analysis software NVivo (NVivo 12, QSR International, Melbourne,
Australia) was used to augment the data management, storage and analysis associated with the literature
review. NVivo possesses many functions, such as facilitating the synthesis of a review [22]. A systematic
search of in excess of 1000 publications was performed in the following databases: Web of Science, Scopus,
IEEE Xplore, ProQuest and EBSCO. The following predefined search terms were applied: “learning
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from incidents”, “learning from experience”, “aircraft maintenance”, “aircraft management” and “safety
management systems”. A practical screening of title and abstract was applied to each manuscript using
predefined terms (e.g., subject, setting, publication, year). This part of the process had to be broad enough
to create a sufficient number of applicable publications but also had to be practically manageable. The
following criteria were implemented for the practical screening of the source bibliographic details, title
and abstract:

• Subject—Related to learning from incidents and past experiences.
• Setting—Any high reliability industry or sector where learning from incidents is critical.
• Publication—Journal or peer-reviewed conference proceedings.
• Date range—published post 1992. The year 1992 was the starting point for the screening process,

since at the time of planning the research project, 25 years was considered to be a reasonable timespan
to include material pertaining to learning from incidents.

The output of the practical screen step produced a list of publications denoted as the screened set
of publications. An Endnote library was then created to store and manage the full text of the retrieved
publications. The next step involved filtering the publications into primary and secondary publication
subsets using only primary research manuscripts in the next phase. Applying a set of criteria helps to
reduce any researcher bias in the screening system. A set of inclusion and exclusion criteria [23] was
developed in accordance with the guidelines included in [24,25], listed in Table 1. Two researchers were
involved in the screening process.

Table 1. Inclusion and exclusion criteria used for the filtering of the subset of primary publications.

Included Excluded

Research studies Literature reviews
Qualitative and mixed methods Quantitative methods

Perceptions and experiences Focused on decision-making and legislative requirements
Reference to just culture Not about “no blame” or a punitive approach
High reliability settings Non high reliability settings

Published post 1992
Peer-reviewed publications

Industry based settings
Original studies

The final set of 18 papers was imported into NVivo and the following analysis approach, as defined
by Bandara et al. [22], was used for the selection of the codification themes:

• Deductive—themes reported on are predetermined to some extent. In this case, these predetermined
themes were the output of a focus group process.

• Inductive—themes reported are derived from analysis of the literature.

NVivo is limited in terms of providing thematic classifications based on the occurrence of key words
but can assist with identifying relationships between words and phrases amongst publications. It also
provided thematic classifications of data based on the occurrence of key words and phrases. The coding
process consisted of selecting relevant passages of text that were captured in one or several of the framework
nodes. Maykut and Morehouse [26] defines a propositional statement as “a statement of fact the researcher
tentatively proposes, based on the data”. Memos were used to draft these summary statements which
formed part of the literature review. Central to the idea of learning is how an incident is generally
moderated during its useful existence. Section 1.2 documents this approach.
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1.2. The Notion of a Generic Incident Lifecycle

Figure 1 illustrates how an incident tends to be managed through its quiddity. This view is one
possible way of representing the elements comprising a lifecycle view. Cooke and Rohleder [27] suggest it
should also be evident that an incident system will operate most effectively when a safety management
system has already been put in place and avoidable risks are addressed. They propose an effective
system that addresses: identification and response, reporting, investigation, identifying causal structure,
making recommendations, communicating and recalling incident learning, and implementing corrective
actions. Drupsteen et al. [28] also consider an incident from a learning perspective in its cycle. Their
main constituents are investigating and analyzing incidents, planning interventions, intervening and
evaluating (each of these four stages are further sub-divided into eleven sub-components). Continuing
airworthiness-related incidents are notified by way of a formal mechanism of reporting. During the data
gathering phase of this research, the steps outlined in Figure 1 were found to be dictated by regulatory
requirements [6,8]. Once the incident enters its lifecycle, it ideally transverses a process that transforms the
information gathered into knowledge. Figure 1 and the contiguous paragraph offer an overview of how
the capture and processing of the incident information occurs in practice.

 

Figure 1. An example of an aviation incident lifecycle within the continuing airworthiness and aircraft
maintenance sector.

Continuing airworthiness-related serious incidents are rare but often due to environmental, cognitive
and mechanical demands, reportable and unreportable events do occur. All organizations in the industry
segment subscribe to a reporting system and reports can be made electronically or in paper form in
smaller organizations. The main underpinning regulation in Europe, EU regulation 2018/1139 [29], refers
to a management system and mandates an organization to implement and maintain such a system to
ensure compliance with these essential requirements. In practice, although a reporter can report events
directly to an aviation authority, all organizations are required to have an internal reporting system also. A
focal point/gate keeper will process these reports either internally and/or inform third party stakeholders
such as aviation authority or aircraft manufacturer as required by procedure. Depending on the event,
technical management may determine there are immediate actions required to recover a situation or restore
serviceability. While a small number of scenarios will require an event to be investigated fully before an
aircraft returns to service, many incidents are investigated post event. As soon as causation is established,
if accepted by the relevant technical function, the report is closed. This management system is strongly
influenced by regulatory requirements and procedural form and is a pre-eminent influence on how an
incident and its actors behave from the time a report is made to the time its impact has been terminated.
One of the limitations inherent in this cycle is that lessons tend to be delivered at a later point in time mostly
through the medium of recurrent training programs such as continuation and human factors training.
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Therefore, there is often a hiatus in the feedback cycle. However, the effectiveness of the process and the
perceived contribution to learning are not fully reflected in this view.

1.3. A Potential Learning Cycle Emerges

According to Lindberg et al. [30], in order to prevent accidents, it is essential to learn from previous
accidents and incidents. Lukic et al. [31] suggest that in order to increase the effectiveness of learning from
incidents, it is necessary to understand who should be included in the learning process. In Figure 2, the
incident lifecycle is aligned with the learning process in order to highlight where potential improvements
might be made. As the incident is managed and causation is established, there are potential avenues
open for learning. The ultimate desired outcome is that adequate measures are put in place to prevent a
recurrence of the event. However, the lessons available in a potential learning product are not always used
to best effect when considering the Figure 1 process. Drupsteen et al. [28] state that “many incidents occur
because organizations fail to learn from past lessons”, because the traditional approach often stops short of
preventing future incidents. Their research examines: investigating and analyzing incidents, planning
and prevention, intervening and evaluating steps in a learning process. Ward et al. [15] found that the
resulting relationship between the individuals and the systems have a direct impact upon the system and
prevailing environment. Silva et al. [3] examined how organizations use accident information to reduce
the occurrence of unwelcome events. Drupsteen and Wybo [10] found that hindsight can determine if an
organization did learn from an event but there are no models to assist with gauging the “propensity” of an
organization to learn. Drupsteen and Hasle [1] suggest that learning can be improved if limiting factors
are addressed.

 

Figure 2. Incident learning product and process (broken line denotes iterative learning feedback).

The proposed enhancement (shown in Figure 2) to the generic lifecycle in the “traditional” approach
represents a novel view and brings the learning product into focus. This figure highlights the benefits of
ensuring the feedback loop of an incident is centered on the learning product. Treating its development
as an iterative process ensures all steps in the cycle are included and where deficiencies are noted, they
can be identified and communicated during the iterations. This can assist with delivery of timely and
sustainable learning and help prevent an inability to think, talk and see what actions are proper in specific
situations [32]. According to Drupsteen et al. [28], it is necessary to gain an insight into the steps of the
process to identify factors that hinder learning in order to make improvements. The research suggests
an emphasis on accessible, timely and appropriate learning content could provide all stakeholders in the
process with better value for their efforts. Perhaps one reason that the customary incident lifecycle and
its limitations prevail is related to management theory. While innovators like Taylor [33] are responsible
for advances in management, such theories have not always fully considered safety and learning. The
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early 1900s witnessed a time when it was necessary to inaugurate efficiencies in production by initially
decomposing tasks in order to introduce liner efficiencies. The limitations experienced in incident learning
processes today may relate to this circumscribed tradition.

2. Materials and Methods

2.1. Philosophical Underpinnings

The fields of science and philosophy consider ontology and epistemology in terms of What is the
nature of reality? and How is human knowledge constructed? The ascendant ideologies of positivism
and interpretivism can be applied in support of these philosophical differences [34–37]. Hirschheim [38]
puts forward the aim of positivism to, “seek to explain and predict what happens in the social world by
searching for irregularities and causal relationships between its constituent elements”. In contrast to this
stance, Schwandt [39] suggests the aim of interpretivism is to gain understanding. Interpretive research
seeks to develop a richer understanding of the complex world of lived experience from the point of view
of those who live in it. “This goal is variously spoken of as an abiding concern for the life world, for the emic point
of view, for understanding meaning, for grasping the actor’s definition of a situation, for verstehen” [39] (p.118).

The intent of this qualitative study was to understand how various situations impact on learning from
incidents in the aircraft maintenance and continuing airworthiness management domain by interacting
with the participants on a social plane. Thus, in order to gain an empathetic understanding of the
participants and their actions, the pursuit of “verstehen” considers adopting an interpretive paragon as
an approach. This approach is not initiated with the aid of a hypothesis intended for testing but rather
using a lodestar that guides the researcher to a point of discovery supported with an inductive modus
operandi. The study is unwavering in its support for the view that (individual and combined) qualitative
and quantitative approaches possess equal value in terms of their investigative potential in this area of
focus. In summary, the project employs a qualitative research methodology in an effort to generate “rich”
findings in support of gaining a good understanding of the learning environment in the featured domain.
According to Maykut and Morehouse [26], the purpose of qualitative research is to discover the inner world
of perceptions and meaning-making in order to gain an understanding to describe and explain certain
social phenomenon from participants’ perspectives. In order to accomplish this, focus group activity was
managed concurrently with the literature review. These activities cumulatively generated five themes
which were used as the basis for a semi-structured interview template. The project employed a qualitative
research methodology in an effort to generate “rich” findings in support of gaining a good understanding
of the learning environment in the featured domain. The outcome of a qualitative research initiative was
contextual findings as opposed to broad generalizations.

2.2. Focus Group

According to Kitzinger [40], “focus groups are group discussions organized to explore a specific set
of issues such as people’s views and experiences . . . ”. The idea of conducting group interviews is not
a new one. Bogardus [41] is an early example of a reference to utilizing the group interview. Frey and
Fontana [42] suggest that group interviews can be formally structured for a specific purpose or can be
performed in a more informal setting where a researcher can “stimulate a group discussion”. Specific
examples in the literature of focus groups being developed systematically within the area of aircraft
maintenance and management are scarce. Frey and Fontana [42] state that although group interviews have
implicitly informed research, often they are not formally acknowledged as part of the process. Powell
and Single [43] remind us that when recruiting focus group participants, one must be mindful of systemic
biases. Averting this was ensured by being careful to enlist the participants from different organizations
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and different positions of responsibility. Three sessions comprising of three industry professionals within
each group were successfully moderated by the researcher. During the three phases of working with
the focus group, statements and terms were recorded as dialogue amongst the members and observed.
The second meeting of the focus group developed four codes (safety, regulatory compliance, root cause,
reporting) that had emerged from the group’s earlier outputs. These four codes were further distilled
during the focus group activity and were consolidated into two themes (reporting, root cause) that were to
eventually form part of the piloted semi-structured interview instrument.

Reporting and root-cause themes were the result of the draft consolidation of the comments and
emerging codes. In concert with the focus group activities, a literature review was performed by the
researchers and this generated three further themes as reflected in Table 2.

Table 2. Codification themes used in the NVivo analysis of the final set of publications.

Codification Theme Description Origin

Root Cause Reason to establish causation Focus Group
Reporting Value of reporting to learning from incidents Focus Group

Learning from Incidents Outcomes of learning from incidents Literature Analysis
Just culture Impact of just culture on learning from incidents Literature Analysis

Precursors Contribution of precursors to learning from
incidents Literature Analysis

The resulting draft semi-structured template (provided in Appendix A) containing the five themes
was scrutinized by the focus group. The constituent questions relating to each theme and the running
order of the document was subject to many minor changes during the individual piloting of the instrument
with the three group members.

2.3. Data Collection

Data were gathered from seven organizations using a semi-structured interview template. The
participating organizations were involved in aircraft maintenance and continuing airworthiness
activities. Building trust and commitment, as proffered by Chatzi [44] and Chatz et al., [45] was deemed
to be a necessary tenet of a successful data collection exercise. Managing the interview process with the
support of senior staff complimented visible top-down support for the research and ensured there would
be no confusion regarding access to what some organizations often classify as sensitive commercial data.
The aim was to explore how learning from incidents occurs and what can constrain learning in the area of
focus. The pilot phase ensured the desired outcome of the main data collection phase would be congruent
with the aims of the study. The interviews were recorded, transcribed and participants could not be
identified from the recordings or transcripts. Full ethical approval for the data gathering was granted by
the University.

2.3.1. Instrument

Data were collected using semi-structured interviews, lasting on average sixty minutes. The “aide
memoir” was arranged so that participants could offer a flexible response and any emerging themes
could be identified. The semi-structured approach facilitated emphasis being placed upon any points
that warranted further focus or examination by the researchers. An example of the interview template
is included in Appendix A. Interviewees were asked to give an example of a recent incident they were
familiar with. The structure of the template, (a) probed process around reporting and (b) elicited the
participants perception of learning from incidents within their organizations. Following on from the initial
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contact on reporting, the participants discussed just culture, learning, root-cause and incident precursors
during their individual engagements with the researchers.

2.3.2. Participants

The “key issue in selecting and making decisions about the appropriate unit of analysis is to decide
what it is you want to be able to say something about at the end of the study” [46] (p.168). The objective of
this study was to investigate individuals’ perceptions of how learning from incidents takes place and the
obstacles present in the maintenance and continuing airworthiness management domain of the aviation
industry segment. There were thirty-four (34) participants in total, as presented in Table 3.

Each of the organizations maintained between 6 and 300 aircraft at the time of the study. While
traditional reporting and learning themes were evident outputs from the focus group meetings, it was
decided that the data would be collected through one-to-one semi-structured interviews. Semi-structured
interviews permitted the researchers to get a deeper understanding of complex organizational and social
interactions and at the same time follow a construct. The participating organizations were selected based
upon them being accredited to perform aircraft maintenance and continuing airworthiness activities
since the inception of EU regulation 1321/2014 [6]. Within this domain, there are categories of staff that
are required to be aware of incident reporting and make a report as necessary (e.g., technical managers,
certifying staff, quality assurance staff, stores personnel, technical services). Each organization is required
under legislation to employ a satisfactory level of staff regardless of their aviation activities. As a minimum,
at least one of each of these roles was represented in the study. It was ensured that at least one staffmember
from each discipline was included in the study and had made a report in the previous twelve months.
As certifying staff, technical managers and quality assurance staff are by virtue of their position active
reporters (due to their exposure to active operations), staff in these disciplines were well represented in
the study’s cohort. Participation in the study was on a voluntary basis and all who participated were
acquainted with the project prior to performing the interviews. All participants signed consent forms.

Table 3. Participants in the study (n = 34).

Participant Roles Number

Category B1 Engineer 4
Supervisor 3

Category A Mechanic 3
Quality Assurance Engineer 3

Category B2 Engineer 2
Shift Controller 2

Contract Composite Inspector 1
Inspector 1

Aeronautical Engineer 1
Category B1/B2 Engineer 1

Maintenance Manager 1
Technical Safety Manager 1

Technical Services Manager 1
Line Maintenance Manager 1
Deputy Quality Manager 1

Maintenance Control Manager 1
Maintenance Planner 1

Maintenance Safety Officer 1
Apprentice Technician 1
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2.4. Data Analysis

Thematic analysis was the method chosen to support the analysis of the study’s data. The Braun
and Clarke [47] six-step proposition, which consists of eight discreet cycles, in conjunction with the QDA
Training [48] material, formed the basis of the analysis technique. A practical iterative approach was
adopted throughout the analysis where the data were formally arranged into discrete phases. The eight
individual stages of analysis distributed over the six phases were designed to support a robust and rigorous
analysis of the data. Table 4 below illustrates the stages and processes outlined and performed in NVivo and
links this to the practical guidelines set out in Braun and Clarke [47]. Their six-step approach that supports
the application of thematic analysis is shown in column one and the corresponding application in NVivo is
shown in column two. The third column features the strategic elements of coding as the researcher moved
from the initial participant-led descriptive coding, to the secondary coding which was more interpretative
in nature indicating this phase of coding was both researcher- and participant-led. The final abstraction
to themes was researcher informed only. This phase was designed to allow the researchers to engage the
participant in direct dialogue with a wider arena such as literature and policy or strategy for example.
The fourth and final column illustrates the more iterative nature of the coding, analysis and reporting of
proceedings that terminate in a conclusion.

Phase 1 activity involves familiarizing oneself with the transcribed data. In this first phase, the data
were loaded into NVivo. It was checked and re-read several times to ensure accuracy of the uploaded
transcripts. At the end of the phase activity, initial codes were noted down and retained.

Generating initial codes (open coding: phase 2)—According to Lincoln and Guba [49] (p. 345), a data
unit can be defined as the “smallest piece of information about something that can stand by itself, that is, it
must be interpretable in the absence of any additional information other than a broad understanding of
the context in which the inquiry is carried out”. The open coding is intended to systemically organize the
data and uncover the essential ideas found in the data [50]. Each discrete unit of data is labelled in line
with the phenomenon it represents. The second phase required broad participant-driven open coding
of the interview transcripts recorded during the data gathering step of the research study. Features of
interest were coded in a systematic way across the complete dataset where data relevant to each code were
collected. Clear labels were allocated to these codes and definitions to serve as rules for inclusion [26].
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Table 4. Stages and Process Involved in Qualitative Analysis. Adapted from Braun and Clarke [47] and
QDATRAINING Training [48] material.

Analytical Process
(Braun and Clarke, 2006)

[47]

Practical application of
Braun and Clarke in

Conjunction with NVivo
Strategic Objective

Iterative Process
Throughout Analysis

1.Familiarizing yourself
with the data

Transcribing data (if
necessary), reading and
re-reading the data,
noting down initial ideas.
Import data into the
NVivo data management
tool

Data Management
(Open and hierarchal coding

through NVIVO)

 
Descriptive Accounts

(Reordering, ‘coding on’ and
annotating through NVIVO)

 
Explanatory Accounts

(Extrapolating deeper
meaning, drafting summary

statements and analytical
memos through NVIVO)

Assigning data to refined
concepts to portray

meaning

 
Refining and distilling
more abstract concepts

 
Assigning data to

themes/concepts to
portray meaning

 
Assigning meaning

 
Generating themes and

concepts

2. Generating initial codes

Phase 2. Open
Coding:Coding
interesting features of the
data in a systematic
fashion across the entire
data set, collecting data
relevant to each code

3. Searching for themes

Phase 3. Categorization of
Codes:Collating codes
into potential themes,
gathering all data relevant
to each potential theme

4. Reviewing themes

Phase 4.Coding
on:Checking if the themes
work in relation to the
coded extracts (level 1)
and the entire data set
(level 2), generating a
thematic “map” of the
analysis

5. Defining and naming
themes

Phase 5. Data
Reduction:On-going
analysis to refine the
specifics of each theme,
and the overall story
(storylines) the analysis
tells, generating clear
definitions and names for
each theme

6. Producing the report

Phase 6. Generating
Analytical Memos.
Phase 7. —Testing and
Validating.
Phase 8. Synthesizing
Analytical Memos.
The final opportunity for
analysis. Selection of
vivid, compelling extract
examples, final analysis of
selected extracts, relating
back of the analysis to the
research question and
literature, producing a
scholarly report of the
analysis [47,48]
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A set of provisional categories was generated for the segmented data to be coded to. These categories
were descriptions of concepts and themes in broad terms. They took two forms: researcher-driven
and participant-driven. The former was derived from a theoretical framework underpinning the study
and the latter from the knowledge gained of the participants’ language and customs. Hammersley and
Atkinson [51] (p.153) consider the importance of participant-driven categories: “the actual words people
use can be of considerable analytic importance as the ‘situated vocabularies’ employed provide valuable
information about the way in which members of a particular culture organize their perceptions of the
world, and so engage in the social construction of reality”.

Searching for themes—In phase 3, codes from phase 2 were collated into categories of codes by
structuring all the data relevant to each potential category into a framework that could be used in support
of further analysis. This phase also included distilling, re-labelling and merging common codes that were
generated in phase 3 to ensure the labels and definitions for inclusion were an accurate reflection of the
coded content. These first-round categories are best described as broad descriptions of concepts and
themes. During the analytical process they underwent content and definition change and the existence of
the two forms of category provides an important means of traversing between “natural” and “theoretical”
discourses. Araujo [52] (p.68) suggests that “codes should be viewed in two ways: as part of the analyst’s
wider theoretical framework and as grounded in the data.; the process of coding data should be regarded as
an important intermediary step in translating social actors’ frames of meaning into the frame of theoretical
discourse; coding frames therefore, mediate between the ‘natural’ everyday discourse and the theoretical
discourses in social science”.

Reviewing themes (coding on) in phase 4 required further decomposition of the study units of
data identified in phase 1. This activity was intended to support a greater understanding of the highly
qualitative elements and gain a deeper appreciation of the meanings contained within. It should be noted
that not every task could be further broken down and this meant that the activity was performed only
as required. Restructured codes were broken down into further sub-codes in order to augment a greater
understanding of the meanings embedded within them. These distinctive aspects included communication
with management, discovering latent issues, just culture, learning lessons, reporting, root causes and story
of an incident.

Defining and naming themes in phase 5 of the data analysis was concerned with analyzing the
tentative categories identified in phase 2 for their properties and characteristics. This is a pre-cursor to
drafting a propositional statement for each category. Developing analytical memos moves the process
beyond identification and description of broad categories to a position of analyzing and fusing meanings in
the data under each category. This progressed to drafting a statement that aspires to illustrate the concerted
meaning of the segments of data coded to each category. Maykut and Morehouse [26] (p.140) defines a
propositional statement as, “a statement of fact the researcher tentatively proposes, based on data”. This phase in
addition to further data analysis to refine the specifics for each theme, generated clear definitions and a
name for each theme. It also involved data reduction by consolidating categories from all three cycles into
a more abstract, philosophical and literature-based thematic framework and conceptually mapping and
exploring their relationships with one another for reporting purposes.

Producing the report in phase 6 required analytical memos to be written against the higher-level
themes to present an accurate summary of the content of each category and its codes and to also propose
findings. The tasks associated with phase 6 included (i) generating analytical memos, (ii) testing and
validating and (iii) synthesizing the memos coherently and cohesively, and were performed simultaneously.
Writing the analytical memos against the higher-level codes (i.e., learning from incidents, learning process
and learning product) required an accurate summary of each category and its codes and findings against
categories. These memos considered a few key areas:
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1. The content of the cluster of codes which were being reported on.
2. Patterns where relevant.
3. Considering background information noted against participants and examining any patterns relating

to participants’ profiles.
4. Considering any relationship between codes and their importance in relation to the research questions.
5. Noting any primary sources relating to the context of the relationship with the literature in addition

to highlighting any gaps in the literature.

Testing, validating and revising analytical memos was performed in phase 7. The purpose of this
was to provide a self-audit of the proposed findings by soliciting evidence in the data beyond just textual
quotes in support of the recorded findings and to also expand on deeper meanings within the data. This
required the data to be interrogated, not only relying on relationships across and between categories, but
also a degree of cross tabulation with demographics, observations and the literature. The outcome of this
phase was evidence-based findings as each proposed finding was validated by being rooted in the data
themselves and was reliant on the creation of reports in support of substantiated findings.

The discipline of writing analytical memos was used during the data analysis process. Birks et al. [53]
believe “memoing serves to assist the researcher in making conceptual leaps from raw data to those
abstractions that explain research phenomena in the context of which it is examined”. In general, memos
were employed at the “ideation” stage when the researcher was developing thought processes and early
in the data capture phase. As decisions were made, the early processes and rationale for final analysis
iterations were recorded using this medium. Memos were further employed to preserve an objective
closeness to the harvested data and to maintain the context of each semi-structured interview at the
participating individuals’ level. Developing ideas, reasons for considering possible category relationships
and connections was also possible through the application of the analytical memo process. The rigorous
support memoing offered served to guide the analysis of the data through different levels of abstraction [54].
The rule of this activity served to ensure a high degree of continuity between the outputs of ideation and
the evolving interpretation that were honed through the researchers’ articulation, exploration and their
iterations of the data. Overall, this drew out the meanings in the data through the increased sensitivity the
researchers were offered by applying the memoing process [53].

In phase 8, the analytical memos were synthesized into a coherent and cohesive report with the
findings well supported. The final phase involved the assembly of the narrative with the data extracts
while appreciating the product of this amalgam in the context of the related literature. The example
features the finding, clear links to the interview data and literature and an explanatory narrative in the
form of a memo. This finally resulted in the compilation of the report which contained the results and
discussion elements of the body of work.

In summary, this study adopted an interpretative approach pivoting on the fact that it was of
an exploratory nature. The study performed thirty-four interviews in eight aircraft maintenance and
management organizations based in Ireland. An analysis of various potential research methods and
means of data collection resulted in the following research design being implemented. A thematic analysis
approach was employed as a research methodology:

• Unit of analysis is an individual;
• Semi-structured interview guide was constructed following a systematic analysis of literature and the

use of a focus group;
• Data were collected through qualitative interviews;
• Thirty-four interviews were collected in locations endorsed by eight organizations;
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• Qualitative analysis based on the guidelines from Braun and Clarke [47] (thematic analysis) employing
a six-phase approach was used in the study.

3. Results and Discussion

3.1. Framework

Figure 3 presents a framework that offers an insight into how the present study applied the research
inputs and produced the results.

 
Figure 3. Research study framework.

The top layer reflects the five themes that formed the basis for the data gathering template. These
themes were developed through an iterative process of conducting focus group sessions with two themes
emerging, i.e., root cause and reporting. Concurrently, a systematic literature review was performed using
NVivo software to assist the researchers manage over 1000 screened publications. Following a thematic
analysis of the data, three main themes (Appendix B) emerged from a final cache of 18 publications,
i.e., learning from incidents, precursors and just culture. The five themes informed the structure of a
data gathering instrument that supported 34 semi-structured interviews in the continuing airworthiness
segment of the industry. Following transcription, the data were uploaded to NVivo where they were
thematically analyzed using the Braun and Clarke [47] framework. The outputs from the thematic analysis
distilled the interview analysis into three main outputs, i.e., learning from incidents, learning process and
learning product. The lower tier represents the elements the themes were comprised of and the findings
are presented under these headings (Table 5).
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Table 5. Summary of results. 1 Learning from incidents (LFI) is a safety management activity with a desired
outcome of preventing unwelcome event recurrence.2 A learning process facilitates a change in knowledge
and behavior intended to support LFI.3 Safety related information arising from the LFI process.

Learning from Incidents 1 Learning Process 2 Learning Product 3

The decision to report an incident
can be impacted by the perceived
commercial pressure and the
potential for embarrassment
associated with making a mistake,
amongst front line
maintenance staff.

The release of a safe aviation
product is the primary goal all
operational maintenance and
management staff espouse to.

In the organizations supporting the
study, it was apparent that incidents
are managed with the support of a
consistent life-cycle methodology.

Identifying and understanding
organizational behavioral and
human factors are important
elements affecting decisions to
report.

Single-loop learning is a level of
learning that can exist in a dynamic
operational environment where a
“find and fix” ethos exists.

Learning products that arise from
the managed lifecycle of an incident
are intended to impart sufficient
learning to prevent recurrence or
occurrence of same or similar
events.

Inadequately resourced
investigation and follow up of
incidents does not support the
determination of accurate event
causation and measures to prevent
similar incidents reoccurring.

The mandatory human factors
continuation training program is
considered by study participants to
be an effective enabler of
double-loop learning.

While aircraft manufacturers
generally provide feedback on
notified incidents, component
manufacturers provide less
feedback with little or no feedback
arising from aviation authorities on
submitted reports in the jurisdiction
of the study.

The recognition of the extended
impact of under-reporting on
“levels of learning” is not always a
priority in some organizations.

Evidence amongst study
participants where a review of
single and double-loop learning
within organizations was not
available during the study.

The cost of classroom delivered
continuation training is a primary
consideration for most
organizations.

The absence of a potential learning
product that results from effective
reporting is an impediment when
attempting to gauge the
effectiveness of learning.

No formal requirement for
competence in the areas of learning
for managers and accountable
persons exists in EU regulation
1321/2014.

Computer based training is an
option that is under trial by some
organizations but there are concerns
amongst operational staff regarding
its overall effectiveness in its current
form.

Pressure to prematurely close
incident reports does not promote
thorough event causation and
measures to prevent similar
incidents reoccurring.

No competence requirements for
staff involved in the development or
delivery of formal human factors
continuation training programs.

Just culture has a positive impact on
reporting rates.

Feedback to staff on incident
causation factors from an
information and learning
perspective is important.

Poorly designed continuation
training syllabi do not support
effective learning.

Timely follow up to incident reports
supports more effective learning
outputs from the reporting process.
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3.1.1. Learning form incidents—Acquiring, Processing and Storing Data

Incident reporting is accepted as a worthwhile activity amongst those participating in the study. This is
based on the collective notion that the initiative raises awareness of incidents and potential hazards and can
therefore help prevent event recurrence. The authors recognize that awareness is an important component
of learning from incidents. Situations do arise where due to lack of report data, it is questionable if all
the necessary reports are being submitted as required. Amongst the constraints to making a report are
perceived production pressures and the potential embarrassment that could arise from making a mistake
and highlighting it [5]. There are just culture concerns amongst some staff because they do not always
know what the impact for them personally will be if they submit an incident report [44].

A dedicated focal point in organizations is essential for the systematic management of reported
incidents. Where this discipline is applied, the process owner is responsible for highlighting reported
issues and raising the necessary awareness amongst operational staff. Once an incident is acquired through
the efforts of a reporting system, some form of processing and analysis is necessary. The availability of
adequate resources for determining causation and implementing measures to prevent recurrence was
identified as a primary point of concern. Perceived premature closure of reports was also highlighted
amongst participants. There was a call for improved accountability and transparency on decisions relating
to some closure actions. Respondents associate the practice of applying commercial key performance
indicators to safety management as shallow efforts are sometimes made by organizations to expeditiously
and prematurely close reports on occasion. Incident reporting and safety management initiatives have been
in existence for some time. Large repositories of associated safety data are stored in many organizations.
Although entities are mandated to inform key stakeholders, there is a strong opinion amongst some
participants that the data repositories could be aggregated and put to better use in support of learning
amongst all operators.

3.1.2. Learning Process—Single-Loop, Double-Loop and Deutero Learning

The interview data confirms that safety is a primary underpinning value in the organizations that
participated in the study. The release of a safe product, i.e., an aircraft or component, is a formative
pursuit and measure of learning. In organizational environments where a “find and fix” ethos may prevail,
single-loop learning [11] is evident in the examples presented.

A desired outcome of double-loop learning [11] is often witnessed for example through the
adjustment of environmental, behavioral and procedural norms. Instances of double-loop learning
can be evident following unsuccessful attempts through single-loop learning where causation is then
adequately understood and actioned. Continuation (mandatory in-service) training was considered by
study participants as an effective mechanism that enables double-loop learning. During the study, it was
apparent that single and double learning loops are recognized amongst many participants as having
differing capabilities in terms of delivering an effective learning product. However, there was no evidence of
formal reviews of single and double-loop learning being performed within the participants’ organizations.
Although deutero-learning [11,55] may be considered as a natural extension of other levels of learning, the
concept did not feature strongly amongst the participants. A review of the EU1321/2014 [6] implementing
requirements confirms an absence of any mandatory requirement to review learning processes.

3.1.3. Learning Product—Effectiveness and Types of Knowledge

Continuation training is a mandated European requirement [6] for all aircraft maintenance and
continuing airworthiness management organizations. It is a product as well as a medium for imparting
learning from incidents and safety related hazards. It was identified during the study that the learning
product is shared amongst staff through three primary means of distribution: formally delivered
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continuation training, tool-box talks and safety briefings and electronic, paper, notice board and “read
and sign” safety publications. The study suggests a learning product can arise as a result of an output
from an incident lifecycle. Feedback from submitted occurrences to stakeholders varies from very good
to poor. Cost is seen as a major consideration in some of the participating organizations when planning
continuation training delivery. Although computer-based training is being considered in some companies
as a viable option to class-room delivery, concerns are evident in respect of effectiveness of this medium
in its current form. Bedwell and Salas [56] suggest computer-based training (CBT) can be used as a
methodology for providing, “systematic, structured learning; a useful tool when properly designed”.

The perceived overburdening of operational staff with complex learning products and excessive
cognitive loads was recorded as an impediment to learning during the study. Participants suggested this
can arise from poorly designed training syllabi delivered during periods of high operational activity.

Four knowledge types were identified and relate to: conceptual, dispositional, procedural and locative
knowledge forms [57]. One of the key objectives of learning from incidents is to identify the type of
knowledge needed to prevent an issue recurring. When a reportable issue, for example, is discovered,
the submitted report will identify “what” happened. Subsequent follow up will set out to determine
“why” the issue occurred. The guiding principles of “how” to perform the task or operation are often
contained in procedures or data particular to the task. The information contained in procedures will enable
a person to utilize other forms of knowledge. Prevailing safety culture within an organization will have an
impact on learning from incidents. If a strong commercial/production culture exists, this may have an
impact on, for example, the depth and breadth of learning from incidents within the company. Induction
and initial training are important when accessing information for new staff. Accident data repositories
contain well-documented human factor-related examples often relating to access to approved data and
consequently resulting in potentially preventable incidents. Examining the limitations of each type of
knowledge when continuation training programs are being developed was flagged as important by some
participants. During the study, no discernible differences were recorded in how the types of knowledge
were differentiated in participant organizations. A review of the EU 1321/2014 [6] human factors syllabus
requirements did not highlight a need to appreciate or account for these human centered limitations when
designing and delivering training lessons. Improved regulatory guidance on the design of effective human
factor related material should therefore be developed. Information on how training should be structured
in order to appreciate types of knowledge and capitalize on it as a minimum are required to ensure the
most efficacious outcome from incident-related training.

4. Conclusions

An ameliorating feature of learning from incidents is the potential to effect sustainable improvements
in aviation safety. A review of safety from the perspective of maintenance and continuing airworthiness
staff is key to understanding the relationship between safety and the concept of learning from incidents [31].
From the study’s qualitative data, we were able to identify how learning occurs in the airworthiness
segment, and issues that support and constrain learning. Recurrent mandated training initiatives such as
continuation training were found to be pivotal in enabling learning. Aspects such as prevailing culture
and poor event causation were noted to have a negative impact on learning. Our proposed incident
learning process (Figure 2) offers a panoramic of where potential learning opportunities and procedural
improvements can arise within the lifecycle of an incident. This perspective could be applied in support of
developing regulatory working group specifications and validating continuation training initiatives. In
addition, it could also be used to develop a holistic review approach to learning from incidents within
other organizations both in the aviation industry and outside. Two notable limitations to our research
arise. First, the scarcity of prior studies capable of supporting the basis for the research was pronounced.
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However, prior studies in parallel domains were successfully leveraged in support of the literature review.
Second, the study’s population (n = 34) was relatively small. As the study participants were representative
of all affected domain functions and a point of saturation was reached, it was deemed adequate.

This research is capable of supporting other papers on additional benefits associated with learning from
incidents (LFI). Notably, with the imminent implementation of a safety management (SMS) requirement
for continuing airworthiness organizations, potential improvements to hazard identification arising from
learning from incidents (LFI) could be highlighted.
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Appendix A Semi-Structured Interview Template

Table A1. The Semi-Structured Interview Template used in this study

Code 1 Code 2 Previous Positions Years in Previous Positions

Position Years in position Qualification Type of organization

a. Reporting

• Could you describe an occurrence/incident that happened recently?
• How is a report made?
• Who decides what events to report?
• Where does the requirement to report come from?
• How is the importance of reporting highlighted in the organization?
• What do you think the aim of reporting is?
• Have you received feedback from reports you have submitted?

b. Just culture

• Do you think there is a good safety culture in the organization?
• Why is this?
• Is it easy to communicate with management on safety issues?
• Do you feel a just culture exists in the company? (Why is that?)
• How does just culture impact on reporting?

c. Learning

• How are lessons that arise from occurrence/incident reporting delivered to staff in your area?
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• How is learning achieved? (What is the process?)
• What obstacles to learning from incidents have you experienced in your position?
• In your opinion, what conditions or developments could improve learning from incidents/occurrences

in your organization?

d. Root Cause

• What is your opinion on efforts to establish a single root cause when an incident/occurrence is
investigated?

• Is this approach always effective?
• What situations have you experienced where incident causes can be numerous and complex?

e. Occurrence/Incident Pre-cursors

• How important is it to identify and report events not required by the mandatory occurrence reporting
(MOR) schemes? (Why is this?)

• Is the organization’s occurrence/ incident reporting system capable of managing reports other than
MOR’s?

• Is there a better way of gathering and using the potential information from non-mandatory events?
(What would you suggest?)
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Appendix B Defining and Naming Themes

Table A2. Taxonomy used in defining and naming the themes used in this study.

Phase 5—Categories
Conceptually Mapped and

Collapsed into 3 Major Themes
with 8 Sub-Themes

Code Definitions for Coding Consistency
Interviews

Coded

Units of
Meaning

Coded

LEARNING PROCESS
This relates to the three levels of learning

suggested by Bateson (1972) and applied by
Argyris and Schon (1996)

34 359

Deutero-learning
This relates to when members of an organization
reflect on previous learning and thereby setting

about to improve its learning process.
26 65

Double-loop Learning
This relates to learning that takes place and
organizational norms and theory in use are

changed.
26 63

Single-loop Learning
This relates to when an organizations’ members
detect and correct errors but still maintain the

organizations theory in use.
26 63

LEARNING PRODUCT This relates to what the learning process delivers 33 235

Effectiveness This relates to measuring effectiveness of
learning 31 155

Types of knowledge This relates to conceptual, procedural,
dispositional and locative knowledge 23 74

LEARNING FROM INCIDENTS
This relates to the inputs necessary to enable the

assembly of a learning material in support of
learning from incidents

17 213

Processing This relates to how learning information is
processed 17 82

Acquiring This relates to the sources of information that
support learning and how there are gathered 16 55

Storing This relates to how learning information is
stored 12 27
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Abstract: The very diverse character of General Aviation (GA) within Australia poses challenges for
its effective management of risk and safety in the sector. Improvements for human performance and
perceptions of safety within the maintenance environment are among the areas which regulators
have targeted for continuous improvement. This paper provides a timely empirical exploration of
maintenance engineer perspectives around: (1) Changes in the role of the regulator/regulation that
have impacted the sector and diminished safe operations; and (2) specific practical and operational
challenges that the GA industry must deal with to sustain safe operations going forward. A thematic
analysis of transcribed qualitative data revealed five key themes and identified a number of key
issues from sector changes including a decline in training and education, drift in working practices,
and wider power-distance gap. Issues with auditing and bureaucratization, negative safety climate,
and underlying values and philosophies were also found. Practical and operational challenges
going forward included an array of concerns associated with safety, the mismatch between GA and
commercial aviation, workforce development and the financial burden in the sector. The results draw
attention to the interconnectedness between various components of the GA system, and carry timely
implications for regulation in the GA sector. Future research directions are discussed.

Keywords: General Aviation; human factors; engineering changes; regulation; safety; management
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1. Introduction

Aviation is a heavily regulated industry for the purpose of safe operations. All aircraft maintenance,
including those in the General Aviation (GA) sector, falls under the scope of these safety regulations, since
maintenance is an essential activity for sustaining airworthiness (denoted as continuing airworthiness).
The GA aircraft operation, as defined by the International Civil Aviation Organisation (ICAO), is an
aircraft operation other than commercial transport operation or aerial work operation [1]. The nature
and the needs of the GA sector are invariably different to those of commercial air transport conducted
with the use of a large complex aircraft. The GA sector has a lower risk profile (as measured by the
impact of an accident). In particular, if one considers the systems safety view of risk, whereby risk is a
combination of the likelihood of the hazard and the consequences of any ensuing accident [2], then,
although the probability of having an accident in GA is higher than in commercial aviation [3], the lower
severity of such accidents results in a lower risk profile. Moreover, GA is characterized by highly
diverse operations, operators and (mostly ageing) aircraft fleets, in conjunction with scarce/unavailable
financial, infrastructure and human resources (mainly attributed to the aircraft owner’s limited financial
capacity). This unique mix has an effect both on the continuing airworthiness rules for GA aircraft
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and also on how maintenance is actually practiced within this sector of the aviation industry. Thus,
we often see that in the drafting of regulations and regulatory oversight in GA, a “one size fits all”
approach is not the norm at a worldwide level.

In an attempt to regulate GA operations in a proportionate (and cost effective) manner, continuing
airworthiness rules and oversight are typically less stringent than in commercial air transport [4].
Therefore it is interesting to examine the safety performance of the GA sector, namely the safety record
in relation to maintenance-related accidents. The GA aircraft maintenance has been identified as an
accident-precipitating factor [5], with 30% of accidents in Australia attributed to this [6]. For the
Australian GA sector, this observation is alarming when taking into consideration the size of the
fleet (nearly 90% of all aircrafts), its flight activity (40% of total flight hours are produced by GA
aircraft) [7], and the maintenance burden cost (close to 20% of the total operational expenses for GA
aircraft) [8]. In practical terms, retaining the same safety record would increase the absolute number of
maintenance-related accidents if there is a continued growth of the activity.

The Australian civil aviation regulator, CASA (Civil Aviation Safety Authority), has recognised
the need for safety improvements, via a regulatory reform and modernization/alignment against
best practices at the international level. Special attention has also been placed on ageing aircraft
issues (structural fatigue, corrosion, etc.), as the Australian fleet has an increasing average age [8].
It is of note that CASA approached this matter with a change management mindset, attempting
to achieve a consensus from the regulated parties. The management of change, as a systematic
approach/methodology to enable change at an individual and organisation level [9], has also been
promoted by CASA for safety management purposes in the wider aviation industry [10]. Past CASA
attempts to impose regulations or dictate mandatory actions did not have the expected result,
as compliance was found to be problematic. An extensive industry consultation process was employed
for this purpose during 2018−2019 [11]. Tailoring of maintenance regulations (framework, oversight,
and practice) for the GA aircraft was a topic on the industry’s “wish list” from this consultation.
This finding has also confirmed the feedback collected by CASA from their previous interaction with
the GA sector.

Eventually, CASA decided to introduce a new set of maintenance regulations that mirrored the
United States (US) Federal Aviation Administration (FAA) rules for GA aircraft, with these outlined in
CASA’s consultation accompanying documents [11]. The FAA rules’ approach was by far the preferred
industry choice, recording a 78% acceptance rate [11]. The decision to follow the FAA regulations
for GA aircraft is not consistent with the CASA’s overall regulatory structure and philosophy, as the
Australian Civil Aviation Safety Regulations (CASRs) largely follow/mirror the European Aviation
Safety Agency (EASA) rules. This triggers questions on the underlying reasons that provoke this type
of change as well as what challenges may manifest as part of transitional effects.

Given the alarming statistics in the Australian GA sector, research by Naweed and Kingshott [12,13]
undertaken in the interstices of work and safe operations in the Australian GA sector, has examined
how affect influences decision making and action tendencies in maintenance engineering scenarios.
This body of research has identified numerous contextual factors that feature in ways of working and
give rise to system behaviours that can have a direct impact on safe operations. Identified contextual
factors included distraction under pressure, incorrect manuals, maintenance costs, perceived customer
disloyalty, managerial interference, and negative rumination. A number of the findings also echo
normalisation of deviant behaviour, a theoretical stance where maladaptive practices come to be
accepted as the norm [14,15], and which reflect a complex array of interacting factors at play where
Rumsfeldian “unknown unknowns” can often loom large [16].

Empirically exploring the industry’s perception on the role of regulations and the regulator, as well
as other factors that may directly impact the practice of maintenance on GA aircraft, is necessary to
obtain a better understanding of what is happening at an end-user level. The technical staff directly
involved in conducting and certifying maintenance, as well as the aircraft owners, are both key
stakeholders in the airworthiness sustainment business.
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Aims and Objectives

The very diverse character of GA poses challenges to effective risk and safety management within
the aviation maintenance environment. Improving human performance and perception around safety
are among the areas that have been targeted by regulators for continuous improvement. The present
study set out to build on previous substantive research [12,13] and examine this in a comprehensive
way through semi-structured interview data elicited from Australian aviation maintenance engineers
in GA using the following research questions:

1. What perceived changes in regulation and/or in the role of the regulator have impacted the
GA sector in Australia, and to what extent are these changes perceived to have diminished
safe operations?

2. What specific practical and operational challenges does the GA industry have to deal with to
sustain safe operations going forward?

2. Materials and Methods

2.1. Study design

The research questions driving this study were applied as part of a focused analysis on an
existing dataset, collected in late 2016 using a qualitative research design to gain insight into specific
participant perceptions and experiences. Data collection was facilitated by semi-structured interviews
and application of the Scenario Invention Task Technique (SITT) [17,18]. The SITT is a pen-paper
task that involves scenario-creation and combines principles of the Critical Decision Method [19] and
Rich Picture Data method [20] to scaffold interviewing. Participants are asked to invent a challenging
scenario specific to their work using illustrations to assist with verbalization and articulation in ways
that encourage transitions from analytical and creative thinking, through to systems thinking [21]
processes (i.e., holistic perceptions, consideration of changes over time) when answering their questions.
The SITT has been used to elicit subject matter expertise and identify critical themes associated with
safety, risk, training, and/or ways of working in a number of related complex domains [12,22–26].

2.2. Participants and Recruitment

A total of 10 GA maintenance engineers took part in the study. Participants were recruited using
a purposeful sampling approach with ages ranging from 21 to 60 (Mage = 41, SD = 11.37). Nine males
and one female took part, broadly representing the gender ratio in GA maintenance engineering.
Experience in GA maintenance engineering ranged from 1 to 42 years (Mexp = 17.8, SD = 10.5).

2.3. Procedure

Table 1 provides an overview of the interview protocol. Each interview session took ~60 min to
complete. The first part developed rapport with participants and elicited views of any substantive
changes that had occurred across the industry. The second part applied the SITT and required the
creation of a challenging workplace scenario (real or hypothetical). An A3-sized paper and felt-markers
were provided to develop a pictographic scenario representation (see Figure 1 for example). With the
aid of the illustration, the scenario was used to identify decisions, feelings and perceptions, and probe
the role of the safety, regulation, impact of training, and the influence of someone with more/less
experience. Pragmatic validity was ascertained through follow up checks of understanding with
scenarios serving as concrete examples for broader views of safety and industry impacts. The study
was approved by the Central Queensland University ethics committee (Approval no. H16/05-146).
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Table 1. Overview of the interview protocol.

Topic Example Content Example Questions

General experience in aviation Background, entry into industry,
rapport building questions

“What is your background in aviation?”
“Do you remember the first aircraft you fixed?”

Current processes and changes in
the industry

Training delivery, industry status
past and present, challenges

“How has the aviation industry changed over
the years?”

“What aspects of the industry do you find most
challenging?”

Safety in aviation
maintenance

Changes in safety, positive and
negative influences

“How has the safety of aviation maintenance
changed over the life of your work?”

“What has a negative impact on safety?”

Factors impacting
a maintenance task

Distractions, pressures in
day-to-day maintenance work

“What pressures do you feel when completing
a job?”

“How do you limit distraction during work?”

Scenario Invention Task Technique
Activity Create scenario

“Imagine you are at work and completing a
difficult maintenance engineering task. Use the

pen-paper to describe this task, using any
drawing convention you wish.”

Recall and retell “What else would be going on around you?”

Figure 1. Example pen-paper scenario drawing of a re-rigging landing gear task created by a participant
in the study. The green figure (middle-right) depicts the avionics technician and the three red figures
depict airframe engineers. Here, the Scenario Invention Task Technique (SITT) is being used to illustrate
a coordinated effort of teamwork required between multiple airframe engineers and an avionics
technician, highlighting the complexity and dynamism in the aircraft maintenance workplace, but also
the perceived threat arising from interruptions, excessive bureaucracy, and issues related to education
and training factors, and attitudes on ways of working.

2.4. Data Analysis

All data was analyzed thematically with the aid of CMapTools (v. 6.01.01), a visual concept
mapping tool under an inductive approach (i.e., without developing categories a priori) [27] to identify
perceived changes across the Australian GA industry in recent years, and to draw insight into
meaningful relationships between: The role of the regulator/regulation, safety in operations, and links
with ways of working. Figure 2 shows an overview of the data analysis process; in short, statements
were arranged into clusters (i.e., “meaning units”) through gradual and systematic application of open,
axial and selection coding via concept mapping to identify ideas and draw connections. Figure 3
shows how the data looked like in CmapTools at different stages of the analysis. Through this process,
data were thus coded semantically from description to interpretation, and grouped into overarching
themes, and each were individually analysed to identify patterns between themes.

108



Aerospace 2020, 7, 84

 
Figure 2. Overview of the data analysis process showing the three main steps of open, axial, and selective
coding undertaken. Through this systematic process, data were coded semantically from description
to interpretation.

Figure 3. Illustration of concepting mapping of coded data in CmapTools. The large screenshot
depicts arrangement of data midway through Steps 2 and 3 (axial and selective coding) and the inset
(bottom-left) highlights connections between meaning units across thematic groupings in a collapsed
form. Note: writing in picture is designed to provide an overview and is intentionally illegible.

Data collection was performed by a professional working within the GA sector in the capacity
of a junior researcher in the service of a psychology Honours project; however, in an effort to
maintain internal consistency, reduce chances of personal bias, and address questions of reliability
and trustworthiness of the findings, all data analysis for this study was subsequently performed by a
senior academic who was well-versed in the research design, but who also worked outside the GA
industry (A.N.). Review and checking of findings and final codes was undertaken by an academic
with intimate knowledge of the aviation industry (K.I.K).
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3. Results and Discussion

Table 2 presents a summary of the thematic findings from the analysis. A total of five superordinate
themes were identified. They were: (1) Changes to Industry and Working Practices; (2) Role of the
Regulator; (3) (Re)calibration of Underlying Values and Philosophies; (4) Work as Imagined vs.
Work as Done; and (5) Practical and Operational Challenges for GA. The first and fifth theme were
the most represented within the data, each attracting more than a quarter of the overall coding of
statements. Each of these themes also featured the greatest number of major (i.e., subordinate thematic)
categories (4). The next sections present the findings associated with each theme. Supporting transcript
excerpts are given where necessary via an anonymous ID-tag in parentheses where “(P_x)” indicates
“(Participant_number)”.

Table 2. Summary of thematic analysis with indication of frequency of statements and theme totals.

Themes Major Categories
N
1

Frequency of
Statements

Theme Totals

Changes to Industry and
Working Practices

General decline in training and
education 7 16 (10%)

47 (29%)Drift in working practices 6 12 (7%)
Emphasis and growth of safety

culture 5 11 (7%)

Wider power-distance gap 3 8 (5%)

Role of the Regulator
Auditing and bureaucratization 5 10 (6%)

29 (18%)Lack of clarity and support 3 7 (4%)
Negative safety climate 2 12 (7%)

(Re)calibration of Underlying
Values and Philosophies

Working to live, not living to work 6 15 (9%) 27 (16%)
Attitudinal stability 5 12 (7%)

Work as Imagined vs. Work as
Done

Theory vs. practical experience 7 10 (6%) 16 (10%)
Restrictive maintenance manuals 3 6 (4%)

Practical and Operational
Challenges for GA

Mismatch between GA and
commercial aviation sector 6 13 (8%

45 (27%)Safety-risk and safety concerns 5 11 (7%)
Workforce development 4 10 (6%)

Financial burden 4 11 (7%)
1N indicates the number of individual participants who mentioned the statement (total = 10).

3.1. Changes to Industry and Working Practices

Table 3 decomposes the findings associated with the theme of Changes to Industry and Working
Practices to show the minor categories in addition to the major ones. The highest represented of all
major categories in this theme was general decline in quality of training and education, within which the
training changed for the worse minor category was the most prevalent, both within the data and across
participants. As reflected by the title, the consensus was that levels of training and quality had declined:
“the training has changed and I don’t think it’s been to the benefit of the industry” (P_8); “I think these days [the
training is] no good” (P_5), such that there was no longer any real effort required to enter the industry,
“I’ve seen it myself, [trainees will] do the exam three or four times, and the instructor will go, ‘you’re just not
getting it. Fifty-one percent, okay, next’” (P_10). This was attributed to a variety of systems factors,
such as restrictive curricula, “[trainees] don’t have the . . . as broad of experience s previous times [ . . . ] these
days [the training curriculum is] a lot more restrictive” (P_3), and key gaps in knowledge prior to the
development of practical experience:

I think they should learn an air law before they come out on the shop floor for their apprenticeship.
In that way, that’s just ridiculous to not have air law knowledge before you actually go and work in
the industry. It’s not a part of the setup which should be. (P_9)
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Table 3. Summary of findings for the Changes to Industry and Working Practices theme.

Theme Major Categories Minor Categories

Changes to Industry and Working
Practices

General decline in quality of training
and education

Training changed for worse
Mentoring

Regulator knowledge
Drift in working practices Unscrupulous operators

Aircraft owners
Maintenance work

Emphasis and growth of safety culture
Wider power-distance gap

A perceived relaxing of training standards was also felt to impact trainee attitudes
and competencies:

[Trainees today] never really learn and they never become accountable for actually [becoming
competent]. Since they know that there is—“hang on a minute, if I just cock this up and I don’t put
any effort in, but I keep turning up, I’m going to get through anyway”. (P_10)

In many cases, these perspectives explored the tensions between practical work and theory,
with views that practical components appeared too late in tertiary education and vocational training,
“there’s a lot of university degrees where it’s not until the third or fourth year where any practical’s done” (P_3),
practical work coincided with theory in yesteryear, and input from older and more experienced people
was needed on practical training to overcome shortcomings:

I did one year full-time of the Cert IV. That got me, basically, two-thirds of my theory out of the way.
During that time, I was doing work experience with four different operators. (P_2)

Younger people coming through with these training organizations need to be trained practically on the
job, and they just need the input from the older people. (P_8)

Another key aspect to a perceived general decline in training and education was issues with
mentoring, where opportunities for this were no longer there or no longer the same:

[Apprentices are] coming out very insecure and very poorly trained, I suppose, because they just
haven’t had that time being mentored by the good engineers [ . . . ] there’s just not that same level of
mentorship, I feel, anymore. (P_2)

Even when opportunities were there, prospective mentors were no longer taking on apprentices
because of resistance to new approaches:

A lot of employers these days don’t have the money or the time to baby in a practice. They want them
to come in as a second-year apprentice, basically. They are new one year, come in as a second year, and
be able to let them go into the work. You can’t do that. That happens on a daily basis. That is just how
it happens. That’s why I don’t have apprentices anymore and I will not, I will not, I don’t have the
time. (P_5)

Issues with learning and education were also considered to have impacted regulator knowledge,
“They’ve all got Bachelors of Aeronautical Engineering, but not one of them actually knew their own rules,
which undermined the system” (P_10).

A gradual drift in working practices within the industry was attributed to changes to various roles.
Unscrupulous and “dodgy” operators and companies was an important perception here, and a loss of
moral principles and honesty was being seen, both with respect to how aircrafts were being maintained
and how the system was being “worked.” For example, “you still find things in aircraft that have been
dodgied up and stuff” (P_3);
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People in General Aviation either can’t afford [to maintain their aircraft] or don’t want to pay. They will
shop around and find the cheapest place, which means that there are unscrupulous organizations out
there that will cut corners, that will do it cheaper; (P_4)

And

I’ve seen airplanes go into a hangar and then an hour later, they roll out and the annual inspection has
been done on them. You can’t do that in GA. There are some shops around that do it, but they tend to
get found out. The industry, as you said before, is quite a small industry. There’s enough scuttlebutt
around that you hear, that you don’t take your pioneer. They’re dodgy. Or, if you want a hundred
hourly done, fly over the airfield and it’ll turn up in the mail a week later; (P_10)

Note: “Scuttlebutt” here is used a slang reference for a rumour, or “word on the street.”
In terms of maintenance work and practice, replacement was perceived to be overriding repair:

“[You fix faults] in accordance with the maintenance manual and that’s it [ . . . ] [The new Maintenance
Engineer’s] idea of fault finding is, ‘oh that’s loose, or there’s the fault.’ Fix it by replacement instead
of repair quite often. (P_3)

Compliance with regulations/rules was thought to be affecting the quality of paperwork:

[The regulators are] bogging down the engineer with paperwork and not letting the engineer do what
engineers do best, which is work on aircraft, or supervise people that are working on aircraft. (P_4)

Perceived changes in the practices of aircraft owners were contextualized by changes in the financial
landscape which affected safety and working practices. These were considered to provoke unrealistic
and mismanaged expectations based on what was done in previous years, greater pressure on (licensed)
maintenance engineers, and the burgeoning reality that some owners were simply no longer able to
maintain the airworthiness of their aircraft:

We’re doing a job at the moment where we’re being told to leave things to another year to reduce the
cost and then spread it across. More people saying, “Oh, we’re going to be changing that in a year and
a half. Can you just sign it off?”; (P_9)

And

Some owners simply don’t have the funds to be able to sustainably maintain their aircraft in an
airworthiness state [ . . . ] the LAME has to be the one, I suppose, who makes the decision to go, “I’m
just not going to sign this airplane out again until we do $30,000 worth of work”; (P_2)

Note: “LAME” is an acronym for Licensed Aircraft Maintenance Engineer.

By way of extending on the foregoing points, a perceived wider power-distance gap between the
maintenance engineer and the regulator and customer was seen as a significant change. Power distance
has been widely researched as a key dimension of organisational cultures, broadly defined as the extent
to which less powerful members of organizations and institutions accept and expect that power is
distributed unequally [28]. In line with the findings, the perceptions that power-distance distributions
had changed was viewed to affect working relationships, for example if an unhappy aircraft owner
contacted the regulator to report perceived issues with an aircraft service “it seems to be enough that
you’ve only got to say that to the regulator and you’re guilty until proved innocent” (P_10). These perceptions
were multifaceted in that they were also associated with normalization of deviance born from complex
and competing pressures:

You may be put under a position where it’s Friday night and an owner is screaming, to go away kids
and family. You go, “Bring it in. We’ll do an oil change. I had a good look at it this last time.” You
know the member. You know the aircraft. You’re intimate with it. Maybe you won’t do every checklist
in there, because last time, you did the whole thing. You sign it off, and you might, six weeks later,
have a disgruntled person that leaves there. They then ring the regulator and go, “He didn’t do this
proper annual”. (P_10)
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The power that customers had over maintenance engineers were reflected in working practices
where aircraft were always serviced with the “bare minimum” because engineers were encouraged to
“keep doing these 3 or 4-day hundred hourly’s” (P_2) through lack of provision for major refurbishment.

Power-distance with the regulator was also reported in the context of examination for licensure
which impacted working relationships. For example:

There is no right of reproach. You cannot go to anyone within [the regulator] and argue it. Recently I
did my [aircraft] exam for my license [ . . . ] Doing the exam, I noticed there were some discrepancies
in the wording [ . . . ] When I rang [the regulator], they effectively said “stick your head up your ass,
we don’t care, we are the regulator and we will do what we want to do.” They are not engaging with it.
(P_10)

In terms of general industry changes, the consensus was that the regulator had grown in austerity
over the years and become “stricter” (P_7), with an added perception that in an industry-wide regulation
satisfaction survey, “they ended up with a 99 percent disapproval” rating (P_10).

Despite negative participant perceptions around training and education, drift, and ostensible
widening of power-distance, an emphasis and indeed even growth of safety culture was a prominent
perceived change in GA and its working practices. More frequent inspections, helpful programs,
increase in multifactorial explanations for error, introduction of new working practices with positive
influence, increases in work flexibility for volunteers, and general increases in professionalism and
attitude were all attributed to a change and maturing in safety culture, for example: “I think the
professionalism [in the General Aviation industry] has increased overall” (P_3); “the authorities come and keep
us on guard as well, coming in for inspections here, there and everywhere, which is fair” (P_9); “that just culture
of no blame and trying to find the cause behind errors is really a big, it is a big thing now” (P_1).

The focus on compliance was perceived to be “flushing out” (P_2) dishonest or unreliable operators,
and while some perceptions showed ambivalence, there was consensus that new regulator systems
had had an impact on the industry:

[The regulator is] trying to help more than they have done, and it is happening. Some of the things
I’ve learned over the past and put into the company like doing safety meetings, things like that . . .
Yeah, that’s all stuff that we never used to do in the past, but it’s a positive; (P_9)

The small operators are being pushed out now. There’s an argument that those smaller dodgy operators
get filtered out of the industry. Perhaps that’s one of the goals of this increased compliance; (P_2)

[The Regulator] has devolved responsibility in a number of different areas, some good, some bad; (P_4)

And

[The Regulator] bought out a SID’s program, which is causing a few dramas and ripples around the
industry but in some ways, is actually a good thing because we’re finding . . . like we recently found
some tail plane cracks on a Cessna because of . . . we would have found them anyway, but it was a part
of the SID’s program; (P_9)

Note: Supplemental Inspection Documents – a regime that aims to maintain the structural integrity
of the airframe of CESSNA 100 series aircraft as they age, due to growing concern of the safety of the
ageing fleet [29].

3.2. Role of the Regulator

By way of extending on the foregoing theme, Table 4 decomposes the findings associated with
the perceived role of the regulator, which invited much critique from participants. Most in this theme
commented on auditing and bureaucratization where the level of auditing was considered to be excessive,
“rigged,” and with results that undermined the safety role:
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. . . we get audited constantly, and you know just picking up little things like where it tool—we used
a tool tag system for tool control, one of the numbers was a bit worn off on a tool tag, it then becomes
an audit finding [ . . . ] at the end of the day that bit of paint worn off a tool tag is not going to make an
aircraft come down [ . . . ] I’ve never seen an audit come through with a clean slate. (P_1)

Table 4. Summary of findings for the Role of the Regulator theme.

Theme Major Categories Minor Categories

Role of the Regulator

Auditing and bureaucratization
Auditing excessive, rigged and

undermining safety
Excessive bureaucracy

Lack of clarity and support
Negative safety climate Regulation turned into a profiteering exercise

Negation of responsibility
No confidence

The regulator was also perceived to be too bureaucratized, where this excessive bureaucracy was
viewed to eclipse work quality/safety and made work unprofitable for many in the sector:

Paper work’s always good. You have to have it but, jeez, it’s gotten ridiculous now. Back in the day,
you’d change a light bulb and go to the pilot, “Yep, you’re good to go.” I change a light bulb and now,
is still takes me ten minutes to change it, but it is an hour of paperwork. (P_5)

The regulatory body is less concerned about the quality of the work that the engineers are doing and
more concerned about the paperwork that they’re producing. (P_4)

In many ways, these perspectives resonate with notions of a general bureaucratization of safety
and bureaucratic accountability, which have gained force in recent years, and refer to the types of
activities that are expected of organization members which account for the safety performance of those
they are responsible for [30].

A lack of clarity and support from the regulator were also shared, with some participants highlighting
perceived deficiencies around the regulator’s responsibility, level of experience and understanding,
and its provision of information:

. . . recently, we had three airworthiness inspectors [from the regulator] turn out at a local airfield.
They spent three days going over a flying school. They called up the LAME, and they were standing
there with a fistful of papers saying, “Blah blah blah blah blah blah blah. You’ve done wrong. You’ve
done wrong.” The [LAME] turned around and said, “Well, actually no, what you’re citing as a
reference isn’t applicable, because that’s for an airline. These aircraft are a lesser weight”. (P_10)

It’s a lack of education. It’s like when I registered the aircraft in my name, or put my name down as a
registered operator, did I get a leaflet from [the regulator] saying, “as the registered operator you are
required to bang, bang, bang?” I think there’s a misunderstanding in the industry, particularly in
the private aircraft sector of who holds responsibility and what those people are required to do [ . . . ]
It’s law you should know it. I personally think there should be some onus on CASA too, you’re the
registered operator of this aircraft. (P_4)

There was some uncertainty about the regulator’s overall role, and feelings that regulation kept
changing, “A few of the dramas we have is that it’s just the changing regulations. It’s hard to keep up with all of
that” (P_9). Concerns were also shared about little to no oversight from the regulator on certification
and engineering standards:

I have a lot of concerns, not only about the engine. I have a lot of concerns about, first of all, the
certification of the aircraft, I have a lot of concerns about the engineering of the aircraft, the standards
of the engineers. How they check the engineering standards, there was no oversight happening from
[the regulator] at all. (P_4)
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In a stark contrast to the overall growth in safety culture construed by the previous theme, the
regulator itself was suggested to be contributing to the generation of a negative safety climate, particularly
around compliance on issues that were viewed to not be safety-related:

[The regulator] impacts the industry because [maintenance engineers] will then do things that they
shouldn’t do. They know [what to do] they’ve done it that way for years. They know that it isn’t a
safety case, it’s more a compliance issue, but they just do it because they’ve done it that way for years.
Then, the regulator comes in and smacks them down, so then they don’t do it. That increases the cost.
It increases the time. People don’t want to own aircraft. They sell aircraft, so we see these gradually
diminishing infrastructure and system that shouldn’t need to be that way [ . . . ] we have a regulator
who sees it’s better to regulate than to educate and to assist. (P_10)

Central to perceptions of mixed-messaging and excessive regulatory oversight were notions that
regulation had turned into a profiteering exercise and paid advertising service:

It’s this regulatory oversight that’s happening on everything all the time. Every time I pick up the
phone and talk to [the regulator] they want to send a bill, so the government funded safety authority,
that is also funded out of the levy that is put on fuel. Yet every time I do something, they want to
charge me for it. I’m not sure how all of that works, are they double dipping? Are they now a profit
center for the government? Yet they [are] supposed to be the safety authority [ . . . ] at the moment it’s
as the authority and the regulator aren’t telling you “you need to do this”, [they are saying that] to do
that you need to come to us and when you come to us we’re going to charge you. (P_4)

This was accompanied by views that the regulator had negated its responsibility, created concerns,
and ultimately, feelings of no confidence in the regulator for many:

I’ve worked on the spinners with guys that were too lazy to do their LAME license. They were more
than happy for me to sign for their work. Those people are now [working in the regulator office], in
regulatory roles, enforcing rules that they really don’t have the privilege to [enforce]. (P_10)

3.3. (Re)calibration of Underlying Values and Philosophies

Table 5 decomposes the findings associated with perceived (re)calibration of underlying values and
philosophies. A large representation of this theme was within a subtheme highlighting that staffwere
now working to live, not living to work (i.e., working to survive rather than feeling highly motivated or
enthusiastic to work). Engineers had purportedly now become business managers, “There is no getting away,
if you take on the role of chief engineer you’re taking on a life of paperwork” (P_4)—a perspective that was
ascribed various feeling and behaviours, including: no joy around administration, “I don’t particularly
enjoy the days I’m sitting in an office all day and trying to deal with issues with customers and trying to look
after all the staff on the shop floor” (P_9); pre-occupation with non-skill-related activities and office work,
“those with the most skills and abilities and experience, rightly or wrongly, are ending up driving the office and
shuffling the paperwork” (P_2), and dispassionate and distracted ways of work.

Table 5. Summary of findings for Calibration of Underlying Values and Philosophies theme.

Theme Major Categories Minor Categories

(Re)calibration of Underlying
Values and Philosophies

Working to live, not living to work Engineers are now Business Managers
GA requires passion

Attitudinal stability Licensing culture
Teamworking

Trainees and their sense of entitlement

These feelings were strongly advocated on the basis that maintenance work in GA requires passion
and is more than just a job but something which should provide enjoyment, decision-making freedom
and flexibility:
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Fault finding is what I love doing. I like having a customer come in and say I have a problem with this,
and I go search the memory bank and you try and find a solution to it. That, to me, is the best part [
. . . ] I enjoy being the chief engineer because I can make the decisions. (P_8)

In short, the sense of duty and responsibility to maintain the level of safety that behoves
maintenance work was a by-product of real passion and enthusiasm:

Engineers are either passionate and believe in what they’re doing and want to do it the right way [ . . .
] or they’re tainted by the industry, they have no respect for the industry, they have no respect for what
the industry is trying to achieve. Consequently, they’d rather spend more time on their telephone
organizing the building of their new house, while they’re charging the client. (P_4)

Attitudinal stability was a key emerging subtheme in the (re)calibration of underlying values and
philosophies. For instance, attitudinal issues created a certain licensing culture; while on the one hand,
it gave rise to individual accountability, on the other, it was also felt to produce arrogance:

I’ve never come across such a toxic, mind state as aviation. Everyone’s an expert. The only people
they should listen to LAMES because they’ve earned their right, but anyone feels that, well, hey, I can
work on a mower, I can work on an airplane. Why would I need to pay you 120 dollars, 150 dollars an
hour to do something I can do myself? Then they will use commercial-grade hardware. We refer to it
as “Bunnings Aerospace”; (P_10)

Note: “Bunnings Warehouse” is an Australian household hardware chain; and

You, effectively, really only start to learn when you become licensed. From that day, when you’re
accountable for you own action is when you actually start really learning. (P_10)

Attitudinal barriers were also encountered in teamworking and linked to attitudinal change
associated with new training approaches, mismanaged expectations, and a broader “breeding”
of disrespect:

I’ve worked with some engineers that I’ve basically said, “I don’t want those engineers working on my
aircraft again [ . . . ] I can see what they’re doing, I don’t like what they’re doing, I don’t like their
attitude”; (P_4)

[Trainees] have all sorts of funny preconceived ideas about what their first job’s going to look like and
how the industry actually is or is not; (P_2)

And

The guys that come in for work experience, they’ve already done their one-year course and they don’t
want to be there. They already believe that they know more than you. (P_5)

Much of this was attributed to an entrenched sense of entitlement in trainees; this was based on a
lack of respect and accountability which also made it more difficult to trust, and therefore, provoked
distrust in non-apprenticeship models of learning:

[Trainees] have done their year course, they’ve paid all the money, they’re ready to work on planes—and
they’re not; (P_5)

I believe that there is no respect anymore. Kids these days, we see them coming through industry.
They want to sit there with their thumbs on their phone [ . . . ] There is certainly a lack of accountability
amongst younger people these days. They want everything for nothing. They don’t want any hard
work to do it; (P_10)

and

You can’t put full trust in somebody straightaway as they walk in the door, but you need to trust that
they can use a screwdriver or spanner properly and things like that. They don’t seem to have that sort
of thing when they come into the shop as an apprentice. (P_9)
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3.4. Work as Imagined vs. Work as Done

Many of the issues observed within the GA industry were thematically consigned as problems of
a Work as Imagined vs. Work as Done mismatch (see Table 6), a category named after recent theoretical
conceptualizations where explicit or implicit assumptions of how work should be done is different
to how something is actually done [31], [32]. A large category here was theory vs. practical experience,
and in the true essence of this theme, illustrated some very varied perspectives of the relevance of
classroom teaching to the real-world setting, as well as the value of work experience. The GA work as
imagined was thought to bear little to no resemblance to work on the “shop floor”. In this way, the
classroom was thought to provide lower fidelity training, a lack of focus on practical work, and exams
were seen to have little relevance:

People coming from the college were a bit off with experience, and they’ve been working on an engine
or aircraft that’s in their facility, that’s been pulled apart last month and put back together, whereas
they come here and it’s a plane that hasn’t been pulled apart for ten years and everything’s rusted and
corroded; (P_7)

Everyone that I’ve come across has come out without any knowledge of what we’re actually doing on
the floor; (P_8)

When you get trained it’s always this perfect picture, and then the real life. It’s not so perfect.
Definitely certain places have different methods to other places. Some I agree with, some I don’t; (P_6)

And

Because [the exam is] written by bureaucrats, there’s no real relevance to what you actually do in the
field to what you learn in the exam. (P_10)

Table 6. Summary of findings for Work as Imagined vs. Work as Done theme.

Theme Major Categories Minor Categories

Work as Imagined vs. Work as
Done

Theory vs. practical experience Relevance of classroom to real-world setting
Work experience

Restrictive maintenance manuals Inflexible
Require interpretation

Alternatively, some views ascribed increasing importance to the role of theory in training,
“nowadays, employers are wanting to see the apprentices actually complete all their theory before
they’ll want to take them on” (P_2). Similarly, work experience was heralded as a mechanism that
provided practical knowledge, and afforded knowledge acquisition in a way that learning of theory
could not:

[Work experience] giving the apprentices the appreciation as to what it is actually like in the working
environment, I think there’s a lot of benefit in that. Yeah and in my case, it led into an apprenticeship
at the end of it. I highly recommend that apprentices and people in the airline industry do that. (P_2)

However, work experience in the form of on-the-job training was also felt to be a platform that
could easily teach and transmit bad habits:

I think, go back many years it was all on the job training, and so the bad habits that an engineer taught
to another engineer, taught to another engineer, taught to another. Just got passed down and then got
even made worse to the point where you have an apprentice who’s being taught by someone whose got
a license, yet the work’s crap. (P_4)
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Restrictive maintenance manuals were given as a specific example of how work as imagined
seldom translated into how work was actually done. Maintenance manual logic and perceptions of
compliance were considered to be incongruent with what was required in practice, therefore considered
restrictive, inflexible, demand certain skills, and require interpretation in ways that ultimately made them
very unwieldy.

You read the maintenance manual and it just says, “Fix it.” There’s no interpretation, you know? [ . . .
] Quite often the manual will give you all of the information you need to know on how to build it from
the nut up, but you’re not doing that. You need to dive into that particular part that you’re involved
with, you know? Then use the manual to repair it from there, not from go to whoa. Understanding
the manual and interpreting it is a real challenge. (P_3)

. . . having this mindset that the regulator tells you that you are not to refer to anything mentally.
You are to refer to a manual to do any servicing and maintenance. (P_10)

3.5. Practical and Operational Challenges for GA

As shown in Table 7 the last major theme in the study (representing 27% of all coded data) was
centered around the Practical and Operational Challenges for GA. Following on from notions given within
the forgoing theme, a key element here was the perceived mismatch between GA and the commercial
aviation sector. Due to this, regulation and compliance was seen to have a poor fit and calibration with GA
and small operators:

[In] Australia, unfortunately, you haven’t really learnt from the mistakes made in the UK, so they’re
trying to make the General Aviation industry the same as the [commercial] airline industry, which
doesn’t work [ . . . ] [they] are very different ballgames. (P_9)

Table 7. Summary of findings for Practical and Operational Challenges for the GA theme.

Theme Major Categories Minor Categories

Practical and Operational
Challenges for GA

Mismatch between GA and
commercial aviation sector

Regulation and compliance have poor
fit with GA needs

Implications for sustainability

Safety-risk and safety concerns From over-modulation of safety
From loss of skills

Workforce development
Loss of knowledge and skills

Staff turnover
Mentorship

Financial burden
Safety improvement increasing cost

Age and cost of aircraft

By modelling GA on the commercial airline sector, regulation and compliance was felt to be
impractical, counterintuitive, and cause restrictiveness in some scenarios, for example when resources
were stretched:

“One of the problems is we do a lot of the maintenance on vintage aircraft, and some of the parts just,
you can’t get a new part with a release note and then there’s perfectly good serviceable parts that are
available from the parts bin. You’re not allowed to use it theoretically; (P_7)

And

The levels that [the regulator] are wanting people to come up to, and the standards that they’re wanting
us to comply with, are good. But they need to be careful, though, particularly with small operators,
that the effort and the cost and the time required with compliance doesn’t detract from actually getting
the job done properly and getting the job done safely. It can start to be counterproductive, particularly
in small organizations where resources are having to be divided to the compliance side of thing. (P_2)
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The mismatch was also thought to create implications for sustainability. By placing undue pressure
on small companies, they were reportedly being caught ‘between a rock and a hard place’, and the
requirement for more concurrent jobs coupled with time poverty was having other effects, for instance,
“flushing out good organisations along with dodgy operators” (P_2);

The most difficult point is when [your company] grows to the size that you can’t afford the overhead of
having someone like a business manager, but you can’t afford not to because you physically can’t do it
and it’s not your forte; (P_4)

How do we still make profit trying to do all this paperwork, trying to help apprentices? It goes back to
that again—you don’t get time; (P_5)

[The implication of the regulator’s] high standards that they’re trying to promote throughout the
industry is there’s a real . . . Small operators are real disadvantaged [ . . . ] It’s basically only able to be
done sustainably with bigger organizations. Middle level and larger organizations seem to be the only
organizations that can continue to be able to be sustainable; (P_2)

And

Most of the maintenance goes abroad these days for the heavy stuff. To the lower maintenance, you
still have 2 or 3 engineers that are available to work on their airplanes, where in General Aviation, we
generally have maybe 1 to 2 for the entire airplane. We have 25 multiple jobs happening at (any) one
time. (P_9)

Going forward, there were also practical and operational challenges around safety-risk and safety
concerns. An over-modulation of safety was attributed to tensions with the regulator and were peculiar
to the GA industry, “[the regulator has] potentially, maybe [gone] too far in some respects they’ve gone over
what (level of safety) it has to be” (P_1), were perceived to leading to the development of a tauter system,
where airworthiness was piece-meal and the compliance, counterproductive:

[Aircraft owners] simply just can’t afford to repair their aircraft, so there’s compromises need to be
made in terms of, “Okay, we’ll do these jobs this time. We’ll stretch these other jobs out for another
hundred hours for the next inspection,” or what have you. (P_2)

Paradoxically, the product of this over-modulation was therefore the perceived creation of riskier
situations and safety decrement leading to general lack of safety in GA:

We’re entering a very interesting time in the aviation industry, particularly in GA, where the best
competent engineers are in the office, off the tools, and the least competent engineers are operating
hands-on on the aircraft; (P_2)

And

Those that are trying to do it the right way can’t afford to stay in business, so they fall out of business.
Which means that all you end up with is are those that have cut the corners and you now have an
unsafe engineer environment in General Aviation. End of story. (P_4)

Safety-risk and concerns were also forecast based on a loss of skills within the industry, and the level
of experience, “the safety aspect [of concern] would be the experience level of the people” (P_8), and the notion
that there will continue to be no perceived consequences for trainees:

Back in my day, you were taught, you were given a competency, when you expressed that you knew
what you were doing, you were examined and tested on that. You were then given that privilege.
If you didn’t know and you made a mistake, you got a thick ear. You were off your machine, you were
out sweeping floors. There was a consequence for you not putting that effort in. These days, there’s no
consequence. (P_10)
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A series of problematic workforce development issues were also perceived to be a major practical and
operational challenge going forward. An intergenerational loss of knowledge and skills from an ageing
workforce was perceived to be a major industry affliction, where the acquisition of the knowledge
required to identify problems was being lost:

If I could know half of what [my Dad] knows [about aviation maintenance engineering] I’d be doing
well, you know? I think there’s still a bit of a concern now that there’s not that much experience
coming out of the schools and apprentices and stuff ; (P_3)

And

The sad thing is that the guys at my age are becoming less and less, and those young people aren’t
getting the experience from them. (P_8)

A loss of applied skills and knowledge was also being attributed as a by-product of the increase
in professionalism, “[ . . . ] I think the downside to the professionalism is the loss of the knowledge how [sic] to
fix things yourself” (P_3). Directly related to these issues was the perception of a high staff turnover of
people within general safety roles, “basically, there’s just enough staff employed to do what’s required, and
that’s it” (P_2), and a shortage of staffwhich meant that there not many apprentices in the industry and
less opportunity to “pass the torch” onto younger people through mentorship:

There’s not many apprentices coming through [ . . . ] I just loved working with older [engineers]
because they could give me hints and guidance on where to go and what to do. I’m, me now as being
one of those older people, don’t have the opportunity to teach the young. (P_8)

These concerns were further complicated by a belief that when the opportunities were arising,
apprentices were not being supervised or mentored effectively, creating a haphazard learning experience,
and opportunity-cost considerations were impacting this:

The apprentices are just having to learn by trial and error and on their own. They’re coming out very
insecure and very poorly trained [ . . . ] As bigger companies try and keep costs down, those budgets
that training apprentices, they don’t have those budgets for extra people on the floor to mentor and to
guide and to hand over those skills to the apprentices. (P_2)

Following on from the last point, the financial burden in the GA sector, and financial considerations
in employment, was a final key practical and operational challenge. The organisational structure of
GA was perceived to have changed in a way that disadvantaged small operators, and the new system
was increasing cost with the safety improvement increasing cost and adding to the financial burden:

Small operators are real disadvantaged. The days of having a small operator, be it a charter company
or be it a maintenance organization with just the chief engineer, the owner, and a couple of LAMEs . . .
Those days are gone because you need so many senior persons now just to be able to meet requirements;
(P_2)

The main thing for me is money. That’s the biggest negative at the moment is that you’re always
fighting it [ . . . ] For some reason, the General Aviation industry, people think that everyone should
. . . We should be a bank for them. [ . . . ] It’s like, “well, we’re a small business, we can’t afford to do
that.” In the same respect, it’s . . . Then [maintenance engineers] have problems paying our people and
our suppliers and, by law, we’re supposed to be able to afford to operate; (P_9)

And

The cost of parts have gone up because of the new system. The cost of maintenance has gone up because
of the new system. Owners can’t afford planes these days and when they do, they can only just afford
them. However, they still want the plane maintained perfectly and they still have to have their plane
yesterday. (P_5)
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Lastly, the age and cost of the aircraft was thought to be contributing to the financial burden;
the expensive nature of planes coupled with their age, which despite a link for more work perpetuated
the view that work was simply unprofitable:

Back when it was [the aircraft] only 10 years old, yeah, $150 is fine because it didn’t need all this major
work. Now, you need to be putting money aside for not just your mandatory component overhauls,
but major refurbishment: air frame and avionics upgrades, paint interiors, things that have never
been replaced in the aircraft’s life; (P_2)

We haven’t made profit in two years. It’s not possible to make a profit, but the customers still complain
about the bill; (P_5)

And

The hardship now, really, is that there’s a lack of money in the industry, not only, from an engineering
perspective, but from the customer’s perspective. Everyone’s trying to scrimp and save. (P_9)

Figure 4 depicts a bleeding brakes scenario created by a participant in the form of their own
concept map/mind-map/list which involves many of the central themes and issues across the results of
the study, such as competency/experience and manuals, but also shows how concerns and worries
around time, cost, business viability, and regulation may telegraph into the work and impact safety
and performance.

Figure 4. Example SITT scenario constructed as a mind-map by a participant depicting various factors
and considerations perceived to be involved in bleeding brakes. Note: Handwriting has been replaced
by a typescript to preserve anonymity of participant; size, colour and placement are the same.

3.6. General Discussion

The next sections provide a general discussion and reflection of findings based on the research
questions, followed by a discussion of the strengths and limitations of the study, its implication, and
potential future research directions.
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3.6.1. Changes and Impacts in Regulation and to the Regulator Role to the GA sector

The results draw attention to an interconnectedness between the various components of the
GA system, and illustrate how easily system behaviour can change overtime based on various
feedforward and feedbacks loops associated with the regulatory/policy layers. Many of the findings
reflect perceptions and statements on ways of working that carry safety implications, but are also a
reflection of behaviours in an ostensibly complex and highly dynamic system. Proportional regulatory
requirements, compliance, and safety oversight were among the main issues raised by participants
(i.e., maintenance engineers/technicians). This set of issues are vital for operation of the GA industry,
primarily due to the sustainment challenges brought by ageing fleets.

The results echo the industry’s wish to balance safety and cost in a way that will allow the GA to
remain profitable. Similar efforts have taken place in Europe and the US, thus, this finding indicates
the international connectedness of the Australian GA industry, as well as the high degree of awareness
of Australian maintenance professionals around these matters. On the other hand, it also helps us
understand the driving forces behind the recent adoption of the US (FAA) regulatory model for GA.
The choice of the FAA regulatory model offers greater autonomy to the Australian GA sector, but only
at the cost of creating disconnection with the EASA-based CASA regulatory framework.

The existence of perceived power distance issues between “regulated entities” (i.e., maintenance
technicians) and the regulator is insightful. Power distance has been well-researched in many different
contexts [33–35], and in this study, responses suggest that GA technicians do not necessarily see
themselves as the regulator’s “long arm” in the effort to safeguard airworthiness. This was reflected
both directly and indirectly (i.e., reference to the educational role of the regulator) through a wide range
of narratives. This is an important research finding, since power distance can have an impact on the
level of regulatory compliance and the effectiveness of reforms and changes attempted by the regulator.
Interestingly, the results suggest that authority gradients—which relate to perceived power hierarchies
in decision-making within teams or groups—also exist in the ranks of maintenance technicians,
between those working on the “floor” and those in maintenance management and administration posts.
As a natural extension of power distance, authority gradients between specific teams have also been
explored at length in different safety-critical contexts [22,36]. In the aircraft maintenance context, it is a
common expectation that the more experienced maintenance technicians have more opportunities
(and do) take up office-based roles, especially in larger organizations. However, authority gradients
also draw attention to cultural impacts in dynamic teams that can also impact and create fissures in
safety culture.

3.6.2. Practical and Operational Challenges in the GA Industry

The availability of funds for maintenance has always been a strident issue for the GA sector, and
this was confirmed in findings. Interestingly, participants expressed numerous concerns in relation to
the role of owners in sustaining the airworthiness condition of their aircraft, broadening the systems
perspective. The relationship of technicians and aircraft owners was highlighted over several narratives,
offering indications of safety discrepancies. This relationship, in turn, has a negative effect on the job
satisfaction of technicians since they may perform their work (i.e., maintenance tasks) within a stressful
environment. This view was supported in a previous related research [12,13].

Another key finding was related to the attractiveness of the GA sector as a career pathway for
aircraft technicians. This was recognized by participants as a challenge, given the high demand for
more technicians (as the ageing GA aircraft required more maintenance) and the ageing workforce at
large. Moreover, there was a perception that this demand cannot be met by the current supply of newly
qualified technicians, as they generally lack the necessary training, skills, and motivation. These highly
critical views expressed by participants may reflect a generation gap mindset, but also draw attention
to perceived issues and hindrances with recruitment and retention of the workforce.
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3.6.3. Strengths and Limitations of the Study

A key strength of this study was the use of the methodology that underpinned the data collection.
Integration and application of the SITT elicited rich and concrete examples of system-level behaviours
from the technician and engineer (i.e., end-user) perspective associated with the regulator and regulation
and other challenges facing everyday operations. This enabled participants to harness and articulate
the technical complexity of their work succinctly, but also allowed them to share their first-hand views
in a more vicarious manner.

While relatively modest, the sample size did not serve as a limitation of the methodology as data
saturation within data was reached, however, the small sample does limit the ability to make broad
generalizations across the GA sector. Although the perceptions received were common across many
participants, they are nevertheless subjective and nuanced and require care with interpretation.

3.6.4. Implications and Future Research Directions

In 2019, CASA decided to rearrange the GA aircraft maintenance regulatory framework in
Australia. Changes within aviation can happen relatively quickly, but building a long and lasting
positive culture is a slow process. For this reason, the impact of any change (either positive or negative)
will be witnessed in the years to come. This analysis of data collected during late 2016—prior to the
extensive industry consultation process which CASA employed for this purpose—offers important
empirical insights which may be of value during transition, and also in years to come for benchmarking
the sector’s cultural maturity. It is likely that the regulatory changes happening in the GA sector will not
be as fruitful as expected if the issues identified in this study are not tackled, and if the understanding
between the regulator and those who are regulated is not improved. Issues in the key human factors
cannot be addressed through new regulation, or through forced compliance. This paper reports some
of these issues and it is believed that further independent research and publications (from external
researchers, not associated with the regulator or the regulated bodies), can assist in the overall effort.
Given the larger systems-oriented processes uncovered in the findings, further research could seek to
unpack these dynamics relationships, for example through application of specific systems mapping
processes that identify and attribute the feedback and feedforward loops for different elements [37–39].

Lastly, while this paper has focused on the Australian GA sector, comparison of the GA safety
performance at an international level may be helpful in garnering further insights of the underlying
regulation, practice, and safety culture issues [40]. A comparative analysis of these safety statistical
data and practice could provide an indication of the effectiveness of the policies now being pursued by
the Australian regulator. Therefore, a follow up research and study in this space is likely to constitute a
valuable retrospective evaluation of the issues identified and discussed in the present paper.

4. Conclusions

In Australia, the diverse profile of General Aviation does, indeed, pose challenges for effectively
managing safety and performance in aircraft maintenance operations. Based on the perceptions of this
study, it is unsurprising that this has been a targeted area for continuous improvement.

The findings highlight that for the most part, perceived changes in the role of the regulator and
regulation within the sector are not only perceived to have impacted the behaviours of the system
underpinning the sector, but also diminished operations around safety and invoked a general view of
a negative safety climate.

There are many perceived practical and operational challenges in the GA sector that must be dealt
with to sustain safe maintenance operations going forward, many of which require change and growth
across various cultural dimensions, and not only in how maintenance engineers and technicians work,
but also other areas of the system, including the regulator, policy and practice, customers/owners,
and tertiary education and vocational training.
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In nearly every regard, if a central theme was to be assigned to this study it is that the GA sector is
an ostensibly complex system, with high stakes in safety, and would therefore benefit from systems
thinking when seeking to facilitate change management.

Author Contributions: Conceptualization, A.N. and K.I.K.; methodology, A.N.; formal analysis, A.N.;
investigation, A.N. and K.I.K.; validation, K.I.K.; data curation, A.N.; writing—original draft preparation,
A.N. and K.I.K.; writing—review and editing, A.N. and K.I.K. All authors have read and agreed to the published
version of the manuscript.

Funding: This research received no external funding.

Acknowledgments: The authors are extremely grateful to Kate Kingshott for her significant role in the collection
of the data used to underpin this research, and are very thankful for her support during very early discussions of
this study.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. International Civil Aviation Organisation (ICAO). Annex 6 to the Convention on International Civil Aviation,
Operation of Aircraft, Part I—International Commercial Air Transport–Aeroplanes, 11th ed.; International Civil
Aviation Organisation: Montreal, QC, Canada, 2001.

2. Dekker, S. Foundations of Safety Science: A Century of Understanding Accidents and Disasters; CRC Press:
Boca Raton, FL, USA, 2019.

3. CASA. Sector Risk Profile for the Small Aeroplane Transport Sector. Available online: https://www.casa.gov.
au/sites/default/files/srp_small_aero_booklet.pdf (accessed on 15 June 2020).

4. Boyd, D.D.; Stolzer, A. Accident-precipitating factors for crashes in turbine-powered general aviation aircraft.
Accid. Anal. Prev. 2016, 86, 209–216. [CrossRef]

5. Boyd, D.D. Causes and risk factors for fatal accidents in non-commercial twin engine piston general aviation
aircraft. Accid. Anal. Prev. 2015, 77, 113–119. [CrossRef]

6. CASA. Safety Behaviours, Human Factors: Resource Guide for Engineers. Available online: https:
//www.casa.gov.au/sites/default/files/_assets/main/lib100215/hf-engineers-res.pdf (accessed on 3 April 2020).

7. ATSB. Aviation Occurance Statistics 2005 to 2014. Available online: https://www.atsb.gov.au/publications/
2015/ar-2015-082/ (accessed on 23 January 2020).

8. BITRE. General Aviation Study—[Statistical Report—978-1-925531-77-0]. Available online: https://www.
bitre.gov.au/sites/default/files/2019-11/cr_001_0.pdf (accessed on 2 January 2020).

9. Haynes. The Theory and Practice of Change Management; Palgrave: Hampshire, UK, 2002.
10. CASA. SMS for Aviation—A Practical Guide: Safety Assurance. Available online: https://www.casa.gov.

au/safety-management/safety-management-systems/safety-management-system-resource-kit (accessed on
3 April 2020).

11. CASA. Part 43—Maintenance of General Aviation and Aerial Work Aircraft (CD 1812SS). Available online:
https://consultation.casa.gov.au/regulatory-program/cd1812ss/ (accessed on 31 January 2020).

12. Naweed, A.; Kingshott, K. Flying off the handle: Affective influences on decision making and action
tendencies in real-world aircraft maintenance engineering scenarios. J. Cognit. Eng. Decis. Making 2019,
13, 81–101. [CrossRef]

13. Kingshott, K.; Naweed, A. “Taxiing down the runway with half a bolt hanging out the bottom”: Affective
influences on decision making in general aviation maintenance engineers. In Proceedings of the 2018
Ergonomics & Human Factors Conference, Birmingham, UK, 23–25 April 2018.

14. Vaughan, D. The Challenger Launch Decision: Risky Technology, Culture and Deviance at NASA; Uni of Chicago
Press: Chicago, IL, USA, 1997.

15. Naweed, A.; Chapman, J.; Trigg, J. “Tell them what they want to hear and get back to work”: Insights into
the utility of current occupational health assessments from the perspectives of train drivers. Transp. Res.
Part. A 2018, 118, 234–244. [CrossRef]

16. Naweed, A.; Dorrian, J.; Rose, J. Evaluation of Rail Technology: A Practical Human Factors Guide; CRC Press:
London, UK, 2013.

124



Aerospace 2020, 7, 84

17. Naweed, A.; Balakrishnan, G.; Bearman, C.; Dorrian, J.; Dawson, D. Scaling Generative Scaffolds Towards
Train Driving Expertise, in Contemporary Ergonomics and Human Factors 2012: Proceedings of the International
Conference on Ergonomics & Human Factors 2012; Anderson, M., Ed.; CRC Press: Blackpool, UK, 2012; p. 235.

18. Naweed, A. Psychological factors for driver distraction and inattention in the Australian and New Zealand
rail industry. Accid. Anal. Prev. 2013, 60, 193–204. [CrossRef] [PubMed]

19. Klein, G.; Calderwood, R.; Macgregor, D.G. Critical decision method for eliciting knowledge. IEEE Trans.
Syst. Man. Cybern. 1989, 19, 462–472. [CrossRef]

20. Monk, A.; Howard, S. Methods & tools: The rich picture: A tool for reasoning about work context. Interactions
1998, 5, 21–30.

21. Checkland, P. Systems Thinking, Systems Practice; Wiley: Chichester, UK, 1980.
22. Naweed, A. Getting mixed signals: Connotations of teamwork as performance shaping factors in network

controller and rail driver relationship dynamics. Appl. Ergon. 2020, 82, 102976. [CrossRef] [PubMed]
23. Naweed, A.; Rainbird, S.; Chapman, J. Investigating the formal countermeasures and informal strategies

used to mitigate SPAD risk in train driving. Ergonomics 2015, 58, 883–896. [CrossRef]
24. Pabel, A.; Naweed, A.; Ferguson, S.A.; Reynolds, A. Crack a smile: The causes and consequences of emotional

labour dysregulation in Australian reef tourism. Curr. Issues Tour. 2019, 23, 1598–1612. [CrossRef]
25. Naweed, A.; Rose, J. “It’s a Frightful Scenario”: A Study of Tram Collisions on a Mixed-traffic Environment

in an Australian Metropolitan Setting. Procedia Manuf. 2015, 3, 2706–2713. [CrossRef]
26. Naweed, A.; Ambrosetti, A. Mentoring in the rail context: The influence of training, style, and practice.

J. Workplace Learn. 2015, 27, 3–18. [CrossRef]
27. Braun, V.; Clarke, V. Using thematic analysis in psychology. Qual. Res. Psychol. 2006, 3, 77–101. [CrossRef]
28. Hofstede, G.; Milosevic, D. Dimensionalizing cultures: The Hofstede model in context. Online Read. Psychol.

Cult. 2011, 2, 8. [CrossRef]
29. CASA. Cessna Supplemental Inspection Documents. Available online: https://www.casa.gov.au/aircraft/

airworthiness/cessna-supplemental-inspection-documents (accessed on 2020 25 March).
30. Dekker, S.W.A. The bureaucratization of safety. Saf. Sci. 2014, 70, 348–357. [CrossRef]
31. Hollnagel, E. The nitty-gritty of human factors. In Human Factors and Ergonomics in Practice: Improving System

Performance and Human Well-Being in the Real World; Shorrock, S., Wiliams, C., Eds.; CRC Press: Boca Raton,
FL, USA, 2016; pp. 45–64.

32. Naweed, A.; Young, M.S.; Aitken, J. Caught between a rail and a hard place: A two-country meta-analysis
of factors that impact Track Worker safety in Lookout-related rail incidents. Theor. Issues Ergon. Sci. 2019,
20, 731–762. [CrossRef]

33. Tan, W.; Chong, E. Power distance in Singapore construction organizations: Implications for project managers.
Int. J. Project Manag. 2003, 21, 529–536. [CrossRef]

34. Cole, M.S.; Carter, M.Z.; Zhang, Z. Leader–team congruence in power distance values and team effectiveness:
The mediating role of procedural justice climate. J. Appl. Psychol. 2013, 98, 962. [CrossRef]

35. Rieck, A.M. Exploring the nature of power distance on general practitioner and community pharmacist
relations in a chronic disease management context. J. Interprofessional Care 2014, 28, 440–446. [CrossRef]

36. Naweed, A.; Dennis, D.; Krynski, B.; Crea, T.; Knott, C. Delivering simulation activities safely: What if we
hurt ourselves? Simul. Healthc. 2020, in press. [CrossRef]

37. Leveson, N. A new accident model for engineering safer systems. Saf. Sci. 2004, 42, 237–270. [CrossRef]
38. Read, G.J.; Naweed, A.; Salmon, P. Complexity on the rails: A systems-based approach to understanding

safety management in rail transport. Reliab. Eng. Syst. Saf. 2019, 188, 352–365. [CrossRef]
39. Salmon, P.M.; Read, G.J.; Walker, G.H.; Goode, N.; Grant, E.; Dallat, C.; Carden, T.; Naweed, A.; Stanton, N.A.

STAMP goes EAST: Integrating systems ergonomics methods for the analysis of railway level crossing safety
management. Saf. Sci. 2018, 110, 31–46. [CrossRef]

40. De Voogt, A.; Chaves, F.; Harden, E.; Silvestre, M.; Gamboa, P. Ultralight Accidents in the US, UK, and
Portugal. Safety 2018, 4, 23. [CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

125





aerospace

Review

Development of the Minimum Equipment List:
Current Practice and the Need for Standardisation

Solomon O. Obadimu 1, Nektarios Karanikas 2 and Kyriakos I. Kourousis 1,*

1 School of Engineering, University of Limerick, V94 T9PX Limerick, Ireland; solomon.obadimu@ul.ie
2 School of Public Health and Social Work, Queensland University of Technology,

Brisbane QLD 4000, Australia; nektarios.karanikas@qut.edu.au
* Correspondence: kyriakos.kourousis@ul.ie; Tel.: +353-61-202-217

Received: 10 December 2019; Accepted: 15 January 2020; Published: 17 January 2020

Abstract: As part of the airworthiness requirements, an aircraft cannot be dispatched with an
inoperative equipment or system unless this is allowed by the Minimum Equipment List (MEL) under
any applicable conditions. Commonly, the MEL mirrors the Master MEL (MMEL), which is developed
by the manufacturer and approved by the regulator. However, the increasing complexity of aircraft
systems and the diversity of operational requirements, environmental conditions, fleet configuration,
etc. necessitates a tailored approach to developing the MEL. While it is the responsibility of every
aircraft operator to ensure the airworthiness of their aircraft, regulators are also required to publish
guidelines to help operators develop their MELs. Currently, there is no approved standard to develop
a MEL, and this poses a challenge to both aviation regulators and aircraft operators. This paper
reviews current MEL literature, standards and processes as well as MEL related accidents/incidents
to offer an overview of the present state of the MEL development and use and reinstate the need for
a systematic approach. Furthermore, this paper exposes the paucity of MEL related literature and
the ambiguity in MEL regulations. In addition, it was found that inadequate training and guidance
on the development and use of MEL as well as lack of prior experience in airworthiness topics can
lead to mismanagement and misapplication of the MEL. Considering the challenges outlined above,
this study proposes the combination of system engineering and socio-technical system approaches
for the development of a MEL.

Keywords: minimum equipment list; aviation; aircraft; safety; airworthiness

1. Introduction

Airworthiness relates to the ability of an aircraft to conduct safe operations, and aircraft
maintenance activities comprise its backbone [1]. Aircraft must be maintained and certified under
regulatory standards published by regional authorities to ensure airworthiness in every private or
commercial aircraft operation and achieve acceptable flight and ground safety levels while ensuring
dispatch reliability. Under this mandate, in collaboration with aircraft manufacturers and aviation
regulatory bodies, the Master Minimum Equipment List (MMEL) and Minimum Equipment List
(MEL) were introduced in the late 1960s [2]. The MMEL and MEL are documents with a list of aircraft
components or systems that may be inoperative for aircraft dispatch [3,4]. The former is developed
by the aircraft manufacturer, and the latter is based on the MMEL but further customised by each
airline depending on its distinct operational characteristics and needs. MMEL and MEL are reviewed,
rejected or approved by the corresponding National Aviation Authority (NAA).

However, although several parties and professionals are involved in the development and review
of the MMEL, the MEL still lacks a similarly standardised process. Typically, the MEL per operator and
aircraft type is approved by the respective competent authority after it has been compiled according to
generic guidelines [3–5] which describe what must be achieved but provide only a little guidance on
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how to develop a MEL. Although the MMEL can serve as the basis to build MEL, under a systems
approach, the existence and performance of each component, as well as the combined effects of various
malfunctioning components or systems, can resonate and lead to adverse situations that had not been
anticipated when examining the performance of the former separately from their environment [6].
Thus, mere reliance on MMEL, which typically refers to behaviours of individual components and
subsystems under assumed conditions, might not suffice to publish a MEL proper for the operational
environment of each air carrier.

Considering the above, the overall aim of our study was to examine the current situation around
MEL and suggest whether a more standardised framework is necessary. In the next section of the paper,
we present an overview of the current MMEL/MEL development process and respective standards,
and we refer to the associated topics of reliability, safety/acceptable level of safety, environment
and human factors. The paper continues with a review of MEL-related studies and an analysis of
MEL-related accidents and incidents to detect the types of relevant problems/issues and identify
possible gaps in the MEL development and application process. After a discussion of the overall
picture, our paper concludes with recommendations about the application of system engineering and
socio-technical system approaches to the development of MELs.

2. Master Minimum Equipment List (MMEL)/Minimum Equipment List (MEL)

Aircraft are designed with highly reliable equipment. Nevertheless, failures could occur at any
time resulting in an accident/incident or simply flight cancellations and delays. The main objective of
the Master Minimum Equipment List (MMEL) is to “ . . . reconcile an acceptable level of safety with
aircraft profitability while operating an aircraft with inoperative equipment” [3]. MMELs/MELs are
used to examine the release of an aircraft with inoperative equipment for flight. Their aim is to permit
operation for a specific period under certain restrictions pending replacement or repair of the faulty
item. However, the repair must be carried out at the earliest opportunity [2–4].

Before the introduction of MEL, the permission or not to operate with inoperative or
underperforming systems/components was more a topic of negotiations between the operator and the
regulator. Each regulator was forming its judgment and evaluation based on the competence of its
staff, personal experiences, and information from previous cases depending on the type of aircraft
under assessment [2]. This led to operators claiming favouritism when they had discovered that the
list of permissively inoperative components and systems of aircraft of the same type belonging to
another airline was less restrictive. The regulation and management of MELs were institutionalised in
the 1960s [2].

According to the International Civil Aviation Organisation (ICAO) [7], the overall goal of a MEL is
to describe when an aircraft with inoperative components or systems is still airworthy and authorised
for dispatch. Airbus [8] describes MEL as a document based on the MMEL and developed by the
air operator to optimise flight planning and dispatch as well as the operator’s profitability while
maintaining an acceptable level of safety. Nowadays, the general principles governing the compilation,
approval, maintenance, and monitoring of MEL are the following [3–5]:

• The MEL is based on the MMEL, but the former must be more restrictive than the latter because
MMEL is generic.

• The MEL must be produced by the operators and approved by the respective NAA.
• The MEL must be customised/tailored to account for various environmental conditions and

operational contexts. This means that approving NAAs consider the environmental conditions
(e.g., operating temperature and humidity) as well as the operators’ scheduled destinations before
a MEL is approved. For example, the MEL for an airline operator in the United Kingdom (UK)
will be different from airlines in China who operate the same aircraft (e.g., prolonged exposure to
cold of aircraft systems/components in the UK compared to exposure to dust and sand in China).

• The MEL allows operators to optimise aircraft dispatch reliability. The use of a MEL reduces
aircraft downtime and increases airlines’ profit without compromising safety.
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• Each of the item/equipment in the MEL has conditions for dispatch. An aircraft cannot be
dispatched until the category of the equipment/item in question is confirmed from the MEL.

• Equipment not listed in the MEL are automatically required to be operative for the dispatch of
an aircraft.

Various professionals are involved in the process of MMEL [3,5]. Interactions within and
across (sub)systems are extensively analysed, ensuring that multiple failures would not lead to an
unsatisfactory level of safety by considering the impacts of critical failures and/or unserviceable
items on flight safety, crew workload and operations. Table 1 illustrates the differences in the MMEL
approval process between the Federal Aviation Authority (FAA) and the European Aviation Safety
Agency (EASA).

Table 1. Differences between the Federal Aviation Authority (FAA) and the European Aviation Safety
Agency (EASA) MMEL development and approval [5,9–11].

FAA EASA

Final MMEL is developed by FAA MMEL is developed by the manufacturer

Flight Operations Evaluation Board is the
primary point of contact Flight Standards Department is the primary point of contact

Proposed Master Minimum Equipment List is
submitted for review A full MMEL is submitted for review

Approved and published by FAA Recommended by EASA’s Operations Evaluations Board,
approved by the NAA and published by the manufacturer

2.1. Methods of MMEL Justification

Before creating an MMEL, a thorough analysis must be conducted quantitatively and qualitatively
to justify whether a component/system should be included in the list. The main tools used for these
analyses are the Failure Mode Effect Analysis (FMEA) and Fault Tree Analysis (FTA) [12,13]. While
these tools are meticulous and versatile for performing safety assessments, there are also limitations
associated with their use. Tables 2 and 3 highlight the advantages and limitations of FMEA and FTA
correspondingly [14–16].

The application of FMEA and FTA is based on results from qualitative and quantitative analyses
and considers any optional and redundant equipment to inform decisions and develop a MMEL.
Qualitative analysis is carried out before quantitative analysis [3,4,13]. It includes an evaluation of
the effects of inoperative or underperforming components and systems on aircraft operation, flight
crew workload and passenger safety to assess the achievement of an acceptable level of safety for
dispatch [4]. Additionally, the qualitative analysis must ensure that the combined impact of multiple
inoperative pieces of equipment will not lead to a catastrophic/hazardous failure [4]. Quantitative
analysis supplements qualitative analysis [3,4] and is performed for items/equipment/components that
are characterised as critical to the safe operation of the aircraft [4]. Furthermore, additional analysis
may be required to analyse the rectification interval of each component or system [13]. This type of
analysis adopts the System Safety Assessment (SSA) process which is based on the quantitative results
from the FTA or FMEA techniques [12,13].

If an item is over the minimum required for safe operations in a particular flight route/condition or
the aircraft could be operated under restrictions, inoperativeness of the specific item may be accepted
and approved for inclusion in the MMEL. For example, the flight data recorder system in a Bell 412
Helicopter may be out of service for a limited time [17]. In addition, although the number of items
with identical functionality installed on an aircraft depends on the manufacturer, operating a piece of
equipment in the optional category is subject to the satisfaction of the NAAs that an acceptable level of
safety would be maintained. If the functions of the system/item under assessment can be substituted
by an alternative system/item with similar functions, then, it would be accepted for MMEL inclusion
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on a redundancy basis. The condition is that the alternative system would provide an acceptable level
of safety as long it is confirmed operative. However, redundancy cannot be claimed for the inclusion
of an item in the MMEL if all items/equipment are required to be operative based on the aircraft’s type
certificate. For instance, in Bell 412, two air data interference units are installed on the aircraft where
one may be inoperative provided the second unit is fully operative for flight [17].

In cases that MMEL allows inoperative items, the aircraft can be dispatched to prevent aircraft
grounding situations subject to maintenance or replacement of the affected component or system
within the time frame specified in the MMEL. Nonetheless, to maintain the same level of reliability
certain restrictions might apply (e.g., transferring functions to another fully operative system, flight
limitations, night/day operations restrictions) to ensure that safety is not compromised.

Table 2. Advantages and limitations of Failure Mode Effect Analysis (FMEA).

Advantages Limitations

FMEA provides a systematic approach in assessing
the performance of relatively simple
systems/components as it provides a systematic
approach to system safety analysis.

FMEA does not guarantee the identification of all
critical failure modes of a component/system under
assessment when there is a lack of
information/knowledge/experience.

FMEA offers flexibility in system safety analysis
because of its ability to examine a system’s failure
modes and their safety impacts on a
system/subsystem level or on a component level.

FMEA does not consider the human factors element;
therefore, it cannot be used as a stand-alone safety
system analysis tool.

FMEA complements other safety assessment tools
(e.g., Fault Tree Analysis and Markov Analysis) as it
provides source data for critical items/components of
a system.

While the FMEA can be very thorough, it does not
consider external system/component threats during
analysis (e.g., multiple failures and common
cause failures).

FMEA considers all possible failure modes and
impacts on system operation, reliability, safety, and
maintainability.

FMEA needs continuous management to keep it up to
date. It takes time and is expensive to generate.

FMEA identifies both critical single failure events and
latent failures.

FMEA does not consider multiple failure analysis
within a system.

Table 3. Advantages and limitations of Fault Tree Analysis (FTA).

Advantages Limitations

FTA identifies all basic events and describes
their relationship within a system.

FTA requires a thorough understanding of the design, and
this might be a challenge especially when the design is new.

FTA permits the evaluation of hypothetical
events to determine their potential impacts on
the top event.

FTA is tailored to a top event; thus, it includes only
failures/events concerning the top event. Besides, the
contributing events are not exhaustive as they are based
mainly on the analyst’s judgement.

FTA forecasts potential failures in a system’s
design, thus identifying areas of improvement
within a system and enabling safety
improvements.

FTA is not 100% accurate because it is based on an
estimate/perception of reality. In addition, it does not
consider maintenance and periodic testing of a
system/subsystem.

FTA can be used during the design and
operational phase of a system.

FTA depends mainly on the top event; thus, if incorrectly
defined, the FTA will be incomplete/incorrect.

2.2. Factors Considered in MMEL/MEL Development and Justification

This section summarizes the principal factors which are collectively mentioned by Airbus [3],
EASA [4], and UK CAA [5] and exert a major influence on the development of a MEL and affect
decisions to include or exclude items from the list.
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2.2.1. Reliability

Despite the technological advancements over time, the demand for highly reliable and
performing systems has increased due to the complexity of modern systems [18,19]. Reliability
of a component/system plays a key role during the MMEL development process as it helps to analyse
and predict possible failure causes through the application of engineering knowledge [19]. Reliability
plays a role in both MMEL and MEL. Reliability analysis is performed during the MMEL development
and justification by using the tools and techniques mentioned in Section 2.1 above, and sufficient
reliability must also be ensured for MEL items during operations.

According to Airbus [3], the MMEL contributes to the operational reliability of airline operators
as it optimises dispatch reliability by reducing aircraft downtime. To maintain a MEL item’s reliability,
servicing/scheduled maintenance is required [20], and MEL items must be inspected at predetermined
time intervals prescribed by the manufacturer or regulator.

2.2.2. Safety/Acceptable Level of Safety

Acceptable Level of Safety (ALoS) is primarily related to aircraft accident prevention, and its
definition depends on the region, regulatory framework, safety records, etc. During the MMEL
development process, crew performance and workload must be considered along with the effects
of system/component failures on landing and take-off and their impact on the aircraft and its
occupants [4]. In the context of MEL, ALoS can be maintained by adjusting aircraft operational
limitations, transferring a system or component’s function to another functioning system or a system
that provides the information needed or performs similar functions as long as the crew workload
changes are acceptable, and the training provided to the crew remains sufficient and relevant [4].

Another way of maintaining an ALoS during MEL application is by developing maintenance
actions based on the MMEL (e.g., deactivating and securing the system/component concerned).
For instance, for the Bombardier CL600 concerned, to maintain an ALoS on a lavatory fire extinguishing
system when it is inoperative a placarding procedure is carried out: Associated lavatory door is locked
CLOSED and placarded, “INOPERATIVE–DO NOT ENTER” [21]. Another example regarding the
Airbus A320 is the Emergency Locator Transmitter (ELT) which broadcasts signals in the event of
an accident; to maintain the ALoS, the inoperative ELT must be deactivated and repaired within
90 days [22].

2.2.3. Environmental Factors

MMEL development cannot be complete without the assessment of the varying environmental
conditions in which aircraft would operate. Commercial aircraft operate between different regions; thus,
their availability must not be impacted by the environment since designing an aircraft for a particular
region would not be cost-effective [23]. Therefore, designers must obtain adequate knowledge of the
environment so that to design aircraft that can withstand varying environmental conditions [24] while
observing various local and international environmental standards and regulations.

Furthermore, concerning MMEL development and justification, there must be measures to reduce
environmental impact on aircraft dispatch, e.g., impact of rain and icing conditions. With provisions
such as effective anti-ice and wiper systems, aircraft dispatch is not limited/restricted in these conditions.
In addition, it is important to consider the aircraft’s flight envelope to specify the aircraft’s maximum
and minimum altitudes quantitatively when systems or components underperform or are out of service
and define dispatch conditions (i.e., GO–IF items) to facilitate aircraft operations.

2.2.4. Human Factors

The goal of system safety assessments is to enhance a system’s reliability, performance and safety
by considering the persons (e.g., flight crew, ground crew and engineers) that will interact with the
system. Reducing the effects of possible human errors must be a proactive and systematic activity
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considered during the design phase of a system [15]. Therefore, every system analysis must encompass
human factors, particularly during the MMEL development and justification process. For instance,
the application of sound ergonomic principles in the design of cockpit instrumentation, displays and
controls can alert flight crews of any technical failures and provide timely and effective information
(e.g., appropriately sized and readable figures) [15].

Consequently, as part of justifying the inclusion of an item in the MMEL, human factor analysis is
conducted to anticipate the operation of cockpit systems/computers in varying operational conditions.
However, it must be noted that the management of human factors is equally important throughout the
lifetime of the aircraft during which MEL applies. Hence, it is imperative to understand the impact of
an inoperative MEL item on crew performance when developing the lists [3]. For instance, Job Task
Analysis [25] is a technique that can be conducted before carrying out any MEL-related task to identify
the required resources (e.g., knowledge, certifications, and experience) for the successful execution and
completion of the task.

Furthermore, worksheets and logbooks should be used to communicate any component failure
during post-flight or pre-flight inspections. Logbook entries are the starting point for assessing defects
of components included in a MEL [8] and help the ground crew understand the causes of failures.
This practice facilitates communication between pilots and engineers and ensures that they are aware
of MEL tasks that have been completed or are pending. Moreover, the consistent use of logbooks
encourages teamwork and improves coordination, especially between work shifts.

3. Literature Review

3.1. Utility of MEL

Munro and Kanki [26] described the MEL as an operational document for air operators, which
has direct implications on the safety and airworthiness of an aircraft. Pierobon [27] shared a similar
opinion by naming MEL as a barrier against aircraft dispatch with unauthorised defects. Grüninger
and Norgren [28] believe that MEL serves two different purposes. Its first purpose is to identify
aircraft systems/components that could be inoperative while keeping the aircraft airworthy for
dispatch. The second purpose of MEL is to serve as a reference document for engineers and pilots to
conduct MEL-specified tasks/procedures before aircraft dispatch. Interestingly though, Hertzler [29,30]
suggested that the name MEL is unsuitable for the specific document as it could be possibly interpreted
as a list of equipment/items/systems that must be installed on an aircraft. Thus, he suggested a name
change to “permissibly inoperative instruments and equipment or stuff that doesn’t have to work”.

Following a report published by the Accident Investigation Board of Norway [31], Herrera,
Nordskaga, Myhreb and Halvorsenb [32] researched the impact of changes and developments in
the Norwegian aviation industry. Amongst other findings, the authors found that, although MEL
provides information about the overall status and serviceability of an aircraft, it was not considered
as a parameter in the holistic assessment of safety and a leading indicator of safety performance.
Consequently, Herrera et al. [32] recommended the development of a risk assessment model that
would integrate safety indicators such as the MEL to facilitate the identification of maintenance-related
airworthiness and safety issues by air operators proactively.

3.2. Differences in MEL Standards and Requirements

In his review, Feeler [33] confirmed differences in MEL standards worldwide. For instance,
he compared MEL standards for corporate/business jets published by Transport Canada (TC) and the
Federal Aviation Administration (FAA), and he observed that MEL provisions and applications differ
in these regions. In Canada, both business and commercial operators can operate without an approved
MEL, and the decision to fly is ultimately based on the pilot in command by considering, amongst
other factors, applicable Airworthiness Directives and aircraft equipment/systems required for the
intended flight route and conditions (e.g., day or night flight, operating under visual flight rules or
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instrument flight rules) [34,35]. Even where there is an approved MEL, the ultimate dispatch decision
is still made by the pilot in command [33,34].

However, in the United States, non-commercial, business/corporate operators (a.k.a. Part
91 operators) are not permitted to operate an aircraft without a MEL [33]. Nonetheless, compared to their
commercial counterparts, Part 91 operators enjoy some leniency. For example, commercial operators or
operators with MELs approved under the Federal Aviation Regulations (FAR) 135, 129, 125 or 121 must
comply with the repair intervals specified in MMEL/MEL, whereas Part 91 operators are not obligated
similarly. Hertzler [29,30] compared the use of MEL under two distinct types of regulations, FAR Part
135 and 91, and, amongst others, found that MEL is not a technically approved document for Part
91 operators because they are authorised to use the MMEL as MEL, subject to FAA approval. Moreover,
for the same category of operators concerned, compliance with deferral categories/repair intervals
specified in MMEL was not mandatory. It is noted that, according to the advisory circular published by
FAA [36], MELs approved under Part 135 apply even when the operator conducts operations under
Part 91. According to FAA [36] “to provide relief to operators under the MEL concept, some operators
may find it less burdensome or less complicated to operate under the provisions of FAR 5 91.213(d)”.

On the other hand, in Australia, aircraft are not allowed to operate without an approved MEL
or a manual for permissibly unserviceable components/systems under the provisions of CAR 37 [37].
In addition, in the United Kingdom (UK), aircraft are not permitted to commence a flight with
inoperative equipment governed by Commission Regulation (EU) No 965/2012 [5,38]. Therefore,
although the institutionalisation of MMEL/MEL has been promoted since the 1960s [2], some countries
still exempt operators from the scheme and the aviation industry lacks a uniform approach.

3.3. Issues in MEL Development and Application

In the late 1980s, FAA launched a special inspection program to evaluate compliance of commuter
air carriers with FARs with the participation of fifteen FAA inspection teams, consisting of six
airworthiness inspectors each. A total of 35 air carriers were thoroughly inspected with a focus on
13 different areas, the MEL included [39]. The teams identified a total of 87 findings relevant to MEL,
and they highlighted the following ones:

• Aircraft had been dispatched with inoperative systems/equipment not covered/permitted by
the MEL.

• Cases of late rectifications of MEL items; air carriers operated MEL items/equipment for
extended periods.

• Unrevised MELs or MELs less restrictive than MMELs.
• Inadequate placarding procedures as required by MELs.
• Inappropriate use of MELs (e.g., use of an Airbus A319’s MEL on an A320 model or Bell 412’s

MEL on AgustaWestland AW139).

The overall conclusion of the FAA airworthiness inspectors was that there was a need for
MEL compliance training as management personnel were not familiar with the MEL. Interestingly,
over 30 years later, similar concerns were raised by Airbus [8] whose report restated the correct
application/use of the MEL with a focus on compliance with its provisions as well as the principles and
best practices when deferring and dispatching aircraft according to MEL. Furthermore, Pierobon [27]
stressed the need for pilots and engineers to have prior knowledge and experience in airworthiness
management for proper interpretation of the MEL document because the short familiarisation training
received by pilots is insufficient. For instance, as part of the MEL application process in Canada and
Australia, there is a requirement for operators to have MEL training programmes in place before
approval and commencing operations with the MEL [37,40]. On the other hand, in the USA and UK,
MEL training requirements are not defined in their respective guidance documents [5,36,41].

Similar findings were revealed by the study of Munro and Kanki [26], who reviewed
1140 maintenance reports issued between 1996 and 2002 and detected 143 reports relevant or related
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to the use of MELs. Their research identified improper deferral of MEL defects, failure to accomplish
MEL specified tasks due to errors of omission, placarding issues and unrecorded MEL defects in
technical logbooks. However, Munro and Kanki [26] also revealed contributory factors to MEL-related
incidents including time pressure, unclear MELs, lack of familiarity, misinterpretation of the MEL, and
communication flaws regarding the applicability of the MEL to aircraft status.

Moreover, Pierobon [27] stated that there is no standard MEL development methodology. After
collecting opinions from industry professionals, especially those experienced in the MMEL/MEL
process, he concluded in the necessity for NAAs to publish more specified guidelines to help air
operators develop their MELs. This position and urge agree with the work of Feeler [33]—as presented
in Section 3.2 above, the concerns of Hertzler [29] about the difficulty in interpreting the FAR Part
91.213 MEL regulations, and the observations of Yodice [42] regarding the ambiguity in FAA MEL
regulations. To overcome these inherent challenges, the professionals interviewed by Pierobon [27]
recommended the following improvement points:

• Delegating the MEL responsibility to persons experienced in MEL development and understanding
the methodologies behind the development and justification of the MMEL.

• Appointing and training staff to specialise in the MEL authoring and review processes.
• Outsourcing MEL to knowledgeable and experienced professionals to ensure consistency in the

MEL development and review process.
• Mandating the customisation of MELs to each operator per different aircraft model (i.e., reject

mere duplications from the MMEL).
• Provision of adequate guidance from NAAs through a clear and detailed framework

or methodology.

3.4. Published Studies on MEL-Related Accidents

Grüninger and Norgren [28] analysed the Spanair’s McDonnell Douglas MD-82 fatal crash.
The aircraft crashed shortly after take-off because the flaps/slats were not deployed due to a series
of omissions/mistakes [43]. The investigation concluded that the take-off warning system did not
activate, leaving the crew clueless about the incorrect configuration of the aircraft. The flight had been
dispatched according to the MEL due to a faulty ram air temperature probe heater. Albeit the ‘ground
sensing relay’ controls for both the take-off warning system when on the ground and the ram air
temperature probe heater when airborne, the MEL did not require a detailed inspection to determine if
the source of failure was, in fact, the inoperative temperature probe or a defective ground sensing relay.
Had the MEL specified this, then perhaps the inoperative take-off warning system, which is a ‘No Go’
item if faulty, could have been discovered. Furthermore, the report also highlighted other instances of
MEL misuse days before the accident; in one case, the crew had used the MEL during taxiing while it
should be consulted only on ground before taxiing or take-off, and, in another case, the crew used the
MEL without consulting with technicians/engineers.

Grüninger and Norgren [28] asserted that the interconnectedness and complexity of modern
aircraft systems require a detailed understanding of the failure modes of each component/equipment
within each system because a system’s malfunction can be caused by several failures, but a single
point of failure can also have several different effects. The authors above pointed out that the MMEL
does not cover all conceivable scenarios during the operational phase of an aircraft, and they stressed
the importance for engineers and crew members to maintain their ‘mindfulness’ since they comprise
the last line of defence when dispatching an aircraft under the provisions of a MEL. Nonetheless,
as Thomas Fakoussa, founder of Awareness Training Fakoussa (cited in Pierobon [27]) articulated,
even with the MEL, pilots need advanced troubleshooting skills to tackle failures/defects under the
provisions of the document. This is because flight crews are more aware of the type of operation and
condition ahead of them (weather, terrain, region, etc.) as well as the required components/systems for
aircraft dispatch.
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Pierobon [27] analysed the Air Canada Boeing 767 event in 1983 where the aircraft was dispatched
with inoperative fuel tank gauges and ran out of fuel while airborne [44]. Although the aircraft landed
safely, the investigation report states that the captain had “consulted the MEL in a very cursory way”
before the flight [44], suggesting that the MEL was not thoroughly reviewed by the pilot. Another
concern raised by the investigators was the fact that the maintenance control centre on another occasion
had granted an aircraft release against the restrictions of the approved MEL. However, the MMEL
should not be consulted once a MEL has been customised for an aircraft; before this accident, an illegal
relief had been granted based on the MMEL [44]. Pierobon [27] believes that the dispatch was based
on (mis)perception rather than the use of the MEL, which must be the ultimate decision-making tool
for aircraft dispatch for both pilots and engineers.

4. Review and Analysis of MEL-Related Events

Considering the standards, guidelines, reports and literature reviewed above, the authors aimed
to complement the work of Munro and Kanki [26] and examine the types of MEL-related issues
emerging from aviation safety events to detect necessary intervention areas. It is noted that the goal
of the research was not to derive epidemiological data and rates across and within the regions of
the investigation agencies. Instead, we aimed to map types of MEL issues that have contributed to
incidents and accidents, generate an overview and compare the findings against relevant literature
to detect possible development gaps in the particular area. The first step was to identify the sources
of safety investigation reports and define proper keywords to conduct the search. The criteria for
selecting sources were the availability of reports online and publicly in the English language from
regional agencies that are responsible for a large volume of aviation operations. The databases
identified were the ones maintained by National Transportation Safety Board (NTSB) of the United
States, Transportation Safety Board of Canada (TSBC), Air Accidents Investigation Branch (AAIB) of
the United Kingdom and Australian Transport Safety Bureau (ATSB). All of these repositories relate to
the respective country’s registered aircraft and include occurrences that have been investigated by the
respective agencies.

Relevant incidents and accidents were identified by utilising the search option on the AAIB and
NTSB websites and using ‘Maintenance’ and ‘Minimum Equipment List’ as keywords. This way,
the research strings covered also MMEL-related records since the term MEL is a subset of MMEL.
The keywords above were also used on the ATSB and TSBC websites, but the search did not result
in a substantial number of reports to review; TSBC’s website produced 0 and 4 reports, respectively,
and ATSB’s website produced 0 and 1 reports correspondingly. Consequently, considering research
time limitations, we decided to review the 400 most recently published incident/accident investigation
reports on both ATSB and TSBC websites.

The search described above resulted in 1323 investigation reports, the synopsis/summary and
findings/conclusions of each were studied to identify and analyse MMEL/MEL related events.
The analysis included reports where MEL-related issue was identified regardless of its attribution as a
contributory factor or not to each event. In addition, cases where unreported or unrecorded defects
contributed to the events were reviewed and analysed. The latter cases were consulted based on
the view of Airbus [8] on the importance of recording defects to, amongst others, allow the retrofit
of the MEL and assess their criticality in conjunction with other possible system and component
malfunctionings or failures.

The filtering process described above resulted in the identification of 52 investigated events, 42 of
which were directly related to MEL and ten regarded maintenance issues not covered by MEL but
indirectly and likely affecting safety. In addition, although the search strategy followed is seen as
comprehensive enough to generate a representative sample of relevant safety investigations, there
might be reports that were unintentionally excluded from this study (e.g., input/typing errors of
operators when populating the fields of the databases searched) as well as MEL-related events that
have happened in other regions. Nonetheless, we believe that the final sample analysed represents the
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best-case picture adequately when considering the intensive safety initiatives of the specific agencies
and the overall developments in the aviation industry of the respective regions.

Table 4 presents the results of each of the search steps, and Table 5 summarises the classification
of the analysed events. The full list of the reports included in our study is available to the reader upon
request to the corresponding author of the paper.

Regarding the accident/incident reports reviewed, AAIB and NTSB provided a detailed discussion
of the MEL-related issues identified via a dedicated MEL section/paragraph in their reports, especially
in the cases where MEL-related issues directly contributed to the particular events On the other hand,
although ATSB and TSBC highlighted MEL-issues in different sections of their reports such as findings,
analysis and conclusions, we did not find dedicated parts in the reports addressing MEL-related
findings cumulatively. Nonetheless, all the reports reviewed provided enough information to enable
the authors of this paper understand the situation and circumstances around the MEL-relevant events.
On a side note, only 8 of the 29 reports including MEL-related contributory factors addressed the
respective findings through specific recommendations. Although it was outside the scope of our
research to evaluate the quality of the investigation reports and the degree of coverage of MEL-related
issues through targeted measures, the picture above indicates that investigating agencies did not focus
on the resolution of such problems even when they were detected in the course of investigations.

As Table 5 suggests, 50% of the MEL-related events regarded aircraft dispatch against MEL
requirements, followed by cases where operations were conducted before MEL was approved (about
17%); this suggests non-compliance with MEL to the level of 67%. Cumulatively, the issues concerning
MEL development (i.e., exhaustiveness, completeness and clarity) accounted for 21% of the cases,
whereas cases relevant to human error/decision-making when applying MEL were jointly at the level
of 12% of the events analysed (i.e., delayed rectifications or misused MEL item).
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5. Discussion

Overall, the literature reviewed suggests that aviation professionals are concerned about the
current state and application of MELs. Notably, all positions highlighted the importance of MELs
and point to the utility of the MEL as a balancing factor between safety and operations where aircraft
can be dispatched with inoperative equipment as long as safety is not compromised. However,
it has been postulated that a holistic approach is required to streamline the development of a
framework/methodology to support the development, maintenance and monitoring of MELs [27,32].
Regulatory authorities and aircraft manufacturers are expected to offer to operators more detailed
MEL-related guidance and specific tools along with requirements for respective training programmes.

Given the increasing complexity of aircraft systems, coupled with issues identified in the
literature such as different MEL standards worldwide and cases of MEL mismanagement and
misapplication [26,29,33], it is important to reinstate the need for standardisation and reinforcement.
The issues identified in the literature and revealed through our review of the accidents and incidents
above could pose a serious problem and are still prevalent despite MEL was introduced in the
1960s. The urge for MEL standardisation followed by targeted interventions to ensure its consistent
and substantive application has become quite undeniable according to aviation researchers and
professionals such as Pierobon [27], Hertzler [29] and Yodice [42]. Although literature and previous
studies do not argue that the MEL framework should be entirely reformed, its standardisation is
expected to ameliorate current issues and support proper and justified customisation of MEL to
the operational profile and needs of airlines, minimisation of ambiguity in its implementation and
enrichment of respective training. Furthermore, harmonisation of MEL development will allow valid
comparisons of practices followed across regions and operators and offer to airlines and NAAs a
common reference baseline for knowledge exchange as well as possibilities for continuous review,
update and improvement of shared MEL-related processes.

Furthermore, it seems that there is an assumption that the factors/parameters considered during
the MMEL development are directly applicable to the MEL, while this may be valid to some extent
as MMELs are developed for operators to use as a guide for their MEL development, it is important
to note that the MMEL alone might not be entirely suitable and adequate for every operator. MMEL
professionals attempt to anticipate the worst possible effect of systems failure, but they may not
anticipate all probable scenarios and failure modes that can emerge during operations and stem from
the complexity of aircraft systems and their interactions with humans and the environment [28].

The above was also confirmed during our analysis of MMEL/MEL related events under the
category UNAMEL where professionals sometimes did not consider the history of failure of an
equipment/system during the justification phase. Although it can be argued that the events under
this category were random, their occurrence highlights the need for operators to customise their
MELs to their environment and type of operations that can affect system/component performance
rather than just duplicating the master MMEL document which is based on different datasets of
failures and performance. In addition, despite most of the events analysed in our study were not
fatal or catastrophic, the outcome severity of any future event cannot be guaranteed, especially
when flight crews are unaware or unfamiliar with the problem and cannot exert full control over the
unfolding situation [45]. The Spanair’s crash studied by Grüninger and Norgren [28] was linked to an
unanticipated MEL failure.

Moreover, it is interesting that, even under the current regulatory mandates around MEL,
the importance of the latter might not have been understood completely across the aviation industry
as indicated by the high frequency of non-compliant cases. For operators with approved MELs, it was
observed that, in several instances, aircraft were dispatched with known inoperative equipment or
defects even though the operators had MELs in place (category UNJMEL). In addition, all the events
where operators dispatched aircraft without an approved MEL (category OPWMEL) regarded the US
region. Most of the operators falling under the latter category were FAR 91 operators or regarded
operations conducted under FAR 91. This confirms Hertzler’s [29,30] call to operators to apply for

139



Aerospace 2020, 7, 7

MELs under FAR 135 because FAR 91 operators are the most neglected in terms of MEL oversight. The
latter enjoy some leniency and do not utilise the MEL concept compared to FAR 135 operators where
compliance with MEL and applicable MEL intervals are mandatory as mentioned in Section 3.2 above.

Another issue identified during the review of MEL events was the late rectification of MEL items
(category LMEL). Indeed, EASA [4] and Airbus [3] stress the importance of repairing or replacing an
inoperative item at the earliest opportunity and not at the most convenient time for an airline. However,
although someone could argue a possible relationship of these cases with human error (e.g., lapses or
slips) and non-compliance, these events can also be attributed to a lack of understanding of operators
about the intended objectives and philosophy of MEL. The latter, instead of being approached as a
constraint to operations, should be viewed as a risk management tool that can help in evaluating
operational risks and specifying procedures in maintaining safety margins. Nonetheless, we did not
identify literature suggesting any direct links between the MEL and the risk management framework
of companies.

Furthermore, the cases associated with misinterpretations of MELs (category UNSCMEL) accord
with the findings of FAA cited in Pope [39] and Munro and Kanki [26]. As stressed in the literature
reviewed, the clarity of MELs and their related regulations along with MEL designated roles within
airlines would facilitate the MEL review and development process and improve the reliability of MEL
application [27,29,42]. Additionally, air operators need to train their pilots, engineers and aircraft
dispatchers on MEL-related operational and maintenance requirements. Based on the nature of events
under the specific category, it can be argued that adequate training could have led to anticipation
of scenarios within the operator’s operational environment and could have played a positive role.
Furthermore, those currently involved in the MEL process might have little or no experience in
airworthiness management or competencies and skills in MMEL/MEL. Being type-rated on an aircraft
does not necessarily mean that an engineer or pilot is able to fully understand the parameters/factors
surrounding the development and application of the MEL and interpret it correctly. Such a situation
might lead to adverse events like the ones studied by Grüninger and Norgren [28] and Pierobon [27].

Regarding the ten cases indirectly related to MEL (category DHIS), Airbus [8] highlighted
that a logbook entry is the starting point for assessing MEL-related defects/deficiencies. Perhaps,
in conjunction with the remarks stated above about proper training, engineers and pilots might not have
understood the criticality of registering technical works and problems in logbooks. Undocumented
maintenance, unrecorded/unreported defects and improper handover will reduce the information
available to pilots, maintenance staff and engineers in making informed decisions about the status and
serviceability of aircraft.

Finally, the traditional approaches highlighted in Section 2.1 above have been criticised because
they do not consider visibly and methodologically the human interactions with systems [6,46] which
are inextricable parts of aircraft operations and are closely related to the development and application
of MEL. Due to the interconnectedness of elements and processes that increase the complexity of
modern systems, there is a need for more holistic and nonlinear frameworks to system safety analysis.
Recent socio-technical systems engineering approaches, which are built upon systems theory, consider
the interactions and interdependencies between human and technology [6,47] and have introduced
tools and techniques to tackle the limitations of traditional approaches. For example, Leveson [6] has
proposed the Systems Theoretic Process Analysis (STPA) technique, Hughes et. al. [46] recommends
the Systems Scenarios Tool (SST), while Mumford [48] introduced the Effective Technical and Human
Implementation of Computer based System (ETHICS) tool. Although each approach is accompanied
by limitations in its endeavour to understand and deal with complexity, these tools suggest a more
structured path to socio-technical systems modelling and offer a dynamic approach to systems safety
engineering. While such techniques are relatively new compared to FMEA and FTA and perhaps more
resource-demanding in their application, they are promising in overcoming the limitations highlighted
in Tables 2 and 3 above and, apart from the proximal technical and human components of aircraft
operation systems, could also account for various complex roles aviation stakeholders hold in the MEL
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development process and consider contextual parameters (e.g., specific NAAs policies and strategies,
cultural and societal factors).

6. Conclusions

In this study, we reviewed the current situation around the development and application of MEL
as well as literature referring to respective challenges, and we performed an analysis of MEL-related
events. Overall, the results of our analysis as presented in Table 5 agree with previous work and suggest
the need to revisit the processes related to MEL as demonstrated by the several issues mentioned in the
safety investigation reports reviewed and related to unauthorised MEL dispatch, ambiguous MELs
and airlines operating without a MEL. The lack of a systematic and uniform approach to MEL, apart
from depriving the aviation industry of a standardised and reliable application of MEL, might have led
to an underestimation of its importance and criticality for safe operations. The ambiguity detected in
MEL-related standards along with the diversity of approaches to MEL in various regions might have
contributed to building perceptions which suggest, on the hand, that the MEL is a quick-to-achieve
compliance requirement by solely replicating or slightly changing MMELs, and, on the other hand,
that individual defects emerging in day-to-day operations can be dealt only subjectively.

However, MEL is not just about the aircraft; it is about the aircraft in service operated by humans
within a specific environment. While manufacturers try to anticipate varying environment conditions
when compiling MMELs, the latter alone are usually inadequate for the development of MELs.
As stressed by Leveson [6], system failures do not occur only as a result of random and individual
component malfunctions; instead, we must consider interactions between socio-technical system
agents (i.e., technology, end-users, organisations, regulators, society and environment) within and
across system levels, which are often neglected during current MEL practice. Therefore, in line with
the views of Leveson [6], the MEL development process should be viewed as a dynamic process
involving the NAAs, air operators, pilots, engineers and flight dispatchers. The work of Karanikas and
Chatzimichailidou [49] who suggested a combined qualitative and quantitative approach to compare
system configurations encapsulates the newly introduced Systems-Theoretic Process Analysis (STPA)
technique [6] and is an example of how system analysis could consider (1) non-binary behaviours of
system agents, (2) the degree of influence of each agent on system performance, and (3) the criticality
of each agent. The particular approach, as well as any other approach that encompasses systems
engineering and socio-technical principles, could comprise the basis for a holistic and systematic
methodology for MEL development and application and address the weaknesses of currently used
techniques as presented in Section 2.1 of this paper.
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Abstract: This article aims to present and discuss a set of technical matters affecting the maintenance
and sustainment cost of military transport aircraft (airlifters). An overview of the military aviation
technical support system is provided, in conjunction with a high level discussion on the life cycle cost.
Four technical support pillars are defined as part of this analysis: supply, restoration and upgrade,
engineering and regulatory compliance. A focused discussion on airlift sustainment factors, based on
past experience, is used to identify technical considerations that can be used for the evaluation of new
aircraft. A number of technical considerations which are key for cost purposes are identified and
mapped against the defined technical support pillars, related to engineering and technical support
and airworthiness management aspects. Important practical technical considerations are identified,
discussed and critiqued under an independent lens. This article can stimulate discussion of the
maintenance and sustainment costs of airlifters, both within military aviation operators and the
defence industry community but also within the civil aircraft maintenance industry.

Keywords: aircraft maintenance; airworthiness; military aviation; airlift; cost

1. Technical Support in Military Aviation

The technical support system in the United States and European military aviation is typically
structured as organisational (squadron level), intermediate (base level) and depot level maintenance.
Looking at the different functions within these segments, one can identify technical activities broadly
covering:

• Supply of material (aircraft components, parts, consumables, etc.) in support of maintenance tasks,
at organisational (O) and intermediate (I) level, where the focus is on the military operational unit.

• Restoration and upgrade at depot (D) level, where overhaul takes place and, in general, any
technical (maintenance) activity beyond the capability of the base and the squadron. This includes
shop-level maintenance for components and engine overhaul.

• Engineering, in terms of services provided for resolving problems, designing, approving, assessing
and implementing engineering changes.

• Regulatory compliance spans across all activities and accompanies oversight at the various levels
of command. However, often, in military aviation, the role of the regulator is not completely
independent of the chain of operational command [1], unlike civil aviation.

These technical support pillars (supply, restoration and upgrade, engineering and regulatory
compliance) are intended to sustain the airworthiness and the operational capability of a military
aircraft fleet. Operational readiness and utilisation (including training) interact with all facets of
maintenance at all levels (I, O and D), since the objective of technical support is to supply mission
ready aircraft. In turn, operational readiness has an impact and it is affected by grounding time.
This simplified view of the military aircraft maintenance and sustainment system is illustrated in
Figure 1.
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Figure 1. The different elements of a maintenance and sustainment (technical support) system for
military aircraft and their interactions with operational readiness and utilisation.

2. Life Cycle Cost

As with every technical system, a military aircraft is designed, and expected to be operated, over a
specified life cycle. An operator needs to ensure that the aircraft fleet remains healthy (airworthy)
and operationally capable throughout its life. Complex maintenance and sustainment activities are
performed to ensure that the aircraft systems operate reliably, structural integrity is assured and
upgrades allow it to offer value to the operational capabilities of the defence force. The cost associated
with maintenance and sustainment is continuously evolving, and it is generally expected to increase
over time. The focus of the discussion is not how this cost evolves but the indirect costs associated
with the ownership of military aircraft and particularly military transport aircraft (airlifters).

Military operators may set a lower (start) point and an upper (cut-off) point for the operating
cost, both for monitoring/management and decision-making purposes. These two points define the
acceptable operating margins for an aircraft fleet. The life cycle can be segmented, in broad terms,
into four phases: the initial investment, the learning and maturing phase, the maturity phase and the
end of life (disposal) of the aircraft (Figure 2).

Figure 2. Life cycle, in phases, of military aircraft.

Entry to service requires an initial investment, which accompanies/stems from the procurement
contract for new systems. The level of initial investment defines the start point in the cost curve,
with costs in this phase associated with:

• Technical training for the engineering and technical staff;
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• Development of maintenance capability, at different levels and depending on what or how an
operator wishes to utilise the aircraft (i.e., configuration, mission profiles, etc.);

• Acquisition or preparation of the necessary infrastructure for maintenance, logistics support and
operation of the fleet.

The next phase in the life of aircraft, which may be the most challenging in terms of managing
some uncertainty around the performance of a new system, is that of learning and maturing.
Inexperienced/smaller operators with fewer resources than larger defence forces may face additional
challenges. For example, small operators typically do not have a sufficient level of depth in engineering
expertise or in-house technical resources which would help them in resolving early-life challenges.
In this phase, the operator needs to:

• Build up its engineering capability and expertise at various levels. This involves a direct or indirect
investment in technical knowledge, acquired through training/retraining or obtaining experience
from the manufacturer via technical support services. Strategies to retain this expertise in the
long term are important, as engineering and technical staff engaged in this phase obtain valuable
first-hand experience from their interaction with the manufacturer.

• Develop or adjust the logistics support. A technical supply system needs to be established for the
new aircraft, in most cases, working in sync with follow on support (FOS) contracts and existing
structures for other aircraft types of the defence force.

• Establish contract management structures and train staff to perform combined engineering and
supply functions, in an integrated logistics support (ILS) or programme office environment.
This set of activities is not only time consuming but also creates value and/or waste within the
overall technical system.

The maturity phase may need more attention than the learning and maturing phase. As the
technical system (aircraft) ages, it can become more resilient or predictable, but the ageing effects will
start to have an impact on integrity or reliability at the same time. This can be a very interesting period
for engineers, since older aircraft offer new challenges. Typically, this phase includes:

• Major maintenance tasks arising from the evolving maintenance programmes (often dictated by
the manufacturers and/or operators).

• Major structural repairs mandated to rectify findings from inspections performed to monitor the
effects of fatigue and corrosion.

• Enhanced focus on risk management since there is always a need for unobstructed operations.
The aircraft fleet is required to operate under the same profiles it was procured for, rather than
imposing operations restrictions or limiting its specifications to meet engineering/technical issues.

• Management of obsolescence, which presents additional challenges for the supply and operational
capability of some of the systems of the aircraft.

• Aircraft upgrades, by default, large-scale engineering change activities, involving and
complemented by heavy maintenance tasks. Upgrades introduce new features to the aircraft
or improve the existing systems’ functionality, integrity and reliability, i.e., structural fatigue
mitigation, replacement of electrical wiring and other degraded components, etc.

When the upper (cut-off) point is reached (or exceeded in some cases), the decision-makers may
place the aircraft at the of end-of-life phase, leading to disposal, storage or decommissioning. Often,
these decisions are made on the basis of operational and/or political reasons.

3. Airlift Sustainment

A number of factors have a positive (increasing) contribution to the sustainment cost for military
transport aircraft. Some of these factors are also applicable to other military aircraft types. These are
discussed here.
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3.1. Diverse and Non-Typical Operations

The nature of the military aircraft operations is dictating or imposing diverse and often non-typical
(when comparing to civil transport aircraft) mission profiles and operating environment. This, in turn,
has an effect on the cost of sustainment, since the maintenance programme needs to capture proactively
any problems that may reduce the reliability of the aircraft systems.

3.2. Reliance on Offshore Maintenance Services

Heavy (depot-level) maintenance and, in some cases, intermediate-level maintenance, may have
to be performed at overseas maintenance centres. This is the case when such capability has not
been developed in-house (within the defence force organisation or at in-country aircraft maintenance
organisations). Military operators have to rely on this set of services, which, in the long term, can have a
substantial impact on sustainment cost. This includes out of country capabilities, offered by commercial
entities. An example of specialised maintenance providers for airlifters is the Marshall Aerospace and
Defence Group in the United Kingdom, which has extensive maintenance capabilities on the Lockheed
Martin C-130 aircraft platform [2].

3.3. Disconnect between Military and Civil Airworthiness Requirements

Civil and military aviation are, by default, not aligned or consistent with each other, in terms of
both regulations and practice. There are good reasons for this different treatment, primarily attributed
to the nature of the operation of the military transport aircraft. This disconnect creates complexities
and imposes defence-specific requirements for the preservation of the continuing airworthiness of the
aircraft, even when the same aircraft type has dual (civil–military) certification. For example, military
transport aircraft may have to be retrofitted with defence-specific equipment, such as chaff and flare
dispensers (for self-protection purposes). This equipment cannot be certified under a civil regulatory
framework and this activity adds cost for the military aircraft owner/operator.

3.4. Lack of Civil Type Certificate

Type certification of some airlifters does adhere to civil (i.e., the European Aviation Safety Agency,
EASA, or the Federal Aviation Authority, FAA) regulations. The Airbus A400 M is a relatively recent
example of a civil (EASA) certified airlifter [3]. However, for most types, this is not the case. This may
have a smaller impact on cost, though modern safety regulations (and certification standards) for civil
aircraft have progressively evolved to become more user-friendly, meaning higher efficiencies and
improved reliability, resulting in lower long-term sustainment costs.

3.5. Legacy Structural Design

Design, especially structural, for many military transport aircraft have evolved (to a small or
larger extent) from previous legacy versions. There are many examples, such as the Leonardo C-27J,
which is an evolution of the FIAT G.222. Legacy design standards are, in general, less cost-effective
than modern standards, as less efficient maintainability and reliability standards and practices are
employed. This, in turn, has a toll on the structural maintenance and sustainment cost, since a higher
volume and/or more frequent inspections and repairs may be required.

3.6. Ageing and Obsolescence

Due to the tendency to utilise military transport aircraft for longer than originally projected, ageing
and obsolescence are becoming more profound challenges. Both have to be taken into consideration
when evaluating for the acquisition of older (pre-owned), yet more affordable, airlifters. This, however,
has to be examined in conjunction with the sought operational requirements, the operational tempo and
the anticipated life cycle. An operator may utilise efficiently, within their budget, older aircraft with a
good service history and a good structural condition, for five or even ten years. The recent example
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of the United States (US) Navy procurement of an ex-Royal Air Force (RAF) C-130J for $30 million
(in comparison to the cost of $80 million for a new aircraft) is characteristic [4].

3.7. Ongoing Major Maintenance

Airlifters are large, complex platforms, with many components and parts highly susceptible
to ageing effects: fatigue, corrosion, degradation and wear. Operators tend to use these aircraft
under harsh conditions and environments. The manufacturers are aware of these issues, developing
solutions which are reflected in the maintenance programmes. Maintenance programmes progressively
become more thorough and demanding, dictating (higher cost) major inspection and maintenance
tasks to sustain the airworthiness of aircraft being operated from their primary base and of those
deployed elsewhere.

3.8. Upgrade

Upgrades are common for military aircraft, including airlifts. Avionics’ and cockpit modernisation
programmes, both for operational and technical reasons (some of them related to tackling obsolescence
and reliability issues), are popular among operators. These kinds of programmes add value to older
fleets by enhancing operational capabilities and/or extending service life. The Lockheed Martin C-130
serves as a good example, with the Hellenic Air Force C-130H and -B fleet avionics upgrade programme
(AUP) in 2002 offering an indication in the costs involved—a 15 aircraft fleet upgrade at a cost of
$6 million per aircraft [5].

These cost-raising factors are commonly observed in combination, especially in older fleets.
The case of the Lockheed Martin C-130’s structural integrity offers a good example. This aircraft type
has served many defence forces around the world over the past fifty years, as well as civil operators
offering contracted services to state organisations (a popular choice when cost-saving or exposure to
risk is sought by the states). The entering of the Lockheed Martin C-130 into civil registers has placed
the type under the scrutiny of civil aviation regulators, such as the Federal Aviation Authority (FAA)
in the United States (US) and the European Aviation Safety Agency (EASA) in Europe. For example,
a search in the EASA safety publications tool [6] reveals a number of primary structure-related
Airworthiness Directives (ADs) for the Lockheed Martin C-130 (Model 382). These EASA ADs are
linked with previously issued FAA ADs, which offer further details on the type and the estimated
cost for major structural repairs and inspections required for the aircraft wings (i.e., center wing box,
CWB, and outer wing). One can observe the significant labour and part replacement costs involved
in complying with these ADs (i.e., the CWB replacement cost is estimated at $5 million and that of
the outer wing at $8 million, both per aircraft) [7]. It is interesting to note that the newer C-130J
model is required to undertake similar maintenance tasks to ensure the integrity of the wing structure.
For example, in 2017, the Royal Air Force (RAF) decided to retain as operational 14 of their C-130Js until
2035. For this, it was required to replace the aircraft CWBs, at a total cost of $143 million [8]. This offers
a flavour of the costs associated with legacy structural designs, heavy operational utilisation and the
effect of heavy maintenance on the sustainment and affordability of older airlift types and fleets.

4. New Airlifter Technical Considerations

Assessing the long-term maintenance and sustainment costs of airlifters, i.e., 20, 25 or even
30 years from today, is important. There are various sources that can be used to inform the technical
decision-makers, including the manufacturers, which can offer insight on the utilisation costs and
publicly available research/industry reports, in conjunction with cost analysis and prediction models,
i.e., [9]. For example, a report published by the RAND Corporation in 2013 provides, among others,
a comprehensive analysis of the sustainment costs of US fleets of Lockheed Martin C-130 [10].

A “mix and match” strategy is especially important for small and diverse fleets, since these are
more challenging and less cost-inefficient to run in comparison to more substantial size fleets. Any new
aircraft type, including airlifters (given the much higher investment involved), should be evaluated
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against the existing technical support infrastructure, technical capability and fleet mix of the operator.
An exercise evaluating different candidate airlift types can be very useful in this regard.

Developing and maintaining in-house technical support (and engineering) capability is essential
not only for self-reliance purposes but also can be beneficial for sustainment cost-saving purposes.
Efficient technical solutions, contributing to lower sustainment cost, can be sourced from defence
engineers and technicians, and experience has shown that this can yield positive results for the
operators. For example, aircraft fatigue monitoring programmes and inspection repair solutions are
typically high-cost and value engineering capabilities. Moreover, the operator can interact in a more
productive way with the aircraft manufacturer and external technical services’ providers.

Learning from other users can be useful when evaluating new aircraft types. Experience of airlift
users, especially for widely used types and models, offers valuable information on technical support
matters. The sharing and exchange of technical information, data and findings, as well as practices
that can have an effect on maintenance and sustainment, constitutes good practice for technical and
engineering support purposes. This collective approach can also work for the benefit of operators
when negotiating technical solutions with the aircraft manufacturer.

Dual certification and the airworthiness management framework can contribute
(positively or negatively) indirectly to the maintenance and sustainment cost. This is related to
the compliance requirements, since tailoring the certification standards (i.e., when an operator wishes
to comply with non-typical requirements contained in widely used airworthiness codes) can increase the
end-product cost. The European Military Airworthiness Requirements (EMARs) [11] were developed
to bridge the gap between military-customised and civil certification requirements by adopting a
common regulatory framework across different defence forces. Combining civil aviation regulatory
structures and practice (where cost is an important element) with defence specific airworthiness
requirements may offer to military operators the best of both worlds. In the case of airlifters, defence
forces selecting dual-certified aircraft types have the opportunity to utilise these efficiently should such
a hybrid airworthiness system be implemented. However, an operator can still operate dual-certified
aircraft types, but it may be generally more onerous to manage technical support and ensure regulatory
compliance when having to rely on bespoke contracts.

One option which military operators can also consider is civil-derivative or civil-certified
airlifters. These aircraft types can be maintained under a civil or civil-based airworthiness framework.
These aircraft can undergo maintenance and can be certified in EASA (or FAA) Part 145 aircraft
maintenance organisations. This would offer cost benefits for the military operator and the defence
and the civil aviation industry. In-country civil aircraft maintenance organisations would be able to
offer their services to the defence force, expanding their business in the military aircraft maintenance
sector. The same approach would also apply for the supply sector (spare parts and consumables),
which can be sourced from a wider (non-defence specific) network/range of sources. Overall, this can
have a positive effect on the sustainment cost of such (civil-derivative/civil-certified) airlifters.

The four pillars of technical support described in Figure 1 (supply, restoration and upgrade,
engineering and regulatory compliance) can serve as a guide for identifying the technical considerations
applicable to airlifters when evaluating the acquisition of new or used aircraft. These technical
considerations have been mapped against the four pillars of technical support, presented in Figure 3 in
a summarised way.
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Figure 3. Technical considerations for the evaluation of airlifters and mapping against the four pillars
of technical support described in Figure 1.

5. Conclusions

This article has provided a general/broad view and discussion of technical considerations for the
maintenance and sustainment of military transport aircraft (airlifters). In summary:

• Technical and engineering support can influence and influenced by the aircraft type and
model choice;

• In-house capability and technical knowhow can be force-multipliers when it comes to achieving
cost efficiency;

• Gaining experience from other aircraft users and creating synergies in exchanging technical
information can be beneficial for maintenance and sustainment purposes;

• Airworthiness certification requirements for military aircraft are important considerations for
older and newer aircraft types.
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Abstract: Background—Bowtie analysis is a broadly used tool in risk management to identify root
causes and consequences of hazards and show barriers that can prevent or mitigate the events
to happen. Limitations of the method are reliance on judgement and an ad hoc development process.
Purpose—Systematic approaches are needed to identify threats and consequences, and to ascertain
mitigation and prevention barriers. Results—A new conceptual framework is introduced by combining
the Bowtie method with the 6M structure of Ishikawa to categorise the threats, consequences
and barriers. The method is developed for visual inspection of gas turbine components, for which an
example is provided. Originality—Provision of a more systematic methodology has the potential
to result in more comprehensive Bowtie risk assessments, with less chance of serious omissions.
The method is expected to find application in the broader industry, and to support operators who are
non-risk experts but have application-specific knowledge, when performing Bowtie risk assessment.
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1. Introduction

The barrier method of risk assessment, more commonly called Bowtie analysis, has been widely
adopted in multiple industries. The key concept encapsulated in the method is that of preventative
barriers that prevent a hazardous outcome (the ‘top event’) from occurring, and recovery processes
that limit the escalation of that event into a larger catastrophe. It is a composition of a fault tree, event
tree and barrier concept. The method is especially good at visually representing the event chains from
the root cause to the consequence and identifying barriers that are in place, missing or ineffective.
Industries in which the Bowtie method is particularly popular include oil and gas [1,2], aviation [3–7],
transportation [8–10], chemical and process [11,12], mining [2,13], IT [14–16], and medical [17–19].

In the aviation industry, the safety of the passengers and crew is of utmost priority. To ensure
this, maintenance, repair and overhaul (MRO) plays a crucial part. It includes the frequent inspection
of the aircraft and its engines after a certain amount of flight hours or cycles, or after an unexpected
event occurred, such as a bird strike. In both cases, different means of visual inspection are applied.
The aircraft engine is mainly inspected via borescope inspection (BI) and if required via subsequent
piece part inspection (PPI). Since the results of such inspections are crucial for the aircraft airworthiness
and passenger safety, it is important to understand the inherent risks of the process. A high-level MRO
process with the different borescope inspection procedures and related risks is presented in Figure 1.
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Figure 1. Maintenance, repair and overhaul (MRO) process with borescope inspection procedures
and risks.

Previous work showed that Bowtie is a useful tool for such risk assessments, but has some
limitations, such as the process of constructing a Bowtie being ad hoc and arbitrary [7]. It highly
depends on expert knowledge and the personal preferences and outlook of the analyst [4,20–22].
This is problematic because a risk analyst will have different technical and operational insights to
a technician. There is a risk of missing important threats, consequences, and barriers. This paper
offers a solution by introducing a conceptual framework for a more systematic Bowtie risk assessment
for manufacturing and maintenance operations. It achieves this by an integration with the 6M
cause-and-effect methodology from Ishikawa [23].

2. Review of Bowtie Development and Structures

2.1. Existing Approaches Constructing a Bowtie Diagram

There are no standards for developing Bowtie diagrams, which results in a variety of different
representations and interpretations [22]. However, a generally accepted and widely used approach for
constructing a Bowtie diagram is presented in the following. This process aligns with the minimum
requirements for a safety management system (SMS) and safety risk assessment introduced by the
International Civil Aviation Organization (ICAO) [21]. Since the Bowtie methodology originates from
the fault tree and event tree analysis, the diagram could be directly derived from these. In practice,
however, the diagram is commonly developed based on brainstorming sessions [24].

A Bowtie diagram may be constructed using a bottom–up or top–down approach [4,25,26].
The latter starts with identification of the hazard, which sets the scope and context of the risk
assessment [19,24]. As per the ICAO Safety Management Manual, a hazard is defined as “condition,
object, process or activity with the potential of causing harm or damage, including injuries to personnel,
damage to equipment, properties or environment, loss of material or reduction in ability to perform a
prescribed function” [27].
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The next step is defining the top event, which describes the release or loss of control over the hazard.
“It has not caused any damage or negative impact yet, but can lead to undesired outcomes if all
prevention barriers fail” [7]. The terminology of the ‘top event’ originates form the fault tree analysis.
The top event forms the centre of the Bowtie diagram and links the fault tree and event tree. It can be
caused by one or multiple threats.

Threats describe causes that can lead to the release of the top event, if all preventative barriers
on the threat branch fail. They derive from fault tree analysis (FTA). Once identified, the threats are
drawn as branches to the left of the top event.

The release of the hazard can lead to one or multiple consequences. These consequence branches
are drawn to the right of the top event. Consequences are potential events or chain of events having
a negative impact such as loss of control, damage, or harm. They originate from the event tree
analysis (ETA).

Barriers, also referred to as ‘controls’ or ‘layers of protection’, are a means of prevention or
mitigation for any negative outcome and can reduce the occurrence likelihood of the latter. Sklet [28]
defined safety barriers as “physical and/or non-physical means planned to prevent, control, or mitigate
undesired events or accidents”. Depending on their purpose, barriers can be either on the left or on the
right side of the Bowtie diagram. Prevention barriers are placed on the threat branches between the
causes and the top event. Their function is to prevent the top event and ultimately the release of the
hazard [12,18,21]. In contrast, mitigation barriers, also called recovery or protective barriers, aim to
reduce the likelihood or minimise the severity of the consequences [29,30]. Thus, these barriers are
positioned on the consequence branches between the top even and negative outcomes.

Barriers are not entirely effective or may not be permanently effective. Conditions that have the
potential to adversely affect the effectiveness of a barrier are called escalation factors [31]. These factors
are depicted as sub-branches from the main barrier path in the Bowtie diagram. To prevent the
escalation factors from leading to barrier failure, additional controls, also called escalation factor
barriers, are put in place [32]. These are drawn on the sub-branch of the escalation factor they are
trying to prevent or mitigate. A generic Bowtie with all its elements is shown in Figure 2 below.

Figure 2. Generic structure of a Bowtie diagram.

As previously shown, the Bowtie method has elements of fault and event trees, albeit without
the quantification or Boolean logic. There have been occasional efforts to re-introduce those features
into Bowtie, e.g., in cyber security [14] and the process industry [33]. However, quantification and
formalisation of the logic still suffers from the limitation of requiring estimates of probabilities—the
provenance of which is as difficult as it originally was for FTA. This is particularly difficult if no historic
data is available and must be estimated.
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2.2. Categorisations Applied in Bowtie Analysis

Culwick et al. proposed two Bowtie structures [17]. One is a generic structure for general
risk assessment, and the other one is an application-specific structure for malignant hyperthermia
(MH) susceptibility. The focus for the following discussion is on the generic structure, as this might be
transferable to other applications and industries. The generic Bowtie structure introduced by those
authors has prompts and examples. For the preventive barriers, these include assessment, optimisation,
preparation, planning, checklists, and forcing strategies. Examples given for the barrier controls are
monitoring, vigilance, detection, and correction. As a means of recovery, the authors mentioned
crisis management, resource and expertise, diagnosis and treatment as possible barrier categories.
However, there was no structure or prompts provided for threats and consequences. It was proposed
to organise the consequences from the top of the diagram to the bottom based on their severity reaching
from ‘no harm’ to ‘severe harm’ respectively. The authors recommended that the Bowtie shall be
“constructed by a group of individuals who have an interest in managing the particular hazard” [17].
This raises the question of whether or not an interest in the hazard is sufficient for creating a valid
and comprehensive Bowtie risk assessment or if it would be better to have an expert or a group of
experts, ideally with an experienced Bowtie facilitator, performing the risk assessment as suggested
by CAA and ASEMS [4,22]. In addition to the generic Bowtie elements, the authors recommended
consideration of factors influencing the efficacy of controls, namely patient factors, procedural factors,
system factors, human factors, and chance factors. These factors are only suitable for the medical
industry and were only conditionally transferable to other industries.

Hamzah developed a Bowtie based on a risk assessment matrix [34]. The matrix categorised the
consequences into four categories, namely people, assets, environment, and reputation. These categories
were used to evaluate the severity of consequences and, subsequently, to determine the risk of the
hazard. However, this structure was not used for the development of the Bowtie diagram, but for the
severity assessment and quantification.

Another approach was taken by Maragakis et al. [21], who did not provide a categorisation,
but a hazard checklist deriving from past events and experience to help quickly identifying hazards.
This list grouped hazards into the following categories: natural, technical, economical, ergonomic, and
organisational hazards.

CAA UK used the ‘Significant Seven’ safety scenarios to categorise different top events and created
a Bowtie for each. However, there was no categorisation suggested for threats, consequences and
barriers [4,25].

As part of the “Basic Aviation Risk Standard (BARS) Program”, the Flight Safety Foundation (FSF)
performed a Bowtie risk assessment on offshore helicopter operation [35]. Similar to the Significant
Seven by CAA UK, the threats were divided into eleven groups, namely: heliport and helideck
obstacles, fuel exhaustion, fuel contamination, collision on ground, unsafe ground handling, controlled
flight into terrain/water, aircraft technical failure, weather, loss of control, mid-air collision, and
wrong deck landing. Furthermore, barriers were divided in organisational, flight operations, and
airworthiness controls. This categorisation is particularly detailed and application specific, which
makes the transferability to other industries somewhat difficult.

Barriers have been categorised based on their function, characteristics, and origins. Kang et al. [36]
distinguished between physical and non-physical barriers and subsequently divided each group into three
main categories, based on the work of Neogy [37] and Chevreau [38]. These include technological barriers,
organisational barriers, and personnel barriers. Technological barriers can be further divided [18,29,32].
The division of risks into only two categories—‘physical’ and ‘non-physical’, or ‘human behaviour’
and ‘technology related’—is insufficient for a broader categorisation as attempted here. Furthermore,
an active and passive classification works well for barriers, but not for threats and consequences.
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2.3. General Categorisations and Classifications in Risk Management

No systematic methodology is evident in the Bowtie literature, but there are some in the wider field
of risk management. Some originate from the risk breakdown structure (RBS) focusing on project risks,
while others derive from root cause analysis (RCA), a tool commonly used after a major, single-event
problem occurred [39]. Still others focus on human factors, i.e., risks and conditions that cause humans
to err.

2.3.1. Risk Categorisations

The most high-level and generally applicable categorisation of risks in any type of project, business
and industry is based on the risk breakdown structure, a risk management tool, which has been broadly
applied [40–42]. Hall and Hullet [40] proposed three ‘universal risk areas’, namely management risk,
external risk, and technological risk, which differ from the four risk types proposed by Tanim et al. [43]
comprising strategic, financial, operational, and compliance risks. These may be suitable for threats
and particularly for consequences, but not so much for barriers.

The project management perspective of Lester [44] provides four main risk categories, namely
organisational, environmental, technical, and financial, with further sub categories of technical,
economic, environmental, operational, legal political, cultural, financial, commercial, resource, and
security risks. It is one of the more detailed frameworks available.

The risk categorisation scheme of Chung and Zhu [45] includes operational, economic and
environmental, strategic, technological and legal risks. This scheme was used to categorise company
risks from news articles using a machine-learning algorithm. However, the categorisation emphasises
management risks, less so the human involvement.

Industry specific approaches exist, such as a categorisation of airport construction risks into
technical, logistical, economical, financial, legal, construction, commercial, social, natural, and legal [46].
In the pharmaceutical and health care industry, risks have been divided into facility, personnel, process,
system, and product risks [47]. While these categories may well fit within the relevant industry, they
may be less suitable for categorising risks in other areas—similar to the categorisation used in health
care (see Section 2.2).

The PEST, also called the STEP framework, is a tool used in market research [48]. The acronym
stands for Sociological, Technological, Economic and Political. This categorisation was later enhanced
to PESTLE by adding a legal and environmental component. This framework is more common in
strategic management or marketing rather than for risk assessment (for an exception, see [49]). This is
because the PEST(LE) analysis helps to identify factors in the market that affect the development and
viability of an organisation. However, these factors do not necessarily have to be risks or threats, but
can also be opportunities. It is evident that many of the above categorisations have strong similarities
with the PESTLE framework.

2.3.2. Threat and Root Cause Categorisations

In computer systems, threat can be classified into physical damage, technical failure, natural event,
compromise of information, compromise of functions, and loss of essential service [50]. Jouini et al. [51]
introduced another classification for threats in information systems. The two main categories are external
and internal threats, with both having sub-categories of human, environmental and technological threats.

In Bowtie, the term threat is used to describe root causes. Taproot is a root cause tree dictionary that
classifies causes into eight categories, namely equipment difficulty, management system, quality control,
procedures, human engineering, communications, training, and work direction [52]. The International
Air Transport Association (IATA) uses five categories for the accident root cause classification system
including human, organisational, environmental, technical, and insufficient data [53]. This approach
covers human factors only in the form of human engineering. Furthermore, equipment difficulty and
insufficient data work well for categorising threats or accidents, for which the categorisation from
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Taproot and IATA was developed. However, it may not work for barriers, since they should prevent or
mitigate any negative outcome.

The most common categorisation for root causes originates from the cause and effect diagram,
also referred to as ‘Ishikawa’ or fishbone diagram [23,47]. To help identifying the root causes in a
manufacturing environment and to break them down, Ishikawa identified six categories starting with
the letter M, hence the 6M method. The Ms stand for man (or mind power), machinery, materials,
methods, and Mother Nature (or milieu) [47]. Variations exist on the basic idea, using different
terminologies [54]. For instance, some used the term ‘environment’ instead of ‘Mother Nature’ or
‘equipment’ instead of ‘machinery’, hence leading to the 5M and 1E categorization [55,56], while others
replaced the term ‘manpower’ with ‘people’ resulting in the 5M and 1P approach [57]. Some extended
the categorisation to eight Ms by adding ‘management’, ‘money’, and ‘maintenance’ [58]. This
categorisation originates from manufacturing and is therefore somewhat limited to its industry.
However, the categories can be adjusted as needed.

Different categorisations have been developed to make the cause and effect diagram applicable to
other industries. The 8P method (procedures, product, price, people, place, processes, policies, and
promotion), for instance, is a common cause categorisation used in the marketing sector, while the
4S (surroundings, suppliers, systems, and skills) is well established in the service sector [55,56,59].
Both imply that a contextualisation may be required to apply a categorisation broadly.

2.3.3. Human Factors Categorisations

In aviation maintenance and inspection environments, errors can be categorised by their root
causes including task, environmental, individual, organisational, and social factors [60]. However, most
emphasis is on human factors, since it is generally accepted that humans have caused or contributed
significantly to aviation incidents and accidents [61,62]. The two most common categorisations for
human factors are the SHEL and PEAR models.

The SHEL model is a conceptual framework proposed by Edwards [63] to classify accident causes
in aviation. The four categories are Software, Hardware, Environment, and Liveware. This concept
was modified later by Hawkins, who added another ‘liveware’ component and presented the SHELL
model [64,65]. Most recently, organisational factors were introduced by Chang and Wang making it
the SHELLO model [66].

For the field of aviation maintenance, Johnson and Maddox developed the PEAR model,
an acronym for People, Environment, Actions, and Resources [67]. It helps in categorising human
factors and was first applied by Lufthansa.

Both PEAR and SHELL were developed for human risk factors in aviation. The SHELL model only
focuses on interfaces within Human Factors (software–human, hardware–human, environment–human,
and human–human) [27]. However, it does not include interfaces between the other factors
(hardware-software, hardware-environment, and software-environment). Since we were looking for a
categorisation covering risk factors and not only the interfaces between them, the SHELL model was
not suitable. Similar, the PEAR model focused only on Human Factors and would not provide the
universality needed for our purpose.

2.4. Limitation in the Methods for Bowtie Construction

While several approaches exist for Bowtie construction, there is no standard [22,33]. The two
main issues are (i) the lack of a standard methodology for systematically identifying Bowtie elements,
and (ii) the subjectivity of the process. The latter relates to the subjectivity of the brainstorming method.
These issues are interrelated.

Existing methods focus on the diagram construction and bringing the elements into the
characteristic bowtie shape, but not on the identification of these elements, i.e., threats, consequences
and barriers. This identification is ad hoc. There is a need for a structured methodology to identify
threats and consequences and to ascertain barriers without missing important ones.
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There is also inconsistency regarding the hierarchy of the hazard and top event. Although it is
commonly accepted that the Bowtie construction starts with identifying the hazard, followed by the top
event, the hierarchy of these is inconsistent. Some risk assessments followed the top–down approach,
whereby multiple Bowties with different top events for the same ‘umbrella’ hazard were developed,
such as the Significant Seven Bowties by CAA UK [4,25]. Others followed the reverse approach and
constructed several Bowties with different hazards for the same top event [26]. Still others analysed
only one hazard with its top event, whereby the relationship was not problematic [26]. It was found
that often the top event is a subjective and pragmatic choice of the risk analyst and that it is rephrased
once the Bowtie diagram is completed [19]. This contributes to the inconsistency in the hazard and top
event hierarchy.

Most Bowtie diagrams are developed using brainstorming sessions and hence are dependent on the
expertise and personal view of the participants and the skills of the facilitator. Although brainstorming
encourages creative unbounded thinking, it can be time consuming and sometimes chaotic, which
results in an unstructured and incomprehensive approach, and is always subjective. Moreover, the
sessions are prone to group dynamics, which can influence the assessment results and may lead to
missing important risks [21].

3. Method

3.1. Purpose

The purpose of this research was to develop a systematic methodology for conducting Bowtie
risk assessments. The desired attribute of such a methodology is to provide a structure to guide the
analyst when identifying the barriers, so that no important threats, consequences or barriers are missed.
The area under examination is maintenance engineering, and within that the aviation MRO and
inspection operations, specifically visual borescope inspection of aero engine parts. We were especially
interested in the risk of missing a defect on a turbine blade.

3.2. Approach

This work is of a theory-building nature. First, we reviewed the literature for candidate approaches
to develop and construct a Bowtie diagram. Further, we reviewed different existing systems in the
safety and broader risk management field that help identifying and categorising risks, hazards, threats,
and root causes. These include general risk approaches, human factors models, and cause and
effect classifications. From these we selected one approach, namely 6M, as the basis for the new
Bowtie framework.

Next, we resolved the ambiguity in the hazard–top event coupling, and applied the 6M to the
Bowtie process. In doing so, we contextualised it to the area under examination. We also addressed the
structure of the escalation factors. We identified that strings of escalation factors were often common to
different places in the Bowtie, and we proposed making these into modules for better representation.

The method was then applied to the specific case of visual borescope inspection of gas turbine
components in an MRO environment. A total of 15 aircraft maintenance inspectors from the industry
partner participated. The experience profiles were: five inspectors with more than twenty years of
experience in visual inspection, seven inspectors who had worked for over ten years in the field, and
three operators with up to ten years of experience. Their certifications included borescope operation
and non-destructive testing (NDT). Each was observed independently for approximately 30 min during
a real inspection process, and they were asked to articulate the risks and threats of the process, and
what barriers were or could be in place to prevent negative outcomes. The specific instructions were:
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• ‘Please describe the inspection process you are performing and the challenges of each step.’
• ‘What factors influence the inspection process and why are they safety critical?’
• ‘What are the risks inherent in each process step?’
• ‘What means of prevention or mitigation are or could be in place to prevent missing a defect

during inspection?’

All the operators were familiar with Failure Mode and Effects Analysis (FMEA), and some were
also familiar with the Bowtie methodology. Their verbal comments and insights were noted, and
subsequently used by the primary author to construct the Bowtie diagrams shown in this paper.
Ethics approval was obtained from the University of Canterbury (HEC 2020/08/LR-PS) and permission
from the industry partner. The results and limitations of the new approach were then validated by
discussion with the two highest certified borescope inspectors (who both held a level 2 certification
in borescope inspection, which is the highest certification achievable in the industry), and a human
factors and risk analyst for the organisation. They were presented with the Bowtie results and asked to
comment. They confirmed the accuracy of the results, commented on the method (they were generally
in favour), and made suggestions for improvements (primarily in the precise wording of threats and
barriers). For the visualisation of the Bowtie diagrams, the software ‘BowTieXP’ revision 9.2.13 was
used [68].

4. Results

4.1. Consistent Interpretation of Relationship between Hazard and Top Event

Regarding the inconsistency of usage of the hazard and top event, we propose the
following categorisation.

Format A: In cases where the scope of analysis is limited to one situation, the correspondence
between hazard and the top event is not problematic. If the Bowtie diagram is too large, it may be
represented as multiple smaller diagrams, providing the hazard and top event are used in the same
way. The case study presented in this paper follows this approach.

Format B: The top event may have multiple hazard dimensions. In which case the top event
should be consistent across all the diagrams, while the hazard changes. The hazard thus corresponds
to a different contextualisation for the same top event; see Figure 3.

      

Figure 3. Consistent top event with multiple hazard dimensions.

Format C: A hazard may have different top event dimensions. Each dimension may represent a
different step in a process. Figure 4 provides an example for human factors in different areas of the
maintenance process.
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Figure 4. Hazard investigation with different top events.

We propose that the Bowtie analyst should decide beforehand how the problem is to be structured,
and select one of the above formats, and then use it consistently throughout the analysis. This has the
potential to avoid some of the inconsistencies seen in practice.

4.2. Proposal to Use 6M Structure

The challenge with selecting the most suitable categorisation was that Bowtie contains different
risk elements including hazards, root causes (threats), consequences, barriers and controls. For each of
these elements, different approaches and categorisations exist. Some are suitable to categorise risks
(causes and effects), but less suitable for categorising barriers. Hence, we decided to choose a risk
categorisation that works for both risks (threats and consequences) and means of risk prevention and
mitigation (barriers).

The 6M approach was seen as most suitable for the planned research and case study for the
following reasons. First of all, the 6M approach was chosen due to the familiarity of the Bowtie
and the Ishikawa diagram, with both being a cause and effect diagram. The 6M has already been
successfully applied to structure such a diagram [23]. Secondly, it has been successfully applied outside
the manufacturing environment such as health care [69,70], management [71], and education [72].
Moreover, the 6M categorisation was well known at our industry partner, as the cause and effect
diagram from Ishikawa is part of the measure phase of the DMAIC, a continuous improvement process
often used in Six Sigma and know by industry practitioners [73]. The 6M structure can be used for both
vertical categorisation of the threats and consequences, as well as horizontal categorisation of barriers.

The 6M aligns with other categorisations presented in the broader literature in Section 2.3 including
the five accident categories used by IATA [53], and the four main risk categories by Lester [44]. Both are
quite similar and a terminology adjustment, following the ‘category starts with the letter M’ concept,
would make these categories match the selected 6M approach.

4.3. Integration of 6M with Bowtie (Contextualisation)

The MRO environment differs to the manufacturing environment, and hence the original 6M
structure by Ishikawa required modification. The contextualisation was carried out in the light of
organisational quality factors that influence the maintenance and inspection result. In a production
environment, the measurement category commonly includes the inspection and measurement of
the parts to check if they meet the quality requirements. However, in an inspection environment
the ‘measurement’ category can overlap with ‘machine’ and ‘method’, since the inspection tool and
followed processes would fit into all three categories. The measurement category was therefore less
useful to apply in an inspection environment. Instead of the ‘measurement’ category, we included
‘management’, which is one of the additional categories from the 8M approach by Burch et al. [58]
and aligns to the work by Gwiazda [74] and Vaanila [73]. This was carried out as it matches the area
under investigation being the highly regulated aviation and maintenance industry (see below) [75,76].
Management refers to organisational and regulatory factors. The other category from the 8M we
could have chosen was maintenance, but since we wanted to investigate risks in a maintenance
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environment, maintenance as a threat and a hazard at the same time would have caused problems
with the consistency of the Bowtie structure.

In Table 1 below, we demonstrate how the categories and their interpretation may change according
to the industry. This is demonstrated based on three examples, namely manufacturing, maintenance
and health care. The latter was chosen to demonstrate the integration to a quite different industry.

Table 1. Contextualisation of the 6M categories to different industries.

Category Manufacturing Maintenance Health Care

1st M
Method (workflow and
production processes and
procedures)

Method (maintenance
processes and
procedures)

Method (surgery or
medical treatment
procedures)

2nd M Man (operator human factors) Man (inspector human
factors)

Man (personnel human
factors)

3rd M Mother Nature (Production
environment and facilities)

Mother Nature
(maintenance
environment and
facilities)

Mother Nature (hospital
and GP facilities)

4th M Machine (manufacturing
machinery)

Machine (repair
machinery and
inspection tools)

Machine (surgery
equipment and tools)

5th M Material (manufactured
product)

Material (maintained
product)

Material (used product,
e.g., medicine and aids)

6th M Measurement (quality control
and maintenance)

Management (MRO
organisation and
regulators)

Man (patient)

4.4. Threats and Consequence Structure Using 6M

4.4.1. Threat Structure in MRO

We started with integration of the 6M structure for the threats. A description of each category
together with an example is given in the Table 2 below.

Table 2. The 6M categories for threats with description and example.

6M Category Threat Description and Example

1. Machine-related threats Machine or tools not working properly, e.g., faulty borescope

2. Mother Nature-related threats Poor inspection environment, e.g., poor lighting

3. Man-related threats Human error or failure, e.g., misinterpretation of the defect

4. Method-related threats Lack of standard processes and procedures, e.g., incorrect,
outdated or no standard working procedures

5. Material-related threats Poor condition of the part, e.g., deposit on blade hides defect

6. Management threats Poor operational management, e.g., time pressure leads to
rushed inspection
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4.4.2. Consequences for Different Stakeholders

There are two main stakeholders in this situation: (i) the MRO service provider, and (ii) the airline
company and its passengers. The stakeholders are linked in a cascade of consequences [7]. A missed
defect during borescope inspection can propagate from minor consequences for the MRO service
provider and engine owner, towards catastrophic consequences for the airline, passengers and cabin
crew; see Figure 5. For each link in the consequence chain, a new Bowtie risk assessment can be
performed and a diagram drawn, tailored to the focus of the affected stakeholder.

 
Figure 5. Cascading consequences with different stakeholders.

Immediate Consequences for the MRO Service Provider

The consequences for the MRO provider include additional costly and time-consuming repairs or
improvement processes, and reputational damage. An overview of possible consequences is given in
Table 3 below.

Table 3. The 6M categories for immediate consequence for the MRO service provider with description
and example.

6M Category Consequence Description and Example

1. Machine-related consequences Damage to machinery, e.g., damaged borescope

2. Mother Nature-related consequences Adverse effect on MRO environment, e.g., damage of test cell
or facility

3. Man-related consequences Consequences for employees, e.g., additional training or
certification needed

4. Method-related consequences Changes of methods required, e.g., revision of standard work
protocols and subsequent re-training of staff

5. Material-related consequences Additional part preparation, e.g., water jet wash

6. Management consequences Reputational consequences, e.g., degradation of engine shop
status

Subsequent Consequences for the Airline

In the airline situation, the effect of a defective part in an engine has a different set of consequences,
as shown in Table 4. These can reach from less critical gate returns and flight delays, to engine failure
during flight operation with the potential to cause accidents or harm to passengers and cabin crew.
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Table 4. The 6M categories for subsequent consequences for the airline with description and example.

6M Category Consequence Description and Example

1. Machine-related consequences Damage to the engine or aircraft, e.g., uncontained engine failure

2. Mother Nature-related
consequences

Contamination of airport or nature after engine failure, e.g., debris
from engine falls from aircraft

3. Man-related consequences Harm to passengers and cabin crew, e.g., fatality

4. Method-related consequences New procedures, e.g., additional checks before flight operation

5. Material-related consequences Material failure, e.g., propagation of a defect leads to part separation
(FOD)

6. Management consequences Reputational or financial consequences for airline, e.g.,
compensation for causing harm

4.4.3. Combined Threat and Consequence Structure Using 6M

The combined threat and consequence structure of the Bowtie diagram applying 6M is presented
in Figure 6 below. The diagram illustrates the structure of the concept and that there is no limit
for the number of threats in each category. It provides a systematic guide to identify threats and
consequences. Furthermore, a threat of an M category does not necessarily result in a consequence of
the same category.

Figure 6. Bowtie with threats and consequences structured based on the 6M approach.

4.5. Barrier Structures Using 6M

4.5.1. Generic 6M Barrier Structure

One limitation of Bowtie is that barriers are not presented in a time or process following manner [7].
This limitation, however, allows grouping the barriers based on their nature and following the 6M
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categorisation, without changing the overall Bowtie structure. Providing this 6M structure for barriers
supports and structures the brainstorming sessions, which will remain an essential part of the element
identification process. The framework is presented below—see Figures 7 and 8—and shows one barrier
per category. It should be noted that each of these barriers is a representation for all barriers of its
type. There may be threat or consequence paths that have no barriers of one or more 6M categories,
whereas they may have multiple barriers of another category. A description and example of each
barrier category can be found in Table 5. For more barrier samples please refer to the case study below.

Table 5. The 6M categories for prevention and mitigation barriers with example.

6M Category Barrier Description and Example

1. Machine-related barriers Machinery and inspection tool-related barriers, e.g., backup tools
availability

2. Mother Nature-related barriers Work environmental barriers (external and internal environment,
e.g., appropriate work place design

3. Man-related barriers Operator or inspector-related barriers, e.g., airmanship,
self-awareness, and experience

4. Method-related barriers Prevention and mitigation processes and procedures, e.g., standard
working procedures

5. Material-related barriers Material-related barriers

6. Management barriers Operational management-based barriers, e.g., provision of
appropriate training

4.5.2. Colour Coding of Barriers

To support the core function of Bowtie, being a communication tool that is easy to understand,
we propose colour coding the barriers by 6M category. The colour assignment was to some extent
random and did not follow a particular scheme. In addition, each barrier should have a colour that has
not been used before for any other element of the Bowtie diagram. The colour assignment of each
M category is shown in Figures 7 and 8. If greater emphasis is necessary, either to draw attention to
specific categories, or to provide greater clarity for the visually impaired, additional demarcation could
be added in the form of a symbol. Some suggested symbols are illustrated in Figures 7 and 8 below,
though it should be noted that these have been added manually as this is not currently a feature of the
BowtieXP software used here. Alternatively, hatching may be added to the Bowtie elements.

Figure 7. Threat path with coloured barrier categories.

165



Aerospace 2020, 7, 86

Figure 8. Consequence path with coloured barrier categories.

4.5.3. Escalation Factor Paths with a 6M Structure

In principle, the escalation factor path on the prevention and mitigation side of the Bowtie
diagram could follow the same 6M structure as demonstrated for the threat and consequence path in
Figures 7 and 8. The result would look like Figure 9. After the higher-level structure of the Bowtie has
been completed, it may in some situations be necessary to extend the analysis to the escalation factors,
and in this case, the methodology proposed here offers a way this may be approached.

Figure 9. Escalation factor path with coloured barrier categories.

4.5.4. Barrier Modules

Since barriers repeat themselves multiple times along the Bowtie, we propose defining “barrier
modules”. This has the potential of making the Bowtie development process more time efficient since
not every barrier with its entire escalation factor and escalation factor control path has to be repeated.
Furthermore, it tidies up the diagram without diminishing comprehensiveness. A visualisation of the
barrier module is presented in Figure 10.

Figure 10. Potential visualisation of barrier modules encapsulating escalation factors and its controls.

When introducing barrier modules, one limitation might be that all barriers are expected to have
the same efficiency. Some barriers (modules) might be repeated because they are of the same nature;
their effectiveness in regards to the threat, however, might be different. For example, when considering
‘fire’ being the threat, the extent of the fire might vary significantly, e.g., a burning candleholder, a house
fire or a wildland fire. In each case, a fire-extinguishing agent would be a barrier. However, for the
small fire, a handheld fire extinguisher might be sufficient, while for a house fire, a fire truck is the right
level of prevention, and for a wildland fire, an extinguishing plane may be required. This limitation
must be considered when using barrier modules.
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4.6. Full Bowtie with a 6M Structure

Combining the 6M structure for threats and consequences from Section 4.4.3, the 6M structure
for barriers from Section 4.5.1, and the colour-coding scheme from Section 4.5.2, results in a
6M × 6M matrix structure on both sides of the Bowtie diagram. The full Bowtie structure is
shown in Appendix A. For better legibility, both sides of the diagram are presented individually in
Figures 11 and 12.

Figure 11. Threat side of the Bowtie diagram with 6M prevention barrier structure.

 
Figure 12. Consequence side of the Bowtie diagram with 6M mitigation barrier structure.
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4.7. Application to a Case Study

The conceptual framework was applied to the specific case of visual inspection of aero engine
parts in an MRO environment. Borescope inspection plays a crucial part in engine maintenance, since
it allows inspecting parts inside the engine for defects, such as nicks, dents, cracks, tears, and fractures,
without the need for a costly teardown. Missing such a defect during visual inspection is highly
critical for the airworthiness of the engine and passenger safety. Hence, we defined the top event
as being the risk of a ‘Defect missed during inspection’. The next step was the identification of the
threats, consequences and barriers. We asked each specialist from the maintenance and inspection
domain to identify risks inherent in the process of borescope inspection, and what means of prevention
and mitigation are or could be in place. The insights were extracted from field notes taken during
the observation and the Bowtie diagrams were drawn. It shall be noted that the main emphasis
was put on the prevention side, which is common practice in Bowtie application [4,26]. The reason
behind this approach is that prevention efforts are more cost-effective and hence more attractive from a
management perspective [77].

A general limitation of Bowtie and other root cause diagrams is the scalability and legibility when
analysing complex systems, as the diagrams tend get quite large. When using BowtieXP software,
there is a function to show and hide different layers of the Bowtie diagram. The layers include:
(a) only hazard and top event; (b) hazard, top event, threats and consequence; (c) hazard, top event,
threats and consequences with all barriers; (d) hazard, top event, threats, consequences, barriers
and escalation factors; (e) threats, consequences, barriers, escalation factors and escalation factor
controls. This is helpful when presenting the diagram to an audience who does not need all the
details, but without losing any of the data in the background. Unfortunately, this is a manual task and
there is no automatism for expanding or condensing Bowtie diagrams, or hiding individual threat
or consequence paths. It would be helpful if this feature could be enhanced in future versions of
BowtieXP software.

Possibly, multiple threats of the same category can be merged into one ‘higher-level’ threat path
(similar to the barrier modules introduced in Section 4.5.4), e.g., summarising fatigue, distraction, and
complacency, into a single human factors threat path instead of listing all twelve human factors (HFs)
individually. However, this requires that all threats have the same barriers, which often is not the case.

In order to represent the Bowtie diagram of this research in a legible and receptive way, it was
divided into six Sub-Bowties based on the M categories. The six Sub-Bowties for the threat side are
shown in Figures 13–18. The consequence side of the diagram is presented in Figure 19. Additionally,
for purposes of illustration, the size of all Bowtie diagrams was somewhat artificially limited to a
maximum six barriers per threat and consequence path. This is solely a limitation to provide legible
diagrams within the journal constraints.

The full-sized Bowtie diagrams with all barriers can be found in Appendix A Figures A2–A8.
For a higher resolution version of the developed diagrams, refer to Supplementary Materials
Figures S1–S8.

168



Aerospace 2020, 7, 86

Figure 13. Management-related threat paths with barriers.
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Figure 14. Material-related threat paths with barriers.

Figure 15. Method-related threat paths with barriers.
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Figure 16. Man-related threat paths with barriers.
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Figure 17. Mother Nature-related threat paths with barriers.

The categorisation and barrier colour coding were made in collaboration with the risk and
management team of our industry partner. The categorisation was based on the responsibility
and exerting agency of the threat or barrier. This decision was made after a discussion with the
industry experts, about the Bowtie elements that could be placed in more than one category, such as
task-related threats. In this particular example, the threat could be placed in the man category since the
inspection personnel performs the task. On the other hand, it could also be a method-related threat,
since a task is part of a process or procedure. Based on the decision above, we categorised it as a
man-related threat, since the human performs the task and human performance is always critical in
this industry. It is generally accepted that human errors cause over 70% of all aircraft accidents [78].
Furthermore, 80% of all maintenance errors involve human factors [79]. Hence, it can be expected that
the threat paths in the man category will make up the majority of all threats in the Bowtie diagram.

The diagrams produced as part of this research should not be considered comprehensive.
We limited the consequence side of the Bowtie to the immediate consequence rather than the full
consequence chain.
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Figure 18. Machine-related threat paths with barriers.
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Figure 19. Consequence path with barriers.

5. Discussion

5.1. Summary of Outcomes

This work proposes a new methodology for integrating structured frameworks to the
Bowtie method. Ishikawa’s 6M approach was chosen to structure the Bowties and the accompanying
brainstorming sessions. We showed that a contextualisation of the 6M categories was required for
application to a maintenance environment. While constructing the Bowtie diagram, it was found
that there is inconsistency and confusion about the hazard and top event relationship. A consistent
interpretation was provided to overcome this problem. Furthermore, it was found that there are
cascading consequences for different stakeholders. Depending on the focus of the risk analysis and the
target audience, there are different consequences, which we demonstrated in this work. Moreover,
the visualisation and receptivity of the diagram was improved by assigning different colours to
each barrier category, which supports the main purpose of the Bowtie method, i.e., functioning as
communication tool. Finally, the proposed conceptual framework was tested by applying it to the
specific case of visual borescope inspection of aero engine parts.

5.2. Implications for Practitioners

The proposed structured approach was tested in the aviation maintenance area. However,
the method could be applied in other areas within or outside the aviation industry. It might be of
particular interest to other high-reliability organisations (HROs), such as oil and gas, nuclear power
generation, health care, or wildland firefighting [80,81]. This is supported by the fact that the structured
approach could make the development of Bowtie somewhat simpler and hence promote the broader
application of Bowtie.

The framework provides non-risk experts with a tool to perform risk assessment. Operators,
who may have limited risk management skills but a better knowledge of the system and processes
than a risk analyst, might use the tool to identify threats, consequences, and means of prevention
and mitigation. The framework encapsulates a wide range of previous known areas relevant to
risk assessment and ensures that most common and obvious threats, consequences and barriers are
not missed. Furthermore, it enables the analyst to put the emphasis on the threat, consequence, and
barrier identification, rather than on the construction of the diagram itself. The conceptual work could
also be used to structure the accompanying brainstorming sessions of the Bowtie development process,
which has the potential to overcome some of the limitations mentioned in Section 2.4.

The categorisation of threats and consequences may help to better address them by appropriate
means. Categorising barriers in turn may help practitioners to gain a better overview of the types
of barriers in place and how diverse a threat or consequence path is in terms of barrier types.
Furthermore, it may help to identify appropriate and efficient barriers that prevent more than one
threat or consequence path, i.e., barriers that occur on multiple paths. This could be beneficial when
identifying and eliminating ineffective barriers or barriers that only prevent one path, and rather
improve barriers that prevent multiple threats. This brings in a management perspective of barrier
prioritisation and investment strategies.
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The idea of cascading consequence could allow an organisation to break the complex MRO process
down into smaller blocks and perform a risk assessment for each of these process steps with the
relevant process experts. This goes along with the previously mentioned practicability of the proposed
method by non-risk analysts and may improve the quality of the Bowtie diagrams.

5.3. Limitations of the Work

The proposed methodology may be of limited use when analysing novel systems outside the
manufacturing and maintenance industry, where 6M originated. It is important to accept that there is
not only one right solution. Every model needs to provide a certain extent of flexibility that enables
it to be applicable to the broader industry. The categories need to be tailored to suit the different
needs and concerns of the specific industry and organisation that is applying it [82]. This limitation
was already addressed and we showed that the categories can be contextualised and adjusted to the
area under investigation. It was found that the level of risk assessment plays an important role when
contextualising the categories.

In other industries, different categorisations have already been applied such as the ‘8Ps marketing
mix’ or the ‘4S cause categories’ in the service industry. Each of these categorisations could theoretically
be applied to Bowtie following the principles presented in this paper. It is recommended to use
a common approach to avoid arbitrary structures, which would act adversely on the attempt to
provide consistency.

As mentioned in the previous section, the approach covers the most common risk areas based
on previous experience. However, this involves the risk of missing Bowtie elements that have not
previously occurred. The use of strictly defined categories may limit the imagination when identifying
threats, consequences, or barriers. Analysts will need to ensure they are not so fixated on the method
that they fail to anticipate new threats.

In some cases, the classification is not explicit as threats or barriers may fit into two of the
proposed categories. From a risk point of view, it is not essential where and under which category an
element is listed, as long as it is listed and brought to attention, so that it can be further analysed. In the
case study, we made the decision to categorise the elements based on their nature and exerting agent.

The process of developing a Bowtie diagram following the proposed structure can be time
consuming and people may focus too much on trying to fill in all gaps, although it is realistic and
acceptable that there is not a threat, consequence, or barrier in each category type for every case.

There is a caveat regarding the Management category. The intent is to represent the operations
management, as opposed to management-theory, leadership and vision. Consequently, the management
threats shown here are aimed for an audience of operators, who have the operational knowledge to
know how the integrity of the work may be compromised. Business executives normally do not know
every process in detail and are not risk experts, and hence tend not to create Bowtie diagrams.

While there are many risk assessment methods (e.g., Bowtie, FTA, FMEA, Zonal analysis,
and Ishikawa), and they all cope with single threats, they often struggle to represent multiple
simultaneous failures. Reason [83] stated that often multiple barriers fail at the same time, which then
releases the top event, and ultimately has the potential to cause severe damage or result in a catastrophe.
Consequently, any type of method that fixates on identifying root causes has the intrinsic detriment
of under-emphasising the temporal relationships of causality between the contributory factors. It is
particularly difficult to represent how organisational factors (such as work culture) affect physical
failure, since the causal mechanisms are indistinct and perhaps easier to obfuscate [84]. Many enquiries
into major disasters focus on the physical root causes and the accident sequence: the organisational
root causes are treated differently, are termed ‘contributory factors’, and are not easily representable
with some diagrammatic methods. Bowtie analysis is not particularly efficient at representing complex
relationships of causality, neither natively nor with the changes proposed in this paper. This is evident
in the need to repeatedly represent causal chains on the diagram, hence our suggestion to use modules.
It does not readily capture the more abstract organisational factors such as organisational culture and
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perverse agency [85]. Nonetheless, Bowtie does excel at representing the failings of the operational
systems alongside the physical faults. This plus its simple depiction make it an effective communication
tool by which operators can build a shared understanding (and hence a local work culture) of how
their tasks contribute to a larger good. Hence, we propose that the purpose of any risk analysis tool
is to capture sufficient complexity of the real system behaviour as to direct improvement efforts and
consolidate work-culture around actions that improve safety outcomes.

5.4. Implications for Future Research

We identify the potential for future research in the following areas. Now that there is a more
systematic approach for developing Bowtie, this means that there can be different representations of
it, similar to a Gantt chart and a network diagram, which are complementary representations of the
same project plan. While the Gantt chart is a visual representation, it can also be expressed as a table.
It is conceivable that there could be a similar spreadsheet representation of Bowtie. If so, this may
provide a mechanism to add additional information about the likelihoods and frequencies of the threats
and the effectiveness of the barriers, and include other application critical factors. In the presented
case study, these factors could include defect detectability, engine history, and other influence factors.
Furthermore, the spreadsheet has the potential to calculate the risk of each threat and the overall
hazard considering these factors.

A user interface could be developed for automated query of the values for the Bowtie elements,
i.e., hazard, top event, threats, consequences, barriers, escalation factors and escalation factor barriers,
following the proposed structure. These values might be used to automatically generate a starting
Bowtie. This has the potential to generate Bowtie diagrams quicker and more efficiently. Moreover, the
automation of Bowtie would allow selecting different levels of detail and presenting the most relevant
elements for a target audience, or based on the likelihood and impact. This might be carried out by
applying different filters in the Bowtie interface and retrieving the data from the spreadsheet accordingly.
The generated Bowtie could then be limited to (say) the most important ten threats (highest risk) and
the five most effective barriers of each threat and consequence path. This has not only the potential
to significantly reduce the size and complexity of the Bowtie diagram, but also to further support a
standardised presentation and to highlight the critical elements, where most emphasis should be put
on improvement efforts.

6. Conclusions

The purpose of this research was to overcome the arbitrariness of the Bowtie methodology.
This work makes several novel contributions by addressing the research purpose. Firstly, it provides a
structured way of performing Bowtie analysis and constructing the diagram accordingly by following
the 6M approach. This required contextualisation of the 6M categories for application in a maintenance
area, which differs to a production environment. Secondly, it was applied to borescope inspection of
aero engine parts and extended the risk analysis beyond the tool (borescope device), and included
other relevant risks related to methods, management, material, work environment and human factors.

Supplementary Materials: The following are available online at http://www.mdpi.com/2226-4310/7/7/86/s1,
Figure S1: Full Bowtie diagram with 6M prevention and mitigation barriers; Figure S2: Management-related
threat paths with barriers; Figure S3: Material-related threat paths with barriers; Figure S4: Method-related threat
paths with barriers; Figure S5: Man-related threat paths with barriers; Figure S6: Mother Nature-related threat
paths with barriers; Figure S7: Machine-related threat paths with barriers; Figure S8: Consequence path with a 6M
barrier structure.
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Appendix A

Figure A1 shows the full Bowtie diagram with the 6M structure for threats and consequences,
as well as for the colour-coded prevention and mitigation barriers.
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Figures A2–A7 show the Sub-Bowties of the threat side of the Bowtie diagram including all
prevention barriers. Figure A8 presents the consequences and the prevention barriers in place.

 

Figure A2. Machine-related threat paths with barriers.
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Figure A3. Mother Nature-related threat paths with barriers.

180



Aerospace 2020, 7, 86

 

Figure A4. Man-related threat paths with barriers.
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Figure A5. Method-related threat paths with barriers.

Figure A6. Material-related threat paths with barriers.
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Figure A7. Management-related threat paths with barriers.

Figure A8. Consequence path with mitigation barriers.
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Abstract: Safety is of paramount concern in aerospace and aviation. Safety has evolved over the
years, from the technical era to the human-factors era and organizational era, and finally to the
present era of systems-thinking. Building upon three foundational concepts of systems-thinking,
a new safety concept called “integration-in-totality principle” is propounded in this article as
part of a “seven-principles-framework of system safety”, to act as an integrated framework to
visualize and model system safety. The integration-in-totality principle concept addresses the need
to have a holistic ‘vertical and horizontal integration’, which is a key tenet of systems thinking.
The integration-in-totality principle is illustrated and elucidated with the help of a simple “Rubik’s
cube model of integration-in-totality principle” with three orthogonal axes, the ‘axis of perspective’
of vertical integration, and the two ‘axes of perception and performance’ of horizontal integration.
Safety analysis along the three axes with a ‘bidirectional synthesis’ and ‘continuum approach’ is
further elaborated with relevant case studies, one among them related to the Boeing 737 MAX aircraft
twin disasters. Safety is directly linked to quality, reliability and risk, through a self-reinforcing
reflexive paradigm, and airworthiness assurance is the process through which safety concepts are
embedded in a multidisciplinary aviation environment where the system of systems is seamlessly
operating. The article explains how the system safety principle of integration-in-totality is related
to reliability and airworthiness of an aerospace system with the help of the ‘V-model of systems
engineering’. The article also establishes the linkage between integration-in-totality principle and
strategic quality management, thus bridging the gap between two parallel fields of knowledge.

Keywords: integration-in-totality principle; seven-principles-framework of system safety; systems
thinking; systems engineering; system safety principles; strategic quality management; risk
management; reliability; airworthiness

1. Introduction

Accidents and serious incidents continue to occur in the field of aviation and no further emphasis
is required on the requirement to abate potential hazards in aviation systems. Though the probability
of accidents has come down over the years, the severity of the consequences of an aviation accident
can be catastrophic, as seen in the case of the two Boeing 737 MAX aircraft disasters at Indonesia and
Ethiopia in October 2018 and March 2019, respectively, that resulted in the tragic deaths of 346 people.
This has brought about a renewed focus on safety as the paramount cause of concern in both civil and
military aviation, and an important knowledge field for study and action.
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The concept of safety has evolved over the years, from the technical era to the human-factors
era and the organizational era, and finally to the present era of systems-thinking [1–9]. In order
to account for the nuances of safety concepts in the context of the modern complex aerospace
systems, a “seven-principles-framework of system safety principles” has been developed by the
authors. This proposed framework is built upon the five system safety principles (comprising of
fail-safe, safety-margin, ungraduated-response, defence-in-depth and observability-in-depth principles)
conceptualized by Saleh et al. [6], with the addition of the ‘human-factors principle’ as the 6th system
safety principle, and a newly developed concept called “integration-in-totality principle” as the 7th
system safety principle. Thus, in the remaining sections of this article, the authors will discuss the new
safety concepts of the ‘integration-in-totality principle’, as well as the ‘seven-principles-framework of system
safety principles’ to which it belongs. These new concepts are meant to enhance the understanding on
safety-critical socio-technical systems in their entirety, incorporating the key tenets of systems thinking.

Before getting into the details of the ‘integration-in-totality principle’, it is worthwhile to present a
brief background, and the need to have a fresh outlook and an augmentation of the existing concepts.
It is a well-established fact that there exist multiple root causes and failure modes in real life complex
systems that could complement each other. According to Latino [4], the three basic types of causes are:
(i) Technical/physical: the actual physical mechanism of the failure; (ii) Human: the human practices
that allowed the physical root causes to exist; and (iii) Latent: the way a facility is managed and/or
designed that creates the human root causes. Often the physical roots lead to the multiple human and
latent roots, and hence it is important to truly understand the physical roots of a failure to find the larger
causes. This has been pointed out by the authors [1,2] among other researchers [3,4]. According to
Hulme et al. [5], “there is a need to update our understanding of the different viewpoints of the
systems-thinking approach, upgrade the accident analysis methodologies to a unified one, and further
explore the opportunities towards development of a novel comprehensive accident analysis approach”.
The development of the ‘integration-in-totality principle’ is a forward step in that direction.

Even though the five system safety principles suggested by Saleh et al. [6,7] are effective in
illuminating the technical/technological/physical aspects of accident causation and understanding the
preventive measures thereof, they are not addressing the human-factors and organizational aspects
of system safety to capture the human and latent root causes. Hence the authors have included the
‘human-factors principle’ popularized by International Civil Aviation Organization (ICAO) [8,9] as the
6th system safety principle, in addition to the five basic/technical system safety principles of Saleh et al.
The importance of the human factors principle as one of the cardinal principles of system safety needs
no further emphasis, and especially in aviation activities one should adopt and train their personnel
in the human factors principle. Furthermore, the authors felt the need to include one more system
safety principle to suitably address the latent root causes based on systems thinking and systems
engineering, in order to make the principles more comprehensive. Hence the new system safety
principle of ‘integration-in-totality principle’ has been propounded as the 7th system safety principle,
to take care of the systems-theoretic aspects of accident analysis and prevention. Before proceeding to
the details of the new concepts, an overview of the organization of this paper is presented below to
give a broader perspective of the discussions.

At the outset, in Section 2, an elaborate discussion on the proposed framework called the
‘Seven-Principles-Framework of System Safety Principles’ is provided. Having discussed the broad
framework, the ‘Integration-in-Totality Principle’, the 7th system safety principle newly introduced by
the authors, is explained in detail in Section 3. The ‘integration-in-totality principle’ is illustrated
and elucidated in this Section with the help of the simile of a “Rubik’s cube model” having three
orthogonal axes, viz. “axis of perspective”, “axis of perception”, and “axis of performance”. The two
properties of this model called the “continuum approach” and the “bidirectional synthesis” along the
three axes are also discussed in Section 3. Now it is required to discuss the connection and linkage of
the integration-in-totality principle with the system thinking domain, and the same has been taken up
in Section 4. The authors identified “five key tenets of systems-thinking” and mapped them against
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the present set of system safety principles, which revealed and amplified the need to add not only
the ‘human-factors principle’ to take care of the human aspects, but also the ‘integration-in-totality
principle’ to take care of the key systems thinking tenet of “vertical and horizontal integration”.

The ‘theoretical foundation’ of the ‘integration-in-totality principle’ is presented in Section 5.
It is comprised of three foundational concepts of systems thinking, viz. the ‘abstraction hierarchy’
proposed by Rasmussen [10–14], the ‘design-control-practice (DCP) diagram’ of Stoop [15–18], and the
‘mental models in systems-theoretic framework’ described by Leveson [19–21], which are related to the
‘axis of perspective’, ‘axis of performance’ and ‘axis of perception’, respectively.

Having elaborated the integration-in-totality principle from a theoretical angle, it is pertinent to
present a few case studies chosen to demonstrate how it could be implemented, and the same has
been taken up in subsequent sections. Section 6 further elaborates on the “macro-meso-micro levels of
vertical integration” along the ‘axis of perspective’ and provides a case study on the application of the
concept in defect investigation and failure analysis of an aero-engine component. Section 7 is devoted
to elucidating the significance of perception and mental models in aviation safety, which has not been
explored in the safety literature to the fullest extent. Analysis and understanding of an accident or
a safety event along the ‘axis of perception’ of the ‘integration-in-totality principle’ can remove the
distortions in perceptions, and thus help find the truth in any given situation. The recent aviation twin
disasters of Boeing 737 MAX aircraft have been analyzed as a case study to illustrate the application of
the understanding along the path of “intent-execution-manifestation” in the ‘axis of perception’.

Section 8 is meant for explaining the usefulness of ‘bi-directional synthesis’ along the
“design-manufacture-operation” life-cycle continuum. A case study based on the analysis of the
test data of 200 aero-engines along the reverse path of test-assembly-manufacture helped improving
the engine performance and safety, by working back on the assembly procedures of the compressor
modules and manufacturing practices of the compressor blades.

A model on ‘quality-reliability-risk-safety paradigm’ is presented in Section 9 to highlight the
relationship between these four aspects so fundamental to the aerospace and aviation field. Section 10
presents a very interesting analysis of the ‘V-model of systems engineering’ mapped with respect
to the axes of perspective, perception and performance of the ‘integration-in-totality principle’,
thus establishing the applicability of the ‘integration-in-totality principle’ in the field of reliability
analysis and airworthiness certification. Section 11 narrates the suitability of the ‘integration-in-totality
principle’ in risk management.

Finally, Section 12 establishes the linkage between two emerging and parallel fields of knowledge,
viz. ‘systems thinking and system safety principles’, and ‘strategic quality management’. It is
diagrammatically shown how the ‘integration-in-totality principle’, developed by the authors as the
7th system safety principle based on ‘systems thinking in safety’, can be used as a pivotal concept in
‘strategic quality management’. The technical discussion is concluded in Section 13.

2. System Safety Principles and the Seven-Principles-Framework

System safety principles are general, high-level, domain-independent and technologically-agnostic
principles, adoptable as detailed safety measures for dealing with various safety hazards.
Once incorporated, the system safety principles are expected to vastly improve the safety of socio-
technical systems. The five basic/technical system safety principles, originally formalized by Saleh et al.,
and built upon the notion of the level of hazard and its escalation along the path of accident
causation [6,7], are described below:

(1) The fail-safe principle [22] mandates that the system design should prevent or mitigate the unsafe
consequences of the failure of a system;

(2) The safety margin principle [23] requires that features be put in place to maintain the operational
conditions and the associated hazard level at some “distance” away from the estimated critical
hazard threshold or accident-triggering threshold;
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(3) The ungraduated response principle [24] posits that the first course of action to explore for
accident prevention and mitigation is the possibility of eliminating a hazard altogether, regardless
of the extent of its belligerence, using creativity and technical ingenuity

(4) The defence-in-depth principle [25–27] calls for safety protection by means of multiple lines of
defences or safety barriers along the potential accident sequences.

(5) The observability-in-depth principle [26,27] requires that various features be put in place to
observe and monitor for the system state and breaches of any safety barrier, and reliably provide
this feedback to the operators, so that all safety-degrading events or states (that the safety barriers
are meant to protect against) are observable.

In order to have a comprehensive set of safety principles, a “seven-principles-framework of system
safety principles” has been developed by the authors, which is shown in Figure 1.

 

Figure 1. The Seven-Principles-Framework of System Safety Principles.

Here, two additional system safety principles have been added over and above the aforementioned
“basic/technical five”, covering the human and systemic aspects of system safety. These “additional
two” included in the ‘seven-principles-framework of system safety principles’ are:

(1) The human factors principle [8,9,28] which calls for due consideration of the pivotal resource
of human personnel in a production system, and their interaction with the other resources or
factors of production including the other human beings, for smooth and effective functioning of
the system.

(2) The integration-in-totality principle, which the authors expound in this article, requires that
every aspect in a socio-technical system be integrated vertically and horizontally. Furthermore,
it views, analyzes and understands the system bi-directionally along the continuum of three axes
of perspective, perception, and performance, to have necessary cohesiveness in operations with
convergence of purpose in safety.

There are different ways to comprehend and appreciate integration as a systems requirement.
In general, one can select any one of the three basic approaches or their combinations towards
achieving integration in a system. The first approach is the “interface approach” in accordance
with the ‘SHELL model’ [8], which endeavors perfect interface and smooth interaction between the
‘liveware’ (meaning human-beings) and the remaining workplace elements/components of software,
hardware, environment, and other liveware. The second approach is the “resource approach” as per
the ‘5M model’ [9], based on the interplay between various resources viz. man, machine, medium,
mission and management. These two approaches form part of the ‘human factors principle’, which is
propounded by the International Civil Aviation Organization (ICAO) as part of the safety management
system, as elaborated in the ICAO Safety Management Manual [8].
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However, in the current context, the authors are focusing on a third and perhaps the most
important approach, which can be called the “continuum approach”, which has not been adequately
captured in the safety literature. The details of the ‘integration-in-totality principle’, developed based
on the continuum approach of systems thinking in aerospace Safety, is further elaborated in the
next section.

3. Integration-In-Totality Principle and the Rubik’s Cube Model

The “integration-in-totality principle” proposed by the authors calls for viewing, analyzing
and understanding socio-technical systems bi-directionally along three axes, viz. (i) the axis of
performance, (ii) the axis of perception, and (iii) the axis of perspective. Though conceptually
appealing, the integration of these diverse dimensions needs further illustration and elucidation.

In order to illustrate and illuminate the ‘integration-in-totality principle’ wherein three dimensions
of organizational continuum along three axes have been integrated together, the authors have developed
a “Rubik’s cube model of integration-in-totality principle”, as shown in Figure 2.

The first dimension of continuum, the “axis of perspective”, represent the “macro-meso-micro”
levels of systems thinking in the conventional ‘vertical integration’ approach, which can
have many different interpretations depending upon the context. They could include the
continuum permeating the echelons of regulatory command to management control to operator
compliance (command-control-compliance), the purpose-function-equipment comprehension, or a
system-subsystems-components level understanding. It allows one to migrate from, and bi-directionally
navigate between, a bird’s eye-view of wider and general understanding to a worm’s eye-view of
closer and detailed look.

Figure 2. The Rubik’s Cube Model of Integration-in-Totality Principle.

The second dimension of continuum, the “axis of perception”, consists of the
“intent-execution-manifestation” pathway which the authors propose here in this article as a novel
concept of “horizontal integration” in systems thinking, in addition to the ‘vertical integration’. The axis
of perception reflects the perceptions and mental models being maintained by different participants in
the system.

Finally, the third dimension of continuum, the “axis of performance”, comprises of the major stages
in the product life cycle, viz. design, manufacture and operation. This can further be telescopically
expanded, as the need arises, into a design-development-manufacture-assembly-testing-operation-
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modification continuum. The ‘axis of performance’ provides an additional orthogonal element of
“horizontal integration” in systems thinking.

Thus, the ‘integration-in-totality principle’ captures the essence of an integrated “continuum
approach” along the three axes of perspective (macro-meso-micro), perception (intent-execution-
manifestation), and performance (design-manufacture-operation). The integration-in-totality principle
is proposed as a stand-alone principle, along with the five basic/technical system safety principles
proposed by Saleh et al. [6], and the human factors principle popularized by ICAO [8], within the
‘seven-principles-framework of system safety principles’.

The traversal from the highest level to the lowest level and then back to the highest level,
like that from the bird’s eye-view to the worm’s eye-view and vice-versa, can be called “bi-directional
synthesis”, which is in fact applicable along each of the three axes, viz. ‘axes of perspective,
perception, and performance’. This property reinforces the dynamics of the ‘continuum approach’.
The ‘bi-directional synthesis’ is represented by the bi-directional arrows shown along each of the
continuum axes in the ‘Rubik’s cube model of integration-in-totality principle’.

The bidirectional interplay between the three axes of continuum, viz. the ‘axis of perspective’
providing the vertical integration, and the two orthogonal ‘axes of perception and performance’
giving the horizontal integration, is at the core of the dynamics of the ‘integration-in-totality principle’.
‘Integration-in-totality principle’ can be particularly useful in the realm of safety investigations, since the
analysis along the ‘axis of perspective’ of vertical integration can take care of the factors that are
typically found at the higher echelons of a socio-technical system, like the command and policies of the
regulatory agencies, and the control and practices of the company management, which are not fully
captured by the present set of accident analysis models. Furthermore, the analysis along the ‘axis of
perception’ and ‘axis of performance’, the two orthogonal axes of horizontal integration, can provide a
more comprehensive and insightful analysis with a lot of flexibility, for understanding and analyzing a
safety-critical socio-technical system in its entirety and instituting necessary preventive interventions
early on.

4. Vertical and Horizontal Integration—A Key Tenet of Systems-Thinking

4.1. The Five Key Tenets of Systems Thinking

Grant et al. [29] tried to capture the spirit of systems thinking by synthesizing the core features of
contemporary accident causation models, as a basis to develop a formal methodology for anticipating
and preventing accident causation and occurrence. They identified a set of 15 basic systems thinking
tenets across the different accident causation models. It was found that, despite considerable variation
in the different philosophical approaches towards accident causation, these tenets are universally
supported. The authors analyzed the 15 basic systems thinking tenets suggested by Grant et al.
It was found that the 15 tenets can further be consolidated into the “five key tenets of systems
thinking”, in order to have a simplified and focused understanding. This effort in consolidation
helped in correlating the ‘systems thinking tenets’ to the ‘system safety principles’. It also revealed
the inadequacy of the present set of the five basic/technical system safety principles in covering the
complete set of systems thinking tenets. A comparative matrix prepared by the authors showing the
‘five key tenets of systems thinking’ mapped against the relevant ‘system safety principles’ is presented
in Table 1.
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Table 1. The Five Key Tenets of Systems Thinking and the Correlated System Safety Principles.

S/N
The Fifteen Basic Systems-Thinking Tenets Identified

by Grant et al. (2018), with their Description

Consolidated Set of
“Five Key Tenets of
Systems-Thinking”

“System Safety Principles”
Corresponding to the Key
Systems Thinking Tenets

Unruly
Technologies

Unforeseen and unpredictable
behaviours of new technologies

that are introduced into the
system

1 Constraints

System elements that impose
limits on, or influence,

the behaviour of other system
elements to ensure safe operation

Complex and Unruly
Technologies

Fail-Safe Principle
Margin-of-Safety Principle

Ungraduated-Response
Principle Defence-in-Depth

Principle
Observability-in-Depth

Principle

Non-linear
Interactions

Complex interactions that
produce dynamic unpredictable

sequences and outcomes

Dependence on
Initial conditions

Characteristics of the original state
of the system that are amplified

throughout and alters the way the
system operates at a later point in

time

Emergence

Outcomes that result from the
interactions between elements in
the system that cannot be fully

explained by examining the
elements alone

2 Linear Interactions

Direct and predictable cause and
effect relationships between

system elements and production
sequences

Non-linear Interactions
and Emergence

Fail-Safe Principle
Margin-of-Safety Principle

Ungraduated-Response
Principle Defence-in-Depth

Principle
Observability-in-Depth

Principle Human-Factors
Principle

Performance
Variability

System elements change
performance and behaviour to

meet the conditions in the world
and environment in which the

system works

Contribution of the
Protective
Structure

The formal and organized
structure intended to protect and

optimize system safety, but
instead competes for resources

with negative effects [ETTO
Principle]

3 Decrementalism

Minor modifications to system
elements and/or normal

performances that gradually
create a significant change with

safety risks [Normalization of
Deviance]

Performance
Variability and

Functional Resonance

Fail-Safe Principle
Margin-of-Safety Principle

Ungraduated-Response
Principle Defence-in-Depth

Principle
Observability-in-Depth

Principle Human-Factors
Principle

Normal
Performance

The way that activities are actually
performed within a system

[Work-as-Done], regardless of
formal rules and procedures

[Work-as-Imagined]

Functional
Dependencies

Necessary relationships and path
dependence between tightly

coupled system elements (i.e.,
components that serve a

functional purpose)

Coupling

The degree or ‘tightness’ and
interconnectivity of the

interactions that exist between
system elements

Modularity

Sub-systems and elements that
interact but are designed and

operated independently of each
other

4 Feedback loops

Communication structure and
information flow to evaluate

control requirements of hazardous
processes

Functional
Dependencies and
Control-Feedback

Fail-Safe Principle
Margin-of-Safety Principle

Ungraduated-Response
Principle Defence-in-Depth

Principle
Observability-in-Depth

Principle Human-Factors
Principle

5 Vertical Integration
Interaction between elements

across levels of the system
hierarchy

Vertical and Horizontal
Integration

Integration-in-Totality
Principle (Newly

introduced)
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It was found from the analysis that the ‘human factors principle’ should be added as a 6th system
safety principle to the set of five basic/technical system safety principles, since all the key tenets
(except probably for the ‘complex and unruly technologies’ tenet) are directly influenced by human
factors. The analysis also revealed that the ‘integration-in-totality principle’ is required to be introduced
as the 7th system safety principle to completely take care of the need for embracing the conventional
systems thinking tenet of ‘vertical integration’, which in fact requires further integration with the two
dimensions of ‘horizontal integration’ presented in this article.

4.2. Need for Both Vertical and Horizontal Integration—The Case for Integration-In-Totality

“Systems thinking is all about relationships and integration”, said Sydney Dekker in his seminal
works on Systems thinking concepts and tenets [30,31]. ‘Vertical integration’ is only one part of the
totality of integration. Even though Grant et al. listed ‘vertical integration’ as one among the fifteen
basic systems thinking tenets, the authors felt that ‘integration-in-totality’ is achieved only through a
holistic “vertical and horizontal integration”. Hence the authors, in their compilation of the “five key
tenets of systems thinking”, substituted the tenet of ‘vertical integration’ with ‘vertical and horizontal
integration’ to reflect the need of complete integration in the true spirit of systems thinking. The next
section is devoted to narrate how a combination of vertical integration and horizontal integration is
created to generate the “integration-in-totality principle”, with strong theoretical foundation from
three important foundational concepts from the field of “systems thinking”.

5. Integration-In-Totality Principle—Three Concepts Constituting the Theoretical Foundation

5.1. The Axis of Perspective—Abstraction Hierarchy and the Macro-Meso-Micro Levels of Vertical Integration

In his pioneering Systems thinking concept of “abstraction hierarchy”, Rasmussen [10–14]
proposed five top-down hierarchical levels of abstraction, viz. functional purpose, abstract function,
generalized functions, physical functions, and physical form, shown in Figure 3.

 

Figure 3. The Levels of Abstraction Hierarchy by Rasmussen (source: [10]).
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The concept of abstraction hierarchy can nevertheless be simplified into the three levels of
purpose, function, and physical-form. These levels of abstraction hierarchy are the basis for the
“macro-meso-micro” levels of ‘vertical integration’ in the integration-in-totality principle. In the systems
analogy, these three levels could be related to the system (having a purpose), sub-systems (having their
own functions), and components/equipment (having the physical-form). This understanding calls for
a vertical integration of the system, the sub-systems and the equipment so as to capture the entirety of
the system. However, the macro-meso-micro levels have different connotations in different system
contexts, as explained in subsequent sections. The ‘bidirectional synthesis’ with ‘continuum approach’
along the different levels of vertical integration is ingrained in the abstraction hierarchy, as evidenced
by the bi-directional arrows shown in the diagram.

5.2. The Axis of Performance—The Design-Control-Practice (DCP) Diagram

The “design-control-practice (DCP) diagram”, shown in Figure 4, was proposed by Stoop [15–18].
The DCP diagram is constructed of three sets of bi-directional arrows representing three axes.
The macro-meso-micro levels of the vertical axis here represent the control levels of governance-
oversight, management-control and operator-compliance respectively. The diagonal axis indicates
the engineering design cycle of goal-function-form. It can be seen that both the vertical and diagonal
axes of the DCP diagram have a one-to-one correspondence with the macro-meso-micro levels of
‘vertical integration’ derived from the concept of abstraction hierarchy (which in fact have different
connotations in different system contexts), and represented by the ‘axis of perspective’ in the ‘Rubik’s
cube model of integration-in-totality Principle’.

The horizontal axis of the DCP diagram represents a ‘design-develop-construct-operate-adapt’
bi-directional continuum which additionally provides ‘horizontal integration’, which has been taken as
the basis for the ‘axis of performance’ of ‘design-manufacture-operation’ continuum in the ‘Rubik’s cube
model of integration-in-totality principle’. The need for adopting the concepts of ‘continuum approach’
and the ‘bidirectional synthesis’ in safety-related analyses is evident from the three bi-directional
arrows used in the construction of the DCP diagram.

Figure 4. The Design-Control-Practice (DCP) Diagram by Stoop (Source: [16]).

5.3. The Axis of Perception—The Role of Mental Models in Systems-Theoretic

The ‘horizontal integration’ cannot be limited to the life-cycle continuum of design-manufacture-
operation. Perception and mental models play an important role in understanding a socio-technical
system in its entirety. That is the reason why one more horizontal axis orthogonal to the other two
axes is provided in the form of ‘axis of perception’ in the ‘Rubik’s cube model of integration-in-totality
principle’, having an ‘intent-execution-manifestation’ pathway along its length. The ‘axis of perception’
is meant to capture the possible variances in the realms of design-manufacture-operation in the
life-cycle continuum, and also between the macro-meso-micro levels.
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The ‘axis of perception’ has been conceived in accordance with the ‘role of mental models in
systems-theoretic framework’, suggested by Leveson [19–21] who opined that the human behavior
within a system-theoretic framework is based on the three elements of (i) the designer’s model, (ii) the
actual system model, and (iii) the operator’s mental model, as shown in Figure 5. The bi-hexagonal
arrows in the figure have been added by the authors to indicate the need and scope for the ‘bi-hexagonal
synthesis’ with the ‘continuum approach’ along the path.

The designer deals with idealized description which is generally known as the “intent”. The actual
system is a result of the “execution” as per the specifications. The operators continually test
their mental model of the process against the reality, which results in the “manifestation”. Thus,
the authors have defined the “axis of perception” of the integration-in-totality principle as an
‘intent-execution-manifestation’ continuum, deriving from the aforementioned concept of ‘mental
models of system-theoretic framework’ from Leveson [19–21].

Figure 5. The Role of Mental Models in Systems-theoretic Framework (Adapted from [19]).

The ‘axis of perception’ of the integration-in-totality principle, with its horizontal integration along
the orthogonal axis of ‘intent-execution-manifestation’, takes care of the perceptive mental models
involved in understanding and analyzing a socio-technical system. This is adding up to the horizontal
integration provided by the ‘axis of performance’ along the ‘design-manufacture-operation’ continuum.
Hence it can be seen that the systems safety principle of ‘integration-in-totality’ is perfectly in alignment
with the key systems thinking tenet of ‘vertical and horizontal integration’, with the three axes of
performance, perception and perspective providing the pathways for analyzing any socio-technical
system by applying the concepts of the ‘continuum approach’ to ensure the necessary system integration,
and the ‘bidirectional synthesis’ for comprehensive analysis along the integrated pathways.

Thus we can see that three important concepts of “systems thinking” by three prominent thinkers
in the field of safety have been combined by the authors in this article to conceptualize the ‘Rubik’s
cube model’ having the ‘continuum approach’ and the ‘bi-directional synthesis’, in order to develop
the ‘integration-in-totality principle’ as the “7th system safety principle”.

6. The Axis of Perspective in Integration-In-Totality Principle, and the Macro-Meso-Micro Levels

6.1. Skill-Rule-Knowledge Framework and Macro-Meso-Micro Perspective Levels

The “skill-rule-knowledge (SRK) framework” developed by Rasmussen in 1983 has been a
pioneering work on systems thinking, along with the abstraction hierarchy proposed by him the same
year [10–12]. The SRK framework posits that the human behavior is a reflection of complexity of the
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environment; and is basically ‘teleological’, i.e., driven by purposive goals; and is shaped by signals,
signs and symbols in the environment. It gives a description of the abstraction hierarchy, explaining
the operational aspect of the functional properties of a system, relating it to the various levels of the
operator’s cognitive processing at three levels based on skills, rules and knowledge. It provides an
integrated approach to the design of human-machine systems, combining the concepts of control
engineering and psychology [13,14].

The authors further innovated and reframed the ‘SRK framework’ in the form of a
“FRAMED-IN-FRAM® diagram” to bring in better clarity on how it is a reflection of the ‘axis
of perspective’ of ‘vertical integration’ which is fundamental to the ‘integration-in-totality principle’.
The FRAMED-IN-FRAM® diagram is an improved version of the functional resonance analysis method
(FRAM) diagram [32], developed by the authors. Interested readers are referred to Thomas, et al. [1,2]
for further information on the FRAMED-IN-FRAM® diagram. The FRAMED-IN-FRAM® diagram for
the SRK framework, presented in Figure 6, shows how the behaviour and control, based on the three
levels of skill, rule and knowledge, works through signals, signs and symbols of perceptual, conceptual
and explicit nature respectively. It also illuminates how they work at the three organizational levels,
viz. strategic, tactical, and operational levels, which correspond to the ‘macro-meso-macro’ levels
respectively of the ‘Rubik’s cube model of integration-in-totality principle’.

Figure 6. Skill-Rule-Knowledge Framework of Rasmussen, Interpreted using the
FRAMED-IN-FRAM® Diagram.

6.2. Macro-Meso-Micro Perspectives in Different Contexts

The macro-meso-micro levels of vertical integration in the axis of perspective of the
integration-in-totality principle can be understood/interpreted in many different ways depending
upon the context in which they exist. From a systems-theoretic point of view, it could be the
system-subsystem-component levels of understanding and analyzing the entity being examined.
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The vertical integration achieved along the axis of perspective in integration-in-totality principle at the
macro-meso-micro levels in different contexts is presented in Figure 7.

 
Figure 7. Macro, Meso and Micro Levels of Vertical Integration in Different Contexts.

In terms of the abstraction hierarchy, the macro-meso-micro levels correspond to the purpose-
function-equipment levels, as explained in the previous section. In an organizational situation,
the macro-meso-micro levels could be the echelons of regulatory agency, company management and
operating personnel, with the corresponding restraint actions of command, control, and compliance &
care, respectively, as envisaged by Stoop in the DCP diagram [15–18].

As per the SRK framework proposed by Rasmussen, explained earlier with the help of a
FRAMED-IN-FRAM® diagram, the macro-meso-micro levels have knowledge, rule and skill as the
basis of behavior, with corresponding actions being strategic, tactical and operational, respectively.

6.3. The Micro-Meso-Macro Levels of the Axis of Perspective in a Typical Case Study

The case study presented in an earlier technical article by the authors [1] can be shown as an
example of the application of the concept of macro-meso-micro levels for detailed analysis. The case
study pertains to the crack developed at the shear neck of the drive shaft of the oil cooling system
(OCS shaft) of a turbo-shaft engine. Three major influencing sources were identified for occurrence of
the crack (which happened because of excitation of ‘backward whirl’ phenomenon in the OCS shaft as
shown alongside). Interestingly, the three influencing sources were at the three macro-meso-micro
levels from the systemic viewpoint, viz. the aircraft (system), aero engine (sub-system) and the OCS
shaft (component), as shown in Figure 8.

 
(a) (b) 

Figure 8. The Micro-Meso-Macro Levels of Component, Aero-engine and Aircraft; (a) Progression
of Events Leading to Crack and Rupture, and (b) the Influencing Sources of Crack and Rupture.
(Source: Thomas, Davis & Samuel [1]).
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7. Axis of Perception—The Intent-Execution-Manifestation Pathway

7.1. The World of Perspectives and Perceptions

A good starting point for further discussions on the need for integration-in-totality could be the
illustrations by the authors on the different facets of perspective, based on the ideas from a Deloitte
pamphlet [33], given in Figure 9. The illustrations show that perceptions vary depending upon the
perspective or the viewpoint.

The ‘big picture’, shifting from a worm’s eye-view to a man’s eye-view to a bird’s eye-view and vice
versa, is in fact the ‘macro-meso-micro’ level viewpoints along the ‘axis of perspective’ of the ‘vertical
integration’ concept of integration-in-totality principle. As we go higher up in the ladder, things become
smaller, but the field of vision become larger and wider to have a totally different perspective. The ‘flip
side’ calls for looking from the exactly opposite direction to get a totally different understanding
of the same thing, just as the rotation of an object understood to be clockwise when looking from
above is perceived as an anti-clockwise rotation when looked from below, as illustrated. This is in fact
the property of ‘bi-directional synthesis’ ingrained in the integration-in-totality principle. ‘Looking
through others eyes’ and ‘view from the future’ provide entirely new perspectives and perceptions.
The ‘analogous angle’ and the ‘unexpected answer’ provide new options to be considered and selected
from in any given situation. Other than the facet of ‘big picture’ which belong to the ‘axis of perspective’,
all the other facets are captured by the ‘axis of perception’ of integration-in-totality principle.

 

Figure 9. The Different Facets of Perspective, Illustrated.

7.2. The Axis of Perception—Perceptions Vary

The role of perception in understanding the truth and reality is best exemplified by the story
of “The Blind Men and the Elephant” from Indian folklore, wherein the same elephant was variedly
interpreted to be a snake, spear, fan, tree, wall, and rope by the six blind men who touched the trunk,
tusk, ear, leg, side and tail respectively. “Our perception of truth depends on our point of view”,
writes Losmilzo [34] as a caption to the illustration shown in Figure 10, wherein “truth” is shown as a
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three-dimensional object which has shadows of square, circular and triangular shapes when projected
in the three orthogonal directions, all of which are perceived as “true”.

 

Figure 10. “Our perception of Truth depends on our viewpoint” (Adapted from [34]).

The ‘axis of perception’ in the integration-in-totality principle captures the variance in perception
due to the difference in viewpoint by different stakeholders at different levels depending upon
their own field of endeavour like design, manufacture, or operation. This variance can be clarified
through the ‘bi-directional synthesis’ with ‘continuum approach’ along the ‘axis of perception’ of
‘intent-execution-manifestation’ in the integration-in-totality principle.

7.3. The Intent-Execution-Manifestation Continuum of the Axis of Perception in a Typical Case Study

The inadequacy of the five basic/technical system safety principles [6] in facilitating complete
understanding, analysis and interpretation of aviation accidents and safety events was earlier
highlighted by the authors. The human factors principle, and the human-factor-focused accident
analysis methods like human factors analysis and classification system (HFACS) also fail to fully achieve
this objective, due to a disconnect with the technical aspects of the present-day aerospace systems
which are basically complex, software-driven and automated. In such a situation, integration-in-totality
principle with its ability to provide multi-dimensional interpretations can provide multifarious insights
into the specific problem.

It would be interesting to see how the integration-in-totality principle could be applied to analyze
the twin disasters of Boeing 737 MAX aircraft [35,36] mentioned in the Introduction. During the
upgrade to Boeing 737 MAX aircraft with bigger engines, the engines were moved up the wing to get
sufficient ground clearance, causing the aircraft nose to lift up higher during take-off. This increased
the possibility of aircraft stall due to a higher angle of attack (AoA). The maneuvering characteristics
augmentation system (MCAS) was introduced by the designers as a software solution to overcome the
problem. The ‘design intent’ was to achieve an automatic “aircraft nose down (AND)” by means of a
stabilizer trim input actuated by the MCAS when the ‘critical angle of attack’ is reached or exceeded.

However, in both the disaster cases, one of the two AoA sensors installed on the aircraft became
faulty, indicating an AoA value higher than the actual value. The feedback from the sensor on the
higher angle of attack (~20◦ in the Indonesian aircraft case, and ~57◦ in the Ethiopian aircraft one)
resulted in the stabilizer trim input actuation by the MCAS, making the aircraft automatically and
uncontrollably pitch down. The pilot applied the manual “aircraft nose up (ANU)” electric trim to
counter the ‘AND’ as and when it was encountered, but the faulty AoA sensor kept sending the wrong
signal triggering the MCAS to cause automatic aircraft nose down repeatedly. The erroneous reading
by the faulty AoA sensor threw up multiple and confusing signals to the aircrew in the cockpit, and the
pilots were not trained to handle such an automation surprise.
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This vicious cycle of the automatic ‘AND’ by the MCAS and the manual ‘ANU’ by the pilot
continued many times, and finally the pilot had to give up the control to the MCAS automation under
duress, causing the aircraft to plunge downwards and crash in both the disaster cases, as shown in the
“FRAMED-IN-FRAM® diagram” (Thomas et al. [1,2]), given in Figure 11.

Figure 11. Intent-Execution-Manifestation Continuum—Case Study on Boeing 737 MAX Disasters.

The case study shows the disconnect between the ‘intent’ of the designers, the ‘execution’ by the
MCAS and the pilot, and finally the ‘manifestation’ of the disasters due to the disconnect. Had such
possibilities been anticipated as a mental model, necessary checks and controls could have been
instituted in the design stage itself so as to obviate the fatal disasters.

The traditional accident analysis methods like AcciMap [13] would have tried to understand
the event along the macro-meso-micro levels of vertical integration, which can be captured by the
“axis of perspective’ of the integration-in-totality principle. The design-related aspects of the MCAS
and its integration into the aircraft system and its testing and certification could be captured by the
‘axis of performance’. However, the ‘axis of perception’ provides a powerful tool for understanding
and analysis in the form of an intuitional mental model along the ‘intent-execution-manifestation’
continuum as shown in the case study, highlighting the applicability of integration-in-totality principle
in general and the axis of perception in particular in safety investigations.

8. Axis of Performance—The Design-Manufacture-Operation Continuum

8.1. The Axis of Performance—The Pathway for Improvement Processes

The continuum of design-development-manufacturing-assembly-test-operation along the axis of
performance in the integration-in-totality principle is the real pathway for improvement processes in a
system, applying the intent-execution-manifestation mental models of the axis of perception, and the
macro-meso-micro levels of the axis of perspective simultaneously, and hence the Rubik’s cube simile
for the integration-in-totality principle.

The analysis along the continuum of the ‘axis of performance’ has to happen bi-directionally.
Normally, the flow of information and the consequent action, if any, happen uni-directionally along the
forward direction only. But there is a need to have a bi-directional flow of information and action in the
value chain of production/overhaul of an aircraft or aero engine between all the stages and sub-stages.
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For example, the expected acceptance test parameters of an aero-engine are made available with the
assembly personnel and the expected assembly acceptance criteria of the manufactured components are
taken care by the people involved in manufacture/overhaul of the aero-engine, as shown in Figure 12.

Figure 12. Bi-directional Synthesis along the Axis of Performance.

8.2. The Design-Manufacure-Operation Continuum of the Axis of Performance—A Case Study

Quantitative and qualitative analysis bi-directionally along the life-cycle continuum of
design-manufacture-operation of an airborne system can help improving performance and safety of
the system. As a case study, the authors would like to present a glimpse into a research done by them
on performance enhancement of a turbofan aero-engine. The engine type used to have pre-mature
withdrawals before completion of the specified time between overhaul (TBO) due to performance
deterioration, manifesting in the form of higher turbine entry temperature (TET), consequent upon the
higher fuel burning requirement to get the required engine thrust. An analysis of the engine test data
of 200 engines for various engine performance parameters revealed very interesting results. Two of the
typical trend graphs (for the TET and the compressor pressure ratio, with respect to the compressor
mass flow rate) are shown in Figure 13.

The graphs show that the more the compressor mass flow rate, the lesser is the turbine entry
temperature, and the higher is the compressor pressure ratio. Working backward along the axis of
performance, the analysis of the assembly procedures revealed the various reasons for a reduction in the
compressor pressure ratio, and in turn the compressor mass flow rate, leading to higher turbine entry
temperature, thus making the engine susceptible to early withdrawal due to performance deterioration,
like a higher blade tip run-out.

Working further backward along the axis of performance, the contributing factors at the component
manufacturing stage which eventually led to the higher blade tip run-out could be found out.
Improvement actions taken in the manufacturing stage on the blade realization processes and in
the assembly stage on the assembly procedures, and establishing the best practice rules accordingly,
helped in getting a lower turbine entry temperature and thus higher thrust at the testing stage.
This could substantially reduce the susceptibility of the aero-engine for pre-mature withdrawals from
the operating unit due to performance deterioration, since sufficient margin of safety was provided in
the engine pass-out stage itself by aiming for an engine with lesser TET.
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Figure 13. The Case study on Bi-directional Synthesis along the Axis of Performance.

9. The Quality-Reliability-Risk-Safety Paradigm

The concepts of quality, reliability, risk and safety are correlated, as shown in the
FRAMED-IN-FRAM® diagram of quality-reliability-risk-safety paradigm (Thomas et al. [2]) in
Figure 14.

Figure 14. The Quality-Reliability-Risk-Safety Paradigm.

10. Integration-In-Totality Principle—Linkages to Systems Engineering and Airworthiness

In this section, the ‘integration-in-totality principle’ is explained in the context of systems
engineering concepts applicable to reliability and airworthiness, and the linkage between the
integration-in-totality principle and the “V-model of systems engineering” is established.
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Systems engineering is the structured approach towards definition, implementation, integration
and operation of a system to meet its functional, physical and operational performance requirements,
in the given environment over the planned life cycle. The V-model captures the essence of the systems
engineering process [37].

10.1. The Integration-In-Totality Principle Represented in the V-Model of Systems Engineering

It is interesting to note that the system safety principle of integration-in-totality, with its axes
of perspective, perception and performance, can be depicted in the V-model of systems engineering,
as shown in Figure 15.

 
Figure 15. Integration-in-Totality Principle, Depicted in the V-Model of Systems Engineering.

10.2. The Systems Engineering Process and the Macro-Meso-Micro Levels of ‘Axis of Perspective’

The “axis of perspective”, comprising of the macro-meso-micro levels of vertical integration in
the integration-in-totality principle, can be viewed in two different ways in the V-model of systems
engineering. The creation of a “system” in systems engineering is meant to meet the mission objective or
the “purpose” [37]. This is achieved by means of various design teams (applying concurrent engineering
concepts) working on multiple “subsystems” having their own “function”. At a lower level, specialized
design groups (applying the engineering design process) design the “components”, forming part
of the “equipment”. Thus it can be seen that systems engineering follows the macro-meso-micro
levels of system-subsystem-component bi-directionally, which in turn corresponds to the abstraction
hierarchy levels of purpose-function-equipment, fundamental to the axis of perspective of the
integration-in-totality principle.

The left leg of the systems engineering V-model represents the ‘Formulation phases of
decomposition and definition’, wherein ‘tearing down’ of the system is done to reveal the complete
system architectural design. The right leg of the V-model, on the other hand, represents the
‘Implementation phases of integration and verification’ that are effectively ‘building up’ the system
from the component level to the functional sub-systems to the complete system. This traversal from
the highest level to the lowest level and then back to the highest level, like the traversal from the bird’s
eye-view to the worm’s eye-view and back, is in accordance with the “bi-directional synthesis” with
“continuum approach” along the ‘axis of perspective’ of the integration-in-totality principle, as shown
alongside the figure of V-model by bi-directional arrows. The same ‘bi-directional synthesis’ and
‘continuum approach’ are applicable along the ‘axis of perception’ and the ‘axis of performance’ as well.
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10.3. The Systems Engineering Process and the Intent-Execution-Manifestation of ‘Axis of Perception’

The V-model of systems engineering, which is basically a process model, calls for moving down
along the left leg by completing each phase sequentially and then moving up the right leg, applying
the ‘eleven systems engineering functions’ at each stage to achieve the objectives [37]. This process
traverses along the mental model path of intent-execution-manifestation of the “axis of perception” of
the integration-in-totality principle. It can be seen that there is a one-to-one correspondence between
the Intent and the manifestation at each level of execution (viz. the operational need of the system
and the delivered capability; the functional requirement of the subsystem and the validated solution;
and the detailed design of the equipment and the verified parts).

10.4. The Systems Engineering Process and the Design-Manufacture-Operation Path of ‘Axis of Performance’

The engineering design process (EDP) in the V-model follows the “axis of performance” of
design-manufacture-operation. As illustrated in the representative V-model of systems engineering in
Figure 15 linking it to the integration-in-totality principle, the axis of performance can also be shown
perpendicular to the plane of the page bi-directionally, since the same V-model having the axes of
perspective and perception is applicable not only for design in the plane of the diagram, but also for
the parallel planes for manufacture and operation as well.

10.5. Integration-In-Totality Principle in Airworthiness Certification

The operational requirements of an aircraft or an aero engine are specified by the customer and
designed, manufactured and maintained by the contractor firm having the ‘system design responsibility
(SDR)’. The design organization holds the ‘type approval’ which is obtained through an elaborate type
certification process undertaken by a dedicated airworthiness certification agency. The ‘military type
qualification process’ regulates the procedures concerning the military aircraft ‘type qualification’ for
performance and ‘certification’ for airworthiness, and the qualification and suitability for installation
of pertinent systems.

Typically, the verification process of a ‘type design’ for airworthiness is done in a three-stage
process, viz. (i) definition of the type in accordance with approved documentation or design standard,
(ii) definition of the ‘means of compliance’ to demonstrate each requirement as per the qualification
programme plan, and (iii) demonstration of compliance with the safety requirements. It can be
seen from the foregoing discussions that the integration-in-totality principle, with its three axes
of perspective, perception and performance, can be used as a valuable theoretical foundation for
airworthiness certification, including for continuing and continued airworthiness, since it takes care of
all the related aspects of reliability, risk, safety and quality.

11. Integration-In-Totality Principle—Linkage to Risk Management

11.1. Risk Management and System Safety

“Safety is the state in which risk (of personal harm or property damage) is reduced to and
maintained at or below an acceptable level, through a continuing process of hazard identification
and risk management”, according to the ICAO definition [8]. Quantitative risk management is done
based on the assessment of ‘probability’ of occurrence of safety hazards/events and ‘severity’ of their
consequences. The integration-in-totality principle, being the system safety principle based on systems
thinking in safety, has got major relevance in the process of identifying the hazards and managing the
associated risks. This is done by way of mitigating the risk through necessary corrective actions in the
short term and eliminating the risk altogether through effective preventive actions for the long term.
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11.2. Risk Management along the Axes of Perspective, Perception and Performance

Risk management in an organization is carried out at different levels. ‘Organizational risk
management’ is concerned with the threats and opportunities external to the organization, and hence
is ‘strategic’ in nature. ‘Operational risk management’, on the other hand, deals with the weaknesses
and strengths within the organization and are therefore ‘tactical’ and ‘operational’ in practice. Hence it
can be seen that risk management has a strategic-tactical-operational continuum of vertical integration
as shown in Figure 7, along the ‘axis of perspective’ of the integration-in-totality principle.

Risk management also works along the ‘axis of perception’. The disconnect between the
design intent, manufacturing execution and the operational manifestation are to be captured by
applying forward-looking and backward-looking logics respectively between the safety event and the
cause/consequence using the various inductive and deductive techniques of system safety analysis.
This requires ‘bidirectional synthesis’ along the intent-execution-manifestation continuum in the axis
of perception of integration-in-totality principle.

Analyzing the system along the ‘axis of performance’ of the design-development-manufacturing-
testing-operation continuum also is equally important for risk management, to understand the
system deficiencies and vulnerabilities along the path. Bi-directional synthesis along the chain of
adjacent operations, treating the personnel dealing with the next phase or process or operation as
the external/internal customer is very important for achieving risk mitigation at each stage, bringing
down the probability of occurrence of safety events and severity of their consequences. In order
to mitigate risk, and enhance quality, reliability and safety, it is necessary to act upon the accident
precursors, pathogens and latent defects in a near-miss management framework early on along the
axis of performance of the integration-in-totality principle.

12. Integration-In-Totality Principle—Linkage to Strategic Quality Management

12.1. Strategic Quality Management—A Convergence Concept

Quality as an organizational function has evolved over the years, from inspection to
quality-control to quality-assurance to company-wide-quality-control to total-quality-management to
strategic-quality-management. In the process, the tenets of quality also got enlarged with a snowballing
effect, encompassing and subsuming the product, process, system, people, improvement-cycle and
risk [38]. Strategic quality management (SQM) is a convergent concept, combining the basic concepts
of total quality management and corporate strategy management [39].

12.2. Integration-In-Totality Principle and Strategic Quality Management

The integration-in-totality principle is the pivotal concept which can bridge the gap between the
two parallel knowledge fields of safety and quality, by integrating the concepts of systems thinking in
aerospace safety and strategic quality management, as shown in Figure 16.

Strategic quality management and system safety principles represent the latest developments
in the fields of quality and safety, respectively. Quality and safety are linked through the
quality-reliability-risk-safety paradigm presented in an earlier section [2], and strategic quality
management has risk-based thinking as one of the cornerstones [39]. Hence application of strategic
quality management and integration-in-totality principle together in the systems thinking framework
can help understand aerospace systems like aircraft, aero engines, etc. better and achieve performance
enhancement of the system, applying quantitative analysis using predictive analytics, and also
employing qualitative analysis techniques like functional resonance analysis method (FRAM).
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Figure 16. Theoretical Foundation of Applying Integration-in-Totality Principle in Strategic
Quality Management.

13. Conclusions

A new safety concept called “integration-in-totality principle” has been introduced in this article
as the 7th system safety principle. A “seven-principles-framework of system safety principles” is
proposed, adding two more principles to the five basic/technical system safety principles conceptualized
by Saleh et al. The “integration-in-totality principle” is illustrated with the simile of a “Rubik’s cube
model of integration-in-totality principle” having three axes, viz. the axis of performance, the axis
of perception, and the axis of perspective, reinforcing the key systems thinking tenet of “vertical
and horizontal integration”. The relevance of ‘bidirectional synthesis’ of a socio-technical system
with a ‘continuum approach’ along these three axes to facilitate systems thinking is articulated,
drawing upon the ‘abstraction hierarchy’ and the ‘SRK framework’ by Rasmussen, ‘DCP diagram’
by Stoop and ‘mental models in systems-theoretic framework’ by Leveson. The article also explores
the linkage of integration-in-totality principle to strategic quality management and risk management,
bridging the gap between two parallel fields of knowledge. The integration-in-totality principle is
interpreted in terms of the ‘V-model of systems engineering’, to establish its linkage to reliability and
airworthiness of an aerospace system. It is expected that the new safety concepts shall augment the
existing body of knowledge and trigger further research in the field of systems thinking and strategic
quality management.
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Abstract: In this research paper fifteen mandatory occurrence reports are analysed. The purpose of this is
to highlight the learning potential incidents such as these may possess for organisations involved in aircraft
maintenance and continuing airworthiness management activities. The outputs from the mandatory
occurrence reports are aligned in tabular form for ease of inclusion in human factors’ continuation training
material. A new incident learning archetype is also introduced, which intends to represent how reported
incidents can be managed and translated into lessons in support of preventing event recurrence. This
‘learning product’ centric model visually articulates activities such as capturing the reported information,
establishing causation and the iterative nature of developing a learning product.

Keywords: aircraft maintenance; airworthiness; learning from incidents; aviation safety; learning taxonomy

1. Introduction

Structured and continuous safety management actions, such as collection of data, analysis and
intervention can be enabled with the support of the necessary safety intelligence. High quality maintenance
and management tasks are some of the essential inputs for safe operations. Continuous information
‘harvested’ from incident reporting arising from these tasks, is another major part of learning and preserving
acceptable levels of safety [1]. Thankfully, serious incidents are becoming less frequent [2] but often because
of environmental, cognitive and human centric demands, reportable and unreportable events do occur.
The main underpinning aviation regulation in Europe, European Union (EU) regulation 2018/1139 [3] refers
to ‘management system’ and mandates an operator to implement and maintain a management system
to ensure compliance with these essential requirements for safe operations; it also aims for continuous
improvement of the safety system through learning from incidents.

In the area of continuing airworthiness, the fundamentals of management systems are also extended
to incident and occurrence reporting through the implementing conduit of EU regulation 1321/2014 [4].
It is common for incidents to be discovered within organisations and reported with the assistance of
such ‘systems of systems’ [5]. On an operational level, initial human factors training, and company
procedures are intended to specify and re-affirm the class and type of occurrence and incident that should
be reported. Recent developments in Europe in the guise of EU regulation 376/2014 [6] empower voluntary
and confidential reporting and are independent of all other individual obligations. The paper recounts an
analysis of 15 occurrences drawn from a repository of reportable incidents. Each incident was assessed,
and the report data interpreted to support potential primary and secondary causation factors. To translate
these learning points into tangible lessons, causation factors are harmonised with a taxonomy for learning.
This taxonomy is based upon the Transport Canada ‘Dirty Dozen’ [7] human factors terms which feature
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common aviation human error preconditions. Additionally, a framework is presented in the paper to
demonstrate how learning from incidents can be leveraged with best effect in the industry segment.
Mandatory reportable incidents are notified through the formal mechanism of reporting. Once the incident
enters its lifecycle, it ideally transverses a process that transforms the information gathered into knowledge.
This knowledge is intended to assist with the prevention of similar future events.

2. Safety Reporting Background

2.1. International and European Regulatory Context

Safety information databases containing appropriate details of events with potential and latent
ancillary contributors are available and can be considered with the assistance of continuous analysis. In
the United States a combined effort by the aviation industry, organisations and individuals, known as the
Aviation Safety Reporting System (ASRS) [8] collect reports that are submitted on a voluntary basis. The
outputs from this initiative set out to identify system deficiencies and raises correspondence directly with
the responsible people. The intention is to affect learning and improvements that correlate with corrective
actions that avert event recurrence.

On a wider scale through the diligent offices of the International Civil Aviation Organization (ICAO),
standards and recommended practices that define contracting state reporting and analysis obligations,
have been developed as a result of the collective efforts of participating states. For example, Annex 13
Aircraft Accident Investigation [9] to the Chicago Convention [10] defines the standards that require states
to report accidents involving aircraft with a maximum take-off weight (MTOW) of 2250 kg and above. The
document also contains details of reportable incidents (MTOW 5700 kg) that are considered important in
terms of safety and accident prevention. An accident/incident data reporting system (ADREP) is operated
and managed by ICAO. Safety data from (ICAO) member states are received, verified and retained in the
ADREP system. The repository contains an aggregate of occurrences/incidents/accidents reported by the
contracting states. The Accident/Incident Reporting Manual [11] document defines the report content, its
composition and means of transmittal to ICAO. A common group of general codes known as a taxonomy
is used to standardise the inputs for reporting. In an effort to improve harmonisation and exchange of
information, most European aviation competent authorities have already migrated to the ICAO common
ADREP taxonomy.

The EU, in recognition of its duty of care to the travelling public acknowledges that it must continue
to improve levels of aviation safety. Based on a global expectation [12] of the imminent increase in aviation
activity, significant challenges are evident if EU is to only preserve current levels of safety. Presently, air
passengers enjoy the benefits of a safe industry based on the technological advancements, recognition of
human performance and limitations, compliance primarily with prescriptive regulations and the learning
potential arising from past accidents and incidents. The EU regulation 376/2014 [6] was developed to enable
the collection, analysis, and follow-up of reportable incidents and occurrences. It mandates provisions for
reporters to submit mandatory occurrence reports (MOR’s) and voluntary occurrence reports (VOR’s).
There are discriminating conditions that must be met in order to determine which ‘conduit’ is required to
report a hazard or incident. The regulation also defines reporting timelines for initial reporting (within 72
h of discovery) and for reporting to the competent authority (within a further 72 h). Organisations are also
required to have a process in place to implement timely follow-up and notification of their analysis to their
competent authority.

In Europe, reporting entities are encouraged to submit reports through a reporting portal moderated
by the European aviation safety agency (EASA). Civil aviation competent authorities have access to
the portal and the incidents and accidents are categorised in accordance with a standard aviation data
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reporting program (ADREP) taxonomy. They are then uploaded to a European coordination for accident
and incident reporting systems database (ECCAIRS). This multi-modal European transport database can
facilitate the collection, analysis and sharing of transport safety data.

2.2. Learning from Incidents: Underpinning Theory

According to Leveson [13], a holistic view of an organisation’s capability in terms of learning from
incidents can be enhanced by shifting the focus from the individual to what is happening across the system.
In the world of ‘operational aviation’ the concept of Safety Management Systems (SMS) has been for the
most part successfully embraced and applied where mandated. Deming [14] the respected purveyor
of quality assurance methodologies asks the question, ‘what is a system?’ He continues to answer, ‘a
system is a network of interdependent components that work together to try to accomplish the aim of the
system’. This description of the system suggests that the process (in safety management parlance) is ‘a
network of interdependent components’. Safety management philosophy requires specific points to be
formally addressed so that the safety management process of operational risk can be explicitly expressed
and therefore effectively managed. One of these points is preventing the recurrence of incidents and
occurrences through learning from past events to achieve an acceptable level of safety.

Today, in many jurisdictions it is a requirement for aircraft maintenance and continuing
airworthiness management organisations to maintain an occurrence-reporting system. European regulatory
requirements [6] and organisation procedures [4] normally require the event to be investigated, documented
and the causal factors considered. Additionally, corrective and/or immediate actions are often necessary to
prevent re-occurrence. Learning from these incidents can often provide potential solutions to preventing
safety crises in the future by looking back at what has happened and deriving lessons learned and
predicting probable future challenges, [15].

‘Learning from incidents’ (LFI) is a valuable tool in many domains. Much research has been devoted
to understanding how this process can be expressed and measured, how worthwhile lessons can be
learned through more efficient and effective learning, as proffered by Drupsteen and Guldenmund [16],
Hovden et al. [17] Jacobsson et al. [18]. A main tenet of this reporting system is the ability to report any
error or potential error in a ‘free and frank’ way. This philosophy is intended to be supported by what is
termed a just culture, where the outcome for the individual is not based on punitive measures or being
inappropriately punished for reporting or co-operating with occurrence investigations. The occurrence
reporting system is also intended to be a ‘closed-loop’ system where feedback is given to the originator
and effective actions are implemented within the organisation to address the embryonic or evident safety
hazards. The concept is progressive in terms of its potential for contribution to identifying and addressing
less than optimal performance of human, organisational and technical systems. Understanding that
adverse and unwelcome events can be minimised through diligent reporting, event analysis and learning
and subsequent necessary intervention is a positive trait with respect to improving acceptable levels of
safety.

Argyris and Schön [19] (pp. 20–21) highlight the importance of learning to detect and address effective
responses to errors. Their ‘theory in action’ concept is the focal point for this determination. The first of
its two components, ‘theory in use’ is one that guides a person’s behaviour. This is often only expressed
in tacit form and is how people behave routinely. Very often these observed habits are unknown to the
individual. The second element is known as ‘espoused theory’, namely what people say or think they do.
Drupsteen and Guldenmund [16] mention that espoused theory comprises of ‘the words we use to convey
what we do, or what we like others to think we do’.

Enabling this learning channel, ICAO Doc 9859 [19] defines a template for aviation operators
and regulators to support the application of a variety of proactive, predictive and reactive oversight
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methodologies. In addition to routine monitoring schemes, voluntary and mandatory reporting, post
incident follow-up; there are regular safety oversight audits. These audits and inspections often set out
to establish if there is a difference between espoused theory and the theory in use, e.g., is the task being
correctly performed in accordance with the documented procedure/work instruction or is there a deviation
from approved data and practice? However, Drupsteen and Guldenmund [16] caution auditors not to
‘focus too much on the documentation of procedures’ alone. In such cases the audit oversight may be
ineffective because of its sole focus on espoused theories of the organisation only and not the theory-in-use.
They progress to translate this idea of poor focus on theory in action and recommend a solution by
suggesting a valid learning component arising from the incidents. They also highlight the ‘espoused’
aspect where those attempting to learn from incidents often fail to experience the desired learning because
outcomes are not fully aligned with the practical objectives of an LFI initiative. For learning to be most
effective, espoused theory and theory in use should be reasonably well aligned.

Aircraft maintenance and continuing airworthiness management activities that are performed in
European member states are moderated by rules that mandate reporting of defined incidents and
occurrences. Repositories of reported data tend to be populated only from sources predominantly aligned
with mandatory incident/occurrence reporting requirements. Conventional safety oversight models only
verify the presence of reporting media and repositories in this segment of the industry. Traditionally there
has been a focus amongst organisations to ensure details of reports are submitted in line with state’s
mandatory reporting obligations. However, it is possible such a narrow focus on a single element (i.e.,
reporting alone) of an incident in its lifecycle could negate the potential learning benefits that might accrue
from considering other likely related sources. As a result, the absence of clear regulatory requirements
capable of augmenting learning from incidents could be considered an impediment to effective learning
in the domains affected by EU regulation 1321/2014 [4]. The featured industry sector is regulated by the
application and upkeep of numerous requirements in each jurisdictions of operation. In general, oversight
duties tend to be carried by regulating states and operators in support of safe and profitable activity.
However, a growing tendency to just increase some regulatory requirements across the segments may not
always offer the same safety returns necessary for states in the future.

Up until some years ago, basic risk mitigation methods had remained unchanged. The previously
reactive initiatives had largely been based on post-event analysis of accidents and incidents. At present,
learning from past incidents, occurrences and accidents must be credited with playing a major part in
helping evolve the paradigm to the more proactive means of risk management in many aviation segments
we know today. Accident models (Heinrich and Reason) can sometimes inadvertently contribute to an
over-simplification of how accident and incident contributing factors are perceived. This can result in
striving to establish a singular root cause. Understandably the propensity for those tasked with accident
and incident investigation is sometimes to establish a linear view based only on apparent causal factors.
Proactively identifying precursors to events or potential conditions can greatly assist in averting latent
or undiscovered conditions. Since the early 1990s, the potential for organisations to learn from incident
precursors and conditions has been worthy of attention. Cooke [20] endorses a suggestion that increased
reporting of incidents enhances continuous improvements in high reliability industries. In the continuing
airworthiness segment of the industry, here is often a regulatory driven focus on establishing a single
root cause. The importance of adequate resources and efforts to determine accurate incident causation
and the measures to prevent reoccurrence should be a primary concern. Until ED 2020/002/R [21] is fully
implemented, it is possible that the custodians of current regulatory requirements are satisfied once a root
cause is established. Could it be that the current popular practice of pursuing (singular) root cause focus
can be a lost opportunity when additional related sources exist?

The harvesting of information from incident reporting systems is a necessary input to continuously
develop appropriate and effective recurrent training material. The inclusion of basic qualification criteria for
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human factor trainers in the regulatory requirements should also be addressed. However, it is questionable
if the perpetuation of these measures alone would support more effective delivery and application of
lessons learned throughout the segment. One means of addressing this impending issue is to remodel
regulatory, operational and training requirements to consider a new approach in the segment. Reflecting a
combination of actions, events and conditions in a new basic model supporting human factor continuation
training, may lay the foundations to better elucidate event causation and yield improved and sustainable
safety recommendations in the featured segment.

3. A Model Supporting Learning from Incidents

3.1. Model Design and Description

Currently European measured levels of aviation safety are generally considered as acceptable. As
domain activity is expected to increase in the coming decades, further steps to improve or at least preserve
contemporaneous levels of safety will have to continue to be developed. One of the main facets of safety
management is the reporting, collection, analysis and follow-up to incidents according to Annex 19 [22].
This is also highlighted in an EU communication COM/2011/0670 [23] and (EU) 376/2014 [6]. A primary
reason for the emphasis on reporting and subsequent learning from incidents (LFI) is to enable and support
a shift from prescribed safety oversight to a risk-based programme. This is seen as the best fit to enable and
effect improvements in areas that will present the most risk [24]. Figure 1 presents one view of a generic
incident lifecycle [25] integrated with an interactive framework arising from the researchers work. This
‘proposed enhancement’ could augment a learning dimension in the cycle of an incident.

 

Figure 1. Incident learning product and process (Broken line denotes iterative learning feedback).

Figure 1 also illustrates a view of the overall process employed to acquire, process and store incident
data. The ‘broken line’ arrows signify an iterative action at each stage of processing the incident. The
purpose of this is to ask and record what can be learned at each point? The motif of how a learning product
originates from the regulatory perspective is also featured. The effectiveness of the learning from the event
is considered in terms of how it can be gauged. This is evident from feedback originating from the actions
in the cycle when the learning product is being developed. Closing the learning loop is also necessary
and reflected in graphic form. In addition to this, assessing actions at each incident stage is intended
to support an analysis of how effective resulting actions are in terms of preventing recurrence of the
incident. Actions to prevent the recurrence of the same or similar events can be embodied as a result of how
effective the learning was. As such the novelty of this framework exists in its clear visual representation
rather than the actual arrangement of the specific stages recorded. Traditionally the industry focus on
incidents and occurrences has pivoted solely around the reporting requirements. These obligations are
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the backdrop against which mandatory reporting activity takes place. The establishment of causation is
required by regulatory process but little or no suitability of same is mandated by requirement in support
of any potential for learning. The featured framework serves to present the main elements of an incident
during its lifecycle and highlight the aspects to be considered when incidents are being used in support of
developing effective safety lesson delivery.

3.2. Model Implementation

The area of focus for this paper is aircraft maintenance and continuing airworthiness management [4]
activities. It was decided to establish contact with an Irish Aviation Authority (IAA) European central
repository for aviation accident and incident reports (ECCAIRS) focal point. Following a briefing, a specific
permission was granted to review a data set of deidentified mandatory occurrence reports (MOR’s) for the
purpose of academic analysis. The operational theatre of activity involved licensed air carriers operating
large aircraft on the Irish civil aircraft register. The permission allowed an initial physical database search
to be performed from June 2019 to November 2019 using ‘Part 145 (maintenance) and Part M (continuing
airworthiness management)’ as the search terms for de-identified report content. Approximately 200 results
came back. The narrative and content of each report was reviewed by the researchers for applicability
to the analysis. This exercise refined the reports under review to a data set of 85. Figure 2 presents an
overview of the analysis framework, described in the sequel.

 

Figure 2. Overview of the analysis framework applied. The systematic review phases
(identification-screening-eligibility-outcome) follow the methodology of Liberati et al. [26].

3.3. Model Validation: Report Causal Elements

A third round of full read screening of the set yielded 15 deidentified reports applicable to the exercise
topic. Each featured event was considered under the following elements: the actual event, maintenance
phase detected and likely potential causation factors. Table 1 contains an overview of this analysis output.
Each of the 15 analysed occurrence reports provided a description of the featured event and some were
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helpfully contextualised with a chronological timeline when included in the report body. This later assisted
with appreciating all the potential causation elements for each event. However, the reported verbiage
tended to terminate mostly with a focus on consequential impact rather than causal information. For the
sake of consistency across the analysis, the authors decided to apply a systematic approach to elicit and
validate causal factors from the data. The process was based on a clear definition of root cause as proffered
by Paradies and Busch [27] as: ‘the most basic cause that can be reasonably identified and the management has
control to fix’.

Table 1. Results of the analysis of 15 incidents and mapping against the ‘Dirty Dozen’.

Potential Causation Factors for Each Incident
Dirty Dozen ‘Taxonomy’

Primary Secondary

1
Incorrect tooling

Competence for task
Task sequencing

Lack of resources
Lack of knowledge

(Knowledge, skills, ability)
Complacency

Lack of awareness

Norms established
Lack of communication

Lack of assertiveness

2
Continuing Airworthiness Management Organisation

(CAMO) management system competence
Production pressure

Lack of knowledge (procedures
& knowledge, skills, ability)

Lack of communication
Pressure

Lack of resources
Stress

Fatigue/Stress/Distraction

3
Inadequate aircraft maintenance programme (AMP)

inspection task
Product design

Norms established
Lack of communication

Lack of awareness
Lack of resources

4 Inadvertent damage
Incorrect gauge of locking wire & locking technique

Distraction
Lack of knowledge

(Knowledge, skills, ability)
Fatigue

Lack of teamwork

Complacency
Lack of awareness

5 CAMO work request incorrect
Maintenance procedure not followed

Lack of knowledge
(Knowledge, skills, ability)

Pressure
Lack of assertiveness

Norms established
Lack of resources

6

Procedure design
Production pressure
Competence for task

CAMO management system competence

Lack of knowledge
Pressure

Lack of awareness
Lack of communication

Lack of resources
Fatigue/Stress/Distraction

Lack of supervision

7 Production pressure
Competence for maintenance task

Pressure
Lack of knowledge

(Knowledge, skills, ability)

Fatigue/Stress/Distraction
Lack of resources

8
Maintenance data availability

Production pressure
Competence for task

Lack of resources
Lack of knowledge

Pressure

Norms established
Fatigue

Lack of awareness

9

Procedure design
Production pressure

Supervision
Competence for maintenance task

Lack of knowledge
(Procedures)

Pressure
Lack of knowledge

(Knowledge, skills, ability)

Lack of awareness
Lack of communication

Complacency
Lack of assertiveness

10
Incorrect tooling

Competence for maintenance task
Task sequencing

Lack of knowledge
Lack of awareness

Lack of communication

Norms
Lack of resources

11

Maintenance data
Procedure design

Production pressure
Competence for maintenance task

Post task leak-check

Lack of knowledge
(Knowledge, skills, ability)

Pressure
Lack of awareness

Lack of teamwork
Complacency

Fatigue/Stress/Distraction
Lack of resources

12

Production pressure
Competence for maintenance task

Maintenance data availability
Supervision

Pressure
Lack of knowledge
Lack of teamwork

Fatigue/Stress/Distraction
Lack of resources

219



Aerospace 2021, 8, 41

Table 1. Cont.

Potential Causation Factors for Each Incident
Dirty Dozen ‘Taxonomy’

Primary Secondary

13 Competence for maintenance task
Production pressure

Lack of knowledge
Pressure Fatigue/Stress/Distraction

14

Culture
Risk taking

Competence
Supervision

Norms established
Lack of resources

Lack of knowledge
(Knowledge, skills, ability)

Lack of awareness
Complacency

Lack of communication

15
CAMO procedure competence

Culture
Supervision

Lack of knowledge
(Knowledge, skills, ability)

Norms
Stress

Lack of awareness
Lack of resources

Pressure

Many analysis tools [e.g., Fault tree analysis (FTA), functional resonance analysis model (FRAM),
systems theoretic accident model and process (STAMP), sequentially timed events plotting (STEP)] are
available and can be applied in support of a systematic review aimed at establishing causal factors.
However, each of the aforementioned is generally applied in support of more voluminous operational
applications and a degree of familiarity and adequate resources are usually required to ensure an efficacious
outcome. As the incident reports (n = 15) under review already had causal factors ascribed, the authors
deemed a simple analysis tool to be appropriate. According to Card [28], the ‘5 Why’s technique’ is a widely
used technique applied in support of root cause analysis and is used by many statutory organisations
globally. Ohno [29] (p. 123) highlights that by repeating why five times, the nature of the problem as
well as its solution becomes clear. As the authors of this paper were aware, sole reliance on a tool like
the 5 Whys has limitations. In particular, exclusive operational reliance on its prowess as a revealing
panacea could inveigle its users in to over-simplifying an event and thereby be seduced into pursuing
an inappropriate singular cause. As a result, the tool was applied solely as a mechanism to validate the
already operator ascribed event categorisations and causal factors.

4. Results

Each mandatory occurrence report (MOR) was thoroughly reviewed, and the content of the event
and related actions carefully assessed. However, without an intimate knowledge of the operational
environment, history of the aircraft reliability and related operational dynamic and contextual influences
for example, it was not possible to definitively establish if the recorded causation and related factors were
indisputably accurate for each event. Notwithstanding the foregoing, based on the authors experience and
judgement the recorded causation factors were harmonised with a taxonomy derived from the elements of
the Transport Canada [7] ‘dirty dozen’ terms associated with common error preconditions. The elements
are generally identified as, Lack of communication, Distraction, Lack of resources, Stress, Complacency,
Lack of teamwork, Pressure, Lack of awareness, Lack of knowledge, Fatigue, Lack of assertiveness, Norms.

The purpose of aligning the ‘potential incident causation factors’ with a known taxonomy is to assist
with developing clear learning product content and learning objectives. Regulatory code or guidelines for
the continuing airworthiness domain do not require a formal approach to learning such as those defined by
Bloom [30] and Anderson and Sosniak [31]. Although the reports featured display similar activity profiles,
recognition for the need to consider learning taxonomies and the importance of domains of learning
(cognitive, affective and psychomotor) when designing continuation training programmes is considered
essential. In addition, organisations are not required to have a formal mechanism of assessing efficacy,
instead many take comfort in national, European and international holistic safety reports as a means of
gauging their performance as part of the collective. Assuming the purpose of learning objectives is to
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assist with the delivery and measurement of the effectiveness of learning actions, developing an overview
of a harmonised taxonomy is helpful in this regard.

In Table 1 above, potential causation factors for each of the 15 selected incidents were matched with
the twelve elements of the ‘Dirty Dozen’ human factor taxonomy. In order to prevent an over-simplification
of each event’s contributing factors, the authors were careful not to be seduced into seeking a singular root
cause. Therefore, it was decided to include both primary and secondary human factor elements so that
causation could be considered in a holistic manner. The following paragraphs (a–h) and Figure 3 give a
breakdown of the issues emerging from the assessment of the mandatory occurrence reports (MOR’s) as
seen through the lens of association with a taxonomy.

a. Lack of knowledge features as a primary element in 13 (87%) of 15 occurrences. This can be closely
related to the competence required to perform the task as it relates to aircraft maintenance and
continuing airworthiness management activities which are defined as comprising of ‘knowledge,
skills and attitude/ability’ [4]. As a secondary potential contributing element, it relates to only 1 (7%)
of the 15 occurrences.

b. Lack of awareness is highlighted as a primary potential causation factor in 9 (60%) of the 15 reviewed
occurrences. This element can be closely related to competence, communication and teamwork. As
a secondary contributing factor, lack of awareness was noted during the review in 5 (33%) of 15
reviewed occurrences.

c. Lack of resources were recorded in 3 (20%) of 15 events. Adequate resources are required in order
for an operator to adequately staff an organisation so that an aircraft can be maintained to the correct
standard and when required. EU 1321/2014 [4] mandates that a manpower plan is maintained in
support of ensuring adequate levels of staff are consistently available. As a secondary issue, lack of
resources appeared as an issue in 5 (33%) of 15 cases. Ultimately, accountable managers are the key
to ensuring sufficient resources are made available so that the organisational elements continue to
remain compliant and effective in this respect.

d. Norms accounted for 3 (20%) of 15 reports examined. Norms are often viewed as behaviours that are
developed and accepted within a group. However, when the resulting behaviour requires a deviation
from approved procedural function, the consequences are often unknown. Although such actions
may offer short-term productivity gains, they may also introduce active and latent safety hazards. In
the case of secondary causation, norms are associated with 8 (53%) of 15 assessed occurrences.

e. Lack of communication was found to be evident in 3 (20%) of 15 occurrences in the study.
Communication in aircraft maintenance and management activities is a vital element in the release of
a safe product. Poor communication can amplify many other elements of the human factors leading
to a deterioration in human performance, Chatzi [32], Chatzi et al. [33]. 2 (13%) of the 15 reviewed
communication-related occurrences were recorded as contributing to secondary event causation.

f. Complacency was revealed as a primary factor in the causation of 1 (7%) of 15 events studied.
However, as a secondary contributing factor it accounted for 5 (33%) of 15 reports. Stress levels
associated with a task can diminish performance if one becomes complacent. Its presence can
contribute in concert with other elements capable of setting the scene for an unwelcome event.

g. Stress as a primary factor appeared in 1 (7%) of the 15 reviewed events. However, it was associated
with 2 (13%) of 15 reports as a secondary issue. Stress can be both a by-product and an enabler of
other Dirty Dozen elements. Fatigue for example can be closely coupled to stress and displayed
similar pattern in the study with 7% and 13% respectively of prevalence in the reports reviewed.

h. Lack of assertiveness was evident as a primary and as a secondary causation factor in both cases and
occurring at rate of 1 (7%) of 15 events under review. Distraction and lack of teamwork appeared in
similar proportions in the review results.
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Figure 3. Representation of primary and secondary causation in the reviewed occurrence reports.

5. Discussion

Recalling the causal factors attributed to the featured occurrence reports in the paragraphs above,
it is easy to appreciate their relationships with the ‘Dirty Dozen’ example of human factor elements.
For example, lack of resources can be a major constraint when it comes to providing adequate levels
of appropriately qualified competent staff. Pressures exerted upon staff in a dynamic industry sector
to absorb additional workload can of course have a potentially detrimental effect on safe operations.
Competent and available supervision of maintenance and inspection staff is a core requirement of a quality
mission in aircraft maintenance and continuing airworthiness management operations. In many regions
the maintenance requirements (e.g., EU regulation 1321/2014 [4]) stipulate a process whereby all staff
must meet the qualification criteria and be deemed competent before unaccompanied work can take
place. For the purpose of the discussion, key elements of the incident cycle components are examined
through pertinent elements identified during the analysis. The iterative approach suggested during the
management of the incident information is supported by the context outlined below. Understanding the
relevance of each of the sections is intended to support more effective learning outcomes. The following
paragraphs discuss the incident cycle from the perspective of developing a sound learning product.

5.1. Acquiring, Processing and Storing Incident Data

According to Garvin [34], a clear definition of learning has proven to be elusive over the years. Garvin
suggests ‘a learning organization is an organization skilled at creating, acquiring and transferring knowledge and at
modifying its behaviour to reflect new knowledge and insights’. Figure 1 illustrates the evolution of an incident
as it is managed through its cycle. The incident/occurrence will need to be detected if it is to possess
any potential for learning. Acquiring information in support of learning is one of the key actions. Such
learning material originates from compliance audits, amended regulatory requirements, best practice,
and incidents and occurrence reports. Within the greater area of aircraft maintenance and continuing
airworthiness management, details of incidents and occurrences tend to be reported soon after an event.
Reporting requirements are normally timebound (i.e., 72 h). Most organisations endeavour to notify
the necessary stakeholders as soon as possible, often by telephone in the first instance. As many airline
staff are employed on a shift work basis, the window of 72 h is useful in support of administering the
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reporting function. It is not unusual to have numerous points of contact for reporting within organisations.
However, reporting generally follows a consistent route regardless of who the initial point of contact
is. Some organisations appear to empower and encourage the submission of reports by any individual.
Other organisations appear to endorse reporting through a ‘chain of command’. Regardless of the chosen
initial reporting route input, all reports are progressed to a ‘gate-keeper’ within an organisation. The
people responsible initially for examining the validity and completeness of submitted reports often hold a
key position in either the quality assurance, technical services or maintenance departments. Generally,
there is a strong awareness of the need to report incidents and occurrences classified as mandatory. There
may be numerous motivational reasons to report, such as ethical, safety, compliance with regulatory
requirements and best practice for example. Those submitting reports embrace mandatory reporting as
an obligation underpinned by the cultural norms of aircraft maintenance and continuing airworthiness
management. When an issue is discovered, it is progressed through the reporting system regardless of
its status. Many organisations welcome all reports including non-mandatory events that are highlighted
through voluntary reporting streams. They evidently see value in including them in their analysis of
events and the subsequent learning opportunities the reports may offer.

5.2. Single, Double and Triple-Loop Learning

From an organisational point of view, single-loop learning can be experienced when an error is
detected and corrected but little else changes, Argyris and Schön [19] (p. 18). In aircraft line maintenance
environments where a ‘find and fix’ ethos prevails, single-loop learning is often evident. It is not unusual
for technical issues to befall an aircraft’s departure time. Such pressure points often associated with
fulfilling contractual obligations may have a negative impact on the potential for learning from a related
event. In such cases, if issue arises the matter may be resolved without any further recorded action.
Because of the terse nature of the experience for an individual concerned, the opportunity for further
learning may not extended beyond the single loop. Argyris and Schön [19] (p. 21) and Lukic et al. [35]
proffer double-loop learning as learning that takes place and results in organisational norms and theory in
use being altered. Presently, aircraft certifying, and support staff are obliged to continuously preserve an
adequate understanding of the aircraft being maintained and managed along with associated regulations
and procedures. A desired outcome of double-loop learning is often witnessed for example through the
adjustment of environmental, behavioural and procedural norms. Instances of double-loop learning can be
evident following unsuccessful attempts through single-loop learning. In-service continuation training is
an effective enabler that is capable of supporting double-loop learning. Organisations are also required by
EU 1321/2014 [4] to establish and maintain a continuation training programme for staff. A primary pillar
of continuation training syllabi is the use of incidents and occurrences as lesson content for influencing
organisational norms and behaviour in support of preventing recurrence of incidents and occurrences.
Deutero-learning (triple-loop) relates to when members of an organisation reflect upon previous learning
and sets about to improve how the organisation can refine and improve the process of learning from events,
Argyris and Schön [19] (p. 29), Bateson [36]. This could also be stated as learning how to learn by seeking
to improve single and double loop learning. Although deutero-learning may be considered as a natural
extension of other levels of learning, the concept does not feature as a requirement in aircraft maintenance
and continuing airworthiness management regulatory codes.

5.3. Learning Product

Aircraft maintenance and management regulatory codes require reporting of ‘any identified condition
of the aircraft or component that has resulted or may result in an unsafe condition that hazards seriously the
flight safety’ [4]. Generally, a learning product can originate from numerous information sources within the
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aircraft maintenance and continuing airworthiness management arena. Specifically, GM1 145.A.30(e) [4]
requires the use of accident and incident reports in support of the mandatory human factors training
content. The intent of this material is to ensure information is imparted upon the organisations’ staff in
support of preventing the subject event reoccurrence. Such continuation training is mandated by European
requirements for all aircraft maintenance and continuing airworthiness management organisations.
Continuation training is also a product as well as a medium for imparting learning from incidents. Inputs
to continuation training syllabi often feature learning from incidents and experience augmented by safety
notices, toolbox talks and are recognised as a means of presenting the learning product to operational staff.
Drupsteen and Guldenmund [16] cite, ‘Lampel et al. [37] where they use the term “learning about events”’.
This is further explained as ‘information about events is shared and diffused to help create new ideas’, in
this case in the support of safe operations.

5.4. Effectiveness of Learning

The evaluation of any initiative’s success is much more straight forward when clear objective indicators
(learning outcomes) are employed. In the case of learning in an aircraft maintenance and management
environment, organisations can generally employ indicators such as inspection non-compliance, audit
findings and rates of incident reoccurrence in support of gauging the effectiveness of learning. Probing
salient aspects such as timely investigation of incidents, assessing the learning content and feedback are a
starting point for assessing effectiveness. Cooke [20] concludes the absence of or poor information can
compromise the effectiveness of feedback. He also suggests that if the feedback cycle is ailing, the climate
may deteriorate and have a negative impact upon organisational safety. From a commercial viewpoint,
it is perhaps understandable that aircraft tend to only generate revenue when flying. However, airline
operators need to maintain a balance between safe operations and productivity. It is essential that incident
causal factors are fully identified and adequate time and resources are available to support this important
aspect of learning. Cooke [20] endorses a suggestion that increased reporting of incidents enhances
continuous improvement in high reliability industries. However, establishing adequate causation is also
an attribute capable of supporting effective learning from an event in dynamic environments.

The importance also of just culture as an enabler for incident reporting and subsequent effective
learning cannot be ignored. Under-reporting of events resulting from a single-loop learning experiences
amongst operational maintenance staff and production pressures can also impact negatively upon efforts
to propagate a learning environment. McDonald [38] suggests from their analysis, ‘that there is a strong
professional sub-culture, which is relatively independent of the organization. One implication of this finding is that
this professional sub-culture mediates the effect of the organizational safety system on normal operational practice’.
Von Thaden and Gibbons [39], conclude safety culture ‘refers to the extent to which individuals and groups will
commit to personal responsibility for safety; act to preserve, enhance and communicate safety information; strive
to actively learn, adapt and modify (both individual and organizational) behaviour based on lessons learned from
mistakes . . . . . . . . . ’. A just culture is defined in the affecting regulation EU 376/2014 [6] as, ‘a culture in
which front line operators or other persons are not punished for actions, omissions, or decisions taken by them, that
are commensurate with their experience and training, but in which gross negligence, wilful violations and destructive
acts are not tolerated’. Accordingly, a just culture is a fair culture. The effectiveness of the learning system
can also be compromised by its efficiency as well as its inadequacies. The volume of information that staff
must process and assimilate is continually increasing. Guardians of learning outcomes should be mindful
that staff risk becoming information weary as a result of the ever-increasing demands on their cognitive
abilities.
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5.5. Types of Knowledge

This relates to; conceptual, dispositional, procedural and locative knowledge forms [40]. One of
the key objectives of learning from incidents is to identify the type of knowledge needed to prevent an
issue recurring. When a reportable issue for example is discovered, the submitted report will identify
‘what’ happened. Subsequent follow-up will set out to determine ‘why’ the issue occurred. The guiding
principles of ‘how’ to perform the task or operation are often contained in procedures or data particular to
the task. The information contained in procedures will enable a person to utilise other forms of knowledge.
Prevailing culture within an organisation will have an impact on learning from incidents. If a strong
commercial culture exists, this may have an impact on for example the depth and breadth of learning from
incidents within the company. Induction and initial training for new staff is an important element for
demonstrating where organisational sources of information can be accessed. Accident data repositories
contain many well documented examples of human factor related precursors to incidents. Many of
which may have originated in poor access to approved data and culminated in serious and possibly
preventable incidents. Acknowledging and addressing the limitations related to the types of knowledge
when developing continuation training programmes would have a positive impact on participants. The
enabling industry requirements do not specify any discernible differences in how the types of knowledge
are differentiated. A review of the human factors syllabus requirements did not highlight a need to
appreciate or account for these human centred limitations when designing and delivering training lessons.

6. Conclusions

It has been highlighted during this research that the opportunity to learn from incidents is not being
fully embraced in the aircraft maintenance and continuing airworthiness management segment of the
industry. While the idea of eliminating all incidents is a fallacy, reducing their numbers and potential
for harm is a reality. Air travel is on the increase and it is envisaged that current sectors flown will have
doubled within the next two decades. If current levels of safety were to remain stagnant with a doubling
in activity, twice the current fatality rate would surely not be acceptable. Many people relate safety to
freedom from risk and danger [41]. Unfortunately, risk and danger are often ubiquitous in the presence of
aircraft maintenance and continuing airworthiness management activities. Managing sources of risk and
danger is a tall order for some organisations. Document 9859 [42] recognises that ‘aviation systems cannot be
completely free of hazards and associated risks’. However, the guidance does acknowledge that as long as the
appropriate measures are in place to control these risks, a satisfactory balance between ‘production and
protection’ can be achieved. Perrow [43] (p. 356) acknowledges that ‘we load our complex systems with safety
devices in the form of buffers, redundancies, circuit breakers, alarms, bells, and whistles’ because no system is
perfect.

Detecting and identifying hazards highlighted through incident reporting systems is recommended
by ICAO standards and recommended practices as an effective means of achieving practicable levels of
safe operations. Therefore, objective data mined from a reporting system offers the potential to enlighten
aviation stakeholders and to illuminate weakness that may be present. Such information can assist with a
better understanding of events and augment mitigating measures against the potential effects of these
hazards. When incidents occur, this can be an indication of a failure in an organisation’s process and/or
practice. Because of continuous challenges faced by organisations in the aviation industry, there is still
potential to learn from resulting incidents and pre-cursors. The learning is based on the potential new
knowledge available from the associated collection, analysis and interventions for these events. Effective
learning can be considered as a successful translation of safety information into knowledge that actively
improves the operating environment and helps prevent recurrence of unwelcome events.
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The paper features a brief exercise to demonstrate how safety information can be translated into
lessons capable of augmenting knowledge within an aircraft maintenance and management organisation.
To support this, fifteen occurrences drawn from an ECCAIRS incident database portal were analysed.
The result of the analysis along with potential causation factors are presented. Additionally, a simple
mechanism in support of the delivery of associated safety lessons was developed and is presented in
Table 1 above. Integrating the known causal factors with the ‘Dirty Dozen’ taxonomy which is already
associated with this aviation segment provides a useful template for continuation training in the segment.
The emerging incident/occurrence themes related to the featured events are briefly discussed and presented
within the document. The publication also introduces a framework that assembles and explains the main
elements of an incident within its lifecycle. The purpose of this is to illustrate tacit aspects of an incident
that have the potential to augment learning within the process. In order to leverage the maximum benefit
from details of an incident, learning processes must recognise the existence of these event components.
There can therefore be a formal approach to gauging the effectiveness of learning and a means of identifying
underperforming elements of the learning process.

This publication could assist subject organisations with a review of their management of incident
information when developing continuation training material and learning outcomes.
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