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1. Introduction

This special issue aims at exploring advanced numerical techniques for real-time
prediction and optimal management in coastal and hydraulic engineering. Numerical
simulations of fluid dynamics have been indispensable in many applications relevant to
physics and engineering.

Multiscale physical modelling: The grand challenge in modelling complex physical
phenomena is to predict their characteristics and evolution with adequate accuracy and
reliability. This has remained an open scientific problem for decades, unsurprisingly given
the extreme disparity in the length- and time-scales involved, spanning several orders of
magnitude. For example, climate modelling involves both basin scale and smaller scale
features such as boundary currents, mixing, chemical interactions and transport, overflows,
and mesoscale eddies. Over traditional structured mesh models, the use of adaptive un-
structured meshes provides several profound and widely acknowledged advantages [1].
These include: the ability to conform accurately and efficiently to complex domain ge-
ometries (for example, bathymetry, a complex cityscape); the ability to dynamically adapt
mesh resolution to improve the accuracy of model results, to capture detailed dynamics, or
follow the physical processes.

Data assimilation—incorporating information from experiments and observations
to reduce uncertainties in numerical prediction [2,3]. To achieve a predictive capability,
numerical modelling often needs to be linked with experiments/monitoring. Data assimi-
lation is a versatile methodology for estimating model uncertainties (parameters, model
error, initial and boundary conditions, etc.). A variety of approaches have been used to
facilitate data assimilation and include statistical interpolation methods, nudging data
assimilation, Kalman filter, Ensemble Kalman filter, and variational (adjoint) methods. Op-
timal monitoring location is the key in data assimilation. Targeted observations represent a
subcategory under adaptive observations where data collection is optimized to improve a
particular forecast aspect (e.g., energy, health impact). The targeting approach incorporates
dynamical information from numerical model predictions to identify when, where, and
what types of observations would provide the greatest improvement to specific model
forecasts at a future time [4]. Such targeted observations are important as they will allow
the most effective use of available monitoring resources.

Data-driven modelling: Numerical models have benefited from the availability of
high-resolution spatio-temporal data due to recent advances in measurement techniques [5],
which make the studies of more complex flows possible. However, the computational cost
involved in solving complex problems is intensive, which still precludes the development
in these areas. Recently, data-driven modelling has gained popularity in rapidly predicting
nonlinear fluid flows. Various studies have shown that machine learning methods have
potential for capturing non-linear subgrid processes. Reichstein et al. [6] suggest that future
models should integrate physical-based modelling and machine learning approaches. Such
combination will be the optimal way by which physical modelling results can provide
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dynamic understanding from the governing equations, while data-driven modelling results
may find some patterns that are not expected from physical modelling.

The Special Issue of Water journal comprises five original papers covering the aspects
of the above-mentioned challenges. Overall, the authors focused on different topics, such
as, multiscale modelling [7], data assimilation [8], adaptive observation [9], machine
learning [10], and application [11].

2. Author Contributions

Juznetsov et al. [7] presented the results with a new 3D unstructured mesh finite
volume coastal model, FESOM-C [12]. Over existing structured mesh models, FESOM-C
with hybrid meshes (quadrilaterals and triangles) is geometrically flexible and allows the
resolution of the mesh to be varied (within reasonable limits) in both the horizontal and
vertical, letting the mesh contour complex coastlines. Variable horizontal resolution enables
the use of coarser meshes in open sea regions but more refined ones in shallow areas to
resolve important small-scale processes such as wetting and drying, sub-mesoscale eddies,
or sub-mesoscale dynamics of steep coastal fronts. In this work, the FESOM-C model was
applied to an area of the south-eastern North Sea and its performance was evaluated by
comparing the results against observations. With use of mixed unstructured meshes, the
salinity and temperature gradients, as well as frontal dynamics, can be captured well.

Du et al. [8] explored the capability of ensemble Kalman filter (EnKF) in its appli-
cations. EnKF has its potential for efficient use on parallel computers with large-scale
geophysical models. EnKF techniques are widely used in operational modelling. The
EnKF is based on a Monte Carlo approach, using an ensemble of model representations to
build up the necessary statistics [13]. A background error covariance is computed using
an ensemble of forecasts, with the current analysis ensemble serving as initial conditions.
However, the introduction of perturbations into background variables may break the phys-
ical conservation law. One of challenges in EnKF is how to maintain the physical features
of variables after inducing the initial perturbations. To address this issue, Du et al. [8]
proposed a multivariate balanced initial ensemble generation method based on the mul-
tivariate empirical orthogonal function (MEOF) method. The Local Ensemble Transform
Kalman Filter in combination with the MEOF based balanced perturbation scheme was
applied for improving accuracy of atmospheric general circulation modelling. The study
case was the six-hour model forecast from 1 January to 31 March 2004. The prognostic
model variables were temperature, surface pressure, wind velocity, and specific humidity.
The results obtained from their work suggested that the ensembles integrated from the
initial ensemble generated from the MEOF-based perturbations maintain a much more
reasonable spread and more reliable horizontal correlation than those from the randomly
perturbed initial fields.

Fattorni and Brandini [9] presented their recent work on adaptive observation strategy.
Due to expensive field-deployed resources, there is a need to optimally place observations
that will maximally improve the accuracy of numerical solutions at forecast times. The
optimal observation network could be adapted for a wide range of forecasting goals, and it
could be adapted either by allocating existing observations differently or by adding obser-
vations from programmable platforms to the existing network. Fattorni and Brandini [9]
proposed the observation strategies based on singular value decomposition (SVD). In their
work, SVD was used for identifying the areas where maximum error growth occurred, and
a correlation analysis was used to limit redundant observations. The case study was Double
Gyre, a well-known idealized case to reproduce the seasonal and interannual oscillations
of the large-scale circulation in the ocean, useful for the climate system predictability. The
results indicated that optimal observation strategies can provide effective and efficient data
assimilation for improving predictive accuracy.

He et al. [10] explored the potential of deep learning techniques in emulating the
process-based Martinez Boundary Salinity Generator in simulating downstream salinity
boundary for the Sacramento–San Joaquin Delta of California, United States. In their work,
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the multilayer perceptron, long short-term memory network, and convolutional neural
network-based models were used. The training datasets were from 1991 to 2002 while
validation datasets were from 2003 to 2014. The results obtained in this work showed that
deep learning neural networks can provide competitive or superior results compared to
the process-based model, especially during extreme (i.e., wet, dry, and critical) years.

Lastly, Gao et al. [11] presented their study of transport time scales (TTS) for a Hyper-
Tidal Estuary. The water exchange processes and transport time scales are important factors
in governing tracer transport, water quality, and the ecosystem of the basin [14]. The study
site chosen in this work was the Severn Estuary, one of the largest estuarine basins in the
UK, with typical spring and neap tidal ranges of 13.5 m and 6.5 m, respectively. The aim of
this study was to investigate the residence and exposure times of the Severn Estuary in
parallel, and to characterize the transport time scales for a hyper-tidal estuary. The results
obtained from their work suggested that for all flow and tide conditions, the exposure
times are significantly greater than the residence times. That is, there is a high possibility
for water and/or pollutants to re-enter the Severn Estuary after leaving it on an ebb tide.
The fractions of water and/or pollutants re-entering the estuary for spring and neap tide
conditions are very high, with 0.75–0.81 for neap tides, and 0.79–0.88 for spring tides.

In conclusion, this special issue presents recent studies on numerical and data-driven
modelling and applications to atmosphere, ocean, coastal, and hydrological engineering.
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Abstract: A newly developed coastal model, FESOM-C, based on three-dimensional unstructured
meshes and finite volume, is applied to simulate the dynamics of the southeastern North Sea. Variable
horizontal resolution enables coarse meshes in the open sea with refined meshes in shallow areas
including the Wadden Sea and estuaries to resolve important small-scale processes such as wetting
and drying, sub-mesoscale eddies, and the dynamics of steep coastal fronts. Model results for a
simulation of the period from January 2010 to December 2014 agree reasonably well with data from
numerous regional autonomous observation stations with high temporal and spatial resolutions, as
well as with data from FerryBoxes and glider expeditions. Analyzing numerical solution convergence
on meshes of different horizontal resolutions allows us to identify areas where high mesh resolution
(wetting and drying zones and shallow areas) and low mesh resolution (open boundary, open sea,
and deep regions) are optimal for numerical simulations.

Keywords: numerical modelling; unstructured meshes; finite volume; North Sea

1. Introduction

Numerical ocean models are one of the major instruments used to understand ocean dynamics.
Their area of application is usually divided into global or open ocean models (with resolutions from
a few up to several tens of kilometers), regional models (that include coastal seas and whose scales
are typically one to two nautical miles), and models capable of representing estuaries or certain
specific processes (with horizontal scales in meters). Different basic assumptions about the physical
processes to be included or excluded in a particular case are one of the reasons for these divisions;
it reduces unnecessarily complicated equation-solving. For example, tides are commonly excluded
from the global ocean models used in climate simulations (as in, e.g., [1]) but are dominant in the
dynamics of coastal regions. Another significant reason is a limitation on horizontal discretization:
models for larger domains use coarser horizontal resolutions to speed up numerical calculations,
parameterizing or disregarding small-scale processes. Such limitations usually result from the finite
difference method used to discretize dynamical equations in the most well-known, established models:
NEMO [2], ROMS [3], MOM [4], GETM [5], and many others. While the finite difference method
yields realizations quickly and easily, it is only applicable to structured meshes, making it nearly

Water 2020, 12, 1412; doi:10.3390/w12051412 www.mdpi.com/journal/water5
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impossible to construct meshes with variable resolution that can resolve specific areas of interest as
needed (coastlines, archipelagos, and shelf breaks) but which also coarsen towards open ocean (as in,
e.g., [6]). Moreover, because of computational demands, the finite difference method would not be
employed to resolve big domains (ones the size of a regional sea) at the resolution needed for a coastal
process (ten to hundreds of meters) unless some nesting were applied.

Studies in recent decades clearly show the necessity of combining different scales in a single
model to address phenomena such as the transport of matter between the coast and the open ocean,
the effect of regional processes on global ocean dynamic [7,8], or more technical questions related to
regional models, such as open boundary conditions [9,10].

Nesting of two or more structured grids of different resolutions is one of the common approaches
used in structured-mesh codes. A widely used one-way nesting method (meaning that information
from a lower-resolution grid is transmitted to a finer grid), as in [11,12], shows good results, but the
same method cannot be properly applied to explore flows in the transition zone. Two-way nesting
(meaning that both grids continuously exchanging information), as in [13–15], is more complicated
and incurs difficulties with smoothing and damping of signals between coarser and finer domains.
This lets the most important small-scale process be filtered out or left unresolved.

The alternative to structured-mesh methods are ones designed for unstructured meshes. They are
geometrically flexible and allow the resolution of the mesh to be varied (within reasonable limits),
letting the mesh contour complex coastlines. Such methods are used successfully by a number of
well-developed ocean models such as FVCOM [6,16,17], SCHISM [18,19], and FESOM2 [1]. Most of
these models are oriented toward regional or process studies. To date, most of the experience with
global large-scale application has been accumulated working with FESOM. The importance of regional
and coastal model studies on various time scales is hard to overstate, be it for process studies [20,21] or
climate research ([22,23]). However, in most cases, there is no dynamical link to global models [24].

With either approach, nested structured meshes or unstructured meshes, the central question is
what the optimal horizontal resolution is for a specific task in the modeled region. In other words,
where does the best compromise lie between the quality of the simulated dynamics and computational
efficiency?

Here, we present the results of simulations performed with the newly developed FESOM-C
model [25,26]. FESOM-C is a coastal branch of The Finite-volumE Sea ice–Ocean Model (FESOM2) [1].
The FESOM-C model employs hybrid unstructured meshes [27] and is based on a finite-volume
discretization. It is a full three-dimensional model based on three-dimensional primitive equations
for momentum, continuity, and density constituents [25]. It includes modules for the open boundary,
upper boundary (interaction with the atmosphere), rivers, output, and postprocessing, all of which
facilitate using this model in realistic applications. In practice, the hybrid meshes used by FESOM-C
consist mostly of quadrilateral elements and include triangles only where needed to link quadrilateral
cells. Compared to purely triangular meshes, this significantly increases model throughput (see,
e.g., [27]). Variable horizontal resolution enables the use of coarser meshes in open sea regions
but more refined ones in shallow areas to resolve important small-scale processes such as wetting
and drying, sub-mesoscale eddies, or sub-mesoscale dynamics of steep coastal fronts. The general
structure of the model’s internal arrays, variable names, and mesh utilities is similar to that of FESOM2.
Its modules for external forcing, output, and parallelization are likewise similar. However, several
principal aspects render the FESOM-C model capable of representing many of the physical processes
of the coastal areas, such as tides and the wetting-drying mechanism. FESOM-C also differs in
that it uses a terrain-following vertical coordinate. At the same time, the closeness of both models
makes establishing dynamical links between coastal and global realizations relatively easy. A detailed
description of the FESOM-C model is presented in [25]. One of the goals of this study was to analyze
the capabilities of the FESOM-C model as a coastal model in a realistic setup. We chose to apply the
model to an area of the southeastern North Sea (the “SeNS”) (see Figure 1), which is a comparatively
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well-studied area. Moreover, it offers the comprehensive datasets which are essential for model setup
and validation.

(a) (b)

Figure 1. Bathymetry of the southern North Sea (colored contours, data from EMODnet Bathymetry
portal); black lines show the mesh used for the five-year run: (a) a full domain; and (b) a zoom-in to the
Cuxhaven–Helgoland area (the southeastern part of the full mesh). The background map was created
with openstreetmap.org (© OpenStreetMap contributors 2019. Distributed under a Creative Commons
BY-SA License).

The North Sea coast, and the SeNS region in particular, is a densely populated hub with many
seaports, including Europe’s biggest. Millions of livelihoods depend on the state of the North Sea.
Recently-built wind farms cover a significant part of the coastal area [28,29]. The mean depth of the
North Sea is about 80 m and the maximum more than 700 m, but depths in the SeNS range from 20 to
80 m. Sea-bed transformation is frequent here. The North Sea is connected to the Atlantic Ocean by the
English Channel to the south and the Norwegian Sea to the north. The mean wind-driven circulation
pattern is counterclockwise. Tidal dynamics are defined mainly by the semidiurnal principal lunar tide
(M2). The M2 tidal wave propagates from the north and the southwest and enters the SeNS region on
its western boundary. Of the three amphidromic points in the North Sea, two of them are in the SeNS.
Superposition of the M2 and S2 tides causes significant spring-neap tides. The North Sea’s physics are
briefly described in [30]. There are several significant freshwater sources including the rivers Rhine
and Elbe in the SeNS, forming strong horizontal salinity gradients. The Wadden Sea, a series of islands
separated by tidal inlets and characterized by significant tidal flats and wetlands, plays an important
role in the dynamics and ecological state of the SeNS [31].

As mentioned above, the North Sea, and the SeNS in particular, is a quite well-studied area.
Many models have been applied to simulate its dynamics. Recent work in pre-operational modeling
has focused on the southern North Sea with a combination of numerical and observational methods,
as demonstrated by Stanev et al. [32]. Comparing several models, the authors found a significant
difference in a nonlinear effect within the tidal dynamics of the shallow coastal zone, which they
attributed in all likelihood to coarse horizontal resolutions. An evaluation [33] of two operational
models with relatively high resolutions (up to 900 m) in the North Sea region, BSHcmod v4 and FOAM
AMM7 NEMO, found good agreement between the models and observations of the open sea. Near
the coast however, the study found a significant deviation between simulated and observed salinity.
Haller et al. [33] indicated limited spatial resolution and complicated modeling in the transitional zone
as weaknesses of both models. Several one-way nesting system variations, including the TRIM-NP [12]
and GETM [11,34] models, have been applied successfully to the North Sea with a focus on SeNS.
Gräwe et al. [11] concluded that successful modeling of tidal flow at various Wadden Sea inlets requires
various minimum resolutions for some inlets. 500 m may be enough for some, but even a horizontal
resolution of 200 m is insufficient for others. SCHIM, which uses finite element and finite volume
discretization methods on unstructured meshes, has been successfully applied for the coupled North
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Sea–Baltic Sea system with a local resolution of approximately 200 m in the SeNS [35,36]. The same
model successfully applied to the Ems Estuary (Pein et al. [37]).

The main objective of this article is to demonstrate the representativeness of the latest results of
the first fully realistic, three-dimensional, multi-year baroclinic hindcast simulations with the newly
developed FESOM-C model. This is done by comparing model results with various observational data
available for the period 2010–2015 and with those of other available models for the SeNS. Another,
equally important objective is to present an application of convergence analysis of solutions for grids
of different spatial resolution.

The paper is organized as follows. Section 2 describes the model setup for the SeNS. The model
results for barotropic and baroclinic formulations are described in Section 3. Convergence numerical
solutions for meshes with different spatial resolutions are discussed in Section 4. Section 5 offers
conclusions.

2. Model Setup: Southeastern North Sea

2.1. Bathymetry and Mesh

Data from the EMODnet Bathymetry portal [38], with a resolution of about 230 m, were
used to construct the model bathymetry. Scattered bathymetry data from the Wasserstraßen-
und Schifffahrtsverwaltung des Bundes of the German Federal Ministry of Transport and Digital
Infrastructure, with resolutions of up to 1 m in riverine areas, are also employed in this region.

A low-resolution mesh (spatial resolution between 1 and 4 km with 43,318 vertices) and 21 vertical
sigma layers were used to simulate the period from 2010 to 2014. This mesh was constructed by the
Gmsh mesh generator [39] with the Blossom-Quad method [40] and consists mainly of quadrilaterals.
Androsov et al. [25] showed that the quality of quadrilateral meshes constructed by Gmsh, even in the
presence of acute angles and degenerate quadrangles, is good enough for solution convergence and
the stability of FESOM-C.

2.2. Boundary Conditions and Atmospheric Forcing

For our final simulations, we used data from hydrography reconstructions based on optimal
interpolation by Nú nez-Riboni and Akimova [41]. Monthly resolved data were linearly interpolated
by the model on the current time step. A relaxation time parameter of 15 days (half the time of the
available data resolution) in the case of propagation into the domain, and of 5 days in the case of
outward propagation, were applied for temperature and salinity at the open boundary.

Sea-surface elevation at the open boundary was prescribed by amplitudes and phase for the nine
(M2, S2, N2, K2, K1, O1, P1, Q1, and M4) most significant tidal harmonics in this area. Data from
regional tidal solutions for the European Shelf 1/30◦ from the TPXO model ([42]) was interpolated
onto open boundary locations. High grid resolution (2 km) of TPXO regional setup and improved
variational data assimilation method for the shallow-water tides together with carefully selected set of
tide gauges gives a good enough solution for area of open boundary. The sensitivity study of M2 wave
propagation employed only M2 tidal harmonic data. These data were extracted from Danilov and
Androsov [27], who modeled the full North Sea using the previous version of the FESOM-C model.
Details of the open boundary implementation are provided in [25,43].

Data from the European Union’s Seventh Framework Program (EU FP7) project “Uncertainties
in Ensembles of Regional Re-Analyses” (UERRA) [44] constitute the surface atmospheric forcing.
The atmospheric data are derived from a data assimilation method that assures its quality. The ocean
model utilizes fluxes of freshwater (rain and snow), short- and long-wave radiation, surface wind,
humidity, air temperature near the sea surface, and air pressure at sea level. The time resolution of the
atmospheric data is 1 h; their horizontal resolution is about 11 km.
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2.3. Initial Conditions and Spin-Up Period

Preliminary sensitivity studies have shown that perturbation in the initial temperature and salinity
fields is compensated for after one year of simulations in such a way that the model solutions with
varying initial conditions are very close to one another. Initial conditions for the one-year spin-up runs
were constructed from TRIM-NP model results [12].

2.4. Rivers

Strong cross-shore salinity gradients in shelf areas like the SeNS are mainly determined by the
supply of fresh water from rivers. Temperature and observed daily river-runoff, put together by
Kerimoglu et al. [45] from Radach and Pätsch [46], were used to prescribe freshwater supply. A salinity
of 0.1 [psu] was used for river water to avoid numerical instabilities due to frontal dynamics near fresh
water sources. In total, nine freshwater sources were prescribed (see Table 1).

Table 1. Freshwater sources in the current setup based on daily observed data.

River Name
Discharge [m3/s]
mean/min./max./std.

1 Nieuwe Waterweg 1408/11/4044/606
2 River Elbe 783/261/4070/505
3 Haringvliet 546/1/5903/817
4 Lake IJssel 521/1/2935/402
5 River Weser 269/87/1320/195
6 River Scheldt 127/35/615/91
7 North Sea Canal 84/1/365/41
8 River Ems 70/20/372/52
9 River Eider 23/12/40/6

During the simulation period, several “flood” events comprising a significant increase in water
discharge were observed during the winters of 2011, 2012, and 2013 and the summer of 2013. Details
on the effects of the 2013 summer flood event are described in [47].

3. Simulation Results

In this section, we provide a basic validation of the simulation carried out on a mesh with
variable resolutions of about –4 km in the SeNS area for the five years from 2010 to 2014. As previously
mentioned, the SeNS is the most heavily observed area, with the amount of data increasing significantly
over the last few years as new instrumentation has been developed. Several databases, such as
EMODnet and COSYNYA, contain a significant part of this data. Nevertheless, a consistent database
and a method for model validation in this area are lacking.

3.1. Tidal Dynamics

Tides are one of the main driving forces in this area. Accurately representing them is one of the
most critical factors in any successful description of the coastal dynamics.

Previous work has demonstrated that the model can accurately reproduce tidal dynamics ([25–27]).
To test how the current model setup performs at reproducing the main tidal harmonics in long-term
simulations, we analyzed observed sea-level height at several regional stations by extracting the
amplitudes and phase of nine harmonics for comparison with model results. We also performed a
sensitivity run with only the M2 harmonic prescribed at the open boundary.

3.2. M2 Tide

To test the ability of the model to reproduce the main tidal wave (M2 harmonic) in the SeNS
domain, we constructed an additional 2D barotropic setup (by switching off the baroclinic part) with
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only the elevation from the M2 tide wave prescribed at the open boundary. To get a clear tidal wave
and make the analysis simpler and more accurate, we disregarded atmospheric forcing for this 2D
setup. Analyzed upon onset of an equilibrium regime after several days of simulation, the results of
this simulation were compared with observations, as shown in Figure 2. The M2 tidal constituent
propagates along the coast of the North Sea as a Kelvin-type wave. It enters the model domain at the
western boundary and propagates eastward to the Elbe River estuary and then northward along the
coast. The SeNS area is characterized by two amphidromic points (points of zero amplitude): one in
the southwest around 3.5◦ E, 52.5◦ N, and the other in the north around 5.5◦ E, 55.2◦ N. Both of the M2
wave’s amphidromic points are well represented in the model (Figure 2). The amplitudes and phases
were compared to observed values provided by Ole Baltazar Andersen (personal communication,
2008). The amplitude and phase accuracy is characterized by the total vector error ([25]):

μ =
1
N

N

∑
n=1

((A∗cos(φ∗)− Acos(φ))2 + (A∗sin(φ)− Asin(φ))2)1/2
n , (1)

where A∗, φ∗ and A, φ are the observed and simulated amplitudes and phases, respectively, at N
stations. For the current model setup and 53 observational stations, the total vector error is 0.21 m,
compared with a maximum of wave height of 2 m. This can be regarded as a good result. The most
significant error is simulated near the coast. Most of the discrepancy can be explained by uncertainty
in the model’s bathymetry and bottom-drag parameterization. In general, the model reproduces the
observed values reasonably well but with some exceptions. Stations in the area of Cuxhaven (to the
west of the domain) show a smaller amplitude than the observational dataset provided by Ole Baltazar
Andersen. However, in the experiment with nine prescribed tidal harmonics at the open boundary,
the stations in this area (Helgoland and Cuxhaven) are reproduced well by the model, even the M2
amplitudes and phases (Figure 2).

3.3. Main Tidal Harmonics on Long Time Scales

The effect of neap-spring tide variability is known to be important for coastal dynamics. A number
of previous studies, both observational and model-based, have shown the importance of tidal
harmonics besides M2; in the studied area in particular, tidal non-linearity also plays a role in the
dynamics of the coastal areas ([32,48,49]). We prescribed nine tidal harmonics at open boundaries
for our 3D baroclinic run for the years 2010–2014. We compared the amplitudes and phases of the
nine main ones simulated with FESOM-C, and as observed at four stations, with results from the tidal
solutions of the TPXO model, European Shelf 1/30◦ version. The stations’ positions are indicated by the
black dots in Figure 2a,b. The observed amplitude and phase values are based on the years 2010–2014
and calculated using the uTide python module ([50]). The stations used to validate the model were
selected for their location at points of interest in the study of tidal dynamics and for providing observed
values that cover the simulated period. Two stations, K13a3 and Hoek van Holland, lie near one of
the amphidromic points of the M2 tidal wave. The Helgoland and Cuxhaven stations are located
near the position where the M2-only simulations yielded the maximum deviation from observations.
The Hoek van Holland and Cuxhaven stations are both land stations. The amplitudes and phases
simulated by FESOM-C correspond well to the observations; comparing the M4 tidal constituents, we
find them just as good as or better than the TPXO model. The Hoek van Holland station is exceptional:
here, FESOM-C shows higher amplitudes for M2 and M4. Its vicinity is poorly resolved in the current
version of the model setup, with mesh vertices approximately 4 km apart, so bathymetric errors play
the most significant role here. Moreover, data from this area are assimilated into the TPXO model.
However, the results at the Cuxhaven station, where FESOM-C has significantly higher resolution than
TPXO, show the opposite: FESOM-C reproduces all the tidal harmonics very well. Direct comparison
of FESOM-C results with observations shows high correlations between modeled and observed values.
The standard deviations (STD) are quite close for all stations (see Table 2).
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(a) (b)

(c) (d)

Figure 2. Comparison of the modeled and observed characteristics of the M2 tidal wave for: the
amplitude, in meters (a); and the phase, in degrees (b). The color maps present model results; colored
circles correspond to observations. (c,d) Scatter plots for amplitude and phase, respectively, for the
entire domain. The numbers in the panels are the ID numbers of the stations. The total vector error is
0.21 m. The black circles and text in (a,b) indicate the positions and names of the stations in Figure 3.

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 3. Amplitudes (a,c,e,g) (meters) and phases (b,d,f,h) (degrees) of the nine main tidal harmonics at
four stations in the modeled area. Green shows the calculated ([50]) values based on observed sea surface
elevation during the years 2010–2014. Blue shows the regional (European Shelf 1/30◦) tidal solutions of the
TPXO tidal model. Cyan shows FESOM-C model results processed in a way similar to the observations.
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Table 2. Correlation between observed and simulated sea surface height (ssh) at four stations. Standard
deviation (STD) in time arrays of observed and modeled values of ssh.

Station Name Correlation STD Observation STD FESOM-C

Helgoland 0.95 0.90 0.81
Cuxhaven 0.93 1.11 1.02
Hoek van Holland 0.91 0.67 0.7
K13a3 0.89 0.47 0.42

3.4. Surface Salinity and Temperature over 2010–2014

Modeled salinity and temperature are verified on the basis of data from ICES (Figure 4), COSYNA
(maintained by the Helmholtz Zentrum Geesthacht and accessible at www.cosyna.de ([51]), and
EMODnet (Figures 5–7) databases. The model captures the observed ([52]) lateral salinity gradient
(Figure 4a) reasonably well. Due to residual barotropic currents, a strong horizontal salinity gradient
forms along the coast. Figure 4b,c, respectively, provide a comparison of modeled surface salinity and
temperature with observed data from the ICES database for the years 2010–2014. With some exceptions,
the observations are from locations outside areas with a strong horizontal salinity gradient, in the open
area of the simulated domain, where the vertical structure of the water masses is more susceptible to
variability associated with a seasonal thermocline. The corresponding Pearson correlation coefficient
(Cor.) and root mean square difference (RMSd) are indicated at the top of the plots. Simulated surface
salinity and temperature correlate well with observations. The high-temperature correlation of 0.99
can be explained by the seasonal cycle. The relatively small RMSd for both temperature and salinity
attests to the model’s ability to reproduce the overall dynamics and thermohaline structure of the
simulated region.

(a) (b) (c)

Figure 4. (a) Mean sea surface salinity for the years 2010–2014. The black dots indicate positions of
data from the ICES database; black-with-red circles indicate positions of stations giving temperature
and salinity time series with the corresponding names. (b,c) Sea surface salinity and temperature from
FESOM-C (y-axis) compared one-to-one with values from the ICES database (x-axis) with corresponding
correlation coefficients (Cor.) and root mean square difference (RMSd).

3.5. Time Series of Temperature and Salinity

The southern North Sea area is rich in observational data, making this area interesting for model
calibration and validation. We validated the model using an automated validation system introduced
in the new model version. A special model-structure output module provides output at discrete
predefined stations for direct comparison to the observed time-series collected in various databases.
The collection is much larger than the set of stations dealt with above; we only show comparisons for
stations with interesting dynamics from which continuous measurements are available.
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In Figures 5–7, a time-series of simulated temperature and salinity for the years 2010–2015 is
compared with observational data from several autonomous stations. Most of the data taken from
the Emodnet and COSYNA databases underwent automatic quality control. However, some data
remain doubtful, for example a somewhat high temperature reading at the Sylt station during the
winter of 2012–2013 (Figure 5c). Filtering and cleaning observations is beyond the scope of this paper.
Nevertheless, most of the data are trustworthy and useful for direct comparison.

(a) (b) (c)

Figure 5. Observed (grey dots) and modeled (blue line) sea surface temperature at three stations:
(a) Den Helder; (b) K13a3; and (c) Sylt. Station positions are indicated in Figure 4.

(a) (b)

(c) (d)

Figure 6. Comparison of observed (grey dots) and simulated (blue line) temperature at two stations:
(a,c) the Helgoland station at 1 and 10 m depth, respectively; and (b,d) the UFS Deutsche Bucht station
at 20 and 30 m depth, respectively.

The seasonal cycle of surface temperatures at three stations, namely K13, Den Helder, and Sylt
(Figure 5), as well as at Helgoland (Figure 6a), was captured well by the model. The Den Helder
station (Figure 5a) is situated on the first Wadden Sea inlet and experiences intense water exchange
between the inner Wadden Sea and the open sea; in part, this explains the high temporal variability
in observed and simulated temperature. The K13a3 station (Figure 5b) is situated close to the model
domain’s open boundary (here representing the open sea) and is less affected by coastal processes.
The Sylt station (Figure 5c) is situated close to one of northern Wadden Sea bays used for various
model test cases and near a salinity gradient under the influence of freshwater. The Helgoland station
is characterized not only by highly variable salinity and a strong lateral salinity gradient but also
by a significant bathymetric gradient. In general, the model captured observed surface temperature
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dynamics, including cyclical-seasonal and local effects, very well at these stations. The model generates
a lower autumnal temperature at the K13a3, but there is no such effect at the other stations.

(a) (b)

(c) (d)

Figure 7. Comparison of observed (grey dots) and simulated (blue line) salinity at three stations:
(a) data from the Helgoland station at 1 m depth; (c) data from the Brouwershavensegat station at 1 m
depth; and (b,d) data from the UFS Deutsche Bucht station at 6 and 30 m depth, respectively.

Temperature validation for deeper layers is shown in Figure 6 for the two stations Helgoland
(1 and 10 m depth) and UFS Deutsche Bucht (20 and 30 m depth). UFS Deutsche Bucht is not far
from Helgoland; however, there is a deep trench leading to the open sea from the latter. Here,
temperature undergoes a pronounced seasonal cycle with less seasonal variability than at the surface.
The model exhibits greater deviation from observations in deep layers than at the surface. It represents
observations reasonably well in general, albeit with local differences up to several degrees.

Figure 6 represents observed and simulated salinity time-series at three stations: Helgoland (1 m
depth), UFS Deutsche Bucht (6 and 30 m depth), and Brouwershavensegat. The Brouwershavensegat
station (1 m depth) is located near the open boundary and is affected by water from the Rhine.
There are no pronounced seasonal salinity dynamics in the SeNS area ([11]). Salinity changes at these
stations are determined mainly by changes in wind-driven currents and freshwater supply from rivers.
Observational data variability on small time scales (of days) is generally higher than in model results;
this is to be expected under the current setup, with 21 sigma layers and horizontal resolutions of up to
1 km that will not resolve river plumes and freshwater lenses properly. While the model does not track
rapid changes in observed salinity, it does capture common dynamics well. Drops in salinity due to
extreme flooding events such as the one in 2013 are clearly seen in observation and reproduced by the
model, as shown in Figure 7a–c. The model shows a drop salinity at 30 m depth during 2013, unlike
observation (see Figure 7d). This could be related to the current setup’s rough vertical resolution and
parameterization of vertical mixing. The most significant difference between observation and the
model appears for the year 2011.

3.6. Salinity and Temperature, Ferry Lines

The near-shore area of the SeNS is characterized by strong lateral density gradients defined by the
salinity gradient, mainly due to fresh water supply from rivers ([11]), and by the temperature gradient
under the effect of the different temperature dynamics of shallow and deep areas. Such gradients may
play a significant role in near-coastal dynamics ([34,53,54]). Temperature and salinity data collected
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by the Operational Systems department of the Institute of Coastal Research Helmholtz-Zentrum
Geesthacht, by way of FerryBox systems installed on several ferries connecting Cuxhaven–Helgoland
(CH), Büsum–Helgoland (BH), and Cuxhaven–Immingham (CI) [47,55,56], offers a way to verify the
model both in near-coastal areas (BH and CH) as well as farther offshore (CI). These ships’ areas of
operation are indicated by the three ellipses in Figure 8, superimposed over their respective paths
indicating salinity values. Raw data for analysis were taken from the COSYNA database. The CH
and BH ferries both call at the island of Helgoland, where mean salinity is about 34 PSU. The Port of
Cuxhaven (serving CH and CI) is situated at the western side of the mouth of the river Elbe, and the
port at Büsum is about 30 km north of the Elbe estuary. Both are located in the region of freshwater
influence from the Elbe, with horizontal salinity gradients up to 0.45 PSU/km and tidal amplitudes
in excess of 1.5 m, with a broad wetting-and-drying area. We used data from the CI ferry between
3◦ E longitude and Cuxhaven; the rest lay outside the model domain. One axis in the figures tracks
longitude; the sailing routes run mainly east–west. The CI ferry altered its route over time, as is
reflected in the mean values (Figure 9).

(a) (b)

Figure 8. Sea-surface salinity measured by three ferry lines across their paths used for comparison in
Figures 10–12. Greyscale background shows bathymetry. The color scatter plots show observed salinity
for the period 2010–2014. The three ferries’ areas of operation are indicated by ellipses: (b) red for
Cuxhaven–Helgoland (CH), blue for Büsum–Helgoland (BH), and (a) green for Cuxhaven–Immingham (CI).

(a) (b) (c)

Figure 9. Mean sea-surface salinity from the three ferry lines (black lines) and corresponding
model values (red lines). Mean values are shown by solid lines; mean values ± one standard
deviation are shown by dashed lines. Ferries: (a) Cuxhaven–Helgoland; (b) Büsum–Helgoland;
and (c) Cuxhaven–Immingham.

The data sampling rate varies from 10 to 50 s and depends on time and route; the distance
between data samples thus depends on a ship’s speed and the sampling rate. The distance between
neighboring measurements across the dataset used here varies from 80 to 400 m. Both the spatial (80 m)
and temporal (10 s) resolutions are much higher than in the model (1000 m in coastal areas and 60 s,
respectively) and especially higher than in the three-dimensional model output (with the same spatial
resolution but 1.5-hourly mean values). The number of model-3D-output snapshots is sharply limited
by the space required to store the output data and the performance of long-term memory (HDD and
SSD), and could not be significantly changed. Observed data are also scattered across time and space,
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which limits the ability to save model output at exact times and positions as doing so would mean
storing more than 2 million scattered data points that are not yet realized in the model. Subsequent
versions of the model will include this feature. The distinction between the sampling rate and model
output introduces a discrepancy into any direct comparison. A temperature difference of 0.2–0.4 ◦C
arises due to the time shift. Comparing coarse horizontal model resolution to observation leads to a
situation in which several observational points correspond to a single model point. Due to salinity
gradients, and accounting for tidal currents of up to 2 m/s, errors in salinity can approach ±2 PSU.
The more transects are sailed, the less the mean values will differ due to random errors such as in
spatial and temporal resolution; however, errors in deviation will remain. Greater differences are
expected in near-coastal areas because the water masses there vary much more. Salinity goes from
up to 35 PSU near Helgoland to brackish near land, with salinities between 5 and 10 PSU. Direct
comparison among different instruments (FerryBox, water sample analyses, OSTIA satellite data, and
MARNET stations) were provided by Haller et al. [33], Grayek et al. [57]. Haller and colleagues [33]
reported an error of 0.79 RMS in salinity between FerryBox data and laboratory water sample analyses.
Grayek and colleagues [57] found that temperature differences between FerryBox and MARNET
station readings can be the result of heating of the measured water in the ferry.

The difference in the density of water masses is known to determine the dynamics of the baroclinic
system. Similar to Gräwe et al. [11], in Figures 10 and 11, we give temperature and salinity anomalies
for the three ferry lines. Apparently, both density constituents (for salinity, see Figure 10; and, for
temperature, see Figure 11) play a significant role in the formation of the density gradient (Figure 12).
This comparison allows us to evaluate the potential source of error in the model. Anomalies were
calculated separately for each ferry section, eliminating seasonal differences. However, comparing
only the anomalies in the model does not inform us about absolute values. The statistics for this
comparison are shown in Table 3 and Figures 9 and 13 for absolute values and anomalies.

(a) (b) (c)

Figure 10. Salinity anomalies from the three ferry lines and corresponding model results.
The observational data are on the left and the corresponding model results are on the right of each
panel. Ferries: (a) Cuxhaven–Helgoland; (b) Büsum–Helgoland; and (c) Cuxhaven–Immingham.

(a) (b) (c)

Figure 11. Temperature anomalies from the three ferry lines and corresponding model results.
The observational data are on the left and the corresponding model results are on the right of each
panel. Ferries: (a) Cuxhaven–Helgoland; (b) Büsum–Helgoland; and (c) Cuxhaven–Immingham.
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(a) (b) (c)

Figure 12. Density anomalies from the three ferry lines and corresponding model results.
The observational data are on the left and the corresponding model results are on the right of each
panel. Ferries: (a) Cuxhaven–Helgoland; (b) Büsum–Helgoland; and (c) Cuxhaven–Immingham.

(a) (b) (c)

Figure 13. Distribution of salinity in measurements from the three ferry lines (blue) and the model
(green). Ferries: (a) Cuxhaven–Helgoland; (b) Büsum–Helgoland; and (c) Cuxhaven–Immingham.

Table 3. Comparison of salinity (S), temperature (T), and density (ρ) between FerryBox and FESOM-C.
RMSE, Root Mean Square Error of anomalies. The numbers in brackets are based on absolute values.

FerryBox (Operation Area) Number of Measurements Number of Transects S, RMSE T, RMSE ρ, RMSE

Cuxhaven–Helgoland ≈234,000 583 1.7 (2.2) 0.8 (2.7) 1.3 (1.8)
Büsum–Helgoland ≈502,000 1171 2.3 (3.8) 0.7 (2.9) 1.7 (2.5)
Cuxhaven–Immingham ≈1,552,000 350 0.9 (1.0) 0.6 (1.2) 0.7 (0.7)

Basic statistics for the available data and comparison with the model are shown in Table 3.
The total number of measured points from over 2000 ferry transects is more than 2,000,000. Data
from the CI and BH ferry lines cover the whole modeled period of 2010–2015; the gaps (the white
area in the figures) are seasonal, reflecting winter (BH) or summer (CH). The CI ferry line has fewer
gaps for 2010–2012. The second part of the simulated period is not covered by data from the CI
ferry except for some data from the end of 2014. The CI ferry line traces a much longer transect
compared to the other two and mostly represents water masses with a high salinity of more than 34
PSU (see Figure 13, blue bars). The BH and CH ferry lines mostly sail near the fresh water influence
area of the river Elbe, where salinity varies 10–35 PSU for CH and 20–35 PSU for BH. The RMS error of
anomalies is smaller in general than the corresponding RMSE of absolute values shown in brackets.
Gräw and colleagues [11] compared results of the well-established GETM model with BH ferry data
for the 2009–2011 period. The horizontal resolution of the GETM grid presented by Gräwe et al. [11] is
200 m, that is, five times finer than the present setup. Gräwe et al. [11] reported RMSEs for salinity of
1.15 PSU, 0.64 ◦C for temperature, and 1.32 kg/m3 for density. Haller and colleagues [33] compared the
results of two three-dimensional hydrodynamic models, BSHcmod and AMM7, with the CI ferry line
the years 2009–2012. BSHcmod v4 is a three-dimensional operational model with a two-way nesting
approach and a finest resolution of 900 m. AMM7 is a one-way nesting, operational model based on
the NEMO model that includes assimilation of in-situ observations at a 7-km horizontal resolution.
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Haller et al. [33] calculated salinity RMSEs of 0.68 and 1.1 PSU and temperature RMSEs of 0.68 and
0.44 ◦C for the BSHcmod v4 and AMM7 models, respectively.

The results of FESOM-C are within common statistics and clearly show better agreement in the
open sea. However, comparison with the BH ferry data indicates a problematic area.

The anomalies of temperature, salinity, and density are shown in Figures 10–12, respectively,
for the three ferry lines CH, BH and CI. The seasonal cycle is easily visible in the shift in positive
and negative temperature anomalies from summer to winter. Such a shift (both in time and position)
is reproduced well by the FESOM-C model on a small spatial scale of about 60 km (Figure 11b) as
well as on longer spatial scales of 300 km (Figure 11c). Some of the small features, such as surface
warming at 8◦ E during the autumn of 2014 (see Figure 11c), are also captured reasonably well by the
model. The RMS difference for the CI ferry line is close to the comparison made with data from the
ICES database (Figure 4). The difference between the mean observed and the modeled temperature
varied from 0.4 to 0.8 ◦C and increased with rising temperatures. The temperature difference increases
significantly towards the coast in shallow waters. Several possible reasons for this mismatch are worth
mentioning; although their importance is known, the current setup still does not implement them. The
depth to which short-wave solar radiation penetrates varies significantly in this region and depends
heavily on suspended matter. There is a well-known steep gradient in suspended matter along this
region’s coast. The lack of feedback with the atmospheric model used at the upper-boundary ocean
model is an issue too, since the atmospheric model assumes surface-water temperatures different from
those simulated by FESOM-C. That leads, in turn, to incorrect long-wave radiation ([58]). Inaccuracy
in sea-bed albedo, together with wave effects, might also modify surface heat flux. These shortcomings
of boundary condition formulation for tracer equations will be taken into account in the next version
of the model.

Unlike temperature, salinity, and density do not show a pronounced seasonal cycle. However,
salinity exhibits steep, more pronounced offshore gradients. The model reproduces salinity and density
anomalies reasonably well, as it does with temperature. Most of the differences appear in shallow areas
with maximum lateral gradients. Variability in salinity is generally close to what is observed, except
for one area near Helgoland (the western port of the CH and BH ferries; see Figure 9a,b). Here, the
model’s standard deviation is about two times smaller than observations while mean salinity is close
to observations. The temporal dynamics are captured reasonably well by the model at the Helgoland
station (see the salinity time-series in Figure 7a). Simulated mean salinity starts to deviate significantly
from observation towards the coast in the area north of the mouth of the Elbe River (the BH ferry line).
The model reproduces observed salinity dynamics west of the Elbe (the CH ferry line) well.

Several factors may explain the model’s deviation in the area of the BH ferry line. The tidal wave
propagates from west to east up to the Elbe River and then northward along the coast. The tidal dynamics
near Cuxhaven (the eastern port of the CH ferry) is reproduced well by the model. However, north of the
Elbe River, the model shows a significantly lower amplitude for the M2 tidal wave (see Figure 2, Station
12). Stations 14 and 15 in the same figure, lying further north, do not show such a significant deviation.
Areas of wetting and drying play a significant role in this region’s dynamics. A significant near-coastal
area falls dry during low tide. Errors in the model’s bathymetry—the area north of the Elbe River is
deeper—and coarse resolution in the wetting-and-drying areas, together with uncertainties in bottom
drag, lead to higher Elbe-water transport along the coast. However, most likely, it should rather propagate
in a north-westerly direction, towards Helgoland. A sensitivity study with higher resolution near the
coast and a more accurate representation of the bathymetry improved both barotropic and baroclinic
model dynamics in this area. The results of these studies are partly presented in Section 4.
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3.7. Vertical Structure, Gliders

For the 2010–2014 period, the Operational Systems department of the Institute of Coastal Research
Helmholtz-Zentrum Geesthacht performed several surveys, with two gliders called “Sebastian” and
“Amadeus”, in the area of Helgoland and towards the open sea. Data from these surveys (which cover an
area not reflected in the FerryBox data; see Section 3.6) are available in the COSYNA database. With high
vertical and special resolutions, these data offer a unique opportunity to validate the model. Modeled
salinity and temperature are compared with glider data in Figures 14 and 15, respectively, in which
bathymetry with glider path is shown at right, model data at top left, and glider data at bottom left of the
panels showing the two surveys. Time of measurement is shown on the map by color, from red (beginning
of survey) to yellow (end of the survey); this corresponds to the time axis on the plots. Every glider
measurement is shown by a colored circle. The model output was interpolated to match the glider data in
time and space by the “nearest neighbor” method. For every glider data point, one profile corresponding to
the time of measurement is extracted from the model output, to exclude duplicating profiles. The “nearest
neighbor” method introduces some inaccuracy and moreover allows only point-by-point comparison
between the model and observations. The measured data points total about 60,000 (winter transect) and
26,000 (summer transect), vastly fewer than the FerryBox data, but are distributed in 3D space and so
require three-dimensional interpolation. 3D linear interpolation of the model results on an unstructured
mesh, as was done for the 2D FerryBox data, was dispensed with as time and memory consuming.
Furthermore, the 3D model output that formed the basis for comparison was saved at 1.5-h intervals.
The time resolution of the glider data is about 1 min, so the horizontal resolution of the observed data
is thus significantly higher than in the model. The 1.5-h time resolution of the model output introduces
an additional discrepancy as against observation due to tidal phase shifts. The water masses may have
shifted about 5 km horizontally, given a current of 1 m/s. These uncertainties in data comparison should
be taken into account during future analysis. However, the resulting figures are nevertheless useful to
point out the advantages and disadvantages of the model.

The results of two glider transects from the winter of 2011 and the summer of 2013 are shown in
Figure 14 (salinity) and Figure 15 (temperature). The 2011 winter glider path was from near Helgoland
(9 February 2011) northwest for about 60 km and back (22 February, 2011). Quality checked salinity
data are available only for the second part of the transect, starting on 15 February, 2011. Both the
temperature and the salinity figures show a well-mixed water column in observations and model
results. Shortly before and during the winter transect, winds were strong as compared to the summer
transect. Mean wind speed was about 8 m/s (and up to 16 m/s) with mean air temperatures around
0 ◦C near Helgoland. This explains the mixed water column and slight overcooling at the surface in
the model. Horizontal temperature (lower temperature near Helgoland) and salinity (increase salinity
towards the open sea) gradients are reproduced reasonably well by the model. Observations show
wavy variability in both the temperature and salinity profiles, with a period similar to the M2 tidal
wave, which is probably the effect of a tidal dynamic. The model captures a similar dynamic well.
Unlike the winter situation, the summer transect (see Figures 14b and 15b) shows strong vertical
stratification in the temperature fields. Mean wind speed on the summer transect was 5.5 m/s (and up
to 12 m/s), mean air temperature about 18 ◦C, and short-wave solar radiation was about four times
higher than in winter, determining the extant strong thermocline. While the model shows similar
sea-surface and near-bottom temperature dynamics, it does not capture the sharp vertical gradient.
The simulated temperature and salinity profiles are smoother than the observed ones. The model
does not resolve surface freshwater plumes near Helgoland. Vertical gradients in modeled salinity
profiles are much less pronounced, and smoothed, compared to the vertical temperature structure.
The current setup has 21 sigma layers, which may not be enough to capture steep vertical gradients.
A sensitivity test with more layers shows some improvements in model results. Improvements in
vertical turbulence schemes are also required.
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(a)

(b)

Figure 14. Comparison of model salinity with observed data from gliders: (a) February 2011;
(b) August 2013. Colored circles on bathymetry maps (right) show glider paths; color indicates
position times from red (beginning of the survey) to yellow (end of the survey). The filled contours at
upper left are model results (21 sigma levels, 2010–2014 run). The scatter data at bottom left are from
gliders (COSYNA database ([51])). The glider data time resolution is about 1 min, or 20 m horizontal
resolution. The spatial resolution of the model is between 1 and 4 km.

(a)

Figure 15. Cont.
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(b)

Figure 15. Comparison of model temperature with observed data from gliders: (a) February 2011;
(b) August 2013. Colored circles on the bathymetry maps (at right) show glider paths; colors indicate
position times from red (beginning of the survey) to yellow (end of the survey). The filled contours at
upper left are model results (21 sigma levels, 2010–2014 run). The scatter data at bottom left are from
gliders (COSYNA database [51]). The glider data time resolution is about 1 min, or 20 m horizontal
resolution. The spatial resolution of the model is between 1 and 4 km.

4. Discussion, Mesh Resolution

Comparing the model results with observations, we find the largest discrepancy in shallow areas
near the coast, especially in wetting-and-drying areas. Previous work, as well as sensitivity studies
with the current model, have shown that refining the horizontal resolution of the mesh significantly
improves model results. At the same time, it is not always obvious what horizontal resolution different
regions require. To find the optimal resolution, we performed several sensitivity simulations.

Solution Convergence on Different Meshes

One of the important stages during preparation is selecting the optimal mesh resolution for the
modeled region. We understand optimal mesh resolution as a compromise between computational
efficiency and the quality of the simulated dynamics. A preliminary calculation on the sequence of
meshes allows us to estimate the convergence of numerical solutions. We constructed three different
meshes for our experiments. All were generated by the Gmsh mesh generator ([39]). The first
one (m8) has a spatial resolution of between 4 and 1 km and 43,318 vertices. The resolution of
the second mesh (m5) varies from 2.2 to 550 m and has 134,858 vertices. The third mesh (m3) has
minimum and maximum cell sizes of 250 m and 1.6 km, respectively, and 235,283 vertices. All meshes
have 21 non-uniform sigma layers in the vertical direction (refined near the surface and bottom).
The wetting/drying option was turned on. To test the code’s sensitivity to the mesh resolution,
we computed barotropic, tidally driven circulation in the SeNS for two atmospheric scenarios: one
without a strong wind effect for the full tidal period (“weak wind”), and the other with a “strong wind”
component. Discrete sea-surface height (SSH) values and two components of velocity (u, v) were
accumulated in the mesh vertices, and then these values were linearly interpolated onto the vertices of
the coarse mesh (m8). Next, we determined the values of the different δζ, δu, and δv among solutions
on the meshes. We performed the comparison for the full M2 tidal cycle, as shown in Figure 16, which
presents the histograms of the differences.

For the solutions on the m8 and m5 meshes for the elevation values (the tidal wave maximum
exceeds 3.5 m), only 30.6% of the points agree within a range of ±1 cm for the “strong wind”
experiment; 31.7% agree in the “weak wind” scenario (Figure 16(top)a,b). For the ±2 cm interval,
the proportion of points with the same solution more than doubles, while exceeding 67% for both
scenarios. A similar situation occurs when we compare horizontal velocity components on these
two meshes (Figure 16(bottom)a,b). In the range of ±1 cm/s, the number of identical points for the
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u-component is approximately 43% in both scenarios but slightly exceeds 48% for the v-component
(the maximum horizontal velocity is about 280 cm/s). For a ±2 cm/s interval, the number of identical
solutions is about 80% for both velocity components.

Comparing the more detailed m5 and m3 meshes, we see a significant improvement in convergence
of the results, with the exception of the sea-surface height comparison in a “weak wind” scenario
(Figure 16(top)c,d). Here, the number of points falling within the ±1 cm limit is only 27.9%; in a “strong
wind” experiment, the number of such matches is almost twice as large (55.6%). Increasing the match
interval up to ±2 cm, the number of matches increases significantly, to 73.3% for a “weak wind” and 85.1%
for a “strong wind” scenario. A significant improvement in convergence of the results is also apparent in
the horizontal velocity field (Figure 16(bottom)c,d). Thus, in the range of ±1 cm/s, the number of matches
in the “weak wind” experiment is 55% for the transverse velocity component and 62% for the longitudinal
velocity component. In the “strong wind” case, the convergence of results is greatly improved, exceeding
70% for both components of the velocity vector. In the range of ±2 cm/s, the convergence of solutions
tops 90% for the velocity components of the two experiments.

As is apparent from the foregoing results (see Figure 16), the experimental “strong wind” simulations
negate the poor spatial resolution somewhat, especially in the shallow-water zone where mesh resolution
errors are highest. Either onshore winds increase the thickness of the water, or offshore winds drain the
shallow-water zones faster; the result is smoother errors on meshes of different resolutions.

Figure 16. Histograms of the difference between solutions at different mesh resolutions: (top) sea-surface
elevation; (bottom left) the u-component of velocity; and (bottom right) the v-component of velocity.
(a) Meshes m8 and m5 (“weak wind”); (b) Meshes m8 and m5 (“strong wind”); (c) Meshes m5 and m3
(“weak wind”); and (d) Meshes m5 and m3 (“strong wind”).
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As can be seen from the results of the spatial comparison (Figure 17), the maximum difference
falls in zones of drying and of minimum depth. In detailing the coastal zone, the wetting-and-drying
processes differ, to an extent, from the solution on coarser meshes. The difference between the solutions
on the coarse and middle-resolution meshes in the “weak wind” case reveals a certain difference in
the solutions for the deep-water part of the region precisely in the amphidromic zone of the M2 wave
(Figure 17a). The difference never exceeds 0.2 cm, meaning there is a slight shift of the amphidromic
point for the solutions on the two meshes. The solutions on the intermediate and on the most detailed
meshes do not show this difference in the amphidromic zone (Figure 17b).

A different situation arises in the “strong wind” scenario: Two zones of maximum difference
appear in a deep-water part of the SeNS. Their locations stem from the region’s bathymetric features,
namely a small underwater sill. At the same time, a coarse-mesh solution produces somewhat
underestimated results in elevation at localized areas not exceeding 0.25 cm (Figure 17c). There is
practically no difference between the solutions on the intermediate and the most detailed meshes (see
Figure 17d). This analysis shows that, for model simulations, the m5 mesh will yield solutions of
optimal quality but also that a coarser mesh (m8) solution will not introduce significant errors in the
model results.

Figure 17. The spatial difference for SSH between solutions on different meshes with different
atmospheric scenarios: (a) at δζm8 − δζm5; (b) at δζm5 − δζm3 in “weak wind”; (c) at δζm8 − δζm5;
and (d) at δζm5 − δζm3 in “strong wind”. Red ellipses denote zones of maximum differences in the
deep-sea part of the North Sea.

5. Conclusions

The first fully realistic, three-dimensional, multi-year baroclinic hindcast simulations were
performed with the newly developed FESOM-C model and were comprehensively validated in
the area of the southeastern North Sea. The FESOM-C model, developed mainly for the coastal region,
employs mixed unstructured-mesh methods ([25,27]) and a finite-volume discretization. FESOM-C is
a fully resolved three-dimensional model based on primitive equations for momentum, continuity,
and density constituents ([25]). Well-developed modules for the open boundary, the upper boundary
(interaction with the atmosphere), rivers, output, and postprocessing allow this model to be used
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for realistic simulations. The present work uses hybrid meshes that combine quadrilaterals and a
small number of triangles. Such meshes support zooming-in to an area of interest (in this case, for
study of the Wadden Sea and its estuaries) even as mesh resolution towards the open sea coarsens
significantly. This variable horizontal resolution enables a more efficient use of computational resources
while refinement in shallow areas resolves important small-scale process (such as wetting and drying,
sub-mesoscale eddies, and the dynamics of steep coastal fronts). Using meshes composed mostly of
quadrilateral cells allows a significant increase in calculation rates. Proper representation of physical
processes, both near shore and in the open sea, makes it possible for the model to represent their
dynamics.

Overall, our validation shows that the FESOM-C model reproduces the physical dynamics of the
southeastern North Sea reasonably well.

The FESOM-C model reproduces the tidal dynamics, one of the most important dynamic
components of the area in question, well (on tidal dynamics, see Section 3.1). It captures the amplitudes
and phases of the main tidal harmonics well compared to other solutions, and modeled sea surface
height for the years 2010–2015 agrees well with observations. The model also reproduces mean
and seasonal horizontal and temporal distributions of temperature and salinity reasonably well (see
Sections 3.4 and 3.5). An analysis of temperature, salinity, and density readings from three FerryBoxes
shows that the model can reproduce the water mass characteristics of the open sea very well, with
somewhat large (but explicable) inaccuracies in the coastal zones.

An analysis of a comparison between glider data and simulated three-dimensional temperature
and salinity yields estimates that allow us to evaluate the model’s skill at modeling the southeastern
North Sea. The vertical temperature and salinity distribution indicates that the vertical turbulence
scheme needs improvement.

New developments in model output and postprocessing methods allow model results to be
validated against observations on unstructured mixed meshes. Detailed validation includes various
observational datasets from different autonomous instruments, such as FerryBoxes, gliders, and buoys,
which are spread across time and space. The present work uses data with much higher local spatial and
temporal resolutions (up to several seconds and meters) than most models, illustrating high natural
variability in the coastal area.

The fact that horizontal salinity and temperature gradients as well as frontal dynamics are so
well captured demonstrates that the cell-vertex (finite volumes) discretization method, used here with
hybrid meshes, is capable of realistic application in this region, where the dynamics of steep gradients
are a crucial and quite often difficult modeling issue. The present work should allay skepticism about
unstructured-mesh coastal models as being “too dissipative” in character. In fact, they are on par
with the more traditional models formulated on structured rectangular grids. The combination of
coarse resolution towards the open boundary with a sharper focus on the coastal area of the Wadden
Sea region offers a unique opportunity to simulate a region of interest at relatively high resolution
with significantly reduced computational cost. The final computation was performed with only 24
CPUs using OpenMP parallelization. Such resources nowadays are comparable to state-of-the-art
laptops and smartphones and make simulations of complicated 3D realistic cases possible without
operational difficulties and expensive supercomputers. The relatively small (in terms of horizontal size
and resolution) mesh used in the current setup could be extended to a larger area without significant
impediments. Increasing mesh resolution by a factor of 4 leads to the number of nodes increased by
a factor of 16 for a regular rectangular grid. This changes depending on the shape of the calculated
domain. There is no difference between the structured and unstructured meshes in the case of the
open ocean. In the proposed work, similar increase in the resolution from robust mesh (m8) to fine
mesh (m3) leads to an increase in the number of nodes by a factor of 5.5. The scalability of the FESOM2
model was recently studied by Koldunov et al. [59]. In [59], the authors demonstrated that the FESOM2
model is competitive tools for a high-resolution climate modeling. In turn, FESOM-C uses the mixed
(predominantly quadrilateral) meshes. Approach based on mixed meshes improves total performance
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and accuracy of the model in contrast to triangular meshes [27], for quadrilateral cells involving
fewer edges than triangular cells. Newly developed methods for postprocessing on unstructured
meshes with a rapidly growing community significantly improved the overall performance of such
modeling, from preparing the setup through to final plotting. Without the problems related to one- or
two-way nesting and with significantly reduced problems at the open boundary (because the meshes
are compatible with global models), FESOM-C has become a realistic substitute for existing models
when it comes to simulating on regional scales, from particular events to climate simulations.

6. Code Availability

The version of FESOM-C v.2 used to carry out the simulations reported here can be accessed from
https://doi.org/10.5281/zenodo.2085177. The datasets needed for running this setup are available
from the corresponding author upon a reasonable request.
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Abstract: Salinity management is a subject of particular interest in estuarine environments because of
the underlying biological significance of salinity and its variations in time and space. The foremost
step in such management practices is understanding the spatial and temporal variations of salinity
and the principal drivers of these variations. This has traditionally been achieved with the assistance
of empirical or process-based models, but these can be computationally expensive for complex
environmental systems. Model emulation based on data-driven methods offers a viable alternative to
traditional modeling in terms of computational efficiency and improving accuracy by recognizing
patterns and processes that are overlooked or underrepresented (or overrepresented) by traditional
models. This paper presents a case study of emulating a process-based boundary salinity generator via
deep learning for the Sacramento–San Joaquin Delta (Delta), an estuarine environment with significant
economic, ecological, and social value on the Pacific coast of northern California, United States.
Specifically, the study proposes a range of neural network models: (a) multilayer perceptron, (b) long
short-term memory network, and (c) convolutional neural network-based models in estimating the
downstream boundary salinity of the Delta on a daily time-step. These neural network models
are trained and validated using half of the dataset from water year 1991 to 2002. They are then
evaluated for performance in the remaining record period from water year 2003 to 2014 against the
process-based boundary salinity generation model across different ranges of salinity in different
types of water years. The results indicate that deep learning neural networks provide competitive
or superior results compared with the process-based model, particularly when the output of the
latter are incorporated as an input to the former. The improvements are generally more noticeable
during extreme (i.e., wet, dry, and critical) years rather than in near-normal (i.e., above-normal and
below-normal) years and during low and medium ranges of salinity rather than high range salinity.
Overall, this study indicates that deep learning approaches have the potential to supplement the
current practices in estimating salinity at the downstream boundary and other locations across the
Delta, and thus guide real-time operations and long-term planning activities in the Delta.

Keywords: salinity; deep learning; martinez boundary salinity generator; Sacramento–San Joaquin Delta

1. Introduction

Salinity has been long recognized as a critical environmental variable in estuaries which
are transition zones between upstream freshwater environments and downstream saline marine
environments [1]. The spatial and temporal variation pattern of salinity in estuaries plays a dominant
role in the health of estuarine habitats and biota [2–7]. This pattern is typically influenced by drivers
including upstream freshwater inflow, downstream tidal forces, as well as local water diversions,
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precipitation, evaporation, and wind in the estuaries, among others. Understanding the variation
pattern of salinity is the foremost step in predicting its future behavior and thus guiding salinity
management in estuaries [8–12]. This is particularly the case for estuarine environments with paramount
economic, ecological, and social significance including the Sacramento–San Joaquin Delta in California,
United States.

As the fifth largest economy in the world, the state of California accommodates a population of
nearly 40 million and is one of the most productive agricultural areas globally [13]. Reliable water
supply is indispensable to support such a large population and sustain such a robust economy.
However, the spatial and temporal distribution of precipitation, the largest water supply source for the
state, largely mismatches water demands. Most of the state’s population and farmlands (and thus
water demand) is in the southern half, while most of the precipitation falls in the northern mountain
ranges in the state. In addition, a majority of precipitation occurs in the wet winter season while the
highest water demand is normally in the dry summer and fall. To balance the mismatch, a complex
water storage and transfer system has been built in the state to redistribute water across different spatial
and temporal scales. The most critical components of the system are the State Water Project (SWP)
and the Central Valley Project (CVP) which are operated by the state and the federal governments,
respectively. SWP and CVP infrastructure consist of tens of dams and reservoirs, pumping plants,
hydro-power generation plants, and over 1000 km of aqueducts, tunnels, canals, and pipelines [14,15].

The hub of this statewide water redistribution system is the Sacramento–San Joaquin Delta
(Delta, California, CA, USA). Physically, the delta is a patchwork of islands surrounded by about
1100 km of waterways (Figure 1). It receives freshwater from the largest two rivers in the state,
namely Sacramento River on the north and San Joaquin River and its tributaries on the south-east.
Freshwater inflows are either diverted to water users within and outside of the delta or serve to repel
seawater intrusion from its downstream boundary at Martinez (Figure 1). Ecologically, the delta is a
globally important biodiversity hot spot with the highest priority of conservation [16]. It provides
habitats that support about 750 species of plants and animals including some near extinction [17].
Socioeconomically, the delta provides water to about two thirds of the state’s population and over
15,000 km2 of farmlands via SWP and CVP deliveries. Millions of people use the delta for recreation
and transportation [18]. These physical, ecological, and socioeconomic features of the delta drive SWP
and CVP operations with the coequal goals of a reliable water supply and an ecologically sustainable
delta ecosystem [19]. The SWP and CVP pump water from southern delta (Figure 1) and transfer
the water to municipal and agricultural users in the state. The pumping time and rates are dictated
by state and federal regulatory requirements to ensure that: (1) flow and water quality standards
at various locations in the delta are complied with, and that (2) additional regulations to protect
endangered species are followed [20,21]. One critical water quality standard is that the salinity level,
typically reported in units of electrical conductivity (EC) as microSiemens/cm (μs/cm), at compliance
locations cannot exceed preset threshold values during certain periods in a certain type (e.g., wet, dry,
critical) of water year. Traditionally empirical and process-based models have been used to simulate
salinity variations at these locations to guide real-time delta operations (e.g., SWP and CVP operations)
and long-term planning studies (e.g., structural changes to the delta) to ensure salinity compliance.

One of the earliest models developed for this purpose is the conceptual–empirical salinity gradient
model (i.e., G-model) of [22]. The model derives salinity from antecedent delta outflow based on
the assumption that there is a non-linear relationship between these variables. Hutton et al. [11]
extended the G-model to simulate the low salinity zone in the delta defined as the position of
a predetermined salinity isohaline. Numerical process-based models have also been developed
to simulate the spatial and temporal variation of salinity in the delta. These models include,
to name a few, but are not limited to, the one-dimensional Delta Simulation Model II (DSM2) [23],
two-dimensional RMA10 [24] and TRIM2D [25], and three-dimensional SCHISM [26,27], UnTrim [28,29],
and SUNTANS [30,31]. Although physically more rigorous and being able to provide higher spatial
resolution on flow and salinity distribution than one-dimensional models, multi-dimensional models
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are computationally expensive. For studies with long data temporal sequences and multiple scenarios
involved, simpler one-dimensional models are still favored. This is the case for DSM2 which is widely
applied in contemporary applications in the delta [32]. The DSM2 domain covers the entire delta with
Martinez as its downstream boundary. For operational planning and forecasting studies, DSM2 relies
on the Martinez Boundary Salinity Generator (MBSG) [33] to produce downstream salinity boundary
conditions for DSM2 simulations.
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Figure 1. Location map showing the San Francisco Bay and Sacramento–San Joaquin Delta (Bay-Delta)
Estuary and the study location Martinez along with several other key water quality stations including
the Golden Gate, Collinsville, Emmaton, and Jersey Point. The dash line highlights the modeling
domain of the Delta Simulation Model II (DSM2). The insert map illustrates the location of the Bay-Delta
in California.

In addition to empirical and process-based models, data-driven models including Artificial Neural
Networks (ANNs) have also been explored in deriving salinity in the delta area [34–39]. An ANN
employs a mathematical network structure to implicitly identify the relationships between one or more
inputs (e.g., usually measured variables such as stage or flow) and outputs (e.g., salinity at selected
locations) datasets. The basic processing units in the network are called neurons. These neurons are
arranged in layers and are connected to other neurons in adjacent layers. Multilayer perceptrons (MLPs)
are probably the most popular ANN models applied in the field of water resources engineering [40].
The above-mentioned ANN studies generally use MLP-based models in estimating salinity in the
Delta. An MLP is a feedforward ANN typically consisting of two visible layers on both ends of the
network (i.e., input and output layers) and one or more hidden layers in the middle. A neuron in
a specific layer takes inputs from neurons in the previous layer and outputs a linear or non-linear
transformation of the combined input information to neurons in the next layer. The connections
between neurons are represented by linear weights. These weights are determined in the training
process by minimizing the difference (i.e., error signal) between network predictions of the variable
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of interest (e.g., salinity) and the corresponding observations. The most common training method is
gradient descent, which propagates the difference backward into the network and updates the weights
according to the chain rule [41].

Despite their popularity, MLPs do not treat the sequential ordering of input time series as a
feature during training. For non-linear systems where short- or long-term temporal dependencies exist
between output and input (e.g., salinity at the current time relates to antecedent flows), MLPs may
not be the most viable choice [42]. Recurrent Neural Networks (RNNs), a different category of ANN,
are designed to overcome this drawback of MLPs [43]. RNNs process input in its temporal order.
The output of hidden layer neurons at each time step is recurrently fed as an additional input to
the next time step. This feature grants RNNs the advantage of better understanding the temporal
dynamics between input and output variables. In spite of this advantage, standard RNN models are
shown to have difficulties in capturing long-term dependencies [44]. This is mainly caused by two
problems encountered during the training process: vanishing gradient (network weights approach
zero) and exploding gradient (network weights become extremely large). These two problems occur
mostly because the error signal can only be back propagated effectively for a few steps [45].

Many variants of RNNs have been proposed to avoid the vanishing and exploding gradient
problems. The most well-known and successful variant is the long short-term memory (LSTM)
network [45]. LSTM introduces the concept of gates, which are essentially neurons with learnable
weights. The gates inform the network on what information to discard, what to retain, and for how
long. This gate configuration helps the network preserve essential information over a long time and
avoid rapid error signal decay. LSTM networks have only been applied recently in the field of water
resources in terms of modeling rainfall-runoff process [46–49], groundwater table [50,51], water level in
channels [52], water quality [53,54], and reservoir operations [55]. Given the long-term dependencies
between salinity and flow/stage, LSTM should also be suitable for salinity simulation given flow and
stage inputs.

Convolutional neural network (CNN) is another category of ANNs. A CNN consists of a sequence
of layers that shrink in length from the input layer to the output layer. The shrinking aims to condense
information learnt from previous layers to more abstract concepts in deep layers [42]. CNN is a leading
network architecture in deep learning techniques and has had extremely successful applications in
image pattern recognition and classification [56–59]. It has only recently received significant attention
in water-related time series modeling in terms of ground water level prediction [60], precipitation
estimation [61,62], and flood forecasting [63,64].

To our knowledge, few studies have explored the applicability of state-of-the-art deep learning
techniques (e.g., LSTM, CNN) in salinity estimation for deltaic and/or estuarine environments, not
to mention in the Sacramento–San Joaquin Delta specifically. This study explores the capacity of
these techniques by presenting a case study of emulating the Martinez Boundary Salinity Generator
in estimating the downstream salinity boundary (i.e., Martinez salinity) for the delta via LSTM- and
CNN-based models. The salinity generator itself is applied as the benchmark model. A number of
MLP-based neural network models are also proposed for comparison purpose. The rest of the paper is
organized as follows: Section 2 describes the study area, the available dataset, the Martinez Salinity
Boundary Generator, the proposed neural network models, and the evaluation metrics; Section 3
presents the results and findings; Section 4 discusses data stationarity, study limitations, implications,
and future work; the last section concludes the paper.
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2. Materials and Methods

2.1. Study Location and Dataset

The Sacramento–San Joaquin Delta (Delta) is the hub of California’s vast water supply system with
critical urban, agricultural, environmental, industrial, and recreational importance. The Delta is an
estuary at the confluence of the largest two river systems in California, the rain-dominated Sacramento
River in the north and snow-dominated San Joaquin River in the south (Figure 1). These two rivers and
their tributaries contribute freshwater to the Delta. Freshwater is the main source for Delta diversions
(including SWP and CVP exports) and Delta consumptive use. It is also used to repel the intrusion
of seawater which enters the San Francisco Bay and San Pablo Bay via the Golden Gate (Station 1 in
Figure 1). The downstream boundary of the Delta, Martinez (Station 2 in Figure 1), is connected to the
San Pablo Bay via the Carquinez Strait. Martinez is under strong influence of salty tides from the San
Pablo Bay. Salinity at Martinez serves as the salinity boundary for the Delta.

SWP and CVP pump water from south Delta for export to serve over 25 million people (about two
thirds of the state’s population) and 15,000 km2 farmland in California. Water quality standards have
been developed to ensure that the water at the intakes of SWP and CVP is appropriate for drinking water,
agricultural, and other purposes [20,21]. In California, five types of water years are defined to facilitate
water resources management. They are wet (W), above-normal (AN), below-normal (BN), dry (D),
and critical (C) years and are defined according to the overall wetness of a specific year [20]. The water
quality standards vary across different water year types. Salinity is being monitored at a range of key
compliance stations including Collinsville, Emmaton, and Jersery Point (Stations 3, 4, and 5 in Figure 1)
to ensure compliance with these water quality standards. For instance, in below-normal years, the
salinity (represented by electrical conductivity (EC)) at Jersey Point should remain below 450 μs/cm
from 1 April to 20 June and below 740 μs/cm from 21 June to 15 August. Table A1 in the Appendix A
provides a more detailed list of such standards at Jersey Point and Emmaton. Martinez salinity is the
major salinity source for these compliance stations. To have a clear understanding on the salinity at
these locations and thus the overall compliance status in the Delta, it is imperative to have a rigorous
estimate on Martinez salinity. This is particularly true in planning studies (e.g., different operation
options or different structural change scenarios in the Delta) where no field measurements of salinity
at the interior locations would be available.

This study utilizes the same dataset as applied in the [65] study. The dataset includes a 24 year
period (water year 1991–2014) of daily observed water stage (average, minimum, and maximum)
at Martinez, Martinez salinity (hereinafter “reference salinity”) and the net Delta outflow (NDO)
calculated based on observed or modeled inflows and water uses in the Delta [66]. The salinity exhibits
a strong seasonality with the lowest value in early spring (Figure 2). It increases gradually till peaking
typically near the end of fall. In the winter, when upstream reservoirs in the Sacramento and San
Joaquin River system increase releases to reserve storage to manage wet season floods, the salinity at
Martinez starts dropping. The NDO shows a roughly reversed pattern with its peak in the winter and
its minimum in the fall. It is clear that variations in salinity mimic that of the NDO, although in reverse
fashion as expected. There is a negative correlation (with a Pearson correlation coefficient, R = −0.91)
between them on the annual scale. The average stage has a different cyclic pattern throughout the year,
owing to a more complex relationship with both incoming freshwater as well as actual cycles in tidal
elevation. Its correlation with the salinity is much weaker (R = 0.11). The variation patterns of these
three variables are also evident when looking at their daily time series during the entire 24 year period
(Figure A1 in the Appendix A). In this study, the first 12 year period (water year 1991–2002) is used as
the training/validation period for neural network models, while the second 12 year period (water year
2003–2014) is used as the evaluation period.
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Figure 2. Long-term (water year 1991–2014) average daily Martinez water stage (Stage; left y-axis),
net Delta outflow (NDO; right y-axis) and Martinez salinity represented by Electrical Conductivity
(EC; right y-axis).

2.2. Martinez Boundary Salinty Generator

The Martinez Boundary Salinity Generator (MBSG) integrates the conceptual–empirical G-model
of [22] and a linear filter proposed by [33] for planning and forecasting studies involved with DSM2
modeling. The G-model simulates antecedent flow-salinity relationship as follows:

St = (SO − SU) × e−αGk
t + SU (1)

where St is the salinity at time step t; SO and SU represent the downstream ocean and upstream
river salinity, respectively; α and k are a dispersion parameter (with the effect of upstream distance
consolidated) and an empirical shape parameter, respectively; and G is a function representing the
antecedent flow defined as:

dG
dt

=
(Q−G) ×G

β
(2)

where β is an empirical constant and Q is the volumetric flow rate which is net Delta outflow
for Martinez.

The linear filter models tidally varying effects from the ocean based on the assumption that
“tidally-averaged salinity is the result of a uniform, harmonic advection acting on the exponential
salinity profile from G-model” [33]. This study provides the mathematical forms of the filter as well
as the updated salinity estimation equation for simplicity. For detailed explanation on the theory,
implementation, and application of the linear filter in estimating Martinez salinity, the readers are
referred to [33]. Specifically, the change made to the G-model is that a harmonic position reflecting
displacement of the salinity profile, xt, is added to Equation (1):

St = (SO − SU) × e−α̃Gk
t xt + SU (3)

where α̃ is the decay parameter in Equation (1) before distance is bundled into it. xt can be divided into
a centered position (x0) and a harmonic perturbation (x′t): = x0 + x′t . Combining −α̃x0 into a coefficient
β1 and rearranging Equation (3) yield:

ln(
St − SU

SO − SU
) = β1Gk

t + x′tGk
t (4)
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x′t can be written as a convolution filter modeling displacement on lagged Martinez stage:

x′t =
ni∑

i=0

aizt+i0Δt−iΔt (5)

where zt is the tide stage; ai are the filter coefficients; ni represents the length of the convolution
kernel (i.e., number of lagged input values applied); and Δt stands for the spacing between lagged
values; i0 designates an offset of the filter. With Equation (5) incorporated, the governing equation of
MBSG becomes:

ln(
St − SU

SO − SU
) = β1Gk

t + Gk
t

ni∑
i=0

aizt+i0Δt−iΔt (6)

The MBSG was recently recalibrated [65] using an automated parameter optimization software
named Parameter Estimation (PEST) [67]. The recalibration improves model performance when
compared to the original calibration [33], particularly in the high salinity range. This study uses the
PEST calibrated MBSG as the baseline model to benchmark the proposed neural network models.

2.3. Artificial Nerual Networks

Multi-Layer Perceptron (MLP) is the plain form of neural networks. In MLP, each neuron in
each layer is fully connected to all neurons in adjacent layers. An MLP model with one or more
hidden layers is often used to evaluate the baseline performance of deep neural networks without
employing any special architecture. Specialized network architectures have been developed, and the
most popular ones include Recurrent Neural Network (RNN), which is naturally suitable to handle
sequential data, and Convolutional Neural Network (CNN), which captures patterns in a hierarchical
manner. A widely used special form of RNN is Long Short-Term Memory (LSTM), in which neurons
are organized as sequential units each of which “remembers” values over arbitrary time steps, long or
short. One-dimensional convolutional neural network (Conv1D) is a special form of CNN. Conv1D
employs layers of one-dimensional filters to capture hierarchical patterns in series data including
time series. By stacking many convolutional layers, Conv1D can effectively combine local and
overall patterns to learn complex temporal features which are very hard to delineate with pre-defined
mathematical models.

In this study, the output of the prediction task of neural network models is the EC of the current
day. For each model used in this task, different sets of inputs were tested. Candidate input variables
are daily NDO and mean, minimum, and maximum stage in the previous 60 days (including the
current day) as well as the simulated EC by the PEST-calibrated MBSG model at the current day.
The selection of 60 days is empirical. In the Delta, salinity is influenced by antecedent flow in the
preceding several months. However, after about two months, the influence generally becomes very
weak (with an absolute correlation value less than 0.5; Figure A2). We tested shorter and longer periods.
The results were not as ideal as that of the case when 60 day is applied. Daily NDO is a basic indicator
of the hydrologic condition in Delta, and the statistics of stage level observation provide more detailed
information on daily stage dynamics. Three scenarios with different combinations of input variables
were investigated. In Scenario 1, the input variables include daily NDO and average stage. Scenario 2
also employs the two daily series and adds daily minimum and maximum stage to further delineate
daily stage dynamics. In Scenario 3, the input variables include all inputs in Scenario 2 as well as the
simulated EC by the MBSG model.

MLP and LSTM are applied to the three scenarios of input variables. For MLP, the input size is 120
(2 × 60, Scenario 1), 240 (4 × 60, Scenario 2), or 241 (4 × 60 + 1, Scenario 3). For LSTM, the main data
input is expected to be time series with equal length for which the simulated EC at the current day does
not fit. The input size to the neural network is 120 (2 × 60) for Scenario 1 and 240 (4 × 60) for Scenarios 2
and 3. As the simulated EC from the MBSG model is available in Scenario 3, the neural network predicts
the relative difference between the simulated EC and the actual EC, using the simulated EC by the
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MBSG model as an additional input to the last layer of the network. The neural network models used
in Scenarios 1 and 2 predict the absolute level of EC. The special use of the simulated EC is because of
the requirement of LSTM to have aligned series as inputs. In addition to looking at impacts of different
input variables on network model performance, the impacts of different network hyper-parameters are
also investigated. Hyper-parameters of MLP and LSTM configured with Scenario 3 input variables
are fined-tuned to yield a fourth MLP and a fourth LSTM model, respectively. Table 1 lists all models
investigated in this study.

Table 1. Study Models.

Model Name Description

MBSG PEST calibrated MBSG model in the [65] study
MLP1 MLP with NDO and average stage as input
MLP2 MLP with MLP1 inputs plus maximum and minimum stage
MLP3 MLP with MLP2 inputs plus MBSG simulated Martinez salinity
MLP4 MLP with MLP3 inputs and fine-tuned network parameters

LSTM1 LSTM with NDO and average stage as input
LSTM2 LSTM with LSTM 1 inputs plus maximum and minimum stage
LSTM3 LSTM with LSTM 2 inputs plus MBSG simulated Martinez salinity
LSTM4 LSTM with LSTM inputs and fine-tuned network parameters
Hybrid Hybrid MBSG and Conv1D

We also test the feasibility of combining the existing process-based model and deep learning
architectures as a hybrid model. One of the key steps in the MBSG model is to reduce the recent stage
level series to a scalar as an indicator of current hydrodynamic conditions. The existing approach in
the MBSG model is using 15 min stage data in the past 72 h at a 12 h interval, or 7 stage observations
(i.e., ni in Equation (5)) in total to quantify the relationship between short-term stage dynamics and
salinity. Traditionally it is very hard to fully utilize the temporal information in the dense and noisy
15 min series. Although human experts may interpret the 15 min series to some extent, building explicit
rules for model development is prohibitive. As a result, the existing approach in the MBSG model only
samples the 15 min every 12 h to simplify the calculation. Conv1D is particularly capable of learning
very complex patterns from one-dimensional data and the learning process requires minimal human
input. We replaced the existing 12 h sampling approach with a stack of Conv1D layers which take the
original 15 min series as inputs, hoping to discover and employ the patterns in the denser series data
that might be neglected in the past. In this way we have a hybrid model, which includes most of the
physical processes of the MBSG model as well as a deep learning-based pattern recognizer to deal with
the complexity in dense stage observations.

Data from water year 1991 to 1999 are utilized to train the neural network models. To optimize
hyper-parameters and select the optimal network structure of a certain type, data in water years 2000,
2001, and 2002 are used as a validation set which is not directly used in training but in the evaluation
of performance by various combinations of hyper-parameters. Hyper-parameters of MLP include
the number of hidden layers and the number of neurons in each layer. For LSTM, hyper-parameters
include the number of LSTM units/layers, the number of filters in the recurrent units, the dropout rate
between layers, and the dropout rate between time steps. These parameters are specified in Table A2
in the Appendix A. For the Conv1D component in the hybrid model, we tuned the number of Conv1D
layers, the number of filters in each layer, and the dropout rate. We also tuned batch size and initial
learning rate for all types of deep networks. The Adam optimizer was used in all experiments [68].

2.4. Study Metrics

This study employs five metrics which provide complementary information on the performance
of the proposed models in simulating Martinez salinity. They are defined in Table 2 where S represents
salinity, S means average salinity, t indicates a specific time step, n stands for the total number of time
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steps, and sim and re f designate simulated and reference values, respectively. Specifically, these metrics
include the commonly used percent bias and mean absolute error between the reference salinity
and the corresponding model simulations. Percent bias shows whether the model over-estimates or
under-estimates the reference salinity by how much on average sense. Mean absolute error indicates the
average magnitude of model simulation errors. In addition, the study also includes three metrics that
represent the three components of the Taylor Diagram: standard deviation (SD), correlation coefficient
(R), and centered root mean square difference (RMSD). The Taylor Diagram provides a concise summary
of how well different model simulations match the reference field in terms of these three components
in a single diagram [69]. The correlation coefficient measures the strength of the linear relationship
between model simulations and the reference. The standard deviation quantifies the amplitude of their
variations. The centered root mean square difference provides the centered (with mean subtracted)
model error.

Table 2. Study Metrics.

Name Description Formula

Bias Percent bias
∑n

t=1(Ssim,t−Sre f ,t)∑n
t=1 Sre f ,t

× 100

MAE Mean Absolute Error 1
n

n∑
t=1

∣∣∣Ssim,t − Sre f ,t
∣∣∣

SD Standard Deviation
√∑n

t=1(St−S)
n−1

R Correlation Coefficient
∑n

t=1[(Ssim,t−Ssim)×(Sre f ,t−Sre f )]
n×SDsim×SDre f

RMSD Centered Root Mean Square Difference
√∑n

t=1[(Ssim,t−Ssim)−(Sre f ,t−Sre f )]
2

n

Model results are evaluated in three different ways. Firstly, those five metrics (Table 2) are
calculated between model simulated salinity at Martinez and the reference salinity during the entire
evaluation period (watery year 2003–2014) to shed light on the overall performance of these models.
Secondly, model simulations within different salinity ranges (high, medium, and low) during the
entire evaluation period are assessed against the corresponding reference salinity in terms of these five
metrics. In practice, there are different management strategies for different salinity ranges. In general,
managing high salinity (versus low–medium salinity) is more challenging. Finally, those five metrics
are calculated in different water year types to illustrate whether neural network model performance
varies with different categories of water years.

3. Results

The results are grouped into three sub-sections accordingly. The first sub-section presents
the overall results during the entire evaluation period from water year 2003–2014. In the second
sub-section, the entire evaluation period is divided into three sub-periods containing three different
ranges (high, medium, and low) of salinity, respectively. Model performance in simulating different
ranges of salinity is examined. In the last sub-section, the evaluation period is divided into five
sub-periods representing five different water year types, respectively. Model results are evaluated in
each of these five sub-periods.

3.1. Entire Evaluation Period

Standard deviation (SD) of simulated salinity at Martinez along with its correlation (R) with
the reference salinity as well as its centered root mean square difference (RMSD) for each model
are calculated and illustrated in Figure 3. The hybrid MBSG–CNN model slightly outperforms the
process-based MBSG model (Figure 3a). The former has a smaller (by an amount of 5.7%) RMSD and a
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higher (by about 0.4%) R value compared to the latter. The SD values of both models are fairly close
to each other. They are both smaller than their counterpart of the reference salinity, indicating that
salinity simulations of both models have relatively less variation compared to the reference salinity.

μ μ μ

Figure 3. Taylor Diagrams illustrating the correlation (R; the azimuth position), standard deviation
(SD; radial distance from the origin, shown on both vertical and horizontal axes), and centered root
mean square difference (RMSD; radial distance from the reference point A which serves as the origin
for RMSD) between the reference salinity at Martinez and the corresponding salinity simulations
generated via (a) MBSG and hybrid MBSG–CNN models, (b) four MLP models, and (c) four LSTM
models. Reference point A designates the statistics of the reference salinity itself (RMSD = 0; R = 1).
The X-axis shows the values of both SD and RMSE of which the ticks are different.

For MLP models, when only using net Delta outflow (NDO) and average water stage as input
(MLP1; point B in Figure 3b), the resulting salinity simulations have a smaller (by 9.5%) correlation
value and a remarkably larger (by 90%) RMSD compared to MBSG simulations (point B in Figure 3a).
The SD values of both MLP1 and MGSB are comparable to each other, yet both are smaller than that
of the reference salinity. Adding daily maximum and minimum stage as input (MLP2; point C in
Figure 3b) yields simulations with only a slightly higher R value and a marginally smaller RMSD than
that of the MLP1 simulations. The SD of MLP2 differs noticeably (12% smaller) from that of the reference
salinity. When further incorporating MBSG simulations as an additional input feature (MLP3; point D
in Figure 3b), however, the results are improved markedly. The metrics (SD, R, and RMSD) of MLP3
become comparable that of MBSG. Fine-tuning MLP3 hyper-parameters (MLP4; point E in Figure 3b)
leads to salinity simulations with even more satisfactory metrics compared to both MLP3 and MBSG.

Different from MLP1, the LSTM model using NDO and average stage information alone as input
(LSTM1; point B in Figure 3c) yields comparable simulations to that of the MBSG (point B in Figure 3a).
The MBSG model has slightly smaller RMSD and higher R. However, the SD value of LSTM1 is closer to
that of the reference salinity compared to the SD value of MBSG. Adding daily maximum and minimum
stage information as input (LSTM2; point C in Figure 3c) yields simulations with a higher R value and a
lower RMSD than LSTM1. Further including MBSG simulations as input (LSTM3; point D in Figure 3c)
leads to salinity simulations with smaller RMSD, higher R, and better SD (i.e., closer to the reference
SD) than LSTM2 and MBSG simulations. Fine-tuning LSTM3 hyper-parameters (LSTM4; point E in
Figure 3c) results in simulations with even better R and RMSD than that of LSTM3 simulations.

In addition to R, SD, and RMSD, bias, and mean absolute error (MAE) are also calculated for
all models studied. Overall, the process-based MBSG model under-estimates the reference salinity
(bias = −2.4%; Figure 4). Similarly, most neural network models also under-estimate the salinity except
for MLP1 (14.7% bias) and LSTM3 (2.1% bias). In terms of the magnitude, MLP4 and LSTM4 are less
biased than MBSG. The remaining neural network models have comparable but slightly higher bias
than MBSG except for MLP1. MLP1 also has the largest mean absolute error (MAE = 3979 μs/cm).
MLP2 has the second largest MAE value. The MAE values of other models are consistently smaller
than 2000 μs/cm. Compared to MBSG, four neural network models, including MLP4, LSTM3, LMST4,
and the hybrid model, have smaller MAE values.
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μ

Figure 4. Percent bias (Bias; horizontal axis) and mean absolute error (MAE; vertical axis) between
reference and simulated salinity at Martinez via different models during the entire evaluation period.

Looking at five metrics all together, for MLP and LSTM models, incorporating maximum and
minimum stage information generally improves network performance. Adding MBSG simulations as
an additional network input feature leads to further improvement. The improvement is much more
significant for MLP rather than LSTM. Fine-tuning network hyper-parameters is shown to improve the
general performance of both MLP and LSTM models. Put differently, among all MLP (LSTM) models,
MLP4 (LSTM4) has the best performance in general during the entire evaluation period. Among all
nine neural network models, LSTM4 has the smallest RMSD, highest R, and lowest MAE; MLP4 has
the lowest bias; LSTM1 and LSTM3 have the closest SD to that of the reference salinity. MLP4, LSTM3,
and LSTM4 are the only three models which outperform the process-based MBSG model in terms of all
five metrics. In comparison, the hybrid model yields improvement over MBSG in terms of R, RMSD,
and MAE. The bias and SD values of the hybrid model are comparable to that of MBSG.

3.2. Different Salinity Ranges

Martinez salinity varies seasonally, typically with low values in winter/spring and high values
during summer/fall (Figure 2). Salinity management practices vary accordingly, based on the range of
salinity. In addition to looking at model performance in the entire evaluation period, this section further
examines its performance during different salinity ranges. Specifically, three ranges are considered,
including low range (less than 25th percentile of observed Martinez salinity during the evaluation
period; <1.19 × 104 microsiemens per centimeter (μs/cm)), medium range (25th percentile to 75th
percentile), and high range (over 75th percentile; >2.53 × 104 μs/cm). The entire evaluation period is
divided into three sub-periods accordingly. The length of the low salinity period is identical to that of
the high salinity period, with each accounting for half of the length of the medium range salinity period.

Based on the results during the entire evaluation period presented in Section 3.1, MLP4 and
LSTM4 have the best performance among all MLP and LSTM models, respectively. The hybrid model
provides generally comparable or superior simulations than MBSG. The current section first evaluates
the performance of these three neural network models (MLP4, LSTM4, and Hybrid) against that
of the MBSG model (Figure 5). For low range salinity (Figure 5a), all three models yield higher
correlation values and lower RMSD compared to MBSG. For medium range salinity (Figure 5b),
all three models have higher correlation values and smaller RMSD with one exception. The RMSD of
MLP4 is slightly (2%) larger than that of MBSG. For high range salinity (Figure 5c), the RMSD of MLP4
is even higher (by 9.7%) compared to its counterpart of MBSG. The correlation value of MLP4 is also
smaller. Conversely, LSTM4 and the hybrid model outperform MBSG in terms of both R and RMSD.
Regarding SD, for both medium and high ranges of salinity, all three neural network models and the
MBSG model yield simulations with higher variations (higher SD) than the reference salinity; for low
salinity, LSTM4 is the only model with a higher than reference SD value. For low, medium, and high
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ranges of salinity, MLP4, LSTM4, and the hybrid model have the most satisfactory SD (closest to
reference SD) values, respectively.

μ μ μ

Figure 5. Taylor Diagrams displaying statistics (correlation, standard deviation, and centered root mean
square difference) between the reference salinity at Martinez and the corresponding salinity simulations
generated via four different models (MBSG, MLP4, LSTM4, and Hybrid MBSG–CNN) grouped in
three salinity ranges including (a) low salinity range (less than 25% non-exceedance probability),
(b) medium salinity range (between 25% and 75% non-exceedance probability), and (c) high salinity
range (above 75% non-exceedance probability).

For the models not depicted in Figure 5, those three metrics (R, SD, and RMSD) are also
examined (Table 3). Similar to the results presented in Section 3.1, adding additional information
as network input features generally improves model performance across all three salinity ranges.
Nevertheless, a noticeable difference is that fine-tuning network hyper-parameters does not necessarily
lead to improved performance. The differences in these three metrics between MLP3 (LSTM3) and
MLP4 (LSTM4) are minimal. MLP3 performs relatively better than MLP4 in high salinity ranges while
LSTM3 generally outperforms LSTM4 in medium and high salinity ranges. Table 3 also indicates
that model performance differs evidently in high salinity range versus low to -medium ranges.
Specifically, SD, and RMSD values of high salinity simulations are considerably smaller than that of the
low and medium salinity simulations while the R value of the former is remarkably smaller than that
of the latter. This suggests that simulations on high salinity are generally less spread out (smaller SD
and RMSD). However, their linear relationship with the corresponding reference salinity is remarkably
weaker when compared to that of simulations on low- to medium ranges of salinity.

Table 3. Statistics of model-simulated Martinez salinity during three different salinity ranges.

Scenarios

Standard Deviation
(μs/cm)

Centered Root Mean
Square Difference (μs/cm)

Correlation
Coefficient

Low Medium High Low Medium High Low Medium High

Reference 3482 3702 1467 0 0 0 1.000 1.000 1.000

MBSG 3249 4152 1509 1902 2214 1428 0.843 0.847 0.539

MLP1 4428 5392 3306 3504 3837 3306 0.631 0.703 0.222
MLP2 4210 5077 2852 3372 3488 2878 0.630 0.727 0.239
MLP3 3186 4348 1673 1774 2272 1563 0.862 0.853 0.511
MLP4 3258 4346 1681 1758 2259 1568 0.866 0.854 0.511

LSTM1 3915 4253 1689 2217 2558 1727 0.827 0.802 0.408
LSTM2 3648 3895 1439 1810 2236 1514 0.872 0.828 0.458
LSTM3 4108 3864 1475 1987 1992 1318 0.876 0.862 0.598
LSTM4 3734 3920 1565 1773 2005 1376 0.882 0.863 0.589

Hybrid 3152 4082 1493 1765 2077 1326 0.863 0.862 0.599

Bold numbers represent the best metrics.
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In terms of bias and MAE, different models perform differently across different salinity ranges.
First, all models tend to over simulate low salinity (Figure 6a). The process-based model has a bias of
7.9% and MAE of 1519 μs/cm for low salinity simulations. In comparison, only LSTM1, MLP3, and the
hybrid model are less biased among all nine neural network models. Overall, MLP1 is the outlier
model with significantly large bias and MAE. MLP2 shows improvement over MLP1. However, its bias
and MAE values are still remarkably larger than that of the remaining models. In contrast, MLP3 and
the hybrid model have the smallest bias and MAE. Second, all models except for MLP1 under-simulate
high salinity (Figure 6c). The bias and MAE of MBSG are −6.4% and 1858 μs/cm, respectively, for high
salinity simulations. Four neural network models including MLP4, LSTM1, LSTM3, and LSTM4
have smaller bias and MAE than MBSG. Among them, LSTM3 has the most satisfactory bias and
MAE. Finally, most models also under-estimate the medium range salinity (Figure 6b). MLP1 is again
the outlier model with the largest positive bias and MAE. LSTM3 is the other model with positive
bias (4.2%). MBSG simulations on medium salinity have a bias of −1.2% and MAE of 1723 μs/cm,
respectively. In comparison, both MLP4 and LSTM4 have smaller bias and MAE values.

μ μ μ

Figure 6. Percent bias (Bias; horizontal axis) and mean absolute error (MAE; vertical axis) between
reference and simulated salinity at Martinez via different models grouped in three salinity ranges
including (a) low salinity range; (b) medium salinity range; and (c) high salinity range.

All in all, no single model consistently outperforms the others in terms of all five metrics across
low, medium, and high ranges of salinity. However, among all models, MLP1 and MLP2 have the worst
performance measured by nearly all metrics. For high range salinity, LSTM3 has the best performance
in general. It is the least bias model with the smallest RMSD and MAE and the best SD. The associated
correlation coefficient (0.598) is very close to the optimal value (0.599) of the hybrid model. For medium
range salinity, LSTM3 has the smallest RMSE and the best SD; LSTM4 has the highest correlation
coefficient and smallest MAE, while MLP4 is the least biased. The results on low salinity are mixed.
The five optimal metrics come from five different models, respectively. Nevertheless, on average,
MLP4, LSTM4, and the hybrid models have relatively better performance.

3.3. Different Water Year Types

In the Delta, water quality standards vary with water year types (e.g., Table A1 in the Appendix A).
Understanding model performance in different types of water years is critical to guide corresponding
salinity management practices. The entire evaluation period (2003–2014) is divided into five sub-periods,
with each sub-period containing the data from a specific water year type (W, AN, BN, D, C). There are
two wet years, two above-normal years, three below-normal years, three dry years, and two critical
years. Therefore, these five sub-periods vary (from two to three years) in length.

Following Section 3.2, this section first examines three metrics illustrated by the Taylor diagram
of the process-based MBSG model and three neural network models (MLP4, LSTM4, and Hybrid).
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Overall, the performance of these four models are fairly close to each other across all five types of water
years (Figure 7). However, none of them consistently outperform the others. Specifically, across all types
of water years, LSTM4 and the hybrid model have higher correlation values than MLP4 and MBSG.
In addition, the hybrid model has smaller RMSE than MLP4 and MBSG. Regarding SD, MLP4 has the
best performance in all types of water years except for above-normal years. The SD value of MBSG
is the closest to the reference SD (−0.6% difference versus –2.3% of MLP4). Model performance also
varies across different water year types. Highest R values of all four models occur in wet years when
salinity is generally low. In contrast, R values during dry and critical years (when salinity are normally
high on average) are typically the lowest. The smallest and highest RMSD values are observed in
below-normal and critical years, respectively, for MBSG, MLP4, and the Hybrid model. For LSTM4,
wet years have the smallest RMSD while above-normal years have the highest RMSD. In terms of
SD, model performance is generally the worst in critical years, followed by dry years. On average,
above-normal years have the most satisfactory SD values.

μ μ

μ μ μ

Figure 7. Taylor Diagrams displaying statistics (correlation, standard deviation, and centered root
mean square difference) between the reference salinity at Martinez and the corresponding salinity
simulations generated via four different models (MLP4, LSTM4, and Hybrid MBSG–CNN) grouped in
five water year types including (a) wet year, (b) above-normal year, (c) below-normal year, (d) dry year,
and (e) critical year.

The performance of those four models is also compared to that of the remaining models. Table 4
shows the RMSE of all nine neural network models along with the process-based MBSG model.
For MLP models, when only NDO and stage data are considered as network input features (MLP1 and
MLP2), the resulting RMSE are much larger than the process-based model across all types of water
years. Adding MBSG simulations as an additional input (MLP3) largely improves model performance.
Fine-tuning hyper-parameters (MLP4) leads to even smaller RMSE in all types of water years except
for below-normal years. For LSTM models, when only NDO and average stage are employed (LSTM1),
the resulting RMSE values are generally comparable to that of the MBSG. Adding minimum and
maximum stage (LSTM2) yields smaller RMSE in general. Incorporating MBSG simulations as input
(LSTM3) leads to consistently smaller RMSE values (versus RMSE values of MBSG, LSTM1, and LSTM2)
in all five types of water years. Fine-tuning hyper-parameters (LSTM4) does not necessary lead to
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further improvement. Similar features are also observed in other two metrics (Tables A3 and A4 in the
Appendix A). Looking all models together, LSTM3 has the smallest RMSE in wet years; LSTM4 has the
smallest RMSE in dry and critical years, while the hybrid model performs the best during above-normal
and below-normal years.

Table 4. Centered root mean square difference between reference and simulated Martinez salinity in
different types of water years.

Scenarios
Water Year Type

Wet (W) Above-Normal (AN) Below-Normal (BN) Dry (D) Critical (C)

MBSG 2028 2277 1836 2146 2323

MLP1 3261 3524 3648 3704 4464
MLP2 3430 3404 3343 3462 3972
MLP3 2041 2223 1870 2062 2331
MLP4 1986 2204 1872 2040 2313

LSTM1 2055 2478 2313 2368 2392
LSTM2 1939 2280 2182 2219 2411
LSTM3 1603 2180 1786 2022 2194
LSTM4 1644 2142 1867 1947 2080

Hybrid 1918 2110 1767 2031 2169

Bold numbers represent the best metrics.

Similar to what has been observed in the entire evaluation (Figure 4) period and in three
sub-periods representing three different salinity ranges (Figure 6), MLP1 and MLP2 tend to be the
outlier models with very different bias and MAE from other models (Figure 8). Their MAE values are
markedly larger than that of other models. MLP1 considerably over-estimates the salinity in all types
of water years except for the critical years, while MLP2 largely under-estimates Martinez salinity in
dry and critical years. For the remaining models, the hybrid model performs the best in above-normal
years with the smallest bias and MAE; MLP4 is the best performance model in below-normal years;
LSTM3 outperforms other models in dry years. For wet years, two models (MLP4 and LSTM3) have
the smallest bias and MAE, respectively. For critical years, LSTM3 and LSTM4 has the smallest bias
and MAE, respectively.

Figure 8. Percent bias (Bias; horizontal axis) and mean absolute error (MAE; vertical axis) between
reference and simulated salinity at Martinez via different models grouped in five water year types
including (a) wet year, (b) above-normal year, (c) below-normal year, (d) dry year, and (e) critical year.
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Examining five metrics altogether, the neural network models can outperform the process-based
MBSG model consistently across all water year types. Table 5 tabulates the improvements calculated
as the percent difference between the optimal metrics (of the neural network models with the outlier
models MLP1 and MLP2 excluded) and the corresponding MBSG metrics. For R, SD, RMSE, and MAE,
the improvements in extreme years (wet, dry, and critical) are more noticeable than the improvements
in near-normal (above-normal and below-normal) years. For R and SD (RMSE and MAE), the largest
improvements occur in critical (wet) years. The optimal metrics are not associated with a single neural
network model. In extreme years, the LSTM models (LSTM3 and LSTM4) tend to be the optimal
models; in above-normal years, the hybrid model seems to have the best metrics (except for SD);
in below-normal years, the hybrid model and MLP4 perform relatively better in terms of the number
of optimal metrics associated with them.

Table 5. Improvements over MBSG metrics in different water year types.

Metrics
Water Year Type

W AN BN D C

R 0.7%
(LSTM3/LSTM4) 0.5% (Hybrid) 0.2%

(LSTM3/Hybrid) 1.2% (LSTM4) 1.5% (LSTM4)

SD 7.0% (LSTM3) 0.3% (LSTM3) 5.1% (MLP4) 7.0% (MLP4) 8.3% (MLP4)
RMSE 20.9% (LSTM3) 7.3% (Hybrid) 3.8% (Hybrid) 9.3% (LSTM4) 10.5% (LSTM4)
Bias 59.3% (MLP4) 65.3% (Hybrid) 55.1% (MLP4) 45.0% (LSTM3) 33.3% (LSTM3)

MAE 29.1% (LSTM3) 7.7% (Hybrid) 6.1% (MLP4) 10.7% (LSTM3) 12.7% (LSTM4)

4. Discussion

4.1. Data Stationarity and Availability

This study used the first half (water year 1991–2002) of the record period as training/validation
period and the second half (water year 2003–2014) as evaluation period. The underlying assumption is
that the relationships between salinity and NDO/stage in the first half would hold valid in the second
half as well. Put differently, stationarity is assumed in the data employed. To validate this assumption,
trend assessment is conducted for mean, maximum, and minimum NDO, Martinez salinity and
stage variables on both annual and monthly scales. The widely used non-parametric Mann–Kendall
test [70,71] is used in assessing the significance of trend in these variables with a significance level of
0.05. The slope of a significant trend is determined via the Theil–Sen approach [72,73].

Figure 9 depicts the significance level (p-value) of the trends in these variables. There is no
statistically significant trend in salinity on annual scale or monthly scale. This is also the case for NDO
with one exception; mean NDO in February has a significant decreasing trend (−4.4 million m3/year).
Similarly, there is generally no statistically trend in minimum Martinez stage with one exception in
March (slope = −0.08 cm/year). For maximum stage, however, significant upward trends are identified
in seven out of 12 months. The trend slopes in these months range from 0.06 cm/year (December)
to 0.12 cm/year (June). On an annual scale, the trend is also significant with a slope of 0.08 cm/year.
Compared to maximum stage, mean stage tends to have significant trends in most months except for
January and April. The difference is that, there are downward trends in February and March (both at a
rate of −0.04 cm/year). Upward trends in other months with significant trends are generally milder in
slope, ranging from 0.03 cm/year to 0.06 cm/year. The trend slope is also milder on annual scale with a
value of 0.01 cm/year. This upward trend in mean stage at Martinez is likely linked to the mean sea
level rise recorded at the Golden Gate [74].
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Figure 9. p-values of monotonic trends in minimum (Min), mean (Mean), and maximum (Max),
net Delta outflow (NDO), Martinez stage (Stage), and salinity (EC) identified via the Mann–Kendall
trend assessment on annual scale and monthly scale. A value less than 0.05 indicates that the trend is
statistically significant. The p-values associated with significant trends are specified.

In this study, Martinez salinity is the predictand while Martinez stage and NDO are predictors.
As previously shown in Figure 2, NDO is the primary predictor (R = −0.91) while the mean stage
(R = 0.11) is the secondary predictor. Section 3 shows that adding minimum and maximum stage
information as additional input features leads to marginal improvement in neural network model
performance, suggesting that minimum stage and maximum stage are also minor predictors. Figure 9
illustrates that there are generally no statistically significant trends in the predictand and the primary
predictor. Figure 9 also shows that the slopes of significant trend in mean and maximum Martinez
stage are mostly mild. In the entire evaluation period (2003–2014), for instance, the overall increase in
mean stage amounts to about 1.2 mm (at an annual rate of 0.01 cm/year). This change in the secondary
predictor should have minimal impact on the predictability of the predictand.

Nevertheless, sea level rise near Golden Gate is expected to accelerate in pace in the future [75].
Consequently, Martinez stage likely increases at a higher rate. Its influence on Martinez salinity would
continue to grow till becoming non-trivial. That poses challenges to process-based models in reliably
simulating Martinez salinity, as those models are typically calibrated based on historical conditions
which would not be representative for future conditions anymore. Under these circumstances,
neural network models have the advantage of learning the trend embedded in the data and applying it
into the projections.

It is worth noting that the deep learning methods proposed in the current study use only a subset
of the data available in training and predicting. Specifically, the long-term (water year 1991–2014)
salinity and stage data available is at 15 min time step. The deep learning methods utilize daily data
(aggregated from 15 min data) which only accounts for about 1% of the original salinity and stage
data. Nevertheless, the deep learning methods mostly yield superior results when compared to the
process-based model. This highlights the robustness of the deep learning methods. This type of
method has the potential to be applied to other riverine or estuarine environments where observations
are temporally limited, given that the observations are on the key predictors of the predictand.
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When observations are spatially limited, model simulations can serve as a viable option in developing
and applying machine learning (including deep learning) models [38].

4.2. Estimation of High Range Salinity

This study examines five statistical metrics when evaluating the performance of proposed neural
network models against that of the process-based benchmark model. The values of these metrics are
solid overall, reflecting satisfactory performance of the proposed deep learning models. However, it is
noticeable that the value of one metric is only fair. Specifically, the correlation coefficient between
simulated high salinity and the corresponding reference high salinity is remarkedly lower than its
counterparts for low and medium ranges of salinity (Figure 5c; Table 3). For the benchmark model,
the correlation value associated with high range salinity is 0.539, which is much smaller than that of
the low range salinity (0.843) and medium range salinity (0.847). The highest correlation of high range
salinity simulations is 0.599 (of the hybrid model). LSTM3 (0.598) and LSTM4 (0.589) also yield higher
correlation values than the benchmark model. In comparison, the best correlation metrics for low and
medium range salinity are 0.883 (LSTM4) and 0.863 (LSTM4), respectively. These observations indicate
that: (1) all models are relatively poorer in simulating the variability in high (versus low or medium)
range salinity; (2) even though neural network models show improvements over the benchmark
model, the corresponding simulations still explain less than 36% (versus 29% of the benchmark model
in terms of R2 from simple linear regressions) of the variability in the reference high range salinity.
Additionally, all models (except for the outlier model MLP1) tend to under-estimate high range salinity
(Figure 6c). This negative bias is also evident when looking at the exceedance probability curves of the
reference and modeled salinity together (Figure A3).

Three additional neural network models are developed to explore the possibility of better modeling
the variability and reducing model bias in high range salinity. These models are based on LSTM4
which yields the most favorable R, MAE, RMSD and near-optimal bias and SD during the entire
evaluation period (Figures 3 and 4). The first model (LSTM4/D120) differs from LSTM4 in that it uses
data from the previous 120 (rather than 60) days to generate next day’s salinity. The presumption is
that a longer dataset may add new information for the model to learn and predict. The second model
(LSTM4/Weight) applies a higher weight to high range salinity in the loss function, while LSTM4 utilizes
equal weights to all ranges of flows in the loss function. The expectation is that the model prioritizes
high range salinity over low–medium range salinity in its learning and predicting process. The third
model (LSTM4/SL) incorporates mean daily sea level observations near Golden Gate as an additional
model input. The hypothesis is that as a surrogate of the original salinity source of the Delta, sea level
may add information which is not contained in water stage at Martinez. Results of these models are
illustrated in Figure 10, along with that of the benchmark model, LSTM4, and the hybrid model.

Looking at the probability exceedance curves of the high range salinity (Figure 10a), the benchmark
model, LSTM4, and the hybrid model all under-estimate the reference salinity, so do LSTM4/Weight
and LSTM4/SL. This is particularly true at the lower end of the high salinity range (with an exceedance
probability over 80%). For LSTM4/D120, however, the exceedance curve becomes remarkedly closer to
that of the reference salinity. Nevertheless, when looking at the corresponding time series (the insert
figure of Figure 10a), a negative bias is still noticeable. The model (i.e., LSTM4/D120) does not capture
the variability in reference high range salinity well. These are also reflected in the bias (Figure 10b) and
correlation (Figure 10c) plots. The overall bias of LSTM4/D120 in high range salinity is the smallest
among all models. Contrariwise, LSTM4/D120 has the largest bias in other salinity ranges, especially for
low range salinity (bias = −57.1%). This suggests that LSTM4/D120 reduces bias for high range salinity
at the expense of increasing bias for low–medium range salinity. Additionally, LSTM4/D120 has
the smallest correlation coefficients across all ranges of salinity (Figure 10c). Except for LSTM/D120,
two other proposed models (LSTM4/Weight and LSTM4/SL) have similar biases as LSTM4 (Figure 10a,b)
in high range salinity. However, LSTM4/Weight has higher bias in low range salinity while LSTM4/SL
has higher bias in medium range salinity compared to LSTM4 (Figure 10b). In terms of correlation,
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LSTM4/SL has the most favorable value (R = 0.614) in high range salinity, while LSTM/Weight yields
no improvement over LSTM4 nor the hybrid model. For low and medium ranges of salinity, however,
LSTM4/SL has smaller correlation coefficients compared to LSTM4 or the hybrid model. In addition,
for the entire salinity range, LSTM4 still has the highest correlation value among all models.

Figure 10. (a) Exceedance probability curves of the reference high range salinity at Martinez and
corresponding simulations generated via MBSG, LSTM4, hybrid model, and three additional LSTM
models (LSTM/D120, LSTM4/Weight, and LSTM4/SL). The insert figure shows time series plot of the
reference high range salinity and the corresponding simulations from LSTM4/D120. (b) Correlation
between reference salinity and simulated salinity via different models shown in (a). (c) Percent bias between
reference and simulated salinity across different salinity ranges (low, medium, high, and all together).

In brief, out of three additional neural network models proposed, LSTM4/D120 yields less bias
and LSTM4/SL slightly improves estimation on the variability of the high range salinity compared to
the benchmark MBSG model, LSTM4, and the hybrid model. However, these improvements in high
range salinity are at the cost of deteriorated model performance in low and medium ranges of salinity.
Further research is warranted to better model high range salinity without compromising on model
performance in low–medium range salinity.

4.3. Implications and Future Work

The findings of this study have both scientific and practical implications. From a scientific
perspective, the study demonstrates the feasibility of state-of-the-art deep learning techniques in
salinity estimation in the Sacramento–San Joaquin Delta (Delta) for the first time. Traditional multilayer
perceptron (MLP) networks have been developed and successfully applied in estimating Delta
salinity [34,37,39]. This study shows that, when driven by the same NDO and Martinez stage input
features, deep learning neural networks (e.g., LSTM1 and LSTM2) distinctly outperform the classic
MLP networks (e.g., MLP1 and MLP2) in estimating different ranges of salinity at Martinez and across
different water year types. The study further shows that, when trained and validated using only half
(versus 85% in those previous MLP studies) of the dataset in the record period, deep learning models
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(e.g., LSTM3 and LSTM4) can outperform the well-calibrated process-based model (i.e., PEST-calibrated
MBSG). These findings lay foundation for developing more sophisticated and carefully designed
deep learning architectures to further improve salinity (particularly high range salinity as discussed
in Section 4.2) estimation in the Delta. For instance, previous studies have shown that the general
ability of artificial neural networks (ANNs) can be improved by combining several ANNs in an
ensemble [76–79]. This study indicates that different deep learning neural network models exhibit
different strengths in modeling different ranges of salinity across different water year types. Combining
the strengths of different models is expected to yield better performance than using individual
models alone. This can be achieved by assigning a weight to the output of each model. The weights
can be determined from different methods ranging from simple averaging to more complicated
Bayesian methods [80]. As another example, the hybrid model examined in this study applies the
one-dimensional convolutional neural network (Conv1D) to recognize abstract patterns in dense stage
observations which may be ignored by the process-based model (Equation (5)). As indicated previously
(Section 2.1; Section 4.1), net Delta outflow (NDO) is the primary predictor for Martinez salinity while
stage is the secondary predictor. Presumably applying Conv1D directly to NDO (versus stage) should
yield even better performance. Both fronts (i.e., multi-model ensemble and Conv1D configuration for
NDO) will be explored in our future work.

From a practical perspective, the PEST-calibrated Martinez Boundary Salinity Generator (MBSG) is
mainly applied in generating downstream boundary salinity for the hydrodynamics and water quality
model Delta Simulation Model II (DSM2). DSM2 is the operational model used in guiding real-time
State Water Project (SWP) and Central Valley Project (CVP) operations and long-term Delta planning
studies ranging from climate change, water system operations, to assessment of impacts of potential
physical changes in the Delta (dredging, subsidence, island flooding, new water infrastructure, etc.) [81].
The deep learning models (e.g., LSTM3, LSTM4, and the hybrid model) developed in this study have
the potential to supplement MBSG for this purpose. In addition, DSM2 currently simulates salinity
at 90 locations including those water quality compliance locations in the Delta. The deep learning
models developed in this study can be extended to emulate DSM2 in simulating salinity at all these
locations. These models, once trained and validated, are expected to run much faster than DSM2.
This is very meaningful and particularly appealing to time-sensitive (i.e., real-time) operations in
the Delta. These models are also more flexible in terms of requiring less input data. For example,
DSM2 needs channel geometry data to accurately simulate flow conditions based on which salinity
is derived. The deep learning models, in comparison, does not necessarily need such input and can
learn from in-situ flow observations directly. As another example, the current operational version of
DSM2 uses Martinez salinity as its downstream salinity boundary as Martinez serves as the physical
downstream boundary of the model, while Martinez is not a salinity source and its salinity level is
dominated by salty tides from the Pacific Ocean. This study illustrates that the deep learning model
can be adapted to directly include sea level as an additional model input (i.e., LSTM4/SL in Section 4.2).
The results compare favorably to that of other deep learning models proposed earlier which have been
shown to outperform the benchmark MBSG (Figure 10). This flexibility makes deep learning models
distinctly attractive to long-term planning studies as sea level rise is projected to be a growing stress to
the Delta as well as water operations in the Delta [82,83]. Emulation of DSM2 via deep learning with
sea level as an additional input is ongoing and will be reported in our future work.

5. Conclusions

This study aims to explore the potential of deep learning techniques in emulating the process-based
Martinez Boundary Salinity Generator (MBSG) in simulating downstream salinity boundary for the
Sacramento–San Joaquin Delta of California, United States. The calibrated MBSG is used as the
benchmark model. Results indicate that deep learning neural networks are able to provide Martinez
salinity simulations that are competitive or superior compared with the benchmark model, particularly
when the output of the latter are incorporated as an input to the former. The improvements are
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generally more noticeable during extreme (wet, dry, and critical) years rather than in near-normal
(above-normal and below-normal) years and during low and medium ranges of salinity rather than
high range salinity. In a nutshell, this study indicates that deep learning approaches have the potential
to supplement the current practices in estimating salinity at Martinez and other locations across the
Delta, and thus guide real-time operations and long-term planning activities in the Delta.
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Appendix A

Figure A1. Daily Martinez water stage (Stage), net Delta outflow (NDO) and Martinez salinity
represented by electrical conductivity (EC) during the study period (water year 1991–2014).

Figure A2. Correlation between daily Martinez salinity and lagged Martinez stage as well as net
Delta outflow.
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Figure A3. Exceedance probability curves of reference and simulated (via MBSG, MLP4, LSTM4,
and the hybrid model) (a) salinity and (b) high range only salinity during the evaluation period from
water year 2003 to 2014.

Table A1. The maximum14 day running average of mean daily salinity (EC, μs/cm) at Emmaton and
Jersey Point in different types of water year [20].

Water Year Type

Emmaton Jersey Point

450 EC from 1
April to Date

Shown

EC Value from
Date Shown to

15 August

450 EC from 1
April to Date

Shown

EC Value from
Date Shown to

15 August

Wet (W) 15 August - 15 August -
Above-Normal (AN) 1 July 630 15 August -
Below-Normal (BN) 20 June 1140 20 June 740

Dry (D) 15 June 1670 15 June 1350
Critical (C) - 2780 - 2200

Table A2. Hyper-parameters of the proposed MLP and LSTM models.

Models
Number

of Hidden
Layers

Number of Neurons
(for MLP) or Filters

(for LSTM)

Batch
Size

Initial
Learning

Rate

Dropout
between
Layers

Dropout
between Time

Steps

MLP1 2 16 and 4 128 1 × 10−3 - -
MLP2 2 16 and 4 64 1 × 10−3 - -
MLP3 2 32 and 2 128 1 × 10−3 - -
MLP4 2 32 and 2 128 1 × 10−6 - -

LSTM1 2 64 and 8 256 1 × 10−2 0 25%
LSTM2 2 8 and 32 64 1 × 10−2 0 25%
LSTM3 3 32, 32, and 64 128 1 × 10−2 0 0
LSTM4 3 32, 32, and 64 128 1 × 10−6 0 0
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Table A3. Percent differences (%) between the standard deviation of reference salinity and simulated
salinity at Martinez in different types of water years.

Scenarios
Water Year Type

W AN BN D C

MBSG −7.5 −0.6 −6.2 −12.1 −21.5

MLP1 −1.4 −17.5 −1.2 5.6 −1.0
MLP2 −5.4 −21.0 −4.9 1.1 −2.9
MLP3 −6.2 −2.7 −1.6 −5.3 −13.2
MLP4 −5.0 −2.3 −1.1 −5.1 −13.2

LSTM1 −2.3 0.9 −3.6 −7.5 −17.9
LSTM2 −9.8 −8.8 −11.4 −12.9 −23.4
LSTM3 −0.5 0.3 −4.9 −11.4 −21.3
LSTM4 −5.0 −2.2 −7.0 −10.7 −19.7

Hybrid −8.6 −1.6 −5.7 −11.7 −20.4

Bold numbers represent the best metrics.

Table A4. Correlation between reference and simulated Martinez salinity in different types of
water years.

Scenarios
Water Year Type

W AN BN D C

MBSG 0.978 0.959 0.968 0.941 0.941

MLP1 0.938 0.900 0.873 0.834 0.741
MLP2 0.930 0.912 0.890 0.847 0.792
MLP3 0.977 0.960 0.967 0.944 0.930
MLP4 0.977 0.961 0.967 0.945 0.931

LSTM1 0.975 0.952 0.948 0.925 0.930
LSTM2 0.981 0.959 0.957 0.937 0.938
LSTM3 0.985 0.963 0.970 0.948 0.950
LSTM4 0.985 0.963 0.967 0.952 0.955

Hybrid 0.981 0.964 0.970 0.948 0.950

Bold numbers represent the best metrics.
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Abstract: This paper presents a study of two transport timescales (TTS), i.e., the residence time
and exposure time, of a hyper-tidal estuary using a widely used numerical model. The numerical
model was calibrated against field measured data for various tidal conditions. The model simulated
current speeds and directions generally agreed well with the field data. The model was then further
developed and applied to study the two transport timescales, namely the exposure time and residence
time for the hyper-tidal Severn Estuary. The numerical model predictions showed that the inflow
from the River Severn under high flow conditions reduced the residence and exposure times by 1.5
to 3.5% for different tidal ranges and tracer release times. For spring tide conditions, releasing a
tracer at high water reduced the residence time and exposure time by 49.0% and 11.9%, respectively,
compared to releasing the tracer at low water. For neap tide conditions, releasing at high water
reduced the residence time and exposure time by 31.6% and 8.0%, respectively, compared to releasing
the tracer at low water level. The return coefficient was found to be vary between 0.75 and 0.88 for
the different tidal conditions, which indicates that the returning water effects for different tidal ranges
and release times are all relatively high. For all flow and tide conditions, the exposure times were
significantly greater than the residence times, which demonstrated that there was a high possibility
for water and/or pollutants to re-enter the Severn Estuary after leaving it on an ebb tide. The fractions
of water and/or pollutants re-entering the estuary for spring and neap tide conditions were found
to be very high, giving 0.75–0.81 for neap tides, and 0.79–0.88 for spring tides. For both the spring
and neap tides, the residence and exposure times were lower for high water level release. Spring
tide conditions gave significantly lower residence and exposure times. The spatial distribution of
exposure and residence times showed that the flow from the River Severn only had a local effect on
the upstream part of the estuary, for both the residence and exposure time.

Keywords: residence time; exposure time; transport time scale; hyper-tidal estuary

1. Introduction

Coastal waters, such as estuaries, bays etc., play an important role in terms of the transport
of receiving wastewater from both anthropogenic and natural sources. These transport processes
are affected by various hydrodynamic and environmental factors, leading to complex and dynamic
advection and mixing processes in coastal and estuarine water zones. Therefore, a better understanding
of the behaviour of the water exchange processes in these water bodies is critical to decision making
that underpins our better management of the changing pressures in such hydro-environmental systems.
Water exchange processes are the fundamental driving factors governing the transport and fate of
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various physical, chemical and biological water quality indicators. Transport time scales (TTSs) are the
main indexes adopted by water managers and engineers for interpreting the flow in such basins and
for describing the effects of advective and dispersive processes on the transport of pollutants in these
basins [1]. Various TTSs are reported in the scientific literature to evaluate distinctive aspects of the
water exchange processes, such as residence time [2], exposure time [3,4], flushing time [2], e-folding
flushing time [2,5], turn over time [5,6], influence time [7] and water age [8]. Recent studies [3,4]
have also shown that studying the residence time and exposure time in parallel has the advantage
of separating and quantifying the returning water effects on the TTSs, for a controlled domain as a
whole and its spatial distribution, while the other TTSs do not have this advantage. The residence
time is the time taken for a water parcel, including solutes or particulate matter, to leave a controlled
domain for the first time. However, the exposure time is the total time spent by a water parcel and any
constituents, in the controlled domain, which includes the time intervals for subsequent re-entries [3,4].
The residence time excludes the time spent by water parcels, including constituents, in the domain
following its initial exit from within the domain [4]. This can result in substantial differences between
the residence and exposure times, particularly in water bodies where the re-entering of a water parcel
has a significant impact on the tidal basin, such as where the water parcel exits from the domain on
the ebb tide and then re-enters to the basin on subsequent flood tide. A number of studies have been
undertaken to investigate the residence and exposure times together, to acquire a better understanding
of a converging shape estuary [3], a reconstructed wetland [9], the micro-tidal Pearl River Estuary [4]
and the shallow Dublin Bay with a macro-tidal range. However, there is currently a lack of knowledge
to establish the impact of the residence and exposure times in an estuary for hyper-tidal estuaries,
where the tidal range is greater than 6 m [10]. Further studies are therefore needed for hyper-tidal
estuaries, for both scientific advancement and water quality managerial improvement. The Severn
Estuary forms such a hyper-tidal estuary, which has been frequently considered for extracting tidal
range power from the basin to supply considerable quantities of renewable energy.

The Severn Estuary is one of the largest estuarine basins in the UK, and is situated in the south
west region of the UK, between South East Wales and South West England, as shown in Figure 1.
The estuary has one of the highest tidal ranges in the world [11], generating large tidal currents and
very high suspended sediment concentrations in excess of 1000 mg/l [12]. The Severn Estuary is a
hyper-tidal estuary with typical spring and neap tidal ranges of 13.5 m and 6.5 m respectively [13].
The water exchange processes and transport time scales are important factors in governing sediment
transport [14], water quality and the ecosystem of the basin. The combination of high tidal ranges, the
funnel shape of the basin and the relatively steep slopes make the findings and conclusions from other
estuaries studied uncertain in their applicability to the Severn Estuary. Therefore, this study focused
on investigating the residence and exposure times of the Severn Estuary in parallel, to characterise
the transport time scales for a hyper-tidal estuary. The effects of freshwater discharges, tidal ranges
and the release time of a tracer were considered in computing and predicting the corresponding
exposure and residence times for the basin. The spatial distribution of the transport time scales were
predicted, in order to identify the effects of the river flows, tide ranges and tracer release times on the
TTSs in different regions along the Severn Estuary. The overall return coefficients were also evaluated
for various tidal conditions to quantify and evaluate the effects of the returning water parcel on the
exchange processes and the transport time scales. The current focus of the transport time scale studies
for coastal water bodies has shifted from the global and bulk timescale (i.e., flushing time, turn over
time etc.) to the transport time scales, which are more informative and suitable for understanding their
spatial distribution [15], such as residence and exposure times. However, there is currently a lack of
knowledge on the water exchange processes and TTSs for estuaries such as the Severn Estuary, which
forms the focus of this study.
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Figure 1. Study area and site location.

2. Materials and Methods

2.1. Transport Time Scale Modelling

The time taken by a water parcel, including constituents, to reach the outlet [16], which means the
time taken for a water parcel to leave the control domain for the first time, is defined as the residence
time. In this study, the remnant function was adopted, as suggested in various studies [4], to quantify
the transport time scales, i.e., residence and exposure time. The remnant function represents the
fraction of the initial mass of the tracer remaining in the domain at time t, and is defined as follows:

r(t) =
M(t)
M(t0)

=

∫
Ω H(x, y, t) •C(x, y, t)dΩ∫

Ω H(x, y, t0) •C(x, y, t0)dΩ
(1)

where M(t0) is the total amount of tracer at the initial time t0, and M(t) is the amount of tracer remaining
in the domain after time t; H(x, y, t) = the water depth at location (x, y), time t; C(x, y, t) = the tracer
concentration at location (x, y) and time t. The residence time, or exposure time, can then be defined as:

T =

∫ +∞

t0

r(t)dt (2)

where T is the residence time or exposure time, and r(t) is the remnant function. The residence time
characterises the transport time scale of the estuarine basin, where the water parcel does not return
to the basin after reaching the outlet, such as what happens most of the time in rivers and lakes
etc. However, in estuarine and coastal zones, where the tide plays a significant role in governing
water exchange processes, some of the water parcel returns into the domain after leaving. Hence, the
exposure time has been defined to include the returning effects on the transport time scales [3,4,7,17–19].
This approach was therefore adopted in this study.
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Both the exposure and residence times in the Severn Estuary were evaluated using a numerical
model in this study, where a passive conservative tracer was used as marker to calculate the transport
processes in governing domain. The conservative tracer concentration in the interested region, the
Severn Estuary (Figure 1), was initially set to 1.0 and 0 elsewhere, as shown in Equation (3). The
residence time was determined by counting the time it took to reach the mouth of the estuary for
the first time. Therefore, in calculating the residence time, the concentrations were set to zero once
the water parcel had reached the mouth of the estuary, as suggested in [4], while the exposure time
was calculated, based on including the tracer transported back into the estuary, as summarised in the
equations below:

C(x, y, t = 0) =
{

1 (x, y) ∈ Ω
0 (x, y) � Ω

(3)

where Ω = the domain of interest, the Severn Estuary in this study, as shown in Figure 1.
For the investigation of the spatial distribution of the transport time scales, the transport time

scales at location (x, y) were calculated as follows:

T(x, y) =
∫ +∞

t0

H(x, y, t)•C(x, y, t)
H(x, y, t0)•C(x, y, t0)

dt (4)

The water exchange processes in the Severn Estuary are highly dynamic and complex, so the
residence and the exposure times would be driven and affected by various factors, including the initial
release time of the tracer, the tidal range and river flow inputs etc. Therefore, various numerical
modelling scenarios and numerical experiments were carried out, to include high and low tidal levels,
spring and neap tides and various river flow conditions, to evaluate the effects of these factors on the
residence and exposure times.

In a theoretical analysis, the residence and exposure times can be studied by using the method
based on integrating the remnant function (Equation (2)) from the initial time (t0) to infinity (t0+∞),
which is impractical for real estuaries. In practice, various studies [3,4] have suggested integrating the
remnant function over a finite time period, with this time being sufficiently long enough for most of
the tracer to have left the domain of interest.

The return coefficient was suggested [3,4] to quantify the amount of water re-entering the estuary
on the transport time scales. This approach was adopted in this study to represent the amount of the
water parcel and tracer to the Severn Estuary after leaving the estuary mouth for the first time:

Cr =
Te − Tr

Te
(5)

Cr is the return coefficient quantifying the contribution of returning water to the exposure time.

2.2. Hydrodynamic and Dispersion Model

The widely used hydro-environmental model Environmental Fluid Dynamics Code (EFDC) [20],
was refined and used in this study to simulate the hydrodynamics, and evaluate the residence time,
exposure time and return coefficients. The EFDC model uses a boundary-fitted curvilinear grid
in the horizontal domain and sigma grids in the vertical direction respectively and has been used
in many studies [1,9,20–22]. The governing equations and numerical method used to solve the
modelling equations using EFDC have been detailed in various previous publications [1,20,21], and the
momentum and continuity equations and transport equations for a conservative tracer are summarised
in the following form:
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∂t(mHu)+ ∂x
(
myHuu

)
+ ∂y(mxHvu) + ∂z(mwu)

−
(
m f + v∂xmy − u∂ymx

)
Hv

= −myH∂x(gξ+ p) −my(∂xh− z∂xH)∂zp
+∂z
(
mH−1Av∂zu

)
+ Qu

(6)

∂t(mHv)+ ∂x
(
myHuv

)
+ ∂y(mxHvv) + ∂z(mwu)

+
(
m f + v∂xmy − u∂ymx

)
Hu

= −mxH∂y(gξ+ p) −mx
(
∂yh− z∂yH

)
∂zp

+∂z
(
mH−1Av∂zv

)
+ Qv

(7)

∂zp = −gH(ρ− ρ0)ρ
−1
0 = −gHb (8)

∂zp = −gH(ρ− ρ0) = −gHb
∂t(mξ) + ∂x

(
myHu

)
+ ∂y(mxHv) + ∂z(mw) = 0

(9)

∂t(mHS) + ∂x
(
myHuS

)
+ ∂y(mxHvS) + ∂z(mwS)

= ∂z
(
mH−1Ab∂zS

)
+ Qs

(10)

where u and v are the horizontal velocity components in the curvilinear plane, x and y are orthogonal
coordinates, mx and my are the square roots of the diagonal components of the metric tensor, and m
= mxmy is the Jacobian or square root of the metric tensor determinant. The total depth H = h + ξ,
consists of the depth below and the free surface displacement above the undisturbed physical vertical
coordinate origin, i.e., z* = 0. In the momentum Equations (6) and (7), f is the Coriolis parameter, Av is
the vertical turbulent or eddy viscosity and Qu and Qv are the momentum source-sink terms, which
were used to model the subgrid scale horizontal diffusion. The pressure p is the relative hydrostatic
pressure in the water column, where ρ and ρ0 are the actual and reference water densities. S =
conservative tracer concentration in the transport equation. The numerical scheme adopted in the
EFDC model is based on a combination of the finite volume and finite difference spatial discretisation
methods on a C grid staggering of the discrete variables. Full details of the EFDC model are given in
the corresponding documents [20].

The bathymetry of the computational domain is shown in Figure 1, where the total model area
was approximately 5700 km2, which covered the whole of the Bristol Channel and the Severn Estuary.
The bathymetry used in this model was obtained by interpolation using a digital bathymetric chart of
the area downstream of the second Severn Bridge and observed cross-sectional profiles upstream of
the bridge and up through the River Severn [12,23]. The model extended a distance of 180 km in the
east–west direction and 72 km in south-north direction (Figure 1). The model was driven by different
tidal conditions, including spring and neap tides, at the seaward boundary. The seaward boundary was
set between Hartland Point in South West England and Stackpole Head in West Wales. Time varying
water levels were specified along this boundary. The upstream landward boundary was set at the tidal
limit of the Severn Estuary, located close to Gloucester, to account for the possible impact of the River
Severn on both the residence and exposure times in the Severn Estuary. The corresponding water levels
at the open boundary were specified using the predicted elevation data from POLPRED [11]. The
simulation duration for calibration was 300 h, starting on 20th July and ending on 2nd August 2001.

The residence time, exposure time and the return coefficient were calculated for the interested
region, i.e., the Severn Estuary (see Figure 1). Offshore surveys were carried out using the EA coastal
survey vessel (csv) Water Guardian. The Water Guardian was fitted with a downward facing acoustic
doppler current profiler (ADCP), which continuously monitored current velocity and direction through
the water column [24]. The detailed calibration and validation were carried out in a previous study [11].
The bed roughness was the main hydrodynamic parameter used for model calibration, with the bed
roughness being represented as an equivalent roughness length. The model predicted water levels
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were validated against the field data at Mumbles, Newport and Hinkley Point [11]. The current
speeds and directions were compared to field measurements available at various sites to validate the
computational accuracy of the EFDC model. The differences between the predicted and field data were
calculated and the root mean squared values for the tidal levels and currents were found to be 0.2122
and 0.1857, respectively. Typical comparisons of model predicted and measured data at Southerndown
and Minehead (Figure 1) are shown in Figures 2 and 3.

Figure 2. Comparison of (a) current speed and (b) direction at Minehead (30 July 2001).
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Figure 3. Comparison of (a) current speed and (b) direction at Minehead (1 August 2001).

3. Results and Discussion

In order to understand the transport time scales, i.e., the average residence time and exposure
time in the Severn Estuary, 12 model scenarios were carried out for various inflows from the River
Severn, tidal ranges and tracer release times. Three river inflow conditions from the River Severn were
included, in the form of the base flow, average flow and high flow, and were used to represent the flow
spectrum. Tracers were released at different time phases of the tide, including: SH (spring tide at high
water level), SL (spring tide at low water level), NH (neap tide at high water level) and NL (neap tide
at low water level).

Figure 4 shows the model simulated residence and exposure times for different river flows for
the River Severn, different tidal ranges and different tracer release times in the Severn Estuary. The
results (Figure 4) indicated that the exposure times were significantly higher than the residence times
for all scenarios, which meant that a significant fraction of the water parcel was transported out of
the Severn Estuary during ebb tides, and then returned into the basin on the subsequent flood tide
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for both the spring and neap tidal conditions. For neap tide conditions, the exposure time is not so
much higher than the residence time as for spring tides, which indicates that for neap tide conditions a
relatively smaller fraction of a water parcel, with constituents, is transported out of the estuary and
returns to the estuary compared to spring tide conditions. The effects of the flow from the River Severn
on the residence and exposure times were then investigated. Both the residence and exposure times
decreased slightly with an increase in the river flows from the Severn, and with a decrease in the
transport time scales being more significant for neap tides as compared to spring tides. Under base
flow conditions, the average residence and exposure times were up to about 13.25 days and 52.87 days,
respectively, while for high flow conditions, these values were reduced by 3.5% and 3.6% respectively,
to 12.79 days and 50.98 days, under NL (neap tide, low water level) conditions. The numerical model
predictions showed that the inflow from the River Severn under high flow conditions reduced the
residence and exposure times by 1.5 to 2.4% for spring tide conditions, and 3.5 to 3.6% for neap tide
conditions. The residence and exposure times were both also affected by the tracer release time. Both
the residence and exposure times followed the order of: NL > NH > SL > SH, which indicated that for
the Severn Estuary the transport time scale was greater for neap tide conditions, rather than spring
tide conditions. However, this finding was different from the results for the macro-tidal Dublin Bay.
These differences were caused by the significant variation in the return coefficient, for different tidal
conditions in both studies. The differences in the return coefficients are shown in Figure 5. Here, it
can be seen that the return coefficients, for both the spring and neap tide conditions, are very high,
and range from 0.75–0.88. This means that, for both spring and neap tides, the basin has a strong
capacity for mixing and transporting the water parcel, or tracer, out of the basin, due to the high return
coefficient. This means that a large fraction of the water and tracer re-entered the estuary during the
next flood tide, which was only observed during spring tides in other basins. This finding suggested
that there were significant differences between micro, macro and hyper tidal basins. Therefore, this
result is important for water managers responsible for maintaining high estuarine water quality, in
that it is necessary to choose the most appropriate time to release any pollutants into an estuary to
optimise the mixing and exchange properties and reduce the time of any pollutants in a well flushed
estuary. This observation also explained the large differences between the exposure and residence
times. Unlike other estuarine basins considered in this study, the neap tides of the Severn Estuary and
Bristol Channel had a relatively high capacity of mixing and advection of water parcels within the basin,
and a significant volume of water was flushed out of the basin on the ebb tide, and with a significant
volume also re-entering the basin on the subsequent flood tide. This was not observed in a similar
micro tidal estuary study [4], with the return coefficient in the micro tidal estuary showing that the
coefficient was only slightly different for spring and neap tidal conditions, with typical values ranging
from 0.5–0.6. In macro tidal water bodies, such as Dublin Bay, the return coefficient for neap and spring
tide conditions are different, wherein for neap tides the coefficient is typically between 0.1–0.3 and with
much higher values for spring tides, with typical values being in the range 0.6–0.8. For a micro tidal
estuary, such as the Pearl River Estuary, the coefficients were not significantly different between neap
and spring tide conditions, and with much smaller values in comparison to the hyper-tidal Severn
Estuary. This suggests that different water management strategies are needed for managers responsible
for designing wastewater discharge strategies into the receiving waters.
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Figure 4. Variation of residence time and exposure time for different flow conditions.

Figure 5. Variation of return coefficient.

Both the distribution of the exposure and residence times in Figure 6 confirmed that the river
inflow from the Severn only affected the exposure and residence times in the upper part of the estuary
under base flow conditions (Figure 6a,b,d,e), but under high flow conditions (Figure 6c,f), the effects
extended further downstream. Similar patterns were observed for other modelling scenarios, including
SL in Figure 7, NH in Figure 8 and NL in Figure 9. A significant difference between the exposure
time (Figure 6a–c) and residence time (Figure 6d–f) was consistently observed, with higher values
being predicted for the return coefficients. Figures 6 and 7 showed differences for both the residence
and exposure times under SH and SL conditions. The residence time under SH was lower than for
the SL condition, due to the effects of the flood tide after the initial release time, which is observed
and supported by the predictions shown in Figure 4. The exposure time for the SH scenario was
significantly lower than for the SL scenario (Figures 4, 6 and 7). Under SL conditions (Figure 7), the
returning effects of the tide were shown only to affect noticeably the outer and deeper parts of the
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estuary. However, for scenario SH (Figure 6) the whole area of interest was affected. For the NH
and (Figure 8) and NL conditions (Figure 9), the river inflows did not have a significant effect on the
residence and exposure times, particularly in comparison with similar studies for micro and macro tidal
coastal basins. The river inflow effects were more pronounced under neap tide conditions (Figures 8
and 9) than for spring tide conditions (Figures 6 and 7), but again, not as significant as observed in
micro and macro tidal water basins. The returning impact for neap tides (i.e., NH, NL) were relatively
small and typically in the range 0.75–0.81, with this range being typically 0.79–0.88 for spring tide
conditions (i.e., SL, SH). However, both these sets of results were significantly higher than observed in
other water bodies, particularly under neap tide conditions. The spatial distribution of exposure and
residence times showed that there were regions of high exposure and residence times in shallow water
region for low water level releases during spring (Figure 7) and neap (Figure 9) tidal conditions. The
regional high transport time scale areas were not observed for high water level release of the tracers, for
both spring (Figure 6) and neap (Figure 8) tidal conditions. The existence of higher transport time scale
areas suggested that regional inputs of pollutants from these sites would be relatively hard to dilute
efficiently through the hydrodynamic processes alone, including both river inflows and tidal processes,
and if the tracer was released at lower water levels, but the overall average transport time scale was not
significantly affected by the release time. The results also indicated that the transport time scale in the
shallow water regions was more sensitive to the release time, which confirmed that special attention is
needed by the water managers and engineers in minimising the hydro-environmental challenges in
such regions.

Figure 6. Exposure time (a–c) and residence time (d–f) distribution at spring tide at high water
level (SH).
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Figure 7. Exposure time (a–c) and residence time (d–f) distribution at spring tide at low water level (SL).

Figure 8. Exposure time (a–c) and residence time (d–f) distribution at neap tide at high water level (NH).
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Figure 9. Exposure time (a–c) and residence time (d–f) distribution at neap tide at low water level (NL).

4. Conclusions

The main objectives of this study were to investigate the transport time scales (TTSs) of the
hyper-tidal Severn Estuary by predicting and analysing the exposure and residence times. An integrated
hydrodynamic and solute transport model, namely EFDC, was refined and applied to investigate the
transport time scales in the Severn Estuary in the UK. Various modelling scenarios were carried out to
investigate the effects of different river flow conditions, tide ranges and tracer release times on the
water exchange processes for the Severn Estuary. By comparing the results obtained with macro- and
micro-tidal basins, the main conclusions obtained are summarised below:

(1) The average residence and exposure times for a hyper-tidal estuary, such as the Severn Estuary,
are not significantly affected by the river flow from the River Severn. Higher river flows give
only slightly smaller average residence and exposure times for all modelling scenarios, which
suggests that both the exposure and residence times do not show significant seasonal variations
for different river flow conditions, as compared with similar results in micro- and macro-tidal
water systems.

(2) The effects of river flows from the River Severn on the residence and exposure times in the Severn
Estuary are regional in the upstream part of the estuary, for both spring and neap tidal conditions,
with the effects for high flow conditions extending slightly further downstream.

(3) The Severn Estuary is a hyper-tidal estuary with the second highest tidal range in the world, and
the corresponding impact of this high tidal range on the degree of mixing and water exchange
processes is, as expected, found to be significant. A previous study on micro-tidal estuaries has
shown that both the exposure and residence times were lower if the tracers were released at
higher water levels, regardless of the tide ranges [4]. However, the findings from this study have
shown that the tidal effects in the Severn Estuary are quite different. Both the residence and
exposure times followed the order of NL (neap low) >NH (neap high) > SL (spring low) > SH
(spring high), which means that the tidal range plays a dominant role in the transport time scale,
with the higher transport time scales being observed for neap tide conditions and particularly at
low water level.

(4) The return coefficient for the Severn Estuary does not vary significantly, with values ranging
from 0.75 for the NL scenario to 0.88 for the SH scenario, while the NH scenario gave slighter
higher return coefficients of 0.79 and a lower value of 0.81 for the SL scenario. The relatively high
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return coefficients for both spring and neap tide conditions confirmed that there were significant
differences between the exposure and residence times for all scenarios modelled.

(5) For the same tidal range conditions, releasing tracers at higher water levels gave lower residence
and exposure times. For macro-tidal coastal waters, such as Dublin Bay, the effects of different
return coefficients, under high tidal range conditions, meant that lower exposure times were not
guaranteed, such as observed with SH > NH. However, in the hyper-tidal Severn Estuary the
higher tidal ranges resulted in lower exposure and residence times. For the same tidal range,
then releasing a tracer at a higher water level gave higher return coefficients in the estuary, with
SH > SL and NH > NL. This result has a significant impact on designing wastewater treated
discharges, particularly under extreme flood conditions.
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Abstract: In this article, we discuss possible observing strategies for a simplified ocean model
(Double Gyre (DG)), used as a preliminary tool to understand the observation needs for real analysis
and forecasting systems. Observations are indeed fundamental to improve the quality of forecasts
when data assimilation techniques are employed to obtain reliable analysis results. In addition,
observation networks, particularly in situ observations, are expensive and require careful positioning
of instruments. A possible strategy to locate observations is based on Singular Value Decomposition
(SVD). SVD has many advantages when a variational assimilation method such as the 4D-Var is
available, with its computation being dependent on the tangent linear and adjoint models. SVD is
adopted as a method to identify areas where maximum error growth occurs and assimilating
observations can give particular advantages. However, an SVD-based observation positioning
strategy may not be optimal; thus, we introduce other criteria based on the correlation between points,
as the information observed on neighboring locations can be redundant. These criteria are easily
replicable in practical applications, as they require rather standard studies to obtain prior information.

Keywords: singular value decomposition; data assimilation; ocean models; observation strategies;
ocean forecasting systems; ocean Double Gyre; 4D-Var; ROMS

1. Introduction

In recent years, there has been a growing demand for oceanographic forecast data [1,2], which comes
from different public and private subjects for operational oceanography purposes. This request
stimulates the production of reliable predictions of physical and biogeochemical ocean variables to
support activities such as search and rescue operations, ocean energy, fisheries, and environmental
monitoring and pollution control. Observations play an essential role in operational systems as they also
allow evaluating the reliability of predictions. The most important initiative in this context is the Global
Ocean Observation System (GOOS), which includes several regional observation components providing
data to global and basin-scale operational services, as well as to regional downstream services [3].

Operational oceanographic services both at the basin and regional scales improve their forecast
reliability when the model forecast is properly initialized with fields obtained through a data assimilation
procedure. Data assimilation (DA) combines observations and models first-guess-weighted by their
respective accuracies to obtain the best unbiased estimation of the ocean state. In a DA scheme,
the observations correct the trajectory (first guess) according to their influence, which mainly depends
on the observation and model error covariance matrices. As a consequence, DA can be useful to
better control the error growth of the state trajectory with respect to the real evolution. Furthermore,
in the operational practice, a common procedure of initializing a simulation starting with external data
(e.g., climatology, objective analysis, model analysis, etc.) requires a spin-up interval during which
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the solution is not usable. DA schemes as 4D-Var reduce the spin-up effects (keeping a dynamical
consistency between analysis and model equations) and also reduce model uncertainties.

Large amounts of data come from satellite observations (mainly Sea Surface Temperature and Sea
Surface Height), which have some intrinsic limitations (surface-limited observations, revisiting times).
Many parameters are only observable by collecting in situ observations through specific sensor
networks that integrate satellite observations with data along the water column and at higher
frequencies. The main limitation of in situ observation networks is their high cost for installation
and maintenance over time; it is very important, therefore, to design an in situ observing system that
maximizes the impact of the observations in the forecast, minimizing the cost.

Ocean models can also be used to evaluate both existing and new observing networks through
different methodologies [4]. Observing System Experiments (OSEs) compare analysis obtained by
eliminating only a part of the observations with the analysis obtained by assimilating the entire
dataset to understand the impact of the omitted observations. Observation System Simulation
Experiments (OSSEs) use “synthetic” observations to evaluate the benefit of assimilating observations
from instruments/networks not yet installed. Adjoint-based techniques and ensemble-based methods
can be used to study observation sensitivities and the impact on assimilated systems, contributing to
the design of observing systems [4–6].

As different observations have different impacts when they are assimilated in an ocean model,
a major problem is designing an observation network that provides data giving the best results
(i.e., fewer errors) when they are assimilated. The positioning of the observing system is indeed
somehow related to the unstable modes, which deserve more than others to be corrected. Since the
fundamental milestone made by Lorenz in 1965 [7], it is well known how the divergence in chaotic
systems rises from the unstable directions of the state trajectory where small errors in initial conditions
significantly grow, leading to very different final states. This places a time limit to the predictability
of the system state, which is usually evaluated by the largest Lyapunov exponents. The assimilation
of observations attempts to prolong that time limit [8]. Some significant errors could decay over
time, whereas smaller errors could intensely grow and produce a heavy impact on forecast reliability.
The growth of the divergence between model evolution and the real state of the system is driven
by these unstable directions, rather than by the largest components of the error embedded in the
predicting system [9,10]. Indeed, the structure of the fast-growing perturbations is a dynamically
evolving field and depends on the flow regime, as it derives from the position of the current state on
the attractor and varies over time [7,11,12].

For what concerns observation strategies, we can expect that a suitable positioning of observation
devices in areas in which error in the initial condition is fast-growing may better control this growth.
Such a choice can be performed on the basis of the study of perturbation growth. Hansen and Smith [13]
showed that for sufficiently small errors, observation strategies based on system dynamics produce
better results than strategies based on error estimates.

A notable contribution to this field was made by Farrell and Joannou [14,15] in their General
Stability Theory (GST) of a dynamical system, in which they extended the traditional modal stability
theory to include transient growth processes. The authors identified the decomposition to singular
values (SVD) as a suitable tool for treating perturbation growths in geophysical fluid systems.
A variation of this method considers the calculation of Hessian singular vectors, which identify the
errors in initial conditions that evolve into the largest forecast errors [6].

The existence of large singular values indicates that small errors in the initial background state
can grow very rapidly, reducing the system predictability, and the respective singular vectors indicate
the areas where disturbances grow faster. Analyzing Singular Vectors (SVs) appears strategic to
increase model predictability by giving an indication of where it is more important to reduce errors in
initial conditions [6,16].

The application of SVD to select observations has been already tested in a number of studies,
mostly related to operational aspects of atmospheric forecasting systems [5,17–21]. A review of
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observation strategies [22] confirmed the utility of SVD information in choosing the observations to be
assimilated. Bergot et al. [23] considered the SVD as a useful tool to identify areas where assimilating
even a few observations is able to significantly reduce forecast errors. An important portion of
literature about the topic of adaptive observations was originated by the first experimental reference,
the so-called Fronts and Atlantic Storm Track Experiment (FASTEX) [24–26]. Other experiments were
carried out by assimilating additional observations from aircraft in regions characterized by rapidly
growing SVs [19,27,28].

In this work, we test some possible observation strategies of a simplified ocean system with the
aim of establishing an optimal configuration of an in situ observing network able to reduce forecasting
uncertainties through DA. For simplicity, we limit this study to velocity observations. In particular,
our goal is to achieve such an optimal configuration using a limited number of observation points,
as these may have a significant cost, in order to ensure the greatest possible benefit to an integrated
assimilation/forecasting system. The benefit is measured with respect to the short-/medium-range
forecast (analysis and forecast cycles of a few days), as required in the operational practice. In order to
select the possible observation points, the proposed strategy is based on the SVD and on a maximum
correlation among the horizontal velocities, which is traduced into a minimum distance, variable over
the model domain. Indeed, we verify that an observation strategy based on SVD may fail if it is not
accompanied by other considerations linked to the flow structure, and such a combination of SVD
analysis with a correlation analysis can be used to limit redundant observations.

The experiments are carried out by using the ocean model ROMS (Regional Ocean Modelling
System, www.myroms.org) [29], which already includes suitable routines for the SVD computation [30].
We perform a set of numerical experiments assimilating different datasets and investigate the effects
on model results.

In Section 2, the configuration of the experiment is presented, and in particular, the description of
the model, the DA scheme, and the proposed strategy to place in situ observation points.

In Section 3, the results of all experiments are reported; our best strategy is compared to a random
localization strategy and also to a selection procedure based on SVD and on a minimum fixed distance
among observations.

2. Materials and Methods

2.1. The Model Set-Up

The reference model used in this work is an idealized ocean model, widely known as Double
Gyre (DG). Although it is conceptually much simpler than realistic simulations, it is still relevant
from an oceanographic point of view. DG simplified dynamics have been used as an idealized case to
reproduce the seasonal and interannual oscillations of the large-scale circulation in the ocean, useful for
the climate system predictability [30].

This configuration is also used by the ROMS developers [31] as a test case to introduce the
functionalities of the tangent linear model and its adjoint. This simplified ocean system is strongly
barotropic, and no relevant differences can be found in different vertical layers. The basin has a flat
bathymetry 500 m deep with all closed boundaries. The model domain is a large rectangular basin
1000 km in size in the east–west direction and 2000 km in the north–south direction; it is discretized
horizontally in 56 × 110 cells and vertically in 4 equally spaced s-levels. The model is forced by a
constant zonally uniform wind stress with a positive zonal component at its midaxis, which is inverted
to a negative zonal component approaching the northern and southern boundaries, as defined by a
sinusoidal function of latitude:

τx = −τ0cos
(

2πy
Ly

)
(1)
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where τ0 = 0.05 N/m2 and Ly is the meridional extent of the basin. This particular wind distribution
induces two large interacting vortices with a scale of about 1000 km: a subpolar cyclonic gyre and a
subtropical anticyclonic gyre, whose stationary depends on the eddy viscosity values.

The model solves the 3D primitive equations in a beta-plane approximation centered at 45◦ N.
Density profiles are defined by an analytically stable profile of the active tracers, as described by
Moore et al. [31]. The advection for both 3D momentum and tracers in the horizontal and vertical
components is implemented by, respectively, the third-order upstream scheme along constant S-surfaces
and the fourth-order centered scheme. Horizontal turbulent processes are parametrized by a harmonic
operator whose horizontal eddy viscosity and diffusivity are equal to 160 m2/s. Although forced by a
steady wind, the model solution depends on the eddy viscosity value, and circulation passes from
a stationary pattern (high eddy viscosity) to an oscillating behavior (low eddy viscosity), with the
formation of smaller-scale vortices and the shifting of the main current patterns. In fact, the DG
circulation shows a bifurcation [32], corresponding to a critical value of the Reynolds number. For values
lower than the critical value, the flow converges quickly to a unique steady solution, whereas for values
above the critical value, instabilities occur, and the symmetry of the structure of the subpolar and
subtropical cells is broken. The vertical turbulent mixing is parameterized by coefficients of vertical
viscosity and diffusion of 1 m2/s; linear bottom friction is introduced with a bottom drag coefficient of
8 × 10−7 m/s. To ensure model stability, the numerical time steps are set, respectively, to 45 s (barotropic
time step) and 900 s (baroclinic time step).

The model is initially started through the steady solution (Figure 1a), obtained by a 20-year-long
simulation with a high eddy viscosity, equal to 1280 m2/s, which ensures a steady circulation that is
symmetrical with respect to the zonal axis. For the following 10-year run, the eddy viscosity is then
decreased to a lower value of 160 m2/s: in this case, the circulation loses symmetry as it becomes
unsteady and characterized by meandering where the two original gyres move through the domain
with other gyres arising.

Figure 1. Surface current field (arrows) and Sea Surface Height (SSH) (m) of (a) the steady solution,
(b) the climatological state, and (c) the initial state of the Nature Run for the first assimilation window.

For our model experiments we define a couple of independent model runs:

1. A Nature Run (NR), which is the model initialized by the last snapshot of the 10-year run
(Figure 1c). This is considered the true state of the ocean, a virtual reality from which synthetic
observations are extracted;
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2. A Free Run (FR) or background, which is the simulation initialized by an initial velocity field
obtained by averaging the unsteady solution of the 10-year run (Figure 1b). This represents the
common and simplest way to initialize numerical simulations by means of a “climatological”
time-averaged solution.

In each experiment, a set of observations is extracted from the NR using the observation strategies
discussed below. Such a synthetic dataset includes velocity observations in the form of ocean current
profiles at a frequency of 15 min, which are assimilated using the FR as the background, thus producing
an analysis. In real ocean-observing systems, such kinds of observations are normally taken by means
of Acoustic Doppler Current Profilers (ADCPs). The analysis is performed in a 5-day assimilation
window that provides initial conditions to a subsequent 5-day forecast.

The positions of observation instruments are fixed in each experiment and chosen by adopting
three different strategies: (1) randomly, (2) in the area of maximum dominant singular vectors and
imposing a minimum distance among the positions, and (3) in the area of maximum dominant singular
vectors, imposing a maximum limit of correlation between the velocity time series in each position.
For what concerns the first set of experiments (random positioning), the positions are obtained by the
rand function in MATLAB©, assuming a minimum distance is equal to the grid cell size (in this case,
around 18 km). To reduce the dependence of the results on a particular random spatial configuration,
we repeat each experiment by assimilating different datasets characterized by the same number of
(virtual) observation instruments. Finally, to assess the selection procedure for different hydrodynamic
states, the assimilation test is repeated in different time windows.

The assimilation of synthetic observations is executed through the incremental formulation of the
4D-Var based on the Lanczos algorithm (ROMS-IS4DVar). In such a procedure, the increments to add
to the control vector to minimize the cost function are computed iteratively [5]. The control vector
corresponds to the initial state, so only the initial conditions were adjusted by assimilating data.

A maximum number of 10 inner loops and 2 outer loops are set up, and the assimilation process
stops when the minimization of the cost function gradient reaches a given tolerance that we set equals
10−4, as we verified that this limit is sufficiently adequate for convergence. The presence of observation
errors is considered in the observation error matrix as we assume implicitly that observations are
affected by an error of 0.01 m/s.

The background error covariance matrix Bx is factorized by means of the univariate correlation
matrix C, the diagonal matrix of the prior error standard deviations Σx, and the multivariate balance
operator Kb, as described in [5]:

Bx = KbΣxCΣT
x KT

b . (2)

The background error standard deviation Σx is defined by using the standard deviation of the
state variable fields during the 10-year-long (unsteady) simulation, a period long enough to compute
meaningful circulation statistics.

The correlation matrix C is in turn factorized by a diagonal matrix of grid box volumes W,
a horizontal and vertical correlation function model Lh and Lv, and a matrix of normalization
coefficients Λ, as:

C = ΛL1/2
v L1/2

h W−1LT/2
h LT/2

v ΛT. (3)

The normalization coefficients are used to ensure that the diagonal elements of the associated
correlation matrix C are equal to unity and they are computed through the so-called “exact method,”
in which the horizontal and vertical isotropic decorrelation scales imposed equal 30 km and 100 m,
respectively, for all the state variables.

2.2. Observation Strategies

The proposed criteria for identifying the most suitable positions to install observation instruments
join two requirements: (a) finding areas characterized by high values of the dominant SVs; (b) imposing
a maximum limit to the correlation between the velocity time series at the observation points.
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For what concerns the first requirement, we resort to the Singular Value Decomposition (SVD) of
the tangent propagator to identify the directions of maximum error growth in a given time interval,
according to the Generalized Stability Theory (GST) by Farrell and Ioannou [14,15] for nonautonomous
systems. SVD decomposes the matrix L (in this study, it is the tangent propagator) in three matrices
that satisfy LV = US [33]. The matrices V and U are formed by the eigenvectors of LTL and LLT,
respectively, which are autonomous and symmetric for construction. Therefore, their eigenvectors
form two orthogonal bases of the domain space and the range space, respectively. For this property,
any disturbance at the initial time can be written as a linear combination of the initial singular
vectors in the domain space, whereas its evolution can be written as a linear combination of the final
singular vectors in the range space. Furthermore, the eigenvalues are the same for both matrices,
LTL and LLT, and are called singular values; their square root corresponds to the growth factor of
the relative initial singular vector, as they are transformed by L. Therefore, the growth rate of all the
perturbations is confined by the fastest-growing singular mode, characterized the higher singular value.
The dominant initial singular vector defines the direction of maximum growth error in the interval
[t1,t2]. This calculation allows us to assess the fastest-growing disturbance among all those possible
during a given finite time interval, called optimization time. The SVD computation is controlled by
two main parameters: the norm, by which the growth of the singular vectors is evaluated, and the
optimization time. The dominant initial singular vector is calculated as the singular vector that
maximizes a norm at the final time of the interval, as adopting different norms leads to different
SVs. In most oceanographic studies, the norm used is the total energy, the same we apply in this
work, although other norms have been used depending on the particular aim, such as kinetic energy,
enstrophy, and the Hessian norm [5,6,17,33,34]. More details on the SVD can be found in Farrell
and Ioannou [14,15].

The number of singular modes of the system is of the order of 105, equivalent to the dimension of the
model state. The leading singular vectors are computed in ROMS through the Lanczos algorithm [35]
by integrating the tangent linear model forward in time and the adjoint model backward in time a
sufficient number of times for the convergence of the algorithm [31].

The SVD is applied with respect to the tangent model of the free-run circulation starting from the
climatological state so it is the same for all the time windows. The 200 dominant SVs are computed for
different optimization times (5, 10, 20, and 60 days). In Figure 2, the singular values computed with
optimization times of 5 and 60 days are reported as examples, and we see that the choice of limiting
the calculation to the first 200 SVs, containing the main information on the perturbation evolution,
is adequate as it also avoids the computation of a huge number of SVs.

Figure 2. The 200 dominant singular values computed on an optimization time of 5 days (a) and an
optimization time of 60 days (b).
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Figure 3 shows the sum of projections onto the horizontal surface velocity components of all
the dominant initial singular vectors (upper maps) and the dominant final vectors (bottom maps),
weighted with the corresponding singular values. SVs and singular values are computed from the free
run by considering different optimization time (Top) of 5, 10, 20, and 60 days. The structures of the
initial and final singular vectors computed on a short Top are similar to each other and concentrated
near the convergence of the currents along the western side, where the two branches of the currents
merge and change their direction (from meridional to zonal).

Figure 3. Sum of projections on the horizontal surface velocities of the 200 dominant initial singular
vectors, for different optimization times (a–d). Similar sum of projections computed for the first 200
final singular vectors (e–h). Singular values are used to weight Singular Vectors (SVs).

The difference between the initial and the final singular vectors maps grows for increasing
optimization times, as well as the singular values (Figure 2). The perturbations computed for 60 days
evolve much more than those computed over a shorter period, in agreement with the higher singular
values obtained for larger optimization times. However, significantly large singular values, even for
the 5-day optimization window, are due to the fact that the initial period of the background run is
subject to a strong tendency to change the circulation structure, especially close to the convergence area.
Indeed, the simulation starts from the climatological state (Figure 1b) and the circulation is subject to
strong variations which are concentrated in the central–western area.

Concerning the second requirement, we set a minimum distance among observations, defined on
the basis of a maximum correlation between the time series of model velocities at the observation
positions themselves.

The need to impose a minimum distance among in situ observations arises from the typical
structure of the dominant singular vectors quite concentrated in specific areas. The highest values of
the SV component on the surface velocity are strictly localized in the middle of the western boundary
where the ascending and descending currents converge (Figure 2). On the one hand, it is crucial to
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control such areas of maximum error growth with sufficient detail. On the other hand, having too
many observation points concentrated in this part would not give a strong benefit to the analysis since
horizontal velocities in this area can be strongly correlated to each other. Therefore, a procedure only
based on SV would lead to select too dense instrument positioning. Hence, some experiments are
realized imposing a fixed minimum distance between the observation points, but this method does not
avoid choosing sampling points excessively correlated. Moreover, we expect for most hydrodynamic
fields of interest, the correlation between points is not homogeneous on the whole domain, as well as the
suitable minimum distance among observations. This correlation is computed by the following steps:

(1) For each grid cell (i, j) we compute the spatial correlation of both the u and v velocity components
with respect to all of the other grid cells (h, l), with i � h and j � l, and then we take the norm of
the matrix: ∣∣∣∣∣∣ 〈uijuhl〉 〈vijuhl〉

〈uijvhl〉 〈vijvhl〉
∣∣∣∣∣∣. (4)

Each cell is associated with a single normalized correlation map, whose values range between 0
(uncorrelated grid cells) and 1 (perfectly correlated grid cells).

(2) A maximum value for such normalized correlation is imposed as a threshold to calculate for
each grid cell the averaged distance beyond which the correlation is lower than the chosen
threshold. In this way, all correlation maps for each grid cell can be transformed into a single map
of distances. This map of minimum distances among in situ observation points is computed as
the mean radius inside which the correlation of the variable of interest is higher than the imposed
correlation threshold.

Figure 4 shows the map of distances used in this study (in km), computed by imposing a maximum
correlation of the time series of velocities equal to 0.6. Note that distances are never too small (in this
case, >100 km) and they increase moving away from the critical area of convergence.

Figure 4. Map of the correlation distances (km) related to a correlation threshold of 0.6.
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3. Results

As described in the previous sections, we test three different observation strategies applied to an
idealized ocean model (DG) to identify the observation network configuration, which gives rise to the
best analysis and forecast.

To compare each test, we adopt the Taylor diagram representation [36], which is often used in
the operational field and allows collecting the same graph three of the most used statistical indices:
the correlation, the centered root-mean-square error, and the standard deviations between two series
(considering the Nature Run as the target). As in this study, we compare the maps of values at the
same time, and correlation must be understood as a spatial correlation. These statistics are computed
on the surface velocity components at the final time of the assimilation window, which is the initial
condition for the five-day forecast run.

In the first experiment, we test the assimilation of an increasing number of velocity profiles,
randomly located using the criteria described in the previous section. We start with 20 observation
instruments (i.e., velocity profilers or ADCPs). As randomness can produce datasets more or less
impactful for DA, the test is repeated considering different positions.

For the five-day assimilation window, two points are highlighted in Figure 5:

1. The Nature Run (NR), that we assume as the true state of the system;
2. The Free Run (FR), starting from the climatological state, which is poorly correlated with the NR

(around 50%).

Figure 5. Representation of the ensemble of the analyses obtained from the assimilation of different
datasets of velocity fields from 20 observation points randomly positioned (blue points), the Free Run
(red point), and the Nature Run (green point) in the first assimilation window. The orange circle
indicates the M dataset, whereas the cyan circle indicates the U dataset, which Figure 6 refers to.
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Figure 6. Vector maps of the analysis from the configuration network “M” (a) and “U” (c) at the end of
the assimilation window (see Figure 5). The observation positions, taken from the Nature Run (NR),
are represented in (b) (Dataset “M”) and (d) Dataset “U”).

We find an excellent capability of the DA algorithm (ROMS-IS4DVar) to adjust the initial condition
and bring the evolution of the state of the system closer to the truth.

Figure 5 shows a wide spread between the analyses produced by assimilating different datasets,
each corresponding to a different network configuration. We observe a significant spread of the
results around such average, as analysis data can have a stronger (around 0.8 for Dataset M) or
weaker correlation (around 0.6 for Dataset U). Some analyses although characterized by a high
correlation to the NR have lower standard deviations than the NR, hence they poorly represent the
true circulation structures.

As an example, in Figure 6, we report the snapshots of the circulation of both the worst and the
best analysis obtained, respectively, from the synthetic datasets corresponding to the configuration
networks “M” and “U.”

This first set of experiments is extended through the assimilation of a growing number of randomly
positioned ADCPs (40, 60, 80, 100, 150, and 200).

Looking at the averaged statistics of analyses (named AVG in Figure 7), we have a positive effect
of DA in improving the estimation of the model state as the number of observation points increases.
At the same time, the statistical indices within each ensemble are increasingly closer to each other.

  
(a) (b) 

Figure 7. Cont.
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(c) (d) 

Figure 7. Representation of the ensemble of the analyses obtained from datasets of velocity
measurements from, respectively, 40 (a), 60 (b), 80 (c), and 150 (d) observation points randomly
positioned (blue points), Free Run (red point), and Nature Run (green point) in the first
assimilation window.

The results of all tests with the same number of observation points are summarized by means of a
number of average points, each representing the averaged statistics of the related ensemble in Figure 8.
We observe a progressively better quality of analyses in terms of all statistical indices (correlation,
RMSE, and standard deviation) and a progressively lower benefit in the assimilation of additional
observations. Indeed, as the number of observations increases, the marginal improvement of the
analyses decreases. Therefore, a suitable strategy to localize measuring tools is especially impactful in
observation networks characterized by a few instruments, which is the case of most in situ observation
networks used in operational oceanography.

Figure 8. Representation of the average point representing a different ensemble of (a) the analyses
obtained from datasets of velocity measures characterized by a different number of observation points
randomly positioned: 20, 40, 60, 80, 150, and 200; (b) the subsequent forecast.

Figure 9 shows the improvement of the quality of analysis and forecast for an increasing number
of observations. Forecast reliability, in terms of correlation and error, is strictly dependent on the
quality of initial conditions; therefore, it is quite proportioned to the analysis.
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Figure 9. Correlation (a) and error (b) of the average point representing a different ensemble size
(whose members are reported by single dots) of the analyses and the subsequent forecast obtained
from datasets of velocity measures characterized by a different number of observation points randomly
positioned: 20, 40, 60, 80, 150, and 200.

By considering individually each analysis, some overlapping areas between the statistical scores
of different ensembles are also shown in Figures 7 and 9. This means that, in some cases, a significantly
different number of assimilated data can approximately lead to the same improvement. Therefore,
a relatively small number of well-positioned instruments can produce an analysis almost equivalent
to that produced by a network of poorly located instruments, albeit larger. In fact, some analyses
obtained with only 20 ADCPs have produced results equivalent to networks with 40 or even 60 ADCPs
(Figures 7 and 9).

In the second set of experiments, the positions of in situ observation instruments are identified by
two elements: (1) the highest values of the projection on the velocity components of the dominant
singular vectors, and (2) a fixed minimum distance among the instruments. As we mentioned in
Section 2.2, the need to impose a minimum distance among instruments arises from the typical structure
of the dominant singular vectors concentrated in relatively small areas.

In some experiments, not reported in this paper, we sample our DG system by extracting most
measurements in the area of highly dominant SVs, but the results are even worse than those obtained
with randomly positioned observations.

Distances are provided in dimensionless units, as they are divided by the barotropic Rossby
deformation radius LR = (gh)1/2/f ≈ 900 km. We repeat the ensemble for testing different minimum
distances from 0.04xLR to 0.28xLR.

Following the present observation strategy, the first observation point is located where the
projection of the dominant SV on the velocity is maximum, and the following observation points lie
farther than the chosen minimum distance.

The results of this set of experiments are shown in Figures 10 and 11, in which we compare the
analyses obtained in the first assimilation window (Figure 10) and, on average, for all the assimilation
windows (Figure 11).
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Figure 10. Representation in the Taylor diagram (a) and correlation graph (b) of the analyses obtained
for the first assimilation window. Each case corresponds to a network configuration defined by the
highest SVs and the minimum fixed distance, expressed as a fraction of the Rossby deformation
radius. The green point and the green line correspond to the case of a variable distance based on the
correlation map.

Figure 11. Taylor’s diagram (a) and correlation graph (b) of the average statistics of the analyses
obtained for all assimilation windows. Each case corresponds to a network configuration defined by the
highest SVs and the minimum fixed distance, expressed as a fraction of the Rossby deformation radius.
The green point and the green line correspond to the case of a variable distance on the correlation map.

Looking at the first assimilation window (0−5 days), the worse dataset corresponds to an
imposed minimum distance of the order of the spatial resolution, which is 0.04xLR. By increasing this
minimum distance, we progressively obtained better correlation up to a value approaching 0.8, in turn
corresponding to a minimum separation of about 0.25xLR. The observation positions of both the worst
and the best dataset are reported in Figure 12. Considering other assimilation windows, the results
are quite similar: the worst correlations are usually obtained for short minimum distances, and the
correlation tends to increase when we separate the observation positions. The maximum correlation is
found in the range of 0.15−0.25xLR (Figure 13).
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Figure 12. Observation points of dataset selected by the Singular Value Decomposition (SVD)-based
procedure imposing a minimum distance of 0.08 LR (a), 0.24*LR (b), and, finally, produced by the
SV-based imposing the correlation distance of Figure 10 (c).

Figure 13. Correlation of analyses run to the Nature Run for the 10 cycles of the 5-day-long-assimilation
windows where the observation networks were based on the correlation map of Figure 4 and the
SVD computed for different optimization times: 5 days, 10 days, 20 days, and 60 days. The dashed
lines represent the results for the random strategy plus a fixed minimum distance. The analyses are
compared to each other and to the Free Run (blue line).

Taking the average of all curves referred to the whole set of assimilation windows, the best
correlations are obtained by imposing a minimum distance of about 0.2 xLR (Figure 13).

Datasets selected by imposing a distance up to 0.08−0.1 xLR produce worse analyses than randomly
selected observations; the same occurs with minimum distances larger than 0.3 xLR. Conversely, in the
range between 0.1 xLR and 0.25−0.3 xLR, this selection procedure produces, on average, analyses more
reliable than that corresponding to random positioning.
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Finally, as a third set of experiments, we test a procedure, still based on SVD, in which we impose
a maximum correlation between the time series of the observed variables at the observation positions,
instead of a fixed minimum distance. Such a limitation on the correlation between the time series of
model velocities at observation points is introduced by imposing a minimum distance variable over
the domain, and it is computed as explained in Section 2.2.

The selection procedure for this set of experiments is based on the map in Figure 4. Starting from
the observation point in which we compute the maximum value of the projection of the SV onto the
velocity, we identify the minimum distance to place additional observations through such a map
derived from the correlation analysis.

It is important to underline that, in this procedure, the position of observation points are uniquely
determined once a correlation threshold is defined. Such a threshold should be itself a calibration
parameter of the sampling strategy to be selected on the basis of the correlation value that may
guarantee the best comparison between analysis and the (virtual) truth. Although the correlation
threshold is not calibrated in this study, such a unique configuration of the observation points is found
to be the one that gives rise, on average, to the best analysis.

The average value of such a variable correlation distance is around 300 km, which is about 0.3xLR,
slightly outside the “best” minimum distance found for the second set of experiments in which a fixed
separation among observations is set. However, this distance, on the map in Figure 4, varies between
lower values (around 150−200 km), near the convergence area, and higher values (>600 km) near the
northern, southern, and eastern edges. The highest SVs are located within the area of lower correlation
distances that fall within the range of 0.15−0.20 LR that we find, empirically, as an optimal distance
interval using the fixed distance criterion.

The third procedure is able, on average, to improve the quality of the analysis model with respect to
both the random procedure, and to the SVD-based procedure with a fixed distance among observations.

The observation strategy is tested for repeated assimilation cycles, as in the normal procedures
adopted in the operational practice. A summary representation of results is shown in Figure 13.
The observation strategy based on the combination of SVD and correlation analysis (solid lines) in most
cases gives the best performances with respect to any random positioning procedure (dashed lines).

We also assess the sensitivity of the results to the optimization time for the SVD computation.
In this case, the difference among the datasets, in terms of correlation with respect to the NR, is not so
relevant, but we find that the configuration of observation points obtained by the SVD on a shorter
optimization period (5−10 days) gives the best results. In particular, the analysis corresponding to
the SVD with an optimization time of five days (SV5 in Figure 13) always yields significantly better
analyses than any other tested strategy.

4. Discussion and Conclusions

The marginal improvement of the reliability of an ocean forecasting system can be obtained by a
proper design of the ocean-observing component.

The Singular Value Decomposition was already used by various authors in the field of Geophysical
Fluid Dynamics (mainly in the atmosphere) for several purposes, including the identification of possible
adaptive observation strategies. However, the analysis of the potential of this method is still rather
lacking to provide effective and functional indications for the design of in situ observation networks.

In this work, we evaluate some possible SVD-based strategies to determine an optimal set of in situ
observation points in the case only a limited number of observation tools are available. This situation
is common in reality, given the high cost of installing and managing in situ observation networks,
especially in the oceanographic field.

We compare three observation strategies aimed at reducing the forecast uncertainty obtained
through an idealized Double-Gyre ocean model, with repeated analysis and forecast cycles, using the
variational assimilation scheme ROMS-IS4DVar.
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We first proceed to evaluate the benefit linked to the assimilation of randomly positioned
observations. The assimilation algorithm in use always produces a positive improvement in the
estimation of the state of the system. The effectiveness of this improvement is not straightforward,
as it depends in a complex way on the number of observation points and also on the location of these
points in the model domain. This is especially evident in case only a limited number of observations
is available.

Having a limited number of observation tools, and looking for the combination of positions that
gives maximum benefit to DA, we assume that a fundamental indication for selecting observation
points can be provided by the study of the areas in which the maximum error growth occurs. SVD is
an excellent method for identifying these areas. The computation of the dominant Singular Vectors
(SVs), and in particular of its projection on the physical components of interest, i.e., the velocity field,
can give important information about error dynamics in the limit of validity of the linear tangent
model. However, as the highest values of such SVs components can be concentrated in small areas,
information obtained from points too close to each other is likely to be too correlated. To avoid this
effect, we test two criteria:

• A first criterion, based on a rigid distance, is able to identify an optimal separation distance, which,
in this case, is equal to about one-fifth of the Barotropic Rossby Deformation Radius. Around this
value we have, on average, the best skills for the analysis model compared to the Nature Run
assumed as truth;

• A second criterion, based on the maximum correlation between points, adopts a variable minimum
distance among observation points. This criterion defines uniquely the position of observation
points and provides better results both with respect to random simulations and with respect to
the former optimization criterion.

Further improvements of the last criterion can be achieved through an accurate calibration of the
threshold correlation parameter. However, even when adopting a threshold parameter of the first
attempt, the obtained results are, on average, better than any formerly adopted strategy.

The extension of this method to real applications must take into account other factors, such as
the presence of other variables of interest or a more accurate characterization of the observation
error. In cases of ocean models more complex than the ocean DG, when baroclinic effects and density
variations are more important, an SVD-based observation strategy should also evaluate the projection
of the dominant SV on other variables, such as temperature and salinity, as any observation strategy
cannot disregard the acquisition of density profiles. The application of this method to real ocean systems
will also require a careful characterization of measurement errors, estimated from the performances of
real observation instruments.

Testing such criteria to the design of observation networks, as in the standard Observing System
Simulation Experiments (OSSEs) used for simulating the possible benefits of observing systems,
could be of great interest. Indeed, most existing ocean observation networks are not designed from the
very beginning using objective criteria to optimally support analysis/forecast models. Suitable design
strategies are therefore needed for both making up new observation systems and expanding the
capabilities of existing observation networks in order to improve their efficiency for data assimilation.
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Abstract: Based on the multivariate empirical orthogonal function (MEOF) method, a multivariate
balanced initial ensemble generation method was applied to the ensemble data assimilation scheme.
The initial ensembles were generated with a reasonable consideration of the physical relationships
between different model variables. The spatial distribution derived from the MEOF analysis is
combined with the 3-D random perturbation to generate a balanced initial perturbation field. The
Local Ensemble Transform Kalman Filter (LETKF) data assimilation scheme was established for
an atmospheric general circulation model. Ensemble data assimilation experiments using different
initial ensemble generation methods, spatially random and MEOF-based balanced, are performed
using realistic atmospheric observations. It is shown that the ensembles integrated from the balanced
initial ensembles maintain a much more reasonable spread and a more reliable horizontal correlation
compared with the historical model results than those from the randomly perturbed initial ensembles.
The model predictions were also improved by adopting the MEOF-based balanced initial ensembles.

Keywords: MEOF; initial ensemble; ensemble spread; LETKF; data assimilation

1. Introduction

The ensemble Kalman filter (EnKF) data assimilation approach was introduced by
Evensen in 1994 [1], which is a Monte-Carlo approach and has the potential for efficient use
on parallel computers with large-scale geophysical models [2–8]. The EnKF method uses
an ensemble of model forecasts to estimate the background error covariances and optimizes
the background with the available observations. So it is easy to implement (no adjoint
models are required compared with the three-dimension variational data assimilation [2,9])
and handles strong non-linearities better than other known Kalman filter techniques for
large-scale problems [10].

EnKF was first applied to an atmospheric model by Houtekamer and Mitchell [11].
After that, it has rapidly become a promising choice for the operational numerical weather
prediction systems. The square root filter (SRF) method of EnKF without perturbed obser-
vations (deterministic filters) was proposed by assimilating the observations serially [12,13],
and then the EnKF method with perturbed observations (stochastic filters) was applied to
a pre-operational system [14]. A local ensemble Kalman filter (LEKF) method that assimi-
lates observations simultaneously was proposed by Ott et al. [15]. Furthermore, the local
ensemble transform Kalman filter (LETKF) which uses the ensemble transform Kalman
filter (ETKF) approach was proposed to further accelerate LEKF [16,17]. The LETKF as-
similates observations within a spatially physical local volume at each model grid point
simultaneously and does not require an orthogonal basis which significantly enhances the
computational efficiency with parallel implementation [17,18].

For the initial perturbation generation, several kinds of methods have been developed,
such as error breeding [19], singular vectors [20], perturbed observations [21] and random
perturbations [5,21–23]. The performances of these methods were illustrated in several
numerical weather prediction models with different complexities [24–27]. Zheng and
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Zhu proposed a multivariable empirical orthogonal function (MEOF) based model error
perturbation to generate perturbed model errors and then applied it to a global spectral
atmospheric model with real observations [28,29]. It should be realized that how to
maintain the physical relationships of the different model variables induced by the initial
perturbations and how to provide a reasonable background covariance are still an important
problem for the ensemble data assimilation process.

In this work, the local ensemble transform Kalman filter approach has been im-
plemented for an atmospheric general circulation model developed by the Institute of
Atmospheric Physics (IAP AGCM version 4). A MEOF based balanced perturbation gener-
ation method is adopted for generating the initial ensembles, compared with the spatially
random perturbation method [5]. The remainder of this paper is structured as follows: In
Sections 2 and 3, the forecast model and the LETKF data assimilation scheme are briefly de-
scribed respectively. In Section 4, the implementation of the initial perturbation generation
scheme based on the multivariate empirical orthogonal function (MEOF) is introduced.
In Section 5, the spatially-correlated random perturbation scheme and the MEOF-based
balanced perturbation scheme are both applied to the AGCM model results to generate the
initial ensemble. The ensemble spread and horizontal correlation of the initial ensembles
are compared for the two methods. And the LETKF data assimilation scheme is applied
to the AGCM model with the conventional observation data. The characteristics and
effects of the random and MEOF based initial ensemble generation methods are illustrated
respectively. The data assimilation results using the two different initial ensembles are also
shown in this section. Summary and conclusions are drawn in the final section.

2. The Forecast Model

The atmospheric general circulation model used here is the IAP AGCM version 4
as a component of the Chinese Academy of Sciences (CAS) earth system model (ESM).
The model was applied to the simulation of atmospheric circulations and climate, such as
summer precipitation and monsoons [30,31]. It is a global grid-point model using finite-
difference scheme with a terrain-following σ coordinate. A latitude-longitude grid with
Arakawa’s C grid staggering is used in the horizontal discretization [32–34]. The formu-
lation of the governing equations and the finite-difference schemes have several novel
features in the IAP AGCM. The model equations are based on the baroclinic primitive equa-
tions with subtraction of standard stratification. The purpose of subtracting the standard
stratification in the dynamical core is to reduce truncation errors, especially over regions of
high terrain. And the IAP model conserves total available energy (sum of kinetic energy,
the available potential energy, and the available surface potential energy) rather than total
energy. To maintain the conservation of the total available energy, a variable substitution
method named the IAP transform is adopted in the numerical design. The model resolution
adopted here is 1 degree by 1 degree. The nonlinear iterative time integration method
described in [35] is used in the model. The timestep adopted in the numerical simulation
here is 1200 seconds. The prognostic model variables are temperature, surface pressure,
wind velocity and specific humidity.

3. Data Assimilation Scheme

The Local Ensemble Transform Kalman Filter (LETKF) algorithms used here are based
on the work of Hunt et al. [17]. An important advantage of LETKF schemes compared to
EnKF is their efficiency in parallel computing. Because LETKF separates the entire global
grid into independent local regions, ideally they have the total parallel efficiency [18].
In this section, we introduce the main idea of LETKF briefly.

The ensemble members are defined as xi ∈ �n(i = 1, · · · , N), where N is the ensemble
size and n is the dimension of the model state. The ensemble matrix X can be constructed
by the model states of the ensemble as:

X = (x1, x2, · · · , xN) ∈ �n×N (1)
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The anomaly matrix is
X′ = X − X (2)

where X is the ensemble mean vector.
To update analysis states at every grid point, the LETKF assimilates only observations

within a certain distance from each grid point. Here we use the subscript l to denote a
quantity defined on such a local region centered at an analysis grid point. The analysis
mean is

xa
l = xl + xl Pa

l (Yl)
T R−1

l (yo
l − yl) (3)

And the analysis error covariance matrix Pa
l is

Pa
l = [(Yl)

T R−1
l Yl + (N − 1)I/ρ]−1 (4)

where Rl is the observation error covariance matrix. The observation vector is y ∈ �m.
Y = (y1, · · · , yN) and H is the observation operator which interpolates the model state to
the observation space. ρ is the multiplicative inflation factor. Within a local region, space
localization is carried out by multiplying the inverse observation error covariance matrix
with a factor that decays from one to zero as the distance of the observations from the
analysis grid point increases [36].

4. Multivariable Balanced Initial Perturbation Scheme

Based on the multivariate empirical orthogonal function MEOF [28], a MEOF-based
multivariable initial perturbation method is adopted here to generate a balanced initial
ensemble state for the LETKF data assimilation, which can make the ensemble members
maintain a reasonable spread as the forecast model integrates. For the MEOF analysis,
the snapshots of all the model variables are put in one single vector to make the EOF
analysis, instead of making EOF analysis for the model variables individually. The spatial
distribution of the model snapshots, which are derived from the MEOF analysis, and the
3-D random perturbation are combined together to generate a balanced perturbation field.
The detailed implementation steps of the method are described as follows:

Qi(x, y, z, v) = D(x, y, z, v) +
Nm

∑
j=1

σj(z, v)φj(x, y, z, v)ωi,j, i = 1, . . . , N (5)

where Qi(x, y, z, v) represents the generated initial perturbation field for the ith ensemble
member, and D(x, y, z, v) represents the initial model state. σj(z, v) represents the standard
deviation of model variables in different model layers, which can be calculated from the
time coefficients of the MEOF analysis. Nm is the chosen mode number according to
the MEOF analysis. φj(x, y, z, v) is the analyzed spatial MEOF mode of the model state
variables in different layers. ωi,j is a one-dimension random vector with a mean equal to 0
and variance equal to 1, and the random vectors ωi,j(j = 1, . . . , Nm) should be independent
to make the MEOF modes orthogonal. x, y and z represent the 3-D coordinate, v represents
different model variables, and N is the ensemble size.

In practice, we could derive the departures of the model integration results from
their average in each model layer first to generate the balanced initial perturbation fields.
The standard deviations σ(z, v) of the model variables in each model layer could be cal-
culated to normalize the model variables in all the model layers. The MEOF analysis is
performed for the normalized model variables and the spatial modes φ(x, y, z, v) could
be obtained. Finally, we can apply the above equation to generate the initial ensemble
perturbation fields. Because the perturbations are a combination of the spatial distribu-
tion of all the model variables, the initial ensembles were generated with a reasonable
consideration of the physical relationships between different model variables. Then, we
can add the derived MEOF based perturbations to the initial state of the model, which
are the model’s prognostic variables (i.e., ps, U, V, T, q). After the initial ensembles are
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generated, we integrate the model for six hours and use the six-hour model forecast as the
analysis samples, because it is crucial to check whether the ensemble spread and the spatial
correlation at the first analysis time maintain reasonable.

5. Data Assimilation Experiments

Two different initial ensemble generation methods are tested for the LETKF data
assimilation of the AGCM. One method is the spatially-correlated random perturbation
scheme [5], and the other one is the MEOF-based balanced perturbation scheme. For the
two initial perturbation schemes, 80 ensemble members are adopted for the ensemble
data assimilation process. The observational data adopted here are the global upper air
and surface weather observation data in PREPBUFR format, which are usually used as
the conventional observation data for the data assimilation system. The data include
land surface, marine surface, radiosonde, pibal and aircraft reports, profiler and radar
derived winds, satellite wind data and so on. The data can include pressure, geopotential
height, temperature, dew point temperature, wind direction and speed. The conventional
observations are grouped into a time window of 6 hours, which are centered on the analysis
time, and then are assimilated into the model every 6 hours from 1 January to 10 January
2004, which are at 0000, 0600, 1200 and 1800 UTC. An example figure of the conventional
observation data of the surface temperature is shown in Figure 1.

As we can find out in the model integration process, the integration of the temperature
variable over time will also influence the integration of the other model variables. So for
the generation of the randomly perturbed initial ensemble, we just add a 3-D random
noise of a certain magnitude (1% of the magnitude of T) to the temperature variable
of the atmosphere general circulation model at all layers, following Evensen’s idea [5].
The random perturbation is generated with a horizontal correlation scale of 2000 km and
a vertical correlation scale of 1000 km, as well as a relativity of 0.8 between two adjoint
layers. For the generation of the MEOF-based perturbed initial ensemble, we implement
the multivariable balanced initial perturbation scheme as described in Section 4. The spatial
distribution of the model snapshots derived from the MEOF analysis and the 3-D random
perturbation are combined to generate a balanced perturbation field.

Figure 1. Conventional observation data of temperature at the surface layer at 06UTC 20040101.

5.1. The MEOF Analysis Results

For the MEOF analysis and the MEOF-based perturbation generation, the AGCM is
integrated from 1 January to 31 March 2004 to generate the six-hour model forecast outputs.
A total of 360 snapshots are adopted to make the MEOF analysis. Compared to the EOF
function analysis for each individual model variable, the MEOF function analysis combines
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all the model variables in one vector. Figure 2 shows the variance contributions of the first
24 modes for the MEOF analysis of the surface pressure. The total variance contribution
of the first 16 MEOF modes have been more than 99%. So the first 20 MEOF modes are
adopted to generated the balanced perturbation fields. The spatial distribution and the
time coefficients of the first three MEOF modes of the surface pressure (Ps) is shown in
Figure 3. Similarly, we can see the detailed MEOF analysis results of the temperature (T)
at the surface layer in Figures 4 and 5. The total variance contribution of the first twenty
MEOF modes have been also more than 99%.

Figure 2. Variance contributions of the first 24 modes from the MEOF analysis of Ps.

(a) (b)

Figure 3. The spatial distribution (a) and the time coefficients (b) of the first three modes of the MEOF
analysis of Ps.
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Figure 4. Variance contributions of the first 24 modes from the MEOF analysis of T.

(a) (b)

Figure 5. The spatial distribution (a) and the time coefficients (b) of the first three modes of the MEOF
analysis of T.

5.2. Ensemble Spread

To verify the quality of the generated initial ensemble, it’s essential to compare the
ensemble spread of the initial ensemble and the model outputs after six-hour integration,
which is at 06UTC 1 January 2004. A reasonable ensemble spread should represent well
the distribution of the forecast uncertainties before the assimilation took place, and a larger
ensemble spread can result in a Kalman gain that reasonably draws the analysis closer to
the observations [28]. For the random perturbation and the MEOF balanced perturbation
scheme, the ensemble spreads of T both decrease after six-hour integration compared with
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the initial ensemble spread, as shown in Figures 6 and 7. The difference is that the ensemble
spread of the MEOF balanced perturbed ensemble decreases much less than that of the
randomly perturbed ensemble. The averaged spread of the randomly perturbed initial
ensemble of the temperature at the surface layer is about 3.3 degree, which decreases to
about 1.4 degree after six-hour integration. As a contrast, the averaged ensemble spread
of the MEOF-based balanced initial perturbation of the temperature at the surface layer
is about 7.2 degree, which decreases to about 6.1 degree after six-hour integration. It’s
shown that the MEOF balanced perturbation could maintain the ensemble spread more
reasonable, which is very important for the data assimilation process.

(a) (b)

Figure 6. The initial (a) and the 6-h integration (b) ensemble spread of the randomly perturbed T.

(a) (b)

Figure 7. The initial (a) and the 6-h integration (b) ensemble spread of the MEOF perturbed T.

5.3. Horizontal Correlation

Take the surface pressure as example, we calculated the horizontal correlation of four
locations for both the randomly perturbed initial ensemble and the MEOF-based balanced
initial ensemble. The four locations are chosen as (67.5 E, 33.31 N), (90 E, 68.74 S), (178.59 E,
0.71 S) and (61.87 W, 55.98 N). Figure 8 shows the historical horizontal correlations of
the surface pressure at the chosen four locations. The historical results include the six-
hour model integration outputs from 1 August to 31 October 2004. Figure 9 shows the
horizontal correlations of the randomly perturbed ensemble of the surface pressure at
the chosen four locations. The ensembles used to calculate the horizontal correlation is
the six-hour forecast of the MEOF-based perturbed initial ensemble. Figure 10 shows the
horizontal correlations of the MEOF-based perturbed ensemble of the surface pressure at
the chosen four locations. The ensembles used to calculate the horizontal correlation is the
six-hour forecast of the randomly perturbed initial ensemble. We can see that the horizontal
correlations of the MEOF-based perturbed ensemble of the surface pressure are much more
similar to the historical horizontal correlations of the model integration, compared with the
horizontal correlations of the randomly perturbed ensemble. The horizontal correlations
of the randomly perturbed ensemble have the normal oval shape and can’t represent
the historical characteristics in the middle and high latitude area. It’s shown that the
ensembles generated from the MEOF perturbations could represent the historical horizontal
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correlations better. Similar conclusions could be driven for the other state variables, such
as the temperature, the wind velocity and humidity.

Figure 8. The historical horizontal correlation of the model integration results at four locations.

Figure 9. The horizontal correlation of the randomly perturbed ensemble at four locations.
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Figure 10. The horizontal correlation of the MEOF based perturbed ensemble at four locations.

5.4. LETKF Data Assimilation Results

The LETKF data assimilation scheme is applied to the atmospheric general circulation
model using 80 ensembles. For the initial ensemble generation, the spatially-correlated
random perturbation scheme and the MEOF-based balanced perturbation scheme are
implemented and compared from several aspects, such as the ensemble spread and the
horizontal correlation. We can see that the initial ensemble generated from the MEOF-
based balanced perturbation has a better performance, as the ensemble forecasted from the
MEOF-based perturbed initial ensemble could maintain a better spread and their horizontal
correlation is more compatible with the horizontal correlation of the historical model
output. Here, we adopted the MEOF-based perturbed initial ensemble to start the data
assimilation process. The observation adopted here is the six-hour conventional observation
data starting from 06UTC 1 January 2004. The observation data of the temperature, the
meridional wind and the zonal wind have been assimilated into the AGCM. Figure 11
shows the root mean square error(RMSE) of the LETKF data assimilation results of the
surface temperature for the first six data assimilation times, compared with the conventional
observation data (see Figure 1). It seems that the RMSE of the data assimilation results
derived from both the randomly and MEOF-based perturbed initial ensemble is smaller
than the RMSE of the control model, which means the initial ensembles generated from
both the two methods worked during the data assimilation process. It’s also shown that
the RMSE of the data assimilation results derived from the MEOF-based perturbed initial
ensemble is smaller than those derived from the randomly perturbed initial ensemble.
Because the initial ensemble generated by the MEOF-based perturbation has better physical
relationships between the model variables, the data assimilation effect is further improved.
The LETKF data assimilation also improved the meridional and zonal wind result compared
to the observation (figures not shown).
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Figure 11. The RMSE of the LETKF data assimilation results compared with the observation data for
the surface temperature.

6. Conclusions

Based on the multivariate empirical orthogonal function (MEOF) method, a multi-
variate balanced initial ensemble generation method was applied to the ensemble data
assimilation scheme. The initial ensembles were generated with a reasonable consideration
of the physical relationships between different model variables. For the initial ensemble
generation, the spatially-correlated random perturbation scheme and the MEOF-based
balanced perturbation scheme are implemented and compared from several aspects, such
as the ensemble spread and the horizontal correlation. From the analysis of ensemble
spread and the horizontal correlation, we can see that the initial perturbations generated
based on the MEOF method are much more effective considering they will not decay
rapidly as the model integrates. The ensembles integrated from the initial ensemble gener-
ated from the MEOF-based perturbations will maintain a much more reasonable spread
and a more reliable horizontal correlation than those from the randomly perturbed initial
fields. The Local Ensemble Transform Kalman Filter (LETKF) data assimilation scheme
was established for an atmospheric general circulation model. Ensemble data assimilation
experiments using different initial ensemble generation methods, spatially random and
MEOF-based balanced, are performed using realistic atmospheric observations. The model
predictions were also improved by adopting the MEOF-based balanced multivariate initial
ensembles. At the present, only the conventional observation data is assimilated into the
AGCM. More data assimilation experiments with the LETKF scheme using the satellite
observation data will be made in the future research.
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