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Preface to “Exit Problems for Lévy and Markov
Processes with One-Sided Jumps and
Related Topics”

Preface to Exit Problems for Lévy and Markov Processes with One-Sided Jumps and Related
Topics It has long been known that exit problems for one-dimensional Lévy processes are easier
when there are jumps in one direction only. In the last few years, this intuition became more precise.
We know now that a great variety of identities for exit problems of spectrally-negative Lévy processes
may be ergonomically expressed in terms of two “g-harmonic functions” W and Z (or scale functions,
or g-martingales). See paper 1, https://www.mdpi.com/2227-9091/7/4/121 for a brief introduction
to W and two numerical methods to compute it.

The reader may then get an idea of some important applications in risk theory by looking at the
next six papers:

1. The paper of J. F. Renaud considers the Finetti’s stochastic control problem when the controlled
process is allowed to spend time under the critical level (the so-called Parisian ruin). It is shown that
if the tail of the Lévy measure is log-convex, the optimal strategy is of barrier type. An interesting
implied question is whether this continues to be true when this assumption is not satisfied. https:
/ /www.mdpi.com/2227-9091/7/3/73;

2. M. Junca, H.A. Moreno-Franco, and J.L. Pérez consider the optimal bail-out dividend problem
with fixed transaction cost for a Lévy risk model with a constraint on the expected present value of
injected capital, and establish the optimality of reflected (c1, c2)-policies. https://www.mdpi.com/
2227-9091/7/1/13;

3. E Avram, D. Goreac, and J.F. Renaud prove a so-called Lokka-Zervos alternative,
for Cramér-Lundberg risk processes with exponential claims. This means that if the proportional
cost of capital injections is low, then it is optimal to pay dividends and inject capital according to a
double-barrier strategy, meaning that ruin never occurs; and if the cost of capital injections is high,
then it is optimal to pay dividends according to a single-barrier strategy and never inject capital.
Note, however, that this paper only addresses de Finetti and Shreve -Lehoczky- Gaver policies.
The non-restricted stochastic control problem has been solved only recently, and, again, only with
exponential claims. https:/ /www.mdpi.com/2227-9091/7/4/120;

4. WenyuanWang and Xiaowen Zhou provide an in-depth study of spectrally negative Lévy risk
process with general tax structure https://www.mdpi.com/2227-9091/7/3/85;

5. Eberhard Mayerhofer’s paper https://www.mdpi.com/2227-9091/7/4/105 provides
self-contained proofs concerning processes stopped at draw-down times;

6. PV. Gapeev, N. Rodosthenous, and V.L. Chinthalapati obtain in https://www.mdpi.com/
2227-9091/7/3/87 closed-form expressions for the value of the joint Laplace transform of the
running maximum and minimum of a diffusion process stopped at the first time at which the
associated drawdown or drawup process hits a constant level. This paper studies this problem for
Lévy processes with state-dependent coefficients. The next three papers concern similar stochastic
models. Note that since the essence of “W,Z” proofs is the strong Markov property applied at
smooth-crossing times and variations, the results, in principle, are expected to hold for the wider

class of spectrally-negative strong Markov processes.



This is established in the particular cases of certain random walks by M. Vidmar—see
https:/ /www.mdpi.com/2227-9091/6/3/102—and seems to be true for general strong Markov
processes, subject to technical conditions—see the paper https:/ /www.mdpi.com/2227-9091/7/1/18
of F. Avram, D. Grahovac, and C. Vardar-Acar.

Note, however, that computing the functions W, Z is still essentially an open problem outside
the Lévy and diffusion classes. One exception is the simplest Segerdahl risk model with affine drift
and exponential jumps—see https://www.mdpi.com/2227-9091/7/4/117 for this case, and also for
a review of certain generalizations of the Segerdahl process.

The final two papers deal with problems concerning more general models:

1. H Albrecher, E Vatamidou https://www.mdpi.com/2227-9091/7/4/104 construct error
bounds for the ruin probability of the Sparre Andersen risk process with interclaim times that belong
to the class of distributions with rational Laplace transform. An exciting extension would be to Lévy
perturbed Sparre Andersen risk processes.

2. Finally, K. Debicki, L. Ji and T. Rolski go multidimensional and obtain in https://
www.mdpi.com/2227-9091/7/3/83 logarithmic asymptotics (large deviations) for probability of a

component-wise ruin in a two-dimensional Brownian model.

Florin Avram
Editor
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Abstract: This paper considers the Brownian perturbed Cramér-Lundberg risk model with a
dividends barrier. We study various types of Padé approximations and Laguerre expansions to
compute or approximate the scale function that is necessary to optimize the dividends barrier.
We experiment also with a heavy-tailed claim distribution for which we apply the so-called “shifted”
Padé approximation.

Keywords: ruin probability; Pollaczek-Khinchine formula; scale function; optimal dividends; Padé
approximations; Laguerre series; Tricomi-Weeks Laplace inversion

1. Introduction

Let us first recall the Cramér—Lundberg risk model extended with Brownian perturbation
Albrecher and Asmussen (2010); Dufresne and Gerber (1991b)

Na(t)
Xt:X+Cf+UB(t)*St,St: C;. (1)
i=1
Here x > 0 is the initial surplus, ¢ > 0 is the linear premium rate. The C/’s, i = 1,2,...
are independent identically distributed (i.i.d) random variables with distribution F(z) = Fc(z)
representing nonnegative jumps arriving after independent exponentially distributed times with
mean 1/A, and N, (t) denotes the associated Poisson process counting the arrivals of claims on the
interval [0, t]. Finally, 0B(t), ¢ > 0 is an independent Brownian perturbation. Ruin happens when,
for the first time, a jump takes X; below 0.

Risk theory revolved initially around evaluating and minimizing the probability of ruin.
Insurance companies are also interested in maximizing company value. This lead to the study
of optimal dividend policies. As suggested by de Finetti in the 1950s de Finetti (1957)—see also
Miller and Modigliani (1961)—an interesting objective is that of maximizing the expected value of the
sum of discounted future dividend payments until the time of ruin.

The most important class of dividend policies is that of a constant barrier at b, which modifies
the surplus only when X; > b, by a lump payment bringing the surplus to b, and then keeps it
there by Skorokhod reflection until the next negative jump. In financial terms, in the absence of a
Brownian component, this amounts to paying out all the income while at b. In the case of Brownian

Risks 2019, 7, 121; doi:10.3390/risks7040121 1 www.mdpi.com/journal/risks
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perturbation, Skorokhod reflection means keeping the process above the barrier by minimal capital
injections (whenever necessary), or below a barrier, by taking out dividends (if necessary) Skorokhod
(1962).

In the presence of the barrier at b, the de Finetti objective (the expected value of the sum of
discounted future dividend payments until ruin) has a simple expression Avram et al. (2007) in terms
of the so-called “scale function” W:

V\L](X)
Vi =B | [ emaut| =4 MO7 = @
* ot x—b+ Wy
W (b)

where Tg] is the time of ruin, § denotes the discount rate, U? the total local time at b before time ¢,
and E?! the law of the process reflected from above at b and absorbed at 0 and below.

The scale function Bertoin (1998); Kyprianou (2014); Landriault and Willmot (2019); Suprun (1976)
W;(x) : R = [0,00),q > 0 is defined on the positive half-line by the Laplace transform

Wy(s) == /Om e Wy (x)dx = Vs > &, 3)

K(s) —q’
where the “symbol” k(s) (also-called the cumulant generating function) is defined in Equation (8) in
Section 2 where we provide the necessary background information, and ®; is the unique nonnegative
root of the Cramér-Lundberg equation

@, :=sup{s >0:x(s) —q=0}, g>0. (4)

The scale function W,(x) is continuous and increasing on [0,00) Bingham (1976),
(Bertoin 1998, Thm. VIL8), (Kyprianou 2014, Thm. 8.1). It may have, however, many inflection points
(such an example is depicted in Figure 1), and these play an important role in the optimization of
dividends Avram et al. (2007, 2015); Schmidli (2007). For convenience, W;(x) is extended to be 0 on
R_. An important fact that will be exploited is that the Laplace transform of our function has a unique
non-negative pole ®;, see Equations (3) and (4).

This paper aims at computing/approximating the scale function Wy(x), using its moments.
The techniques being used are classic: Padé approximation and Laguerre expansions. The order (1, 1)
Padé approximation of a function g(x) is a rational function in the form

R(x) = ag + arx + ax® + -+ apx"
1+byx 4 box? + -+ + byx"

for which R(0) = ¢(0), R'(0) = g'(0),R"(0) = ¢"(0),..., Rt (0) = ¢(m+1(0). In the context of
probability distributions, given a density function f(x) and its Laplace transform f(s), the inverse
Laplace transform of the order (1, m) Padé approximant of f(s) provides a matrix exponential
approximation of f(x) that matches the first 2m moments of f(x) (including ). In Avram et al. (2011)
this approach was used to approximate ruin probabilities. In this paper we develop the same approach
to approximate the scale function W (x) (Section 3). An extension of the above idea is the so-called
two-point Padé approximation, which allows to match not only the moments of W, (x) but also the
behavior of the function at 0, i.e., to match Wy(0), Wg(0),... (Section 4). For more details on this
extension see Avram et al. (2018) where ruin probabilities are approximated.

Let us draw attention now to several numeric challenges which were absent in the
ruin probability problem.
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1.

Optimizing dividends starts by optimizing the so-called “barrier function”
Hp(b):= ——, b >0, ()

and the optimal dividend policy is often simply a barrier strategy at its maximum. This is the
case in particular when the barrier function Hp (b) is differentiable with

Hp(0) > 04 W/(0) <0 (6)

and has a unique local maximum b* > 0 = W,;/(b*) = 0; then this b* yields the optimal
dividend policy, and the optimal barrier function,

V(x):= suprOVb](x) = Vb*](x), (7)

turns out to be the largest concave minorant of Wy (x).!

The challenge of multiple inflection points. In the presence of several inflection points,
however, the optimal policy is multiband Azcue and Muler (2005); Schmidli (2007);
Avram et al. (2015); Loeffen (2008). The first numerical examples of multiband policies were
produced in Azcue and Muler (2005); Loeffen (2008), with Erlang claims Erl, 1. However, it was
shown in Loeffen (2008) that multibands cannot occur when W,g(x) is increasing after its last
global minimum b* (i.e., when no local minima are allowed after the global minimum).

Loeffen (2008) further made the interesting observation that for Erlang claims ERy; (which are
non-monotone), multiband policies may occur for volatility parameters ¢ smaller than a threshold
value, but barrier policies (with a non-concave value function) will occur when ¢ is large enough.

Figure 1 displays the first derivative W,;(x), for 02/2 € {%, 1, %,2}. The last two values yield
barrier policies with a non-concave value function, due to the presence of an inflection point in
the interior of the interval [0, b*].

0.027
0.026
0.025
0.024 i

0.023 [

0 5 10 15

Figure 1. Graphs of the Loeffen example for x(s) = # +cs+A <(S+1—1)2 - 1) ,c= %,A =109 =
L, 02/2€{1/2,1,3/2,2}.

1

Even when barrier strategies do not achieve the optimum, and multi-band policies must be used instead, constructing the
solution must start by determining the global maximum of the barrier function Avram et al. (2015); Azcue and Muler (2005);
Schmidli (2007).
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Below we will investigate whether our approximations are precise enough to yield reasonable
approximations for W;/(0) and the root(s) of W/(-).

Special features. ~While our methods consist essentially of Padé approximation and
Laguerre-Tricomi-Weeks Laplace transform inversion, we found that exploiting the special features of
our problem is useful. These are:

1. including known values of W, (0), W;(0) (using thus two-point Padé approximations).

2. shifting the approximations around ®; specified in Equation (4), which transforms Wy (x) into a
survival probability. As a consequence, we end up using a certain judicious choice of the Laguerre
exponential decay parameter of Equation (40), which is usually left to be tuned by the user in the
Laguerre-Tricomi-Weeks method Weideman (1999).

Contents. We briefly review classical ruin theory in Section 2. Padé approximations are provided
in Section 3, where we also spell out the simplest algorithm for the computation of the scale function.
In Section 4, we derive low-order Padé and two-point Padé approximations of W;(x), reminiscent of
the de Vylder approximation of the ruin probability. Some of these approximations appeared
already in Gerber et al. (2008), where however the Padé method and the fact that they can be easily
extended to higher orders is not mentioned. Section 5 offers our personal strategy for inverting
Laplace transforms of interest in probability, in the presence of uncertainty. Section 5.1 implements the
Laguerre-Tricomi-Weeks Laplace transform inversion with a certain judicious choice of the exponential
decay parameter (40), which is believed to be new. Section 6 presents numeric experiments with mixed
exponential claims. Section 7 presents experiments with Pareto claims; since these have a heavy
tail and, consequently, finitely many moments, we apply a “shifted” Padé approximation of the
claim distribution. Section 8 includes a computer program required to obtain test cases with exact
rational answers, using the Wiener-Hopf factorization; of course, this is quite convenient for the initial
testing of the precision of our algorithms. Finally, Section 9 reviews a more general version of the
Laguerre-Tricomi-Weeks Laplace inversion method, which may be of interest for further experiments.

2. A Short Review of Classical Ruin Theory

The process defined in Equation (1) is a particular example of spectrally negative Lévy processes,
with finite mean, which are defined by assuming instead of Equation (1) that S; is a subordinator
with o-finite Lévy measure v(dx) that integrates x, but having possibly infinite activity near the origin
v(0,00) = co Bertoin (1998) (for Equation (1), the Lévy measure is given by v(dx) = AF(dx) =
v(0,00) = A). A spectrally negative Lévy process is characterized by its Lévy—Khintchine/Laplace
exponent/cumulant generating function/symbol «(s) defined by Eg [e*X (t>] = ¢!6), with «(s) of the
particular form

2.2 2

k(s) =cs+ /()00(6st —1)v(dx) + % =5 <c —V(s) + %s) . (8)

Some concepts of interest in classical risk theory are:
e  First passage times below and above a level 2
Tn,_(+) = 1nf{t >0: X(t) < (>)ﬂ}.

e The first first passage quantity to be studied historically was the eventual ruin probability:

¥(x) := P[Ty,— < |X(0) = x]. )
In order that the eventual ruin probability not be identically 1, the parameter

p:=c—Amy =«'(0), where m; = / zF(dz),
Jo
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which is called drift or profit rate, must be assumed positive.

The Laplace transform of the ruin probability is explicit, given by the so-called
Pollaczek-Khinchine formula, which states that the Laplace transform of ¥ (x) = 1 — ¥(x) is:

c—Amy _ «'(0)

(s) = /Ooo e Y (x)dx = W = xs) (10)

&)

The roots with negative real part of the Cramér-Lundberg equation
k(s) =9,4>0 (11)

are important, when such roots exist. They will be denoted by —1, —72,---,—yn, N > 0, and
ordered by their absolute values |y1| < |y2| < ..., <|yn|. 71 > 0is called the adjustment coefficient,
and furnishes the Cramér-Lundberg asymptotic approximation

«'(0)

Y~ =

et

Laplace transform inversion. As explained here, the first passage theory for Lévy processes with
one-sided jumps reduces essentially to inverting the Laplace transform Equation (3). This applies
not only to the well-known ruin probabilities, but also to intricate optimization problems involving
dividends, capital gains, liquidation of subsidiary companies, etc.

Remark 1. If the claims have a phase-type or matrix exponential distribution, then the Cramér—Lundberg
equation has a finite number of roots, and Laplace transform inversion reduces to finding roots of denominators
and to partial fractions, operations which are essentially exact with the current computing resources. For example,
the ruin probability is provided by an exact formula (which extends the Cramér-Lundberg asymptotic
approximation). With distinct roots, this is

N /
«'(0)  _.
Y(u)=Yy) ——>—e "i*, (12)
)= L =et=m
Similar formulas hold for the scale function and related quantities (derivatives and integrals of the scale
function, etc).
This refocuses the question of ruin probabilities and similar quantities to the harder cases of

non-matrix exponential claims,
2. when 7y does not exist (the non-Cramér case), and
3. when not all moments exist, which we will call “heavy tails”.

For non-matrix exponential jumps, one can start by a Padé approximation of the Laplace
transform, which is perhaps the oldest method of Laplace transform inversion. For heavy-tailed
claims, whose moment generating function is not analytic at the origin, one may apply, as it will be
shown in Section 7, a “shifted” Padé approximation before Laplace transform inversion—see, for
example, Avram et al. (2018). In this paper, we also compare the precision of the classic Padé and
two-point Padé Laplace transform inversion methods with the Laguerre-Tricomi-Weeks inversion,
as applied to the optimal dividends barrier problem. As test cases, we consider mixed exponentials,
for which exact answers are available for the case of rational Wiener-Hopf factorization roots described
in Section 8.
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3. Padé/matrix exponential Approximations of the Scale Function

The essence of classic ruin theory is the availability of explicit “output Laplace transforms”
expressed in terms of “input Laplace transforms”, Equations see (3), (10) and (16). Equivalently,
“output moments” (i.e., Taylor coefficients of functions of interest) are expressed in terms of “input data
moments”. In the case of insufficient data, Padé approximations of the output function seem to deserve
special attention, because they involve only a few input moments, and seem to extract at low orders the
essence of the data. Note, as pointed out in Avram et al. (2011, 2018); Avram and Pistorius (2014),
that the classical ruin theory approximations of Cramér-Lundberg, De Vylder and Renyi are
all first order Padé approximations. Slightly increasing the order yields more sophisticated
moments based approximations Avram et al. (2018); Avram and Pistorius (2014); Ramsay (1992).
Similar approximations, which could be useful in dividends optimization, are presented in
Section 4—see also Hu et al. (2017) for a related application to reinsurance.

With more reliable data, higher order Padé approximations are just as easy to obtain,
using computer systems such as Maple, Mathematica, Sage, Matlab, etc. Let vy = Amy, k > 1 denote
the moments of the Lévy measure?, and let

Vay = vy + 02 (13)

The simplest Padé approximation of the scale function and optimal dividend barrier requires
implementing the following algorithm, which is valid for claim distributions having 2n moments.

1. Obtain the power series expansion of the Laplace exponent in terms of the moments of the
Lévy measure

=N 2 2 00 _ o)k
K(s)=s (c —7(s)+ %s) =(c—1)s +v2,g% +k§3vk( Ij) ) (14)

2. Construct a Padé approximation

Wy(s) = 1 P By
I (c—v1)s +12,082/2—1383/6+ - —q  Qu(s)  csn + Y1l bsi”

ie, find a;, b;,i =0,...,n— 1, by solving the linear system P, _1(s)(x(s) — q) — Qu(s) = O(s"+1).
As emphasized in Figure 2, the series expansion of x(s) is a good approximation only for small s;
since the most important part of the approximation is the root ®; in Equation (25), simple Padé
approximation will only work for small g.

2 Note that only moments starting from 1 are required, so this may be applied to processes whose subordinator part has

infinite activity as well.
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—— theoretical Laplace exponent k -q
—— series expansion of k-q

0.5 1.0 15 .0

Figure 2.  The series expansion of «(s) has multiple contact with x(s) at s = 0, but increases
asymptotically at a smaller rate. Despite that, it yields quite reasonable approximations of @, for g
small enough.

3.  Factor the denominator as

n—1 . n
es"+ Y bis' =c(s— @) [ (s + 7). (15)
i=0 i=1

This operation is the essential numerical difficulty, but may be achieved nowadays with arbitrarily
high precision.
4. Then, partial fractions plus inversion quickly yield an approximate Laplace transform inverse

n
Wy (x) ~ Coe®r* + Y Cie™ 7~
i=1

5. The dividend barrier is obtained by finding the largest nonnegative root of W”(x) = 0.

Remark 2. Comparing Equation (15) with the fundamental relation of Equation (44), we see that the Padé
approximation of the output Laplace transform may be viewed as an approximate Wiener—Hopf factorization.

Remark 3. Note that, as already mentioned in Remark 1, Padé inversion cannot be improved upon when the
density of the claims is matrix exponential of some order n, (or, equivalently, when its Laplace transform is
rational), since it results into the exact decomposition of the scale function into exponentials

n
W, (x) = @;ed’ﬂx + Y G 7,
i=1

where the C; are partial fraction decomposition coefficients (and where the first coefficient & follows from the
normalization constant chosen in Equation (3)).

The coefficients C; are less important than the roots, and in fact one may easily improve on Padé, for
example, by recomputing them so that the approximation is optimal in L, sense. Positivity of the C;’s, or, better,
of their “Coxian linear combinations” can be further ensured by linear programming, if desired.

The preceding observations make Laplace inversion by rational approximation of the Laplace
transform a quite attractive tool in ruin theory and related fields, from both a pedagogical and
numerical point of view Avram et al. (2011, 2018); Avram and Pistorius (2014). One drawback is the
appearance of non-admissible roots (for example, with R(7;) < 0), which will imply non-admissible
ruin probabilities for very large initial reserves x. It may be argued, however, that if the admissibility
range is large enough, in practice this may not cause problems. Moreover, this problem may be
fixed by convenient mathematical tools, implemented in packages such as BUTools and SOPE
Bobbio et al. (2005); Dumitrescu et al. (2016); Horvéth and Telek (2016).
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For the sake of simplicity, we will mostly take ¢ = 0 from now on. In this case,
the Pollaczek-Khinchine formula, Equation (10), may be simply expressed in terms of the so-called
“excess distribution f,” of the jumps, and of the “intensity” p:

Ts) = c(1—p) _ 1—p

NS T 7 ) )

7 _ 0 sx _1 _ 1710 _ fe(s) _ fe(s)

e _/0 R <1 1pﬁ(s)> P00 _pl—an(Ti)’
where f(s) = Jo e ¥dF(x),F(x) = 1—F(x),m = [ xdF(x),fo(x) = F(x)/my, fols) =

Jo e fo(x)dx = (1— £(s))/ (m1s),p = Amy /¢, ﬁ(s) = (1= fu(s))/s. The last formula is especially
convenient for cases where the excess distribution is simply related to the original one, as in the case of

(16)

the Pareto distribution.

We would like to note however that the Padé approach works with no problems in the presence
of Brownian motion, the only modifications being the form of x(s) and the second moment v; of the
associated Lévy measure—see Equation (13).

4. Two-Point Padé Approximations, with Low Order Examples

One may obtain better results by incorporating into the Padé approximation the following initial
values, which can be derived easily from the Laplace transform:

¢ , 17)

W,(0) = lim qu( s) =
0, if X is of unbounded variation

S—00

{ 1 if X is of bounded variation/ Cramér-Lundberg

HV;%‘”), if X is of bounded variation

. S .
W;(0) = lim s (m - W,,(O)) = %, ifo >0, - (18)

S ifc =0and v(0,00) = o0

’

Furthermore, when the jump distribution has a density f, it holds that 3

Wy (04) = lim s (s (ﬁ Wq(0)> - w;(0+)>
_ { c ((Aﬂ) f(O)), if X is of bounded variation

—c(%)% ifo >0

(19)

Further derivatives at 0 could be computed, but we stop at order 2, since Wy'(0) already requires
estimating fc(0), which is a rather delicate task starting from real data.

We will provide in Proposition 1 below a couple of two-point Padé approximations, when n = 2.
Before that, it is worth recalling the case of exponential claims.

Example 1. The Cramér-Lundberg model with exponential jumps. Consider the Cramér—Lundberg model
with exponential jump sizes with mean 1/, jump rate A, premium rate ¢ > 0, and Laplace exponent x(s) =
s <c — ﬁ), assuming ' (0) = ¢ — 2 > 0. Let v = p — A/ c denote the adjustment coefficient, and let p = —.

3 This equation is important in establishing the nonnegativity of the optimal dividends barrier.
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Solving x(s) — q = 0 < cs? +s(cp — A — q) — qu = 0 for s yields two distinct solutions 1, < 0 < 1 =
given by

1
mn 2c< (4e =2 =)+ (ue = A —g)? +4WC>

1
72 =5 ( (ne—A—q) \/(HC—A—q)2+4HqC>~
The W scale function is:

Ale%x — Apen2* ~ s+ u
AT T T W (s) =
c(ri—"2) o(5) s +s(cu—A—q) —qu

Wy (x) = (20)
where Ay = p+v1, Ay =+ 72

Furthermore, it is well-known and easy to check that the function Wy(x) = Hp(x x)~1is in this case
unimodal with global minimum at

b* =

(r )Az — (2 (t12)  eyarn 2
1 {log (e = log (BRI W) <0 (g4 AP o<

=72 ifW/(0) >0 (g+A)* —cAp >0

since Wi/ (0) = (71)2("Jrc“f;)l:(gzz))z(IHVz) ~ (g4 A)? — cAu and that the optimal strategy for the de Finetti

problem is the barrier strategy at level b* Avram et al. (2007).

Proposition 1. 1. To secure both the values of Wy (0) and Wy (0), take into account Equations (17) and (18),
i.e., use the Padé approximation

N Enfl
Wq(s)wm,an 1—1bn 1 =Cay— 2—)\ q.
This yields
_ o s
Wy(s) ~ : (22)

s2+s< —A— q)fm

In view of Equation (20), this yields the same result as approximating the claims by exponential claims,

with y = mi
1
2. Toensure W;(0) = %, we must only impose the behavior specified in Equation (17), i.e., use the Padé
approximation
n—1 i
N 1 s
Wy(s) ~ 271 ay_1 =1
s + Yy bist
For n = 2, this yields
2my 1
. +s s
Wq (S) ~ s(2cm mzz/\m m ) 2 - - m 7’ @3)
- C
52 4 \Zm LA Tiag ) e 29) _ z;q CSZ+S(ﬁT]*)\ﬁT1*q>*WT1

where we denoted by 11y = 2m the first moment of the excess density f.(x). For exponential claims this
coincides with Equation (22) (smce fe(x) = f(x)). This is the De Vylder B) method (Gerber et al. 2008,
(5.6-5.7)), derived therein by assuming exponential claims, with y = —, and simultaneously modifying
A to fit the first two moments of the risk process.
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3. When the pure Padé approximation is applied, the first step yields

3
Wo(s) s+ 2
(5) ~
52 (o AR =) ) s (e - 2 g) - 322
s+m3

(c+A(T2— »“(%-%A—q)—,ﬁ%q' (24)

where M; = is a so-called “normalized moment” Bobbio et al. (2005).

m
imj_q
This is the De Vylder A) method (Gerber et al. 2008, (5.2-5.4)), derived therein by assuming exponential
claims, with y = 3%2 and simultaneously modifying both A and c to fit the first three moments of the

risk process.
Lemma 1. In the case of exponential claims, the three approximations given above are exact.

Proof. It suffices to check that for exponential claims all the normalized moments are equal to
my=p"t O

In particular, the optimal barrier for exponential claims obtained by the explicit Equation (21) is
the same. For example, y =2/5,A =9/10,c = 1,9 = 1/10 yields

W, (x) ~ 0.652989 2.718280-0659646x _ (0152989 2.718281-21596%
and b* = 3.04576.

5. Two Numerical Methods for Computing W;(x): The Tijms—Padé and Laguerre-Tricomi-Weeks
Approximations

Computing W;(x) reduces in principle to the case g = 0, if ®; may be accurately computed,
via the well-known relation

Wy(x) =" Wé¢">(x), (25)

where Wé%) (x) denotes the 0-scale function with respect to the “Esscher transformed” measure P(®)
(in general, the transform PU) of the measure P of a Lévy process with Laplace exponent «(s) is
the measure of the Lévy process with Laplace exponent x(s + r) — x(r), with r in the domain of x(-)
(Albrecher and Asmussen 2010, Proposition 4.2), (Kyprianou 2014, 3.3 pg.83)).4

The Esscher transform removes the exponential growth, or, equivalently, the unique positive pole
of Wq (s). When working with the Esscher transform, let

G (®q)
G(x) =W, "(00) =W, "(x)

denote the function after the behavior at ®; and o has been exploited® We construct then a mixed
exponential /rational approximation

RG(x) i= Y Aje™"* & RG(s) = ) &), (26)

(s + i)

4 Equation (25) is easy to check by taking the Laplace transform, but quite important, numerically, since Wéq)" )(x) is a

monotone bounded function (with values in the interval (lims_,c0 ﬁ, ﬁ‘)q) ).

5 Since W(®1) (x) still converges to a constant when x — oo, this non-zero limit at co must be removed first.

10



Risks 2019, 7, 121

For general rational approximations, we will use the name of “Esscher-Tijms type algorithms”,
and for the Padé case we will use the name of “Esscher-Tijms-Padé approximation ”, in reference to
the fact that the special positive pole, supposed to be known somehow exactly, has been removed.

Remark 4. Clearly, a very precise approximation of the unique positive pole ®y and the “moments” k() (®y)
are an essential for determining Wy, q > 0, which was missing in the ruin probability problem. @, is quite easy
to compute under parametric models where the Laplace transform of the jumps is explicit, as the unique positive
root of a convex function. It may also be estimated empirically by the plug-in method, but this seems not yet
studied in this context. We took therefore the shortcut of assuming that @ is available with infinite precision.
Conceptually, this amount to studying the Esscher transform.

The Padé approximation of the Esscher transform is the first method we have investigated.
An interesting alternative to the Esscher transform is to consider the simplified Laplace transform:

TW(s) = (s — @g) Wy(s) = %ws), @)

whose positive pole has been removed and thus coincides with the negative Wiener—Hopf factor ¢~ (s)
(see Section 8, (44)), up to the constant P

Subsequently, we may apply a Padé (or more sophisticated rational approximation
Nakatsukasa et al. (2018)), with the goal of approximating the dominant poles of the presumably
imprecisely known transform.

Note that a Padé of W(s) will then yield immediately a rational approximation of Wq (s)and a
mixed exponential approximation of Wj(x). The Padé approximation requires solving

- 5 — P Py(s)

W, = — P W = ~ ny.
3(s) 1= (s = D) Wyls) (c—11)s +12082/2 =135 /64 - —q  Qu(s) +ols")
For the Cramér-Lundberg case, also fixing
- 1 ~ 1.g+A
wO:Wq(O)zz,wf):W,;(O):E(q e ) (28)

leads to the linear system

n—1 n—=2

. Aq. a1 .

Y s’ +5") (k(s) —q) = (s — Py)e(s" + (an_1+ Py — —L)s" "+ Y bis') +o(s").
() (1 -0) = s~ (s 4 (s 40, 22000 Fa)
Remark 5. The “Tijms-two-point Padé approximation ” with n = 1 and wy satisfied by Equation (28) is
obtained by solving:
s— @  sta
(c—v)s+---—q c(s+v

—cP
) (5= @els ) ~ (ps— )5 +a0) =y =adoa= T (29)

This is exact for the Cramér—Lundberg process with exponential jumps of rate y, since then a = y and —y
reduces to the second root of the Cramér-Lundberg equation.

Applying Equation (21) to Equation (29) with Ay
for the optimal barrier.

= ﬁ, Ay =1 — Ay yields then an approximation

11



Risks 2019, 7, 121

Starting with order two, we may also satisfy wy. We must now solve

s — Dy s2 + ays + ag
(c—w)s+--—q c(sz+(ao+d>q—¥)s+bo)

T)s+bg) ~ (ps +v2s2/2 — q) (s + ars + ag)

A+q
Cc

A
& (s— <1>q)c(s2 + (ag + Py — +

9, a1q = ag(p —q/ Py + cPy) + cPyg(Pg —

= by =ap——
0 ocq)q

),ﬂ(]:...

Tedious computations or the help of Mathematica reveal that this is exact for the Cramér-Lundberg process
with mixed exponential jumps of order 2.

In the next subsection we propose a method similar in spirit to the above: Obtaining first the
simplest exponential approximation, and refining this subsequently (analogously to Step 3) above by
means of applying the Laguerre-Tricomi—Weeks expansion.

5.1. Laguerre-Tricomi—-Weeks Laplace Transform Inversion with Prescribed Exponent

In this section we obtain first an exponential approximation of the transformed scale
function of the form W(®1) (x) ~ W(®0)(c0) — C %e*%", by a first order Padé approximation® of its
Laplace transform

o) 1 1 1

W(‘Dq)(s) = G +®q) —q = x(s +q>q) — K((I)q) = K(‘bﬂ)(s). 0

The exponent a/2 thus obtained is the “second step output” form the previous section.
Next, apply the Tricomi-Weeks method for Laplace transform inversion (see, for example,
Abate et al. (1998)), i.e., search for a Laguerre series expansion

G(x) := WP (c0) — WP (x) ~ C Y B e /21 (n, ax) (31)
n=0

where, following tradition, C normalizes the sum following it to be a pdf’, and where

Ln(x) = et d’ (e7*x") = i (11) (7X)k, x>0n=0,1,..., (32)

nt dx" = \k) K

denote the Laguerre polynomials, which are orthogonal with respect to the weight e~*/2. The Laplace
transform of the Laguerre polynomial is

-~ s—1)"
L(n,s) = (s”“) ,

n=0,1,..., (33)

The Laguerre-Tricomi-Weeks method is based on the fact that Equation (31) is equivalent to

A W) (c0) (@) © (s —a/2)"

G(S) .—ffw 9 (S)NCnZ:OBnW

Ai(s) == (s + a/2)G(s) ~C Y B, E=/2)" (34)
. n=0 " (S+(X/2)”.

6
7

Higher-order rational approximations may be considered as well.
C can also be included in the coefficients B,, but introducing it does render the computation of Equation (40) more
convenient.

12
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Now the last RHS may be obtained using the “collocation transformation” z = £ +%% s =41
and a power series expansion of the LHS, yielding
al+z o al+z —
M5 - o3 e f e
(Gr=2) = =2¢Gi= CY Bz 35

In conclusion, extracting the Taylor coefficients CB, of H(%1*%) yields approximations to w(®)

by substituting it into Equation (31). After multiplication by e®*, we obtain approximations of Wj(x).

Determining «. Previous work on choosing « involved the radius of convergence of a
Laguerre-Tricomi-Weeks expansion which is slightly more general than Equation (35) Weideman
(1999)—see also Section 9. We now introﬂt& a different method.

Recall that our Laplace transform W(®1)(s) has been shifted by @, so that 0 is the largest pole,
and that the growth at oo has been removed by subtracting

() (c0) = Tim sW(®) (s) = s -l
W™ ( )721‘1;%51/\/ 1 (S) - K(S+‘bq) —q - K,(qu) - q)l]' (36)
Now, let
T (5+q)q)_q_5’( (@q) %k (@ 7)/2 _ K”(q>q)
€= Iim Gls) = i e (s + B —g) o sr (@) (K (@y)) 200 (@) )

denote the mass of our measure.
A reasonable & may be obtained by approximating G(x) via a first order exponential
approximation of C
w/2
s+a/2

G(x) ~ CZe 7 & G(s) ~ (38)

(or, equivalently, by fitting the first two moments of G(s)), so that the Laguerre exponent in
Equation (31) is fitted at order n = 0.
Fitting moments may be achieved by Padé’s method. At order 1, this yields

Bls) = k(s + ®@g) — g — sk’ (Dy) Cua/2
(s) = sk’ (@g) (k(s + Pg) — q) T w/2+s

. s(k(s +@g) — g — sK'(Py))
8/2 = I ) — ) (CoR(@y) = 1) + W (@) —

s(k(s + ®g) — g — sx'(Pg))

1»0 (st (@y) 4 526" (Pg) /2 + 53" (Dy) /6 + ... ) (Csx! (Pg) — 1) + 51! (Dy) - 9
o sle(s+ @) —g s (@) i _ o
50 3( K" (P ")CK’(q) ) — K”/(‘Dq)/@ CK/(q)q)K”(z‘Pq) _ K”’(;Dq) ;;’/((‘f;;)) K”(Z‘I’q) _ K"(Pg)
Finally, a bit of algebra yields
w/2= - - O (@)1 (Py) : (40)

( )/ K”’(6<Pq) (K" (Pg))? — 2" (Pg )" (D)

K (Pg) -

Remark 6. It may also be checked that

x' (Dg) e
&(0) = lim % _ K’(é’q) unbounded variation
soe il (@) K,(lb 7= L bounded variation
q

13
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and
~ W unbounded variation
G'(0) = lim sG'(s) = o o
(@) % bounded variation

This will be useful for developing higher order two-point Padé approximations of G(s).

Remark 7. It is possible that the choice in Equation (40) for the Laguerre-Tricomi—Weeks exponential parameter
(often left to the user) has previously been proposed, but we have been unable to find this result in the literature.
Note the natural generalization to the case of Laplace transforms with a finite number of positive poles (instead
of a single one, as in our case).

We show in the next sections that the approximations obtained by the Tijms-Padé and
Laguerre-Tricomi-Weeks methods are accurate enough so that the resulting inverse W, W,; retain the
features of the intricate Azcue and Loeffen examples Azcue and Muler (2005); Loeffen (2008).

5.2. Combining the Tijms—Padé and Laguerre-Tricomi—Weeks Approximations

We end this section by proposing a more general strategy for inverting Wq (s) and other Laplace
transforms of interest in probability, given the uncertainty inherent in real world data. This consists
in refining the rational approximation of Equation (26) by constructing the quotient of the original
Laplace transform and its approximation

G(s) = G) _ é(s)n(s+71) 1)
RG(s) a(s)

and by applying to it an inversion method with good convergence properties like
Laguerre-Tricomi-Weeks. The final approximation of W;(x) will be then a convolution of

the inverse Laplace transforms RG(x) and G(x). This may be viewed as a to a two stage filter, aimed
at removing uncertainties of different orders of magnitude.

6. Mixed Exponential Claims

We will now consider examples with rational roots. The idea for obtaining “rational first passage
probabilities”, which appeared essentially in Dufresne and Gerber (1991a), is to replace the additive
parametrization of Equation (8) with that provided by the so-called Wiener—-Hopf factorization of
Equation (44). For Cramér-Lundberg processes, it is enough to specify the negative roots y;,i > 1 and
poles B; (for example, by specifying the Wiener—-Hopf factor, Equation (44), and also the positive root
D, of the symbol. The additive decomposition of the model’s symbol, Equation (8), may be recovered
using its behavior when s — oo, and partial fractions. This is automatized in the Mathematica program
RatC which is available upon request from the authors.

This package is useful for providing testing cases for our approximations, since in such examples
the case of mixed exponential claims is reduced to exact rational root-solving and partial fractions
(included automatically in Mathematica’s command InverseLaplaceTransform).

Example 2. A Cramér-Lundberg model with exponential mixture jumps of order two. This example illustrates
the computational steps of the previous section, and the fact that the second order Tijms approximation for mixed
exponential claims of order 2 is exact (and so is in particular the optimal barrier).

We chose ®¢ = %, ¢ = 1/2 and a negative Wiener—Hopf factor

(5+1)(s+1)

9-(5) = (Z+1) (2s+1)

14
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which is input into our Rat program—see Section 8—1by specifying the interspersed roots and poles exr = (1/2,

3/2); exc = (1, 2).
This corresponds—see Section 8—to a Cramér—Lundberg process with cumulant generating function

8, 1 21, 2 1
o) =est gloia Vo Ve
where we used A = %, and claim density
8 . 21, ,
= Zo0em2x
b(x) 20°  tog2
i — ¥ _ Am_ 37 i i i — i
with mean my = 55 and p = =+ = 5. The resulting scale function with g = 1/16 is

3 _ap 9e7¥2 2240773
Wy(x) = =43¢ 5 755

’

see Figure 3, and the optimal barrier is b* = 0.642265. Recall from Remark 5 that the Tijms—Padé approximation
is exact at order 2.

05

0, 1.0 15 20 25 3.0

Figure3. W'(x).
After an Esscher shift of % the scale function transform becomes

oy _ 8(4+35)(7+3s)
W(s) = s(5+65)(11+ 6s)”

with dominant non-zero pole — %. After the remouval of the pole 0, this becomes

o 72(575+97)
C(8) = 55065 +5)(6s 1 11)°

The Padé approximation of order (0,1) is %, the Laguerre exponent is

a/2 = 5335/6177 = 0.863688, and the largest error with n = 30 is 6 x 10~ 16—see Figure 4.

15
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4x10716

2x10716

-2x10716

-4x10716

Figure 4. Relative errors of the Laguerre-Tricomi-Weeks inversion with mixed exponential claims of
order 2.

Example 3. A perturbed Cramér—Lundberg model with exponential mixtures jumps of order three. Our next
example is produced by taking ®; = % and a negative Wiener—Hopf factor

(5+1)(s+1)

_(s) = , 42
#-() (B+1)(F+1)(2s+1) @)
which corresponds to the cumulant generating function:
7s 1 7 15
—g2. 72 _ —
K =+ e o) T+ M T 16

Note that the only impact of the presence of Brownian motion with o > 0 is that the degree of the numerator
in Equation (42) equals the degree of the denominator —1.
The resulting scale function with q = % is

9 x5 2 9e /2 672"’”3.

o) = ~ g 2 20 935
The input to the Laguerre—Tricomi—Weeks inversion is

&(s) = 9 N 27 N 27
© 11(6s+11)  34(6s+17) = 10(6s+5)’

its Padé approximation of order (0,1) is %, the Laguerre exponent is a/2 = 0.937644,

and the largest error with n = 40 is 4 x 107148 Other exponents do better however. For example, the larger
6K’ (D) (P4)

3 (@) 2K (D )17 (D

smaller larger error when n = 40 of 4 x 10712,

exponent a/2 = y = 1.00688, where we have erased the 2 in the denominator, has a

Example 4. A Cramér—Lundberg model with exponential mixtures jumps of order three. Our next example is
produced by taking &5 = %, ¢ = 1 and a negative Wiener—Hopf factor

G+ G+
(F+1)(3+1)(25+1)

¢-(s) =

8 Beyond n = 40, the precision needs to be changed to obtain better results.

16
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with poles — —, - %, —3. This corresponds to a Cramér-Lundberg process with cumulant generating function:
1 7 25 83
= —-Aec=1A=—.
)=t i tee12) T8 M 18

The scale function with q = % is

9 sm 9 aepm 92 448eY/3
Wa(x) = =13 u® 8 T 187

and the optimal barrier is b* = 0.866289. The Padé Tijms approximation is b* = 0.876898. The input to the
Laguerre-Tricomi—Weeks inversion is

&s) 216 (26152 + 11555 + 1202)
S) =
187(6s +5)(6s + 11)(6s + 17)”

312077664
187(1278399s+1123870) /

and the largest error with n = 40 is 4 x 10~ %—see Figure 5.

the Padé approximation of order (0,1) is the Laguerre exponent is a/2 = 0.879123,

2x10-%

A/\/\/\/\ /
IR AR

-2x10714

Figure 5. Relative errors of the Laguerre-Tricomi-Weeks inversion with mixed exponential claims of
order 3.

ox’ (qu)x”(cb,,)
3(x” (@g))> = (D) (Py)
with n = 40 of 6 x 1071%. This suggests the importance of optimizing «, which is a difficult problem
Giunta et al. (1989); Weideman (1999). Recall however our proposal to circumvent it by starting with a higher
order Padé approximation of G(s)—see (41).

Aguain, the exponent a/2 =

= 1.138 does better, with the largest error

7. Padé Approximation of Heavy-Tailed Claims

In this section we experiment with heavy-tailed claims in the context of dividends barrier. To this
end we consider hereby the risk process with Pareto II/Lomax claim size distribution (also known as

— —
American Pareto) with survival function given by F(y) = (1 + %) ,y>0,aB>0 meanm = %

—(a-1)
and F,(y) = (1 + %) ¢ , ¥ > 0. The Laplace transform of the density is Nadarajah and Kotz (2006)

£(s) :/0 e~ dF(x) = a(Bs) P T(—a, Bs) = all(1,1 —a,Bs) =1 — (Bs)%ePT(1 —a,Bs),s > 0
where I'(a,s) = f:o t%~le~tdt is the incomplete gamma function and

1 ¢S]
Ufa,a+c,z] = m/o e "1 (t +1)°"dt, Re[z] > 0, Re[a] > 0

17



Risks 2019, 7, 121

is Tricomi’s Hypergeometric U function (Abramowitz and Stegun 1965, 13.2.5), where we used
U(l, 1+ 4, v) = evv*AT(A, v) (see, (Abramowitz and Stegun 1965, 6.5.22)). It follows that the Laplace
transform of the survival function is

E(s) = BU(1,2 — a, Bs). (43)

As discussed in Albrecher et al. (2010), the model is suitable for obtaining precise quantities by
numerical inverse Laplace transform using the fixed Talbot (FT) algorithm with parameter M = 200.
We will refer to results obtained by the FT algorithm as “exact”.

We apply « =3/2, = 1 with which the distribution is of infinite variance. One can still
obtain moment based Padé approximations by “shifting” the claim distribution as described in
Avram et al. (2018). The resulting approximate claim density function approximations of order K = 4, 6,
and 8 are the following (the shift factor we applied is 1.6):

Fa(x) =0.3674¢ 48697 | 0743021699 | 0 341208795 | 0 0465¢ 025

fo(x) =0.1053¢ 06998 1 0.4679¢3577% 1 0.5442¢~19191x 1 0. 2898 09714 1.
0.08279¢ 4298 10,0099~ 0-1339%

fo(x) =0.02944¢ 83899 | 02211~ +9512% | (4433629899 4 0 404~ 17852x |
0.2512¢~ 10331x 1 0.1008¢~0555% - 0.02605¢ ~0-2566% 4 0.003042¢ ~0-08227%

which match 2K moments (including ) of the shifted density.

Based on the Laplace transform of the above approximations it is straightforward to obtain the
Laplace transform of W;(x) and then by symbolic inverse Laplace transform W (x) itself. We studied
the model with A = 1,c = 9/4,9 = 1/10. We considered both the perturbed model with o =1
and the non-perturbed one. In the following we present figures where dots represent values
obtained by numerical Laplace inversion while solid lines are given by the order 4 approximation.
Figures 6 and 7 gives the result for the perturbed case and Figures 8 and 9 for the non-perturbed model.
Numerical inverse Laplace transform requires about 60 seconds on a modern laptop to obtain a single
point of W (x) while the Padé approximation is immediate. Order 4 Padé approximation provides
results that are not distinguishable from the exact values. The right panels of Figures 7 and 9 show
that increasing the order of the approximation improves accuracy.

1.04
08

06
04t

0.2

L L L L L L L L L L
2 4 6 8 10 2 4 6 8 10

Figure 6. The scale function W;(x) (on the left) and its derivative (on the right) in the case of the perturbed model.
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. . . . . . . . . .
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Figure 7. On the left the expected value of total discounted dividends, v (x), as function of b with
x = 1 in the case of the perturbed model. On the right the absolute error of approximations of Vll(x)
of order 4 (blue), 6 (orange) and 8 (green).
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Figure 8. The scale function W, (x) (on the left) and its derivative (on the right) in the case of the
unperturbed model.
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Figure 9. On the left the expected value of total discounted dividends, V!(x), as function of b with
x = 1in the case of the unperturbed model. On the right the absolute error of approximations of V! (x)
of order 4 (blue), 6 (orange) and 8 (green).

8. The Wiener-Hopf Factorization and Risk Theory with Rational Roots

Lévy processes are naturally parameterized via the additive decomposition of the symbol
Equation (14). The roots and poles of the symbol play an important role and this has lead eventually
to the discovery of the well-known Wiener—-Hopf factorization Kyprianou (2014)

qWy(s) = K(S)’%q = 7 (s)¢; (s),9 > 0. (44)

With mixed exponential claims of rates B; for example, this holds with ¢ (s) = % and

i1 (1+5s/Bi)

R v e )
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where @; and -—v; are, respectively, the nonnegative and negative roots of the
Cramér-Lundberg equation.

One may bypass the numerical difficulties of finding roots by parameterizing a risk process by
the poles and roots of its Wiener—Hopf factor ¢~ (s). To further simplify matters, one may choose them
as integers; then, the parameters of the process will be rational.

The simplest illustration is provided in the tables of (Dufresne and Gerber 1991a, p. 24): The input
parameters therein are the interspersed non-zero integer roots -y; (denoted there by r;) and the poles f;
of the symbol «(s); essentially, this is equivalent to specifying Equation (45). The output parameter is
the limit of Equation (45) when s — oo, yielding

Yi
L=1—p,
Ig P

where p := ¥(0) = Amy/c (Dufresne and Gerber (1991a) gives instead the safety load 6 := p~1 — 1).
The other output parameters are partial fraction decomposition coefficients, given by the well-known
partial fractions decomposition formulas, see Equation (12) for an example.® Once these coefficients
are known, it is easy to show that
{mll = fel0) = limssoos fo(s) = p~H (Epi —E7) &
A=2= %=Zﬂi*):%

Note that the Levy model of Equation (1) is overdetermined, since by scaling the time, the symbol
will be multiplied by an arbitrary factor; thus, one of the parameters, for example, ¢, may be specified
at will.

A Computer Program “Rat” That Outputs a Spectrally Negative Lévy Process with Given Roots and Poles of
Its Symbol

The first program inputs consists of

1. avector of length N containing the negatives 7, ..., yn of the Cramér-Lundberg roots with
negative real part, and

N c=0
2. avector Bq,.., B, of lengthn = {N 1 o containing the diagonal of the triangular matrix
— g >
B representing the Coxian distribution (the rest of the parameters of this law are only provided

indirectly, via the Cramér—Lundberg roots).

The algorithm must distinguish between four cases, depending on whether or not ¢ = 0 and
o = 0, and this is achieved by different inputs. The case g > 0 is specified via the presence of a third
input parameter ®; (which is 0 if 4 = 0), and the cases ¢ > 0/¢ = 0 are distinguished by having
N =n+1and N = n, respectively.

We will now introduce an artificial normalization constant g, defined by

i ._ 9 77h
@4(1-pg) T Py H i’ 1= 0
1

=0

46)
_ 1 Bi (
)iy — SOy Ly 1=

Jeo =

(the factor 1 — p,; being incorporated just for convenience, see Equation (48)). Note that this definition
allows one to deal with the case g = 0 = ®; as a limiting case of g > 0. q., may be thought of at

9 Nowadays, the simplest way to obtain them is by solving linear systems with Mathematica, Maple, Sage, etc.
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first as the leading coefficient of x(s) (which is c when ¢ = 0 and "72 when ¢ > 0); for a more precise
statement, see Equation (48).
When g > 0, we will write the symbol as

o =~ (B
k(8)—q = qeo 5 +csf<1>q(1qu)+ZAj -1, (47)

/5]‘+S

j=1

) o2 i A

whereé = -°,5° = i
Je,o

’ de’ ‘Y T oo

With this parameterization, results when g — 0 will have a limit, provided that g, is kept
constant. If we assume (w.l.0.g.) that the polynomial part inside the parentheses in Equation (47) is
monic (i.e., & = 1,if ¢ = 0, and 3%/2 = 1, else), then the parameter g, equals either the original

2
[%
parameter c or 5.

Remark 8. In terms of qc,o, we may rewrite the Wiener—Hopf factorization as

P E DU ¥ $r(s) 1 (9

Wy(s) = "OETIR q(s—‘bq)% (s) := 7(1*‘017)5_(% = 4er R
— &

S x(s) — g =qeo ;7(5)‘7 (48)
q

where the last factor in Equation (48) may be represented as a quotient of monic polynomials. This equation
motivated the introduction of g s.

Remark 9. The various components of the cumulant generating function are readily obtained: o, ¢ and q by
extracting the polynomial part; the remaining jump part j(s) then yields A = — lims_ye0 j(5).

Remark 10. Note that if the condition

Y1 >Pn > > .. >712>p1>71 20 (49)

is satisfied, then the nonnegativity of the density of the jumps is ensured—see, for example, Kuznetsov et al.
(2012) (this condition is also necessary with hyperexponential jumps).

If this condition is not satisfied, then the user must deal somehow with the nonnegativity by restricting the
position of the Cramér—Lundberg roots (not an easy task).

The output of our program consists of several first passage characteristics:

1. Eventual ruin probabilities
2. Cumulants generating function (Laplace exponent) of the Levy process (s)
3. Homogeneous scale function W@ (y), for one fixed g

They are most easily described as combinations of exponentials.

9. Further Background on the Laguerre-Tricomi-Weeks Method

We now proceed to review an extension of the Laguerre expansion, the “Laguerre-Tricomi-Weeks”
method of inverting the Laplace transform, initially proposed by Tricomi in 1935 and McCully
(see McCully (1960)), which is considered as one of the most efficient methods of inverting the Laplace
transform Weideman (1999). We mention also that an exact explicit closed-form Laguerre series
expansion formula was proposed recently in Zhang and Cui (2019).

Consider a given function

fx) = ePrglax), gel? (50)

21



Risks 2019, 7, 121

(note that the transformation Equation (50) corresponds to a linear transformation for the Laplace
Py _s—p

transform f(s) = g(*5*) and its singularities). First, one attempts to construct a Laguerre expansion

f(x) =eP* i Bue 2L, (ax) & f(x/a)e P¥/% = i Bue /2Ly (x)
n=0 n=0

& flas—a/2+B)=s" i B,(1—ua/s)" (51)
n=0

with two judiciously chosen parameters a > 0 and > s¢, where s is the maximum real part of the
singular points of f*(s).

After the change of variables 1 — a/s = z, the coefficients B, may be found from the
Taylor expansion

it o i
f* ( foc/2+,3> = Buz",|z| < R (52)
1—z 1—z n;

where Rg is the radius of convergence of ®(z) = 1% f* (1% — a/2 + B), or, equivalently,

aft <lafz —oc/2+,3) =Y buz", withby =By, by =B, —B,_1, n>1
n=0

Judicious choices of § (related to maximizing R¢) and « (related to finding a minimal circle
including the singular points of f(s)) may turn this into one of the most effective inversion methods
Weideman (1999), Abate et al. (1998).

Some particular choices are f = a/2, § = 0 and B = —a/2, in which case the Taylor expansion

for the coefficients B, becomes, respectively,

« N o _ [ee) " _ ()
—f (1—7.) = LB o f(x/0) = 1 Bula(x) (53)
o (o 14z e " e /2
17Zf <5'17z> = n:Oan @f(x/zx)—n;OBne Ly (x) (54)
lizf* (lxliz) = ,E)ann < f(x/a) = ’;Bne*an(x)‘ (55)

As noted by Keilson and Nunn Keilson and Nunn (1979) (see also Keilson et al. (1980, 1981)),
and Abate et al. (1998), respectively, in the second and third cases, the expansion in the of powers
Equation (32) implies simple relations between the Laguerre transform and another interesting
technique, the Erlang transform, which is a useful tool for the solving integral equations of the
convolution type. We refer to these papers for a further discussion of the relative advantages of the
Erlang and Laguerre transforms, and the spaces of the functions within which they converge.
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Abstract: We consider de Finetti’s stochastic control problem when the (controlled) process is allowed
to spend time under the critical level. More precisely, we consider a generalized version of this
control problem in a spectrally negative Lévy model with exponential Parisian ruin. We show that,
under mild assumptions on the Lévy measure, an optimal strategy is formed by a barrier strategy
and that this optimal barrier level is always less than the optimal barrier level when classical ruin is
implemented. In addition, we give necessary and sufficient conditions for the barrier strategy at level
zero to be optimal.

Keywords: stochastic control; spectrally negative Lévy processes; optimal dividends; Parisian ruin;
log-convexity; barrier strategies

1. Introduction and Main Result

In the 1950s, Bruno de Finetti (1957) formulated the following stochastic control problem: find
the dividend strategy maximizing the expected present value of the dividend payments associated
with an insurance surplus process. Presently, this control problem is known as de Finetti’s optimal
dividends problem. Another active field of research in insurance mathematics is the analysis of Parisian
implementation delays in the recognition of default (see e.g., (Landriault et al. 2011; Loeffen et al.
2013)) and/or in the design of dividend strategies (see e.g., (Albrecher et al. 2011; Dassios and Wu
2009)). In what follows, we formulate and solve an extension of de Finetti’s control problem with
Parisian ruin.

1.1. Problem Formulation

On a filtered probability space (Q), F, {F;,t > 0},P), let X = {X;,t > 0} be a spectrally negative
Lévy process with Laplace exponent 6 — (0) and with g-scale functions {W(q), q> O} given by

[ e Wi s = o) - ),
forall @ > ®(q) = sup {A > 0: (1) = gq}. Recall that
1 00
p(6) =0+ 5(7202 + '/0 (e_ez —1+021 (z)) v(dz),

where v € Rand ¢ > 0, and where v is a o-finite measure on (0, %), called the Lévy measure of X,
satisfying
/ (1A x?)v(dx) < oo
0

For more details on spectrally negative Lévy processes and scale functions, see e.g., (Kuznetsov
et al. 2012; Kyprianou 2014).
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In what follows, we will use the following notation: the law of X when starting from X, = x is
denoted by P, and the corresponding expectation by E,. We write P and E when x = 0.

Let the spectrally negative Lévy process X be the underlying surplus process. A dividend strategy
7 is represented by a non-decreasing, left-continuous and adapted stochastic process L™ = {L[,t > 0},
where L] represents the cumulative amount of dividends paid up to time t under this strategy, and such
that L = 0. For a given strategy 7, the corresponding controlled surplus process U™ = {U[,t > 0} is
defined by UJ* = X; — L[. The stochastic control problem considered in this paper involves the time
of Parisian ruin (with rate p > 0) for U™ defined by

U;f:inf{t>0: t—gf >e§;T and U/ <O},

where ¢ = sup {0 <s < t: U > 0}, with ei‘f an independent random variable, following the
exponential distribution with mean 1/p, associated with the corresponding excursion below 0
(see (Baurdoux et al. 2016) for more details). Please note that, without loss of generality, we have
chosen 0 to be the critical level.

Remark 1. Recall that X and L™ are adapted to the filtration. Set Foo = \/y>( Ft, i.e., the smallest o-algebra
containing Fi, for all t > 0. It is implicitly assumed that F is strictly less than F and that all exponential
clocks are independent of Feo.

A strategy 71 is said to be admissible if a dividend payment is not larger than the current surplus
level, ie., LT, — LT < U, forall t < U;f, and if no dividends are paid when the controlled surplus
is negative, i.e., t = LT 1(_q0)(U[") = 0. The set of admissible dividend strategies will be denoted
by IT,. These two conditions are motivated by the following interpretation: if U™ enters the interval
(—00,0), then a period of financial distress begins. Consequently, dividend payments should not cause
an excursion under the critical level nor should they be made during those critical periods.

Fix a discounting rate g > 0. The value function associated with an admissible dividend strategy
7 € I, is defined by

0-7'[
vr(x) = Ey {/ ! e*"tdLZT} , x€eR
0
The goal is to find the optimal value function v, defined by

v.(x) = sup vy(x)
nelly

and an optimal strategy 7. € 1, such that
v (x) = vs(x),

for all x € R. Because of the Parisian nature of the time of ruin considered in this control problem,
we have to deal with possibly negative starting capital.

1.2. Main Result and Organization of the Paper

Let us introduce the family of horizontal barrier strategies, also called reflection strategies.
For b € R, the (horizontal) barrier strategy at level b is the strategy denoted by 7 and with cumulative
amount of dividends paid until time t given by L! = <sup0 coct Xs — b>+, fort >0.If Xg = x > b,
then L} . = x —b. Please note that, if b > 0, then 71;, € I),. The corresponding value function is thus

given by
7
vp(x) = Ey / e’qtdL? ,
0
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for all x € R, where U;b, is the time of Parisian ruin (with rate p > 0) for the controlled process
ut =X, - Lb.

Before stating the main result of this paper, recall that the tail of the Lévy measure is the function
x — v(x,00), where x € (0, 0), and that a function f: (0,00) — (0, 00) is log-convex if the function
log(f) is convex on (0, ).

Theorem 1. Fix q > 0and p > 0. If the tail of the Lévy measure is log-convex, then an optimal strategy for the
control problem is formed by a barrier strategy.

The original version of de Finetti’s optimal dividends problem, i.e., when the time of ruin is the
first passage time below the critical level (intuitively, when p — c0), has been extensively studied. In a
spectrally negative Lévy model, following the work of Avram et al. (2007), an important breakthrough
was made by Loeffen (2008); in the latter paper, a sufficient condition, on the Lévy measure v, is given
for a barrier strategy to be optimal. This condition was further relaxed by Loeffen and Renaud (2010);
in this other paper, it is shown that if the tail of the Lévy measure is log-convex then a barrier strategy
is optimal for de Finetti’s optimal dividends problem with an affine penalty function at ruin (if we
set S = K = 0 in that paper, we recover the classical problem). To the best of our knowledge, this still
stands as the mildest condition for the optimality of a barrier strategy in a spectrally negative Lévy
model. Finally, note that Czarna and Palmowski (2014) have considered de Finetti’s control problem
with deterministic Parisian delays.

The rest of the paper is organized as follows. First, we provide an alternative interpretation of
the value function and we fill the gap between the models with classical ruin and no ruin. Then, we
compute the value function of an arbitrary horizontal barrier strategy and find the optimal barrier
level b;‘, (see the definition in (9)). Finally, we derive the appropriate verification lemma for this control
problem and prove that, under our assumption on the Lévy measure, the barrier strategy at level b,
is optimal.

2. More on the Value Function

Please note that for 7 € IT, and x < 0, using the strong Markov property and the spectral
negativity of X, we can easily verify that

vr(x) =Ey {e*qTJl{TJQp}} v:(0) = e<b(p+q)xvn(0)/ (@)

where 7;” = inf {t > 0: X; > 0} and where e, is an independent exponentially distributed random
variable with mean 1/ p, thanks to the well-known fluctuation identity (see e.g., (Kyprianou 2014))

Ex [eirTbJrl{Tb*<oo}} = e*¢(7)(bfx)’ x <b, (2)

where 7,7 = inf {t > 0: X; > b}.
Interestingly, we can show that (see the proof of Lemma 1 below), for any 7 € I1,, we have

vn(x) = Ey [/ Terrh ”"”’“)(”‘Ud’de] : )
Jo
Using this last identity, we can argue that using Parisian ruin with rate p fills the gap between
the model with classical ruin (no delay, p — o) and the model with no ruin (infinite delays, p — 0).

Indeed, using (3), we see directly that

Un(x) = Ey {/O e*qsfpf(f1<,w,o>(UF>drdL;T} ;:5 E, UO e*qde;T} .
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On the other hand, as

o s T o o s s

where ¢Z := inf {t > 0: U]" < 0}, we obtain

) s - Uoo .
vr(x) = Ey {/0 e 15 P Jy Lwop) (U )d'de} — Ey {_/0 e*qdef} .

p—r0

Remark 2. Note also that the expression of the value function given in (3) tells us that the current control
problem amounts to a control problem with no ruin and in which the dividend payments are penalized by the
occupation time of the surplus process. Indeed, from this point of view, the discount factor increases with the
time spent below zero by the surplus process.

3. Horizontal Barrier Strategies

Before computing the value function of an arbitrary barrier strategy at level b, we have to define
another family of scale functions, also called second g-scale functions of X.

3.1. Second Family of Scale Functions

The so-called second scale functions are defined by: for each 4,6 > 0 and for x € R, let

2y(x,0) =< (1= (p(0) —q) [ e W)y ). @

Please note that for x < 0 or for § = ®(q), we have Z,(x,0) = e’*. The second scale functions have
appeared in the literature in various forms; see e.g., (Albrecher et al. 2016; Avram et al. 2015; Ivanovs
and Palmowski 2012).

In what follows, Zé(x,@) will represent the derivative with respect to the first argument.
Consequently, for x > 0, we have Zj(x,0) = 0Z,(x,0) — (y(0) — QYW@ (x) and, for x < 0, we
have Z(x,0) = Bed.

In this paper, we will encounter the function Z; when § = ®(p + q), that is the function

X
2y(x,@(p ) = 200 (1 p [T WO )ay),
from which we deduce that, for x > 0,
Z(x, @(p +q)) = ©(p+q) Zg(x, D(p +q)) — pW (x). ®)

Consequently, set Z (0, ®(p +q)) = ®(p +9) — pW()(0). Since we assume that p > 0, we have
that ®(p +¢q) > ®(g) and we can write

Zy(x, ®(p+9q)) = p/o e PWrYWW (x + y)dy, xR ©)
Then, for x > 0, we have
Zix,@(p+q) =p [ e OUIWD (x )y, @)

which is well defined since W(?) is differentiable almost everywhere (see e.g., Lemma 2.3 in (Kuznetsov
et al. 2012)). Clearly, x — Z;(x, ®(p + q)) is a non-decreasing continuous function. In fact, it will
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be proved in Appendix B that if the tail of the Lévy measure is log-convex, then Z (-, ®(p +4)) is a
log-convex function on (0, c0).

3.2. Value Function of a Barrier Strategy

Here is the value of an arbitrary admissible barrier strategy:

Proposition 1. For q,b > 0, the value function associated with 7y, is given by

Z4(x,@(p+q)) _
vp(x) = {Www) for x € (~eo,b], ®)

x—b+uvy(b) forx e (b,o).

Proof. This result has appeared before in the literature. See for example Equation (15) in (Albrecher
and Ivanovs 2014) or Equation (46) in (Avram and Zhou 2016). Nevertheless, we provide an alternative
proof in Appendix A. [

3.3. Optimal Barrier Level

As defined in (Loeffen 2008; Loeffen and Renaud 2010), the optimal barrier level in de Finetti’s
classical control problem is given by

b, = sup {b >0: W'(p) < W<")’(x), for all x > 0}.

Similarly, let us define the candidate for the optimal barrier level for the current version of this
control problem by

by, = sup {b >0: Zy(b,@(p +q)) < Zg(x, D(p +4q)), forall x > 0}. ©)

Proposition 2. Fixq > 0 and p > 0. Suppose the tail of the Lévy measure is log-convex. Then, 0 < b, < bg,
and by, > 0 if and only if ,
D(p+4q) — pWD(0) < ———— W' (04). (10)
(pa) =pWHO0) < Gy W (04)

Equivalently, by, > 0 if and only if one of the following three cases hold:

(@ o>0and (®(p+4q))*/p<2/0%
(b) o =0andv(0,00) = oo;
(c) 0=0,v(0,00) < coand

’

cb(p+9) Py _ q+v(00)
B G R

where ¢ = v + fol xv(dx).

Proof. See the proof in Appendix B. [

First of all, note from Proposition 2 that the optimal barrier level by, when Parisian ruin with rate
p is implemented, is always lower than the optimal barrier level b, when classical ruin is used.

In cases (a) and (c), the value of b;‘, can be either positive or zero, depending on the parameters of
the model. It is clear from the condition in (10) that, when g > 0, if the Parisian rate p is small enough
(large delays), then b; = 0; in words, if Parisian delays are infinite (no ruin), then it is better to start
paying out dividends right away. However, when g = 0 (no discounting), if Parisian delays are infinite
(no ruin), then b; > 0 if and only if E[X;] > 0.
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Also, in case (a), if X; = ct + 0By is a Brownian motion with drift, then

D(p+gq) = % <\/62+202(p+q)7c>

and we can verify that b, = 0 as soon as the Brownian coefficient o is large enough.

Remark 3. In Section 4 of (Avram and Minca 2017), economic principles for evaluating the efficiency of a
surplus process are discussed. One of them is that the optimal barrier level be equal to zero.

Interestingly, the condition in (c) can be re-written as follows:

c®(p+q) E /”‘9" e 4L
0

p

<E

09
/ e 1dLY| = v9(0).
0
Indeed, when ¢ = 0 and v(0, 00) < co, it is known (see Equation (3.14) in (Avram et al. 2007)) that

ol ¢
E / el = — ¢
0 q+v(0,00)

and, from Proposition 1, we have

E

/pe*‘”dL? = ! .
0 D(p+4q) — pW@ (0+)

4. Verification Lemma and Proof of the Main Result

Define the operator I' associated with X by

2 ©
To(x) = 90 (x) + %v”(x) + /0 <v(x —z)—o(x) + v’(x)zl(orl](z)) v(dz), (11)

where v is a function defined on R such that T'v(x) is well defined. We say that a function v is
sufficiently smooth if it is continuously differentiable on (0, c0) when X is of bounded variation and
twice continuously differentiable on (0, c0) when X is of unbounded variation.

Next is the verification lemma of our stochastic control problem. As the controlled process is
now allowed to spend time below the critical level, it is different from the classical verification lemma
(see (Loeffen 2008)).

Lemma 1. Let T be the operator defined in (11). Suppose that 7t € 11}, is such that v is sufficiently smooth
and that, for all x € R,

(F -4 pl(,wlo)> va(x) <0

and, for all x > 0, v/, (x) > 1. In this case, 7t is an optimal strategy for the control problem.
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Proof. Set w := vz and let w € II, be an arbitrary admissible strategy. As w is sufficiently
smooth, applying an appropriate change-of-variable/version of Ito’s formula to the joint process

(f/ Jo 1(—eop) (UF)dr, ut") yields

e 1t-P Js (o) (UF)dr ) ur) —w (ué'()

= [Lem#P o won (U [(F —)w (U) = pLwp) (U w (Us”)] ds

_ fot e*‘IS*F’f(; T(—co0) (U )dr 1 (usni) dLT + MF

+ Tocsere B PR Uwn U [y (U — ALT) — 0 (UX) + o/ (UX) ALZT],

(12)

where M™ = {M[,t > 0} is a (local) martingale.
Consider an independent (of F«) Poisson process with intensity measure p dt and jump times
{Tip ,i>1 } Therefore, we can write

e P I 1o (U _ (Tf ¢ {re (0,s]: UF <0}, foralli > 1|]-'m> =, [1{(,5»}\?00}

and consequently

t . - t oAt
E, {/0 =15 Jo —eo) (U M’dL?} =E, {/0 e I, [1{a;f>s}‘]:°°] dL;r} -, {/O 4 equde} )

where we used the definition of a Riemann-Stieltjes integral and the monotone convergence theorem
for conditional expectations.
Now, as for all x € R,

(F —q— pl(,mm) w(x) <0

and, for all x > 0, w'(x) > 1, using standard arguments (see e.g., (Loeffen 2008)) and our definition of
an admissible strategy, e.g., that L™ is identically zero when U™ is below zero, we get

~00 . - o7t
w(x) > Ey { /O e PP Jo L) (U )d’dL;f} =E, { /O ! e_qdef} = v (x).

This concludes the proof. [

The rest of this section is devoted to proving Theorem 1, i.e., proving that an optimal strategy for
the control problem is formed by the barrier strategy at level b* := bj,.
By the definition of b* given in (9), for 0 < x < b*, we have

o () = 21 2P+ )
P ZL (b, @(p+q)) ©

By the definition of vy, for x > b*, we have v}, (x) = 1. This means v}.(x) > 1, for all x > 0.
Please note that for any x € R, we have

(T —q—p)eFHDx = 2% (v (p+q) + FD(p+7))

+e@rr [ (&m0 402 — 14 @ (p+ )10 (2) ) v(dz) — (9 + p)]

=P [ (®(p+4)) — (9 +p)] =0.
13)
Consequently, for x < 0, we have

(T—=q-p)Zs(x,®(p+q)) =0
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and, for x > 0, using (6), we have
(T —q) Zy(x, ®(p+9q)) = p/o Y (T — q) W (x +y)dy = 0,

since (I — q) W@ (x) = 0 forall x > 0 (see e.g., (Biffis and Kyprianou 2010)). Please note that under our
assumption, W@ is sufficiently smooth. Indeed, by Theorem 1.2 in (Loeffen and Renaud 2010), if the
tail of the Lévy measure is log-convex, then W@’ is log-convex. Therefore, W1 (x) exists and is
continuous for almost all x € (0, o0); see e.g., (Roberts and Varberg 1973).

As a consequence, and since v+ is smooth in x = b*, we have

(F —q— pl(foo,())) vp(x) =0, forx <b*.

All that is now left to verify is that (I' — q) v« (x) < 0, for all x > b*. It can be done following the
same steps as in the proof of Theorem 2 in (Loeffen 2008), thanks to the fact that, under our assumption
on the Lévy measure, the function Z{ (-, ®(p + q)) is sufficiently smooth (see the details in Appendix B).
The details are left to the reader.
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Appendix A. Proof of Proposition 1

To prove this result, we can adapt the methodology used in the proof of Proposition 1 of (Renaud
and Zhou 2007) (for the case k = 1 in that paper). Let us define x” as the time of Parisian ruin with
rate p for X or, said differently, the time of Parisian ruin when the pay-no-dividend strategy, i.e., the
strategy 7t with L' = 0, is implemented. More precisely, define

Kp:inf{f>0: t—gr > e%’ and X; <O},
where g = sup {0 < s < f: X5 > 0}. Let us also define, for a € R, the stopping time
7,7 =inf{t > 0: X; > a}.

It is known that (see e.g., Equation (16) in (Lkabous and Renaud 2019)), for x < a,

_ Zg(x,®(p+1q))
i — S\ EAR )
Ey [e 1{T,T<KP}} Zq(a,<1>(p T q)) . (A1)
As in Renaud and Zhou (2007), we can show that
g o}
(2004 3) Boogn [T Ly (A2)

< oy(b) < (vb(b) + %) E, [efqraunl{%m«,,}] +o(1/n).
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The result for x = b follows by taking a limit and then the result for 0 < x < b follows by using
again the identity in (A1). Finally, if x < 0, then using (1) we have

(p+)x 20 PP +q)) _ Zy(x, ®(p+9))
Zi(b,@(p+q) Zi(b,@(p+4q))

vp(x) =

Appendix B. Proof of Proposition 2

Recall from (7) that, for x € (0, ), we have
Zy(x,@(p+a) =p [ e WO x4 y)dy. (4

By Theorem 1.2 in (Loeffen and Renaud 2010), if the tail of the Lévy measure is log-convex,
then W)’ is log-convex. Using the properties of log-convex functions, as presented in (Roberts and
Varberg 1973), we can deduce that x — pe~®(PHOYW@ (x + ) is log-convex on (0, ), for any fixed
y € (0,00). Then, as Riemann integrals are limits of partial sums, we have that x + Z (x, ®(p +q)) is
also a log-convex function on (0, c0). In particular, Z (-, ®(p +q)) is convex on (0, o), so we can write,
for some fixed ¢ > 0,

Zy(x ®(p+0) = Zy(e, O(p+ ) + [ 20 (1, D(p+))d,

where Z/~ (-, ®(p +q)) is the left-hand derivative of Z(-, ®(p +q)). Since Z]/~ (-, ®(p +q)) is
increasing and limy_,co Zg (x, ®(p + q)) = oo, we have that the function Z{ (-, ®(p + q)) is ultimately
strictly increasing. This proves that bj, is well-defined.

It is known that W(@)’ is strictly increasing on (b, o); see (Loeffen and Renaud 2010). Then,
using together the representations of Z (x, ®(p + ¢)) given in (5) and (7), we obtain

Zl(x, ®(p+4q)) = P+q Iye ”*”W”(Hy)dy—pw(q)’(ﬂ

A4
> pW@ (x) [ D(p+ q)e P Tvdy — pW @ (x) =0, (A4)

for all x > bg,. In other words, x = Zg(x, ®(p + q)) is strictly increasing on (b5, o). Consequently,
by < b,

The rest of the proof is similar to Lemma 3 in (Kyprianou et al. 2012), where a function closely related
to one of the representations of Z;(x, ®(p +¢)) appears. For simplicity, set g(x) = Z{ (x, ®(p +9)).
Using (5), we can write, for x > 0,

g =+ (500 - 5ol W)

It follows that ¢'(x) > 0 (resp. ¢'(x) < 0) if and only if g(x) > LW(W(x)

) ; @(p+q)

resp. ¢(x) < ——— W@ (x)). This means ¢(b) > ——— W@ (b) for b < b% and
e 0 < G W ) 8(6) > g W) ;
g(b) < Www(b) for b > by If b}y > 0 then g(b}) = (p/®(p +q)) W@’ (b3).

We deduce that by, > 0 if and only if g(0+) < (p/®(p + q))W@(0+), where g(0+) = ®(p +
q) — pPW@(0). Written differently, we have bj > 0if and only if

D(p+q)— pW(0) < mw(w(oﬂ,
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If o > 0, then W@ (0) = 0 and W@'(0+) = 2/¢2, which implies that b, > 0if and only if

(@(p+q)* _ 2
5
p o
If ¢ = 0 and v(0, ) = oo, then W(?)/(0+) = oo, which implies that b}, > 0. Finally, if ¢ = 0 and
(0, 00) < co, then W@ (0) = 1/c, where ¢ > 0 is the drift, and W@ (0+) = (g 4 v(0,))/c?, which
implies that by, > 0 if and only if

+ v(0, 00
oprg) Lo g b A0

c O(p+q 2
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Abstract: We consider the optimal bail-out dividend problem with fixed transaction cost for a Lévy
risk model with a constraint on the expected present value of injected capital. To solve this problem,
we first consider the optimal bail-out dividend problem with transaction cost and capital injection
and show the optimality of reflected (¢, ¢z)-policies. We then find the optimal Lagrange multiplier,
by showing that in the dual Lagrangian problem the complementary slackness conditions are met.
Finally, we present some numerical examples to support our results.
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1. Introduction

De Finetti introduced in 1957 the expected net present value (NPV) of dividends paid by an
insurance company as a criterion for assessing its stability. According to this model, the maximum
of the expected NPVs, if it exists, can be a proxy for the insurance company’s value. In some cases
(e.g., due to regulatory issues), the insurance company has to ensure the negative balance protection
and therefore must be rescued by injecting capital. Hence, the company aims to maximize the total
amount of expected dividend payments minus the total expected cost of capital injection while
permanently keeping the surplus process non-negative.

Usually, spectrally negative Lévy processes (Lévy processes with only downward jumps) are used
to model the underlying surplus process of an insurance company, which increases with premium
payments and decreases with insurance payouts. The optimization problem for this model was studied
by Avram et al. (2007), who proved that it is optimal to inject capital when the process is below zero
and pay dividends when the process is above a suitably chosen threshold.

In this paper, we focus on the case when the insurance company pays a fixed transaction cost
each time a dividend payment is made. The fixed transaction cost makes the continuous payment
of dividends no longer feasible, which implies that only lump sum dividend payments are possible.
In this case, a strategy is assumed to have the form of impulse control; whenever dividends are
accrued, a constant transaction cost § > 0 is incurred. Unlike the barrier strategies described above,
which are typically optimal for the case without transaction cost, we pursue the optimality of the
reflected (cy, c3)-policies. In these strategies, the surplus process is brought down to ¢; whenever it
exceeds the level c; for some 0 < ¢; < ¢ < o0, and pushes the surplus to 0 whenever it goes below 0.

Risks 2019, 7, 13; d0i:10.3390/risks7010013 37 www.mdpi.com/journal/risks
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Previously, the version of the de Finetti’s optimal dividend problem with fixed transaction cost and
without bail-outs was solved for the spectrally negative case by Loeffen (2009) and for the dual model
(i.e., spectrally positive Lévy processes) by Bayraktar et al. (2014b).

In this paper, we also propose a model to maximize the value of the insurance company by means
of the dividend payments while keeping the expected present value of the capital injection bounded.
The idea of introducing this constraint is to bound the budget needed for the company to survive and
therefore to reduce the risk faced (e.g., operational risk).

Specifically, we solve the following two problems:

1. We find the solution to the optimal bail-out dividend problem with fixed transaction cost for the
case of spectrally negative Lévy processes. We show that a reflected (¢, ¢z)-policy is optimal
(see Theorem 1). We use scale functions to characterize the optimal thresholds as well as the value
function. We prove the optimality of the proposed policy by means of a verification theorem.

2. We solve the constrained dividend maximization problem with capital injection on the set of
strategies such that the expected net present value of injected capital must be bounded by a given
constant. This is an offshoot of Herndndez et al. (2018) for the bail-out case. Using the previous
results, in Theorems 2 and 3, we present the solution when the surplus of the company is modeled
by a spectrally negative Lévy process.

This paper is organized as follows. In Section 2, we introduce the problem. In Section 3, we provide
a review of scale functions and some fluctuation identities of spectrally negative Lévy processes as
well as their reflected versions. In Section 4, we solve the optimal bail-out dividend problem with fixed
transaction cost for the case of a spectrally negative Lévy process. In Section 5, we present the solution
for the constrained bail-out dividend problem. In Section 6, we illustrate our main results by giving
some numerical examples.

2. Formulation of the Problem

Let X = {X; : t > 0} be a Lévy process defined on a probability space (Q, F,P), and let
F:= {F; : t > 0} be the completed and right-continuous filtration generated by X. Recall that a Lévy
process is a process that has cadlag paths and stationary and independent increments. For x € R,
we denote by Py the law of X, where Xy = x. For convenience, we take Py = P, when x = 0.
The expectation operator associated with Py is denoted by E.. We take Ey = E, where E is the
expectation operator associated with IP.

We henceforth assume that the insurance company’s surplus X is modeled by a spectrally negative
process, i.e., a Lévy process that only has negative jumps. We omit the case when X has monotone
trajectories to avoid trivial cases.

The Laplace exponent of X is given by

2
$(0) = log E[6X1] = 76 + ‘%92 - /(0 - e 0211, 1))T1(dz), 6 >0,

where v € R, ¢ > 0, and the Lévy measure of X, I, is a measure defined on (0, c0) satisfying
/( an 22)[1(dz) < co.
0,00

As is well-known, the process X has bounded variation paths if and only if ¢ = 0 and

/( | zI1(dz) < co. In this case, X can be written as
01

Xy = ct — Sy, t>0, 1)
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where ¢ := 7 + /( | zI1(dz) and S = {S; : t > 0} is a drift-less subordinator. Since we omit the case
01

when X has monotone paths, it is necessary that the constant c is greater than zero. Note that the
Laplace exponent of X, with X as in Equation (1), is given as follows,

p(8) = b — /@ (1—e#)I(dz), 6>0.

De Finetti’s Problem with Fixed Transaction Cost and Capital Injection

Let 1 = {L™, R™} be a strategy, where L™ is left-continuous Py-a.s., and R” is right-continuous
Py-a.s. Additionally, we assume that L™ and R™ are non-negative, and non-decreasing Py-a.s., start at
zero and are adapted to the filtration F. Then, the controlled process, X”, associated with the strategy
71, is the following

X=Xy —LT+R}, t>0.

For each t > 0, the quantities L] and R} represent the cumulative amounts that the insurance
company has paid to its shareholders and has injected, respectively.
The set of admissible policies ® consists of those policies 7 for which X™ is non-negative and for

x>0,
Ex{/ e*ffdef} < co.
0

When there is a fixed transaction cost § > 0, we only consider the class of admissible strategies
= {L",R™} € © such that
LT = Y ALY, t>0,
0<s<t
where AL[" := LZ:_ — L['. We denote this class by ®; and in the case § = 0, we take ®) = ©.
Given an initial capital x > 0 and a policy 7 = {L™, R} € Oy, with § > 0, we define the expected
NPV as follows,

vgA(x) = Ey / e d(Lf =6 Y Lyarrsop | — A/ e "dRf |, )
70 0<s<t 0
where g > 0,6 > 0, and A > 0 is the unit cost per capital injected.

Remark 1. Note that in the case of proportional transaction cost the expected NPV changes to

Ey

’

/ e (BLF =6 Y Tparrey —A/ e 1 AR
0 0<s<t 0

where 0 < B < 1, so by changing § and A appropriately we can recover Equation (2).

Hence, the value function we aim to find is

Vs,a(x) := sup vf,(x). 3)
ey

Remark 2. Since we want to avoid this function taking the value —oo, we assume that ' (0+) = E[X;] > —oo.
We also assume that A > 1, otherwise the value function will go to infinity since large amounts of dividends
will be paid, given that the company will inject capital at a cheaper cost to bail out.

Note that the problem in Equation (3) was studied by Avram et al. (2007) under the assumption
0 = 0 (see Section 3.2). Therefore, we focus on the optimal control problem when § > 0 (see Section 4).
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3. Preliminaries

In this section, we revise the scale functions of spectrally negative Lévy processes and their
properties (see, e.g., Kuznetsov et al. (2013); Kyprianou (2014)). We also recall well known results
regarding optimal dividend strategies with capital injection for spectrally one-sided Lévy processes
when the transaction cost is equal to 0 (i.e., 6 = 0).

For each g > 0, there exists a map W@ : R — [0, 0), called g-scale function, satisfying W?) (x) =
0 for x € (—o0,0), and strictly increasing on [0, c0), which is defined by its Laplace transform:

 a—bx () 1
/oe Wq(x)dx—lp(e)_q, 0> d(q), (4)

where
@(q) :=sup{A =2 0: (1) = q}.
We also define, for x € R,

W(q)(x) = /: W@ (y)dy, zW(x):=1+ qW<q)(x),
7@ () .= /" @) (2)dz = / @
Z =z - ,
(x) A (z)dz x+q' A ./0 WY (w)dwdz
Since W@ is equal to zero on (—co,0), we have
W(q)(x) =0, ZW(x)=1 and Z(q)(x) =x, x<0.

Remark 3.

1. By Equation (8.26) of Kyprianou (2014), the left- and right-hand derivatives of W) always exist on
R\{0}. In addition, as in, e.g., (Chan et al. 2011, Theorem 3), if X is of unbounded variation or the Lévy
measure is atomless, we have W@ € C1(R\{0}).

2. From Lemmas 3.1-3.2 of Kuznetsov et al. (2013), we know

if X is of unbounded variation,

, if X is of bounded variation,

0,
w(0) = { 1
c

%, ifo >0,
W@'(04) == lim W@’ (x) = { oo, if o = 0 and TI(0, 00) = oo,
. q+11(0,00)

2 , ifo = 0and I1(0, c0) < co.

3. From Lemma 3.3 of Kuznetsov et al. (2013), Wep(q)(x) := e P@Y W@ (x) Ay (D(q))7", as x 1 oo,
Due to Remark 3, we make the following assumption throughout the paper.

Assumption 1. We assume that either X has unbounded variation or I is absolutely continuous with respect
to the Lebesgue measure. Under this assumption, it holds that W@ is C1 in (0, o).

We give the following properties related to Z(?) and W' for later use.

Remark 4.

(i) By Proposition 5.5 in Herndndez et al. (2018), we have that Z\9) is a strictly log-convex function on (0,0,
forgq > 0.
(ii) From Lemma 1 in Avram et al. (2007), it is known that W(q) is a log-concave function on (0,0).
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We define the stopping times 7,- and 7+, respectively, as follows,
7 =inf{t>0:X;<a} and T =inf{t>0:X;>a}, aclR;

here and further on, let inf @ = co. By Theorem 8.1 in Kyprianou (2014), we have that

@(x—p
7% _W9x—b)
Ex [e I{TJ<T{}] W@ (a—b)’
@ fora >band x < a. (5)
Ey [e*fm’ 1, - ] — z(ﬂ)(x —b)— Z<”/)(a _ b)w —
{Tz >Tl7 } W(q)( _ b 7

3.1. Reflected Lévy Processes
LetS={S;:t>0}and R = {R) : t > 0} be defined, respectively, as

Sp:= sup (X;V0) and R?:= sup (—X;VO0). (6)
0<s<t 0<s<t

We denote Y := S — X and Y := X + R, which are strong Markov processes. Observe that the
process R? pushes X upwards whenever it attempts to down-cross the level 0; as a result the process
Y only takes values on [0, c0). An introduction to the theory of Lévy processes and their reflected
processes can be encountered in Bertoin (1998); Kyprianou (2014).

Let 7, be defined as 7, = inf{t > 0 : Y; € (a,00)}, with @ > 0. Then, by Proposition 2 in
Pistorius (2004),

(9)
~0t] — 7@ (g — ) — WD (g — 1y V7 (2)
E,X[e ] Z(a—x) —qW'¥ (a x)W(W(a)' x € [0,a].
We define fora > 0,
(W) (a))?

H(a) :=Ey {e*'ﬁ”] =7 (a) - qW‘ @)

Remark 5. Note that, by definition, the function H is strictly positive, strictly decreasing and satisfies

dm H) =0, limHe) =150ty

Therefore, the function H has an inverse from (0,1 — q/(q +I1(0, c0))) onto (0, co) when ¢ = 0 and
I1(0, 00) < oo, and from (0,1) onto (0, c0) otherwise.

Similarly, taking x, := inf{t > 0 : Y; € (b,00)}, with b > 0, we know from Proposition 2 in
Pistorius (2004) that

——2, x<b. (8)
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In addition, we know from (Avram et al. 2007, page 167) that

_ "0
Ex |:‘/[0/Kb] efqt dR9:| — ,Z(q)(x) +¢(q)—1z(q)(x) - 1;] ( +)

K9(b), x<b, )

where

K (x) = 20 (x) + ¥ (10)

3.2. Optimal Dividends without Transaction Cost and with Capital Injection

When ¢ = 0, Equation (2) becomes

ys

VA (x) = oA (%) = Ex {/0 e MdL]T — A/o e de} ,

for any initial capital x > 0 and admissible policy 7 = {L™,R™} € ©. Consider the strategy
a0 = {L*0, R%0}, which consists in setting reflecting barriers at a and 0, respectively. The controlled
risk process X0 = X — L% 4+ R0 is a doubly reflected spectrally negative Lévy process and was
studied by Avram et al. (2007). Intuitively, the process behaves similar to a Lévy process when it is
inside [0, a], but when it tries to cross above the level a or below the level 0 it is forced to stay inside
[0,4]. Using Theorem 1 from Avram et al. (2007), we have that fora > 0 and x € [0,4],

< t a0 _ Z(q>(x)
]Ex |:/0 e 1 dL[ :| - qw<q> (a)/ (11)
00 (q)
gt qgo0] = 27 )4 _ k@
Ex {/0 e T dR{ } W@ (a)Z (x) — kY (x). (12)

Note that the expression in Equation (12) is finite under our assumption that ¢’(0+) > —co.
Using the expressions above, we can see that, for A > 1,

(9) (q) ifo<x<
o (1) 1= vx“’o(x) _ ZW(x)la(a) + Ak (x), if0<x<a, 13)
x —a+ v} (a), ifx >a,
where
1—AZW (a)
Ia(a) == —Wow > 0. (14)

Equation (13) suggests that, to find the best barrier strategy we should maximize the function 4.
Thus, we can define the candidate for the optimal barrier by

ap =sup{a > 0:Ca(a) > {a(x), forall x > 0}. (15)

Remark 6. Note that { : (0,00) — (—o0,0) and satisfies

, . A-1 . __A
ilgfl)@\(ﬂ)*—m and  lim a(a) = ()"
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Here, in case that X is of unbounded variation, the first equality is understood to be —co. The barrier level ay,
given in Equation (15), corresponds with the level defined in Avram et al. (2007). Using the definition of the
function H, we have that

dZa(a) AW (a)

G0~ @@ @ /A

Since H is strictly decreasing, {a has a unique maximum at a, that is either a critical point, which is a

solution of H(a) = %, or 0 if the right-hand derivative of { s is negative at 0. Therefore, by Remark 5,

: q
0, ifoc =0, I1(0,00) < o0 and A <1+ ,
ap = / (©.2) I1(0, o) (16)
H=Y(1/A), otherwise.

In addition, note that {  is strictly increasing on (0, an ) and strictly decreasing on (ap, o0).

Hence, from Avram et al. (2007), we know that the value function in Equation (3) and the optimal
strategy are given by Vp 1= VA = vf{‘ and 71 4, , Where UIX\ and a, are as in Equations (13) and (16),
respectively.

Remark 7. Note that the optimal barrier an — 00 as A — oo.

4. Capital Injection and Fixed Transaction Cost

In this section, we solve the problem in Equation (3) in the presence of a fixed transaction cost
d > 0. We consider strategies where the capital injection policy is R, given in Equation (6), and the
dividend strategy is the so-called reflected (¢, ¢2)-policy, defined below.

4.1. Value Function of Reflected (c1, c3)-Policies

Let (c1,¢2) be a pair such that 0 < ¢; < ¢p. In this subsection, we define the reflected (c1, c2)-policy,
denoted by 7((, (,) 0, and under which we construct the controlled process. Let Y = X + RO be the
Lévy process reflected from below 0, so we set

X0~y fort < T,

€1,€2

where T"* = inf{t > 0 : Y; > c2}. The process then jumps downward by Y;e1c; — ¢1 so that
1

X(Tﬁf;)’o = ¢1. Now, for T;"2 < t < T,2 = inf{t > T;"? : Xt(””)’0 > ¢}, X(€1e2)0 is the reflected
1
(c1,62),0
C1.,C
Tzl 2

construct the process inductively. The process X(c12)0 clearly admits the decomposition

process from below at 0 of X; + (c; — Xqu ), and X = c1. By repeating this procedure, we can

Xt(cerZ)/o - X — LECl’Q)’O + Riclrcz)rol £>0

’

where L(12)0 and R(12)0 are the cumulative amounts of dividend payments and capital
injection, respectively.

Let us compute the expected NPV of dividends with transaction costs for this strategy. For this
purpose, we denote

ferer () = Ex

© gt (c1,02)0 _
/0 e d(Lt 5O§<t1{AL§cl,cz>,o>o}>}
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If x < ¢y, by the Strong Markov Property and Equation (8), we obtain that

Z('ﬂ(x)

Z(T(Cz)fcl,cz (c2). (17)

7‘1'1'[1*‘2

forer(x) = Bx [ fo i (e2) =
When x > ¢, an amount x — ¢; is paid as dividends and a transaction cost ¢ is incurred

immediately, so by using Equation (17) we obtain

ZW (cy)

chwz (c2).

fao(x) =x—c1 =0+ fo,(c1) =x—c1—d+

Hence, taking x = ¢, and solving for fc, ¢, (c2) we get

Z(LI) (CZ)

faaled) = (2= a1 =0) )

Using the aforementioned expression in Equation (17), we have for x < ¢,

Z(‘]) (x)

ZW(cy) = Z@(cy) (18)

ferer (x) = (c2—¢1—9)

Now, let us calculate the expected NPV of the injected capital denoted by

gte) =B e manie9].

Again, by the Strong Markov Property, noting that T;"> = inf{t > 0 : Y} € (cp, )} and
Equations (8)-(9), we have for x > 0

€12

8c1,00 (x) = Ex |:/[O rry e dR?:| + Ey [e_’ﬂl ] 8cre (c1)
2

@ (x @ (x
Ay AL ))gcl,cz(cll

— _kla) k@) = )
() +E ) 750t Z0(e,

Thus, setting x = ¢; and solving for g, ¢,(c1), we obtain

2 (c)
) Z(0) (c3) — Z(0) (c1)

c1>> 7@ (cp) ' (0+)
) z(q)(

7(
Serealcr) = ( KD () + K9 (cy)

c2) = Z19 (e1) q

= (—z@(m +7%(c2)

Putting the pieces together, we obtain

(7)
Gere, (x) = —k@ () _,_k(!l)(CZ)ZZq (x)
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Hence, we have the following result.

Lemma 1. The expected NPV associated with a reflected (cy, cp)-policy is given by
Tleyipn Z@(x)Gp(er,¢2) + AW (x), ifx <3,

Ys,A (x) = Us,A (x) = 1,02 i
x*C1*‘5+vo‘,/’\ (c1), ifx > ¢y,

where ) —0)
a—a—6-A(Z7() -2 ()

20 (c2) = 20 ()

Galcy, 2) == , forallcy >c; >0. (19)

Remark 8. Note that G, is C> on A := {(c1,c2) € ]R%_ tc1 < cp},and

lim G (c1,¢2) = —o0, for ¢c; > 0 fixed,
caler

Iim  Gal(cq,c0) = lim Gp(cq,c0) = —
L alc1,c2) Jim alc1,c2)

@(q)”
4.2. Choice of Optimal Thresholds

To choose the optimal thresholds among reflected policies, we maximize the function Gx.
Proposition 1. The function G, defined in Equation (19), attains its maximum on A.

Proof. Let c; > 0 be fixed. The first derivative of G with respect to c; is given by

3e,Ga(e1,¢2) = (;%EZ)?)Z:Z)((;Z)))Z (20)
where
Fa(er,c2) 1= (Z(q)(;;@(; (fj))(cl” (1= AZD ()~ (c2—er =6 - A (29 (e2) 2 (e1))
——A % ~79(c) - (%mm - zW(cnﬂ
+%7(crq —5). (1)

On the other hand, taking a2 = ¢, in Equation (12), we see

(29 (c2)]?

(q
@ RAUC O YR
qW(‘]) (CZ) k (Cz) >0 and Z (Cl) k (Cl) > 0.

Then, using Equation (10), we have

ZW)(Cz) Z(q)(cz) (
q) — k@ ey — 1 —
Fa(ey,c2) < TV (cy) qW(q)(cz)Z (c1) =k (c1)|—(ca —c1 = 9). (22)
Z(q>(6‘2) 1
Therefore, since lim ——=—~~ = —— (see Remark 3), the right-hand side of the
Cp—>00 qW(’i)(cz) (D(q)

aforementioned inequality goes to —oo as ¢, goes to co, which implies

9:,Ga(c1,02) <0, for cp large enough. (23)
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From here and Remark 8, we obtain that there exists ¢* € (cj, c0) (that depends on c;) such that
GA(Cl,CZ) < GA(Cl,C*), forall c; > cy.

Taking d*(c1) := sup{c* > ¢1 : Ga(c1,c2) < Gal(cy,c*) forall c > ¢1}, with ¢; > 0, we see
d*(c1) < oo for each ¢; > 0, since Equation (23) holds. From Equation (20) and the fact that
9c,Ga(c1,d%(c1)) = 0, it follows that Fa(cy,d*(c1)) = 0 for c; > 0. Then, by the definitions of
Fp and {p—see Equations (21) and (14), respectively—we get

_d*(c)) —e1 =6 — AZP (@ (1) = 27 (e1))
ZW(d*(c1)) = 29D (c1)

Ga(er,d*(c1)) ={a(d*(c1)), foreache; > 0.

Now, let us take ¢; > a5 (where a, is defined in Equation (14)). Then, using the fact that {z
is strictly decreasing in (a5, ) (see Remark 6), we have that for any ¢, > ¢; > d*(&;) it holds that
a* (C_l) < d* (Cl) and

Galer,e2) < Galer,d*(e1)) = gald"(c1)) < Ta(d™(e1)) = Ga(r,d*(e1)).
This implies that the maximum of the function G has to be achieved on the set
{(c1,c2) €ERZ ¢y < cpand ¢y € [0,64]}-
Finally, from Equation (22), we obtain

Z(q) (CZ) A sup Z(q) (CZ)

e Z@(cy) — kW (cy)|—(ca — ¢ —9), forcy €[0,¢]
W@ (c) el LAW @ ()

FA(Cl,Cz) <

Hence, for any ¢; € [0,¢1], we can find ¢, > ¢; such that
9¢,Ga(c1,62)(c1,02) <0, forany0<¢; <& and0 < ey < 6.
Therefore, the function G attains its maximum on the set
{(c1,¢2) €10,61] x[0,82] :c1 <} C A O
Note that by Proposition 1 the set B C A defined as
B:={(c],c3) € A: Gplc],c3) > Galcq, c2) forall (cq,¢c2) € A},

is not empty. Moreover, since G5 € Cl(A) and using Equation (14), it follows that

3,Ga(c}, ) = (Galef,63) —a(e]) <0, for (cf,c3) € B, (24)

Z0(c3) - 20(c})

with equality if ¢y > 0, and

9, Galer, 02) = — (Gale1,62) =Cale2)) =0, for (e, c3) € B, (25)

Z0(c3) — 20(cp)
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Proposition 2. There exists a unique pair (c{*,c}") in B. Furthermore, 0 < ci* < apn < i < oo, with ap

defined in Equation (16), and the value function associated with the (c{*, c}*)-policy is

DEA() + AKD (), ifx <,

o (x) = ol :
X — c2+v1'2(cé\), ifx > cf.

(26)

Proof. Let M be the maximum value of G, in B; therefore, for any (c{,c’z‘) € B, we have that
{a(c}) = M by Equation (25). From Remark 6, we know that {, is strictly increasing on (0, a5) and
strictly decreasing on (a4, ). If {4 (0) > M, {4 attains M at a unique c; > a, and therefore (0, c5')
is the only point that satisfies Equation (24). On the other hand, if {5 (0) < M, {A can only attain the
value M at a unique ¢/ < a, and a unique c2* > a,. Hence, (c£, c2') is the only point that satisfies
Equations (24) and (25), that is, the only existing point in B. Now, from Lemma 1 and using that
Ga(c], cd) = {a(ch), we obtain the first part of Equation (26). For the second part, let x > c5', then

o (@) = v — ) — 6o () = —h ef —cf 0+ 0 () = x—cf +00 (). O

1’2

The following properties of v, are used below in the verification theorem.

Remark 9. From Equations (10) and (26), we note

AY'(0+4)

Cl ’CZ (x) 2 q

vg'A +ZW (M (cd), forx >o0.

A A
Remark 10 (Continuity /smoothness at zero). Note that for x < 0, v 51 ) (x) = vgl /’\CZ (0) + Ax. Therefore,

(1) v;/’\ 2 is continuous at zero.
(ii) For the case of unbounded variation, we have that

Cl'”z 0+) = gW@ (0 A=A=o1% (0=
(0+) =9¢ (+)§A(c2)+ 5A( )-

4.3. Verification

Let us denote by v; 5 the function given in Equation (26), which is the optimal value function
among reflected policies. We now prove some properties of this function.

Lemma 2. The function v 5 is C2((0,00)\{c5'}) and C(0, o0).
Proof. By Assumption 1, we have that, for each g > 0, the function W@ is continuously differentiable
n (0,00). This implies, by Equation (26), that vs 4 is C2((0,00)\{c4'}). On the other hand, using

Equation (26), we have that for x < cﬁ\,

1-AZ@(cH

() = WO (0)2a(e}) + AZ (x >—qu><x>< qu)(czA)))Mz (x)

This implies that v , (¢ —) = 1. For x > ¢4, we obtain by Equation (26) that

A
”la,A(Cz +)=1= Ué,A(Cé\*)r

which implies the result. [
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Let £ be the operator defined as follows,

LF(x) := vF (x) F” )+ / F(x —z) — F(x) + F'(x)21{g.<13)T1(dz), x>0,
where x € Rand F is a function on R such that £F(x) is well defined.

Proposition 3.

1. (L —q)vsa(x) =0forx < cf.
2. (L—q)vsa(x) <0forx > ch.

Proof.

1. By the proof of Theorem 2.1 in Bayraktar et al. (2014a), we have that for 0 < x < c2,
/
(£—q) (Z(q)(x) + @) =0 and (£—q)ZW(x)=0.

This implies that for 0 < x < c5,
(L—q)vsa(x) =0.

A
2. We note that v5 A (y) = u{ (y) for all y > 0, where 4, is the barrier strategy at the level a for the
dividend problem with capital injection given by Equation (13). Therefore,

(i) If wetakey < x,and c2 < x, we obtain
— (0+
W) = 2O WAt + A (20 ) + PO,

Recall the functions {4 and H are as in Equations (7) and (14), respectively. Then,

2 x
EA () = AqWE (x) + gW @' (x)Za (%)

- W(W(x) W<‘7)(x)
= W) (1 - A <Z(’7)(x) —qW (x) W@ (x) >>

lim
ytr dy?

W@ (x)
TX)(I—AH(x))
= —qW (x)Z4 (x).
By P ition 2, we know that ay < ¢ < x. Then, li 2uj(\()>0 dzA()'
roposition 2, we know that a ¢ < x. Then, lim >0= , since
y P A 2 i dy2 Y dx2
I\ (x) < 0byRemark6
(i) We have fory € [0,c4],
du'y @) @ d”A
qy W) =42 ) +aW D W)2a(c) 2 AZD (y) +qW D (1)a(x) = y W)
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which comes from the fact that for x > ¢ > a,, then {5 (c)
other hand, for y € (¢, x], we have, using the fact that {» ()

> {a(x) by Remark 2. On the
> a(x),

d X
C’l‘yA (y) = AZD (y) + qWD ()7 (x)
< AZWD(y) + WD (y)ay)
B 1 —AZ(q)(y) L ducé\
= AZ(q)(y) —‘,—qW(q) (y)W =1= d;\ (y)

(iii) We note that

A
This and Point (ii) imply that (uj\z —u})(x) >0.
(iv) We have

Thus, by similar arguments to those in the proof of Theorem 2 in Loeffen (2008), we obtain
the result. [

Lemma 3.

1. For x > 0, we have that v} , (x) < 1)\

2. Forx >y >0, we have that vs o (x) —vsA(y) > x —y — 6.

Proof. 1. By Equation (5) together with Equation (26), we note that for x < c5',

@) (@)
Ohalx) = A (Z@(x) - mzwcg)) +
2 2

On the other hand, v , (x) =1 < A for x > ¢4,
2. Let us consider cﬁ\ > x > y. We note that

05 () ~2a0) = A (Z7(0) = Z7 W) + (20(x) - 20(y)) Taleh)

=2 (Z7(0) - Z7 W) + (29 (x) - 20 (1))Galef )
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=x—y—0. (27)
Now, suppose that x > y > c5, then using Equation (26) we obtain

vsA(X) —vsAy) =x—y>x—y—4.
Finally, for the case x > ¢} > y, by Equation (27), we have
0s,a (%) = 05A(Y) = x = 2 +05A(2) ~sA(y) Zx—F +(ch —y—8) =x—y—06 O
Now, we proceed to the verification theorem that proves the optimality of the (cf', c5')-policy.

Theorem 1 (Verification Theorem). Let Vs, vs5 be as in Equations (3) and (26), respectively. Then,
s A(x) = V5 A(x) for all x > 0. Hence, the (ci*, ci)-policy is optimal.

Proof. By the definition of Vs o, 05,4 (x) < V5 a(x) forall x > 0. Let us verify that v 5 (x) > v} , (x) for
alladmissible 7 € ©s and forall x > 0. Recall that v} , is defined in Equation (2). Take 7t = {L™,R™} €
©; fixed and let (T, ),en be the sequence of stopping times where T, := inf{t > 0 : X]* > n}. Since
X" = X — L™ 4 R™, with X being a spectrally negative Lévy process, it is a semi-martingale and v; o
is sufficiently smooth on (0, o) by Lemma 2, and continuous (respectively, continuously differentiable)
at zero for the case of bounded variation (respectively, unbounded variation) by Remark 10, we can
use the change of variables/Meyer-It6’s formula (cf. Theorems I1.31 and I1.32 of Protter (2005)) on the
stopped process (e 1) ps A(Xf1,);t = 0) to deduce under Py that

AT,
e 1) o5 A (X7, ) — Usa () :/0 e (L — q)vs A (X )ds + Miat, + Jint, (28)

- /[o AT, e b (X )AR,

where M is a local martingale with My = 0, R™¢ is the continuous part of R”, and ] is a jump process,
which is given by

]t = Z e (U&/A(Xsn, + A[X + Rn]s) - UJ,A(XSH, + AXS)) 1{A[X+R”]s#0}
0<s<t

+ E e (U&/A(Xsn, + A[X+Rn]s - AL?) - "U(glA(X;T, + A[X+ Rn}s)) 1{AL§[7£0}/ fort > 0.
0<s<t

On the other hand, by Part (1) of Lemma 3, we obtain that

Sy & " oo (G )ARES

+ Y e Plopa(XE + AX + R™s) — v5 A (X + AX5)] 1a[x+r), 20}
0<s<tAT,

<A e ®dRI“+A Y e TARI=A e " dR7.
[0,tAT;] 0<s<IAT, [0,tATy]
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Similarly, by Part (2) of Lemma 3,

Z e P [UglA(X;T,-FA[X + Rn}s - AL;T) - ’()(slA(X;T, + A[X + Rﬂ]s)]l{ALgr#O}
0<s<tAT,

S — Z ef"s AL;T + 0 Z ef”’S 1{AL§>O}

0<s<tAT, 0<s<tATy
=— e Pd|LI-¢ Tearnsor | -
\/[0,[/\7‘”] < s OS;SS {ALF>0}
Hence, from Equation (28), we derive that
tAT,
vsa(x) > = [ e (L~ g)osa (X )ds — A e dR]
’ 0 . [0,tATy]

- /[0 tAT,] e rd (L;T =0 ) 1{AL§>0}> = Mung, eI o5 A (X[t )-

0<u<s

Using Proposition 3 along with Point 3 in the proof of Lemma 6 in Loeffen (2009), and that
X >0as.fors > 0, we observe that

vs A (X >/ e d(Lr—¢ Tiapn —A dRT — Mynr, + e AT s o (X7
5,a(x) > o <s > {AL,,>0}> oz, 3K AT, 5,0 (XinT,)

0<u<s
> “Bq|LT—-6 Tinrn —_A dR™ — M
z [O’t/\me < s OS;SS {ALM>O}> /[O/t/\T,l] s AT,
Ay (0

where the last inequality follows from Remark 9. In addition, by the compensation formula (see, e.g.,
Corollary 4.6 of Kyprianou (2014)), (MiaT, : t > 0) is a zero-mean Py-martingale. Now, taking expected
value in Equation (29) and letting (t A T);) * oo Py-a.s., the monotone convergence theorem, applied

separately for E, [/[0 o e ”d <L;T 2 1{AL;7>0}>] and E, <A /[0 . e dR?), gives

0<u<s
o a(¥) 2B ([ e (L6 ¥ Ljargagy | - A [ edRT ) = 0f,(x).
J10,00) 0Sks J10,00) -
This completes the proof. [

5. Optimal Dividends with Capital Injection Constraint

In this section, we are interested in maximizing the expected NPV of the dividend strategy subject
to a constraint in the expected present value of the injected capital. Specifically, we aim to solve

Vs(x,K) := sup Ey
TEQ;

/me‘qtd<L§7(5 Y I{ALM})} st Ey UO e“”de} <K (30)
: :

0<s<t

for any x > 0 and K > 0. Strategies 7t that do not satisfy the capital injection constraint are called
infeasible. Recall that the insurance company has to inject capital to ensure the non-negativity of the
risk process. Therefore, small values of K require very low dividend payments to keep the risk process
non-negative, or would even make the problem infeasible. In the latter case, we define the value
function as —oo.
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To solve this problem, we use the solution of the optimal dividend problem with capital injection
found in the section above. Thus, for A > 0, we define the function

o3 A (%, K) 1= 07 5 (x) + AK,

with f , as in Equation (2). It is easy to check that Vs(x, K) = sup /{I;fo o} A (x, K) since for infeasible
! TEQ; = !
strategies /{r;fo 05 A (x, K) = —oco. By interchanging the sup with the inf we obtain an upper bound for

Vs (x, K), the so-called weak duality. Hence, the dual problem of Equation (30) is defined as

VP (x,K) := /I\gfo :2& vgA (%K) = I{gfo {AK+ ;ggé UZST,A(X)} = I{gfl {AK+Vsa(x)},  (31)
with Vj A given in Equation (3). The last equality in Equation (31) is true, since Vj o (x) is infinite for
any A < 1; see Remark 2. The main goal is to prove that VP (x,K) < Vj(x,K).
5.1. No Transaction Cost

In this subsection, we consider the problem in Equation (30) without transaction cost, i.e., 6 = 0.
For this case, we denote V(x,K) := Vy(x,K) and VP (x,K) := VP (x,K). From Section 3.2, recall that
for each A > 1, the optimal strategy is a barrier strategy, which is determined by a, defined in
Equation (16), and its NPV satisfies Vy = v?\’\, where 05\/\ is as in Equation (13). Given a barrier strategy
ata > 0and x € [0, ], the expected NPV of the injected capital is given by the function

Y, (a) :=E, { /0 et dR?’O} = qz(['ﬂzw(x) — k9 (x), (32)

with k@) as in Equation (10). Clearly, if x > a, then ¥, (a) = ¥,(a). We also define

K, := lim ¥y(a). (33)

* a—00

Using Equation (12) and the properties of scale functions (see Remark 3 (3)),

Note that K, is the expected present value of the injected capital for the pay-nothing strategy
mipn := {0, R%}. Therefore, letting a — co in Equation (13), it can be verified

oV (x,K) = A(K — K,).
Hence, if K > K, then for any x > 0,

= i T > 7PN _
V(x,K) ilég/{gfov/\(x,K) > /gfovA (x,K) =0. (34)

Conversely, if K < K,, the problem in Equation (30) is infeasible, which is verified below.
Lemma4. IfK < K,, then V(x,K) = —oo.

Proof. First, by Remark 7 and Equation (11), it is easy to verify that

A—oo

lim E, {/ e dL?A’O} =0, forx>0. (35)
0
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Then,

VP(x,K) = Aigf] {AK + Va(x)}
= inf {IEX [/Ow e*ﬂde;‘A")} +A(K7‘Yx(uA))}
< lim {IE‘.X M”e-w dL‘:A’O} +A(K—‘I’x(aA))} — o,

Now, since V(x,K) < VD(x, K) for any x > 0, K > 0, we have the result. [

The next lemma allows us to prove that, when K = K., Equation (34) holds with equality, and it
is used to prove the main result of this subsection.

Lemma 5. Let x > 0 be fixed. The function ¥ is strictly decreasing on (0,0).

gWw' (a)
7@ (a)

increasing and the lemma is obtained. Now, when x > a > 0, a simple calculation shows that

Proof. First, consider the case when x < a. Then, by Remark 4 (i), we have that is strictly

d¥,(a) _ Z0(a) (W(W(ﬂ)Z(‘”(ﬂ) - q[W(q)(ﬂ)]z) _ —ZW)('Z)WW(‘Z)H(a),
da qW) (a)]? qW) (a)]?

which is strictly negative, by Remarks 3 and 5. From here, we conclude the assertion of the lemma. [
Lemma 6. If K = K, then V(x,K) = 0 and the optimal strategy is the pay-nothing strategy 7tpy.

Proof. By Equation (34), we know that V(x,K) > 0. On the other hand, from Lemma 5 and
Equation (33), we have that A(K — ¥,(as)) < 0 forall A > 0. Then, using Equations (33) and (35)

VP (x,K) = nf {AK+VA(x)} = inf {IEX Uow e dL?A’O} +A(K - ‘Yx(aA))}

A—o0

< lim Ey [ / et dL‘fA'O} 0. O
0

Now, we define

K :=lim ¥,(a).

Using Equation (12), we have that K = oo when the risk process has unbounded variation.
Otherwise, by Remark 3 (2),
K=" ¥’ (0+)
q

and K corresponds to the expected NPV of the injected capital for the strategy 7 (see Equation (4.5)
in Avram et al. (2007)).

, (36)

Lemma 7. Assume that the risk process X has bounded variation. If K > K, then V(x,K) = K + V;(x),

with V1(x) = x + @
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Proof. If the Lévy measure is finite, by Equation (16), we have that a; = 0. The same is true for
the infinite Lévy measure case since H1(1) = 0 by Remark 5. Using Equation (13) and Remark 6,
we obtain

/
Vl(x):v(l)(x):x—k%—K:x—&-@, for x > 0. 37)
Now, by Equations (31), (36) and (37) and the weak duality, we get
V(x,K) < VP(x,K) < K+09(x) = K+ Vi(x).

Since K > K, 7y is a feasible strategy. Then, using Equation (11), it yields,

Y
V(x,K) > inf {of (x) + AK} = x+ K— % +§ =K+ Vy(x).

Therefore, V(x,K) = K+ Vq(x). O

We are now ready for the main result of this subsection.

Theorem 2. Assume § = 0 and let V and VP as in Equation (30) and Equation (31), respectively, then
V = VP. Furthermore, if x and K are such that K € (K, K), then

V(X, K) = A'K+ Vs (x) =E, |:/O et dL?*r0:| , (38)

where a* = ¥ 1(K), and A* =

H(a*)

Proof. Lemmas 4, 6 and 7 show imply that Equation (38) holds when x and K are such that K €
[0,K,] U [K, o). Assume now that K € (K, K), then by Lemma 5 the function ¥y is injective, so there
exists a unique a* > 0 such that ¥ (a*) = K. Note that from Equation (16), we have that there exists a
unique A* such that ay« = a*. Then,

VP (x,K) < A*K + V- (x)

= AN'K+E, Uo e de*/O} — A", (a%)

—E, [ / e it dL‘;*'O} .
0

Meanwhile, since the strategy 77, ¢ is feasible, we see
: %0 : < gt a*,0 *
> . = q / _
V(x,K) > /{gfl {v,""(x) + AK} /]&fl {Ex {/0 e 1" dL} } + A(K—¥y(a ))}

— B, { / et dLi’*'O} .
0

This implies that VP (x, K) < V(x, K). Finally, the weak duality gives Equation (46). [
5.2. With Transaction Cost

Now, we consider the problem given in Equation (30) with transaction cost 6 > 0. From the
previous section, we know that optimal strategies are (c{', c2')-reflected strategies with (cf, c2') given
in Proposition 2.

Proposition 4. The curve A — (cf*, ") is continuous and unbounded, for A € [1,0).
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Proof. From Remark 7 and the fact that ay < cé\ (by Proposition 2), we know that cé\ —o0as A — oo,
so the curve is unbounded. To show the continuity of the curve, we consider two cases and use the
implicit function theorem. To this end, suppose first ¢f* = 0. Defining f(A,c2) := GA(0,¢2) — {a(c2),
we have f(A,c2) = 0. Then,

9f

aCZ

(1) = G2 0) - Eh(eh) = ~2aleh) >0,

since ¢ > a5. From here, we see that the conditions of the implicit function theorem are satisfied.
Now, if c{\ > 0, define the function f(A, c1,¢2) = (f1(A, c1,¢2), f2(A, c1,¢2)) by

fi(A e1,¢2) i= Galey,c2) — Caler),
f2(Ac1,02) := Gp(cr,c2) — Qalca).
Then, f(A, c{\, cé\) = (0,0). Again, simple calculations show that the Jacobian determinant of this

system of equations is £ (c2)¢ (cf') < 0, since ¢ < ap < c. Therefore, the curve A — (¢, c5') is
continuous, for A € [1,00). O

Next, we analyze the level curves of the constraint. Let Yy (c1,c2) be the expected present value
of the injected capital under a (cy, cp)-reflected policy. Then, the calculations given in the proof of
Lemma 1 show that

Fo(cr,02) = By {/0 ot th(m,cz),O}

(q) A0
Z(‘1>(x) 2" (c2) =27 (c1) — k('”(x), if 0 < x <oy,
_ Z@(cr) — 2@ (cy) (39)
Z(‘?) (Cz)Z q) 1
)

+ .
— , ifx > co.
q
Remark 11. Note that liin Yy(c1,62) = Yx(co), where ¥y is as in Equation (32).
C1—C2

The next lemmas describe some properties of ¥x(cy,ca).

Lemma 8. Let x > 0 be fixed.

1. Ifcy > Oisfixed, then the function ¥« (c1, c2), given in Equation (39), is strictly decreasing for all c; > ¢1,
and
lim Yi(c1, ) =Ky, (40)

Cp—>00

where K, is defined in Equation (33).
2. Ifcy > 0is fixed, ¥y(cq, cp) is strictly decreasing for all ¢ € [0, c2).

Proof. Letc; > 0 be fixed. First, assume that c; > x. To show that ¥y (cy, c2) is strictly decreasing, it is
sufficient to verify that

, 41
20 (c2) — 2 (c1) v
is strictly decreasing, which is true if
2 [2e) - Z0e)] . 29)  qWOe)Z @) -2V @)
dcy Z(q)(cZ) - Z(q)(cl) Z('i)(cz) - Z('i)(cl) [Z('i)(cz) — Z(ﬂ)(cl)}z
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Since Z(7) is a strictly log-convex function on [0, ) by Remark 4 (i),

W@ () qWD(g)
)

< , | d h thaty < ¢.
7@ o) Z(‘/)(g) or 1 and ¢ such thaty <g¢

Taking ¢ = ¢, in the inequality above and integrating between c; and ¢», it follows that

gWD ()27 (c2) = 2 (c1)]

7(a)
(e2) < ZW(cy) — 2@ (cy)

4 (43)

Then, Equation (43) yields Equation (42) and hence Equation (41) is strictly decreasing. For the
case X > ¢y, it can be verified that

WD ()27 (c2) - Z7 (c1)]
ZW(cr) — 2@ (cy)

= o {Z“”(cz) - (49)

ZW(cp) — 2@ (cy)

Then, using Equations (43) and (44), we obtain that ¥, (cy, c2) is strictly decreasing for all ¢; €
(¢1,x). Similarly, we obtain Point 2 of the lemma. Now, by L'Hopital’s rule together with Exercise 8.5
(i) in Kyprianou (2014), it is not difficult to see that Equation (40) holds for any ¢; > 0. [

Note that Equation (34) still holds if K > K. On the other hand, using that ¢} — oo as A — o0
together with Equation (18) we have that

oo Z(ﬂ)
. —qt 37 ()0 _ . A A (x) _
/lmloEx {/0 e 1dL, = Alrr;o(cz - = 5)—@@) — 20 =0, (45)

by Remark 3 (3).

Remark 12. Using the same arguments as in Lemma 7, we have that ¢} = a; = 0 < c} for bounded and
unbounded variation processes. Similarly, if x and K are such that K > ¥,(0,c}) =: Ky, then Vs(x,K) =
Vs 1(x) + K. Note also that K, < K.

Lemma 9. Let x > 0 be fixed. Then, for each K € (K,,K), there exist ¢ < ¢ such that the level curve
Lx(¥x) := {(c1,¢2) : Yx(c1,c2) = K} is continuous, contained in the set [0,c] x [c, €| and contains the
points (0,¢) and (c, ).

Proof. The continuity of the level curve is obtained as an immediate consequence of the continuity of
Y.. Observe that, by Lemma 5, we know the existence of ¢ > 0 such that ¥, (c) = K. Meanwhile, from
Lemma 8, we have that there exists ¢ € [¢, c0) such that ¥+ (0,¢) = K. Now, the fact that the level curve
Lg(¥y) is contained in [0, ¢] x [c, ¢] is a consequence of Remark 11 and Lemma 8. [

Remark 13. Lemmas 4 and 9 yield that the parametric curve A — (cf*,c2') and the level curve Lg (¥) must
intersect, i.e., there exists A* such that Tx(c{\*,cé\*) =K, for K € (K, Ky].

By similar arguments as in the proof of Theorem 2, by Remarks 12 and 13, and using Equation (45),
we get the following result, whose proof is omitted.

Theorem 3. Assume 6 > 0 and let V5 and VAD as in Equations (30) and (31), respectively, then Vs = pr .
Furthermore, if x, K are such that

1. K< K,, then Vs(x,K) = —o0;
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2. K=K, then Vs(x,K) =0;
K > Ky, then Vs(x,K) = V1 (x) + K; and
4. K € (K, Ky), then there exists A* > 1 such that

@

* s —qt (C{\* ,cé\* )0
Vg(x,K) =A K+V5,A*(x) iEX e d Lt -0 1 (N A0 . (46)
0 0<s<t {Ale “2 ’>o}

6. Numerical Examples

In this section, we confirm the obtained results by a sequence of numerical examples. Here, we
assume that X is of the form

Ni
Xy —Xo=1t+0.5B; — Zy, 0<t<oo,

n=1

where B = {B; : t > 0}, N = {N; : t > 0}, and Z = {Z,},,>1 are a standard Brownian motion,
a Poisson process with arrival rate A = 0.4, and an i.i.d. sequence of random variables with distribution
Gamma (1,2), respectively, which are assumed mutually independent. Since there is no closed form for
the scale function W) associated with X, we use a numerical algorithm presented in Surya (2008) in
order to approximate the inverse Laplace transform of Equation (4). Similarly, we approximate the
derivatives of the scale functions and use the trapezoidal rule to calculate its integrals.

We first consider the case without transaction cost presented in Section 3.2. In Figure 1 (left),
we plot the function x — V) (x) + AK for various values of A and a fixed value of K. For x > x(, where
xo is such that K, = K, its minimum over the considered values of A provides (an approximation
of) V(x,K), indicated by the solid red line in the plot. Since the process has unbounded variation,
then K = 0. In Figure 1 (right), we plot, for x > x, the Lagrange multiplier A* given in Theorem 2.
We observe that A* goes to infinity as x | xg and remains always above 1.

50 - iz ' -
Wil | ////,' e ! y - 25
i s e T
Yot -

a0l i

20

.

Yy
S 7T
20 i . . . . . . . , 1

0 1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10
T T
Figure 1. (Left) Plots of x +—  Vja(x) + AK for A = 1,1.1,...,2,3,...,10,

20, ...,100,200, ...,1000,2000, . ..,10,000,20,000 (dotted) for the case K = 2.7. The minimum
of Vp(x) + AK over A is shown in solid bold-face red line. (Right) Plot of the Lagrange multiplier A*
for x > xq, where xq is such that K, = K.

In Figure 2, we show the values of V(x, K) and Lagrange multiplier A* as functions of (x, K). It is
confirmed that V(x, K) increases as x and K increase, while A* increases as x and K decrease.
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Figure 2. Plots of V(x, K) (left); and the Lagrange multiplier A* (right) as functions of x and K.

We now move to the case with transaction cost. First, we illustrate the results shown in Section 4.
In Figure 3 (left), we plot the function x +— (A (x) for the values of A = 1,...,9. We also plot its
maximum value attained at a5 and the value attained at the corresponding optimal values (c*, c5')
with transaction cost § = 0.05. Note that, when A = 1, a5 = c{\ = 0 and for the other values of A,
Za(ce?) = Za(ch) < Ca(ap). In Figure 3 (right), we plot the optimal thresholds a,, cf and , ¢4 as

function of A.
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Figure 3. (Left) Plots of x — (s (x) for A =1,...,9 and the corresponding values of a,, c{\ and , cé\ for
& = 0.05. (Right) Plots of the functions A — a,ci* and , c4".

In Figure 4, we illustrate the findings of Section 5.2. This figure is analogous to Figure 1 but with
transaction cost 4 as above. It can be seen that the change in the function V;(x, K) is relatively very
small, but the change in the optimal Lagrange multiplier A* is significant, being smaller in the case of
transaction cost. A similar figure as Figure 2 in the case of transaction cost is omitted since both have
the same shape.
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Figure 4. (Left) Plots of x +~—  Va(x) + AK for A = 1,11,...,2,3,...,10,
20,...,100, 200, ...,1000, 2000, ...,10,000,20,000 (dotted) for the case K = 2.7. The minimum
of V5 A(x) + AK over A is plotted in solid bold-face red line. (Right) Plots of the Lagrange multipliers
A* for x > x(, where x( is such that K, =K with é = 0and 6 = 0.05.

7. Concluding Remarks

In this study, we proved that the optimal strategy for the bail-out dividend problem with fixed
transaction costs is given by a reflected (c1, ¢;)-policy. We also characterized the optimal thresholds and
gave a semi-explicit form for the value function in terms of the scale functions. In addition, we used
the previous results to solve the constrained dividend maximization problem with the restriction that
the expected present value of the capital injected is bounded by a given constant. The solution of the
constrained problem can provide the insurance company with a guideline to maximize the profits of
the shareholders taking into account the risk of bail-out losses.

It is a legitimate and interesting question whether the optimal strategy and the associated value
function with transaction costs (i.e., § > 0) converge to the corresponding optimal strategy and its
value function without transaction cost as ¢ | 0. Although we conjecture that indeed this is the case,
further investigation is needed.

Another interesting generalization would involve considering fixed and proportional costs for
the capital injection as well. We conjecture that in this case the optimal strategy would consist in a
double band strategy, that is, a band strategy similar to the dividend payment strategy given in this
paper, and a band strategy for the capital injection, which consists in pushing the process to a positive
level each time the surplus process tries to cross below 0. We leave this problem as an opportunity for
future research.
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Abstract: In this paper, we study a stochastic control problem faced by an insurance company
allowed to pay out dividends and make capital injections. As in (Lekka and Zervos (2008);
Lindensjo and Lindskog (2019)), for a Brownian motion risk process, and in Zhu and Yang (2016), for
diffusion processes, we will show that the so-called Lokka—Zervos alternative also holds true in the
case of a Cramér-Lundberg risk process with exponential claims. More specifically, we show that: if
the cost of capital injections is low, then according to a double-barrier strategy, it is optimal to pay
dividends and inject capital, meaning ruin never occurs; and if the cost of capital injections is high,
then according to a single-barrier strategy, it is optimal to pay dividends and never inject capital,
meaning ruin occurs at the first passage below zero.

Keywords: stochastic control; optimal dividends; capital injections; bankruptcy; barrier strategies;
reflection and absorption; scale functions

1. Introduction

Risk theory initially revolved around minimizing the probability of ruin. However, shareholders
are more interested in maximizing the value of the company than minimizing risks.
Therefore, (de Finetti 1957) suggested finding the optimal dividend policies which maximize the
expected value of the sum of discounted future dividend payments up to the time of ruin; see also
(Miller and Modigliani 1961). Another interesting objective, as suggested by (Shreve et al. 1984), is to
maximize the expected discounted cumulative dividends while redressing the reserves by injecting
capital each time it becomes necessary.

This note is motivated by subsequent results obtained by (Lekka and Zervos 2008; Lindensjo
and Lindskog 2019) for a Brownian motion with drift, and by (Zhu and Yang 2016) for diffusions.
Their results state that, depending on the size of transaction costs, one of the following strategies
is optimal:

1. if the cost of capital injections is low, then according to a double-barrier strategy, it is optimal to
pay dividends and to inject capital, meaning ruin never occurs;

2. if the cost of capital injections is high, then according to a single-barrier strategy, it is optimal to
pay dividends and never inject capital, meaning ruin occurs at the first passage below zero.

1.1. The Model

In what follows, we will use the following notation: the law of a Markov process X when starting
from Xy = x will be denoted by Py, and the corresponding expectation by E,. We write P and E when
x=0.
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To fix ideas, let us start with the Cramér-Lundberg risk model for t > 0 (see, for example,
Dufresne and Gerber 1991; Albrecher and Asmussen 2010):

Ni
Xy =x+ct—S;, whereS; = Z C;. 1)
i=1

Here, x > 0 is the initial surplus, ¢ > 0 is the linear premium rate, and {C;,i = 1,2, ...} are
independent and identically distributed random variables, with distribution function F and mean
m = j;)oo zF(dz) representing non-negative jumps/claims. The inter-arrival times between these
jumps are independent and exponentially distributed with mean 1/A, and N; denotes the time-t value
of the associated Poisson process counting the arrivals of claims on the interval [0, t]. We will assume
the positive profit condition p := ¢ — Amy > 0.

The process given in (1) is a particular case of a spectrally negative Lévy process (SNLP), that is,
a Lévy process without positive jumps, where in this case there is also a finite mean. More precisely,
such a process is defined by adding a Brownian perturbation to (1), and by assuming that S; is a
subordinator with a o-finite Lévy measure I1(dx), having possibly infinite activity near the origin, that
is, IT(0, 00) = oo. For a SNLP, the positive profit condition becomes p = ¢ — fooo xII(dx) > 0. Note that
for the SNLP given in (1), we have IT(dx) = AF(dx) so I1(0,c0) = A. See, for example, (Bertoin 1998)
for more details.

The main result of our paper assumes that the claim sizes/jumps are exponentially distributed
with mean 1/, that is, that F(z) = 1 — e #* when z > 0. However, as most of our intermediate results
hold for a general SNLP, they will be stated in this more general context. Unfortunately, one key
fact below holds only for a Cramér-Lundberg process with exponential jumps. Consequently, in the
general SNLP case, the Lokka—Zervos alternative is still an open problem.

Recall that a SNLP X is characterized by its Laplace exponent defined by ¢(8) = InE [e/%1].
For the Cramér-Lundberg process X given in (1), we have

p(0) = O+ /Ow (e~ 1) AF(dz)

and, in the case of exponential jumps, we further have

1.2. The Problem

For the stochastic control problem considered in this paper, an admissible strategy is represented
by a pair (C, D) composed of a non-decreasing, left-continuous, and adapted stochastic process
D = {Dy,t > 0} and C = {C;,t > 0}, where D; represents the cumulative amount of dividends paid
up to time t, while C; represents the cumulative amount of capital injections made up to time ¢.
We assume Dy = 0 and Cy = 0. For a given strategy (C, D), the corresponding controlled surplus
process U = {Uy, t > 0} is defined by U; = X; — Dy + C;. Define also T = inf {t > 0: U; < 0}.

For a given initial surplus x > 0, let A(x) be the corresponding set of admissible strategies.
Also, let g > 0 be the discounting rate and let k > 1 be the proportional cost of injecting capital.
The objective is to maximize the value of a strategy using the following objective function:

J(x,C,D) = Ey UOT e 7 (dD; — kdCy) |, @)

that is, the goal is to find the optimal value function

Ve(x) = sup J(x,C,D).
(C,D)eA(x)
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For a general Markov process X, our problem amounts to solving (in a viscosity sense) the
following Hamilton-Jacobi-Bellman (HJB) equation :
max {(£L—¢q)V(x),1-V'(x),V'(x) =k, —-V(x)} <0, x>0 @
max {(L—q)V(x),V'(x) —k,—V(x)} <0, x <0

where £ is the infinitesimal generator associated with the underlying uncontrolled process X (see also
(Zhu and Yang 2016, sct. 3.6) for the case of diffusions). For the Cramér-Lundberg process with
exponential jumps, the operator is

LV(x) =cV'(x)+Au /:o (V(x —z) — V(x))e "dz. (5)

The second part of (4) is associated to the possibility of modifying the surplus by a lump sum
dividend payment (see (6) below), and the third part to capital injections.

In the cases already studied, the Lokka—Zervos alternative reduces to the following dilemma: shall
we declare bankruptcy at level 0, or shall we use capital injections to maintain the surplus positive?

The classical problems studied by (de Finetti 1957; Shreve et al. 1984) are revisited in Section 2
and new results are obtained. In Section 3, we prove that the Lokka—Zervos alternative holds for a
Cramér-Lundberg model with exponential jumps.

2. The Classical Dividend Problems for SNLPs

In this section, we review de Finetti’s, as well as Shreve, Lehoczky, and Gaver’s optimal
dividend problems for general spectrally negative Lévy processes. As is well-known, the value
functions can be expressed in terms of scale functions (see, for example, Avram et al. 2004, 2019;
Bertoin 1998; Kyprianou 2014).

2.1. De Finetti’s Problem

De Finetti’s problem corresponds to the case where k = oo, implying that C = 0, that is, capital
injections cannot be profitable. In this case, the controlled process is ruined as soon as it goes below
zero. For this problem, the optimal value function will be denoted by V4F.

It is well-known that for this problem, constant barrier strategies are very important. For b > 0,
the (horizontal) barrier strategy at level b is the strategy with a cumulative amount of dividends paid
until time ¢ > 0 given by D! = (Sup0<s§t X5 — b)+. If Xg = x > b, then D5, = x — b (a lump sum
payment is made). For such a strategy, the value function is such that J(x,0, D?) = V?(x), where

b

T
VP (x) := B, [/0 e "*dD}

’

where ¥ is the time of ruin for the controlled process Utb = X; — Dtb . In this case, Py (Tb < oo) =1.
It is well-known that, for a SNLP (see, for example, Avram et al. 2007),

Wq(f)

5 x <D,

Vi) = M0 ©)
x—b+ W, x > b,

where the g-scale function W, (Bertoin 1998) is given through its Laplace transform:

/O " e W, (x)dx = @

P(0) —q’
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forall & > ®(gq) =sup {s > 0: ¢(s) = q}.

It is known (see Theorem 1.1 in (Loeffen and Renaud 2010)) that if the tail of the jump distribution
is log-convex, then an optimal dividend policy is formed by the barrier strategy at level b*, where b* is
the last maximum of the barrier function

HY (b) = ,L b>0. 8)
Wy (b)

In this case, the optimal value function V% is given by V*.

Consequently, for a Cramér-Lundberg risk process with exponentially distributed claims,
the optimal value function V4 is equal to the value function of a barrier strategy. More precisely, for X
given in (1) with exponential jumps, we have

Apeft — A_eb

Mol = = o =) =0

,x 20,

where

pi=%(*(ch?\*Q)i\/(HC*?\*Q)2+4WC)

are such that p_ < 0 < p, = ®(q), and where A+ = yt + p. In this case, the barrier function HF has
a unique maximum at level

2
b — p+lp7 log <Z£EZ1£3) if (4 A)% —cAu <0,

0 if (g +A)2 —cAu >0,

and we have V4F = yb*,

2.2. Shreve, Lehoczky, and Gaver’s Problem

In Shreve, Lehoczky, and Gaver’s problem, capital is injected as soon as it is necessary—that is,
to keep the controlled process non-negative, so T = co. In this case, the controlled process is never
ruined—zero acts as a (lower) reflecting barrier. For this problem, the optimal value function will be
denoted by V,(SLG.

It is well-known that for this problem, double-barrier strategies play an important role. For b > 0,
a double-barrier strategy with an upper barrier at level b is such that 0 < U?’b =Xy — D! + C? < b for
all t > 0. As capital injections are now considered, the process D? here is different from the one in de
Finetti’s problem; see (Avram et al. 2007) for details. For such a strategy, the value function is such that
J(x, co, Db) = Vko’b(x), where

Vb (x) = Ey [ /0 e 1t (dD? - de?)} ,

and the optimal value function is such that VoL¢ (x) = SUpPy>g Vk0 D).
It is well-known that for a SNLP,

Vb (a) {k (Zy(0) tﬁ) + Zy(x)HSLG(b), x <, o
x—b+ V> (b), x>b,
where . N
Zy)=1+q [ Wydy and  Zy(x) = [ Zy()dy, (10)
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and where, for x > 0, the barrier function is defined by

1 kZ,(b)

A ) = qWy(b)

, b>0. (11)
The next proposition—namely, Proposition 1—contains new results, as well as results taken from
Lemma 2 of (Avram et al. 2007). In particular, we provide a new relationship (see (13)) between the
value functions of de Finetti’s and Shreve, Lehoczky, and Gaver’s problems.
The main object in this next proposition is the function k¢: [0,00) — [ko, c0) defined by

ke (b) ") (12)
P 2, (o)W (b) — qW3 (b)’
where
ko= ki(0,) = W,;((Lr) AT if X is of unbounded variation,
LA W[/](O+) - quZ(OJr)) )1 + ﬁ, if X is of bounded variation.

The function k f is increasing, thanks to (Avram et al. 2004, Theorem 1)1. Indeed, it is known that

E, {ef‘ﬂb] =Z4(x) - quEZ; Wy(x),

s0 k¢(b) = ———. The statement follows from the fact that the map b + E, e 17| is decreasing.
f E, et

The monotonicity allows us to re-parametrize the problem in terms of the optimal barrier, by
associated to a fixed cost, k.

Proposition 1. Assume X is a SNLP. We have the following results:

(a)  For fixed x and b, the function k — VkSLG(x) is non-increasing.
(b)  Fork = kg(b), the value function defined in (9) can be written as follows:

Vol () = ks(6) [Za) + £ = 2,7 o)
= ks (b) {zg”(x) +Zy(x) (g - Vb(b)ﬂ , (13)
where V(x) is defined in (6) and
D)= [ (240 - W) d. (1)

(c)  For fixed k, the barrier function HZLC has a unique point of maximum by > 0. It is decreasing, and thus
by = 0if, and only if k € (1, ko). Finally, if by > 0, then k = kg (by).

Remark 1. Note that
0Z;(x)
(1) — 9%ab
) =5

1 Some papers refer to this as the log-convexity of Z(x).
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where Zgo(x) = ((6) —q) Jo e W, (x + y)dy. The function Z4,6 was introduced simultaneously in
(Avram et al. 2015; Ivanovs and Palmowski 2012) (but was already present implicitly in (Avram et al. 2004,
Theorem 1), where it was presented as an Esscher transform of Z,(x)). It was first used as a generating function
for Gerber—Shiu penalty functions induced by polynomial rewards 1, x, x?, which were denoted respectively by
Zg, Zél), Z,gz), ..., and started also being used intensively in exponential Parisian ruin problems following the
work of (Albrecher et al. 2016). See (Avram et al. 2019) for more information.

Proof. (a) The result follows from the fact that k — V]? /b(x) is decreasing (by definition) and because
VELC (x) is obtained by a maximization of V]? b (x) over all barrier levels b (chosen independently of k).
(b) Recalling (9), we need to show that

- H,ffL(‘g)(b) = ks (b)V"(b). (15)

Indeed, it is easy to check that the equality

kZq(b) —1 _ Wy(D)
qWy(b) "Wy (b)

holds for k = k¢(b).

(c) It is well-known (see Avram et al. 2007, Lemma 2) that HkSLG is an increasing-decreasing
function in b, with a unique maximum by > 0. For the sake of completeness, let us reproduce this
proof. The derivative of the barrier function (11) satisfies

Al

HWE 0y kDO ®) g gk
0 = F0) = kS R = kBT -1 = e, (16)
where
AP (b) = 20 ()W, (b) — (z@)’ (bYW, (b). (17)

Therefore, the sign of the derivative of the barrier function (11) coincides with that of f. Clearly, the
latter function f is decreasing in b from lim,, o f(b) = % —1to—-1. O

Remark 2. In conclusion, if k < ko, then the barrier function HYLC reaches its unique maximum at by = 0
and, if k > ko, then by is such that k = kf(bk).

Remark 3. The previous proposition suggests the following new (and short) proof of the Lokka—Zervos
alternative in the Brownian motion case. It is easy to verify that

200w+ 24 (£ - V) = 200 = Gwy0),

which yields V,?f’?;*) (x) = V9 (x), where b* denotes the optimal barrier level in de Finetti’s problem, as defined

in Section 2.1. Then, use the monotonicity of VLC (x) in k.

Similar computations below will establish the Lokka—Zervos alternative in the Cramér-Lundberg
case with exponential jumps.

3. The Lokka-Zervos Alternative for a Cramér-Lundberg Model with Exponential Jumps

Here is our main result.
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Theorem 1. For a Cramér—Lundberg process with exponentially distributed jumps, the Lokka—Zervos
alternative holds with two regimes separated by the threshold k = k¢ (b*)—that is, for all x > 0,

VG (x) > V¥ (x) if, and only if k < ky (7).

Proof. By Proposition 1, we know that for fixed x and b, the function k — VkSLG(x) = supy V,?’b(x)
is non-increasing. One deduces that, for all x > 0,

VLG (x) > Vkoff;)(x) if and only if k < ks (b*).

Therefore, the Lokka—Zervos alternative follows from Lemma 1, given below, where it is
proved that

fo'?;w(") = v (). (18)
O

Recall that we assume g > 0.

Lemma 1. For a Cramér-Lundberg process with exponentially distributed jumps, we have:

(@) Zy(x)+ yZ,gl)(x) = cWy(x), forall x > 0;

1 cW! ()
(b) =1 =
kg (b*) iz

(c) V]?f’?;*)(x) = V¥ (x), forall x > 0.

Proof. (a) This can be verified by taking Laplace transforms and using (2). Letting f(s) denote the
Laplace transform of the tail distribution function F(z) = 1 — F(z), it amounts to checking

c c— /\f(s) c— Af(s) —p = pl— f(s)
= + <= AF(s) = uyA—=—2,
W1 901 e g T
which holds true for exponential jumps.
(b) Manipulating the Kolmogorov IDE for Z;, we can reduce it to

cZy () + (ep = A = q)Z5(x) — quZy(x) = GWy(x) (c +lew=2r—-4q) ng; - V],Z\,"ﬂ((z))> =
q q

At x = b*, using the fact that

viFgpry =P 1 19
(0%) i 19

(see, for example, Equation (5.24) in Gerber et al. 2006) together with simple algebraic
manipulations yields

q9 H

-3

This is equivalent to the result.
(c) From (13) and part (a), we get
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Then the result follows from (b), as well as the fact that V4F = VI". O

4. Conclusions and Conjecture

We believe it is important to study the Lokka—Zervos alternative for spectrally negative Lévy
processes and for spectrally negative additive Markov processes, both practically and methodologically.
We conjecture that in those more general cases, more than two regimes will be involved, giving rise to
Lokka—Zervos alternatives.
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1. Introduction

The study of loss-carry-forward tax was initiated in Albrecher and Hipp (2007) under the framework
of the classical compound Poisson risk model, in which the taxation is imposed at a fixed rate as long as
the surplus process of the company stays at the running supremum. In particular, criteria were obtained
for the optimal taxation level that maximizes the expected (discounted) accumulated tax payments,
and an interesting simple relationship was recovered between the ruin probabilities for scenarios with
and without tax. Later, the underlying risk process was generalized to the spectrally negative Lévy
process in Albrecher et al. (2008), followed by further generalizations in terms of the tax structures in
Kyprianou and Zhou (2009) and Kyprianou and Ott (2012), where new identities were derived for the
two-sided exit problem and a generalized version of the Gerber-Shiu function as well as the the net
present value of tax payments until ruin. On the other hand, Wei (2009) studied the asymptotic formulas
of the ruin probability for the classical compound Poisson risk process with constant credit interest
rate and surplus-dependent tax rate. In the mean time, a similar problem for spectrally negative Lévy
risk process with periodic tax was investigated in Hao and Tang (2009). In addition, Renaud (2009)
obtained the explicit expressions for arbitrary moments of the accumulated discounted tax payments.
Moreover, the Gerber-Shiu functions were presented in Wei et al. (2010) and Cheung and Landriault (2012)
for Markov-modulated risk models with constant tax rate and for classical compound Poisson risk model
with surplus-dependent premium and tax rate, respectively. Several two-sided exit problems for the
time-homogeneous diffusion risk processes with surplus-dependent tax rate were investigated in Li et al.
(2013). Concerning the related optimization problem, identification of the optimal taxation strategy that
maximizes the expected (discounted) accumulated tax pay-out until ruin was addressed in Wang and Hu
(2012). More recently, the two-sided exit problem in terms of the linear draw-down time for a spectrally
negative Lévy risk process with loss-carry-forward tax was solved in Avram et al. (2017). Another periodic
taxation different from that in Hao and Tang (2009) was introduced in Zhang et al. (2017), where the
Gerber-Shiu function for the spectrally negative Lévy risk process was studied.

Risks 2019, 7, 85; d0i:10.3390/risks7030085 www.mdpi.com/journal /risks
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In the present paper, we continue the study of the general tax structure introduced in
Kyprianou and Zhou (2009) for the spectrally negative Lévy risk process. Our main goal is to identify the
potential density of the taxed Lévy risk process killed upon leaving interval [0, b]. To our best knowledge,
such a potential density has not been obtained in the literature for taxed processes. In addition, we also
find a joint Laplace transform concerning the first down-crossing time of level 0. To this end, we adopt
an excursion theory approach, and the aforementioned results are expressed using scale functions for
spectrally negative Lévy processes.

This paper is arranged as follows. In Section 2, some preliminary results concerning the spectrally
negative Lévy processes and the taxed Lévy risk models with general tax structure are reviewed. The main
results on the taxed spectrally negative Lévy risk processes with proofs are included in Section 3.

2. Mathematical Presentation of the Problem

Under probability laws {P,; x € R} and with natural filtration {F}; t > 0}, let X = {X(¢);t > 0} bea
spectrally negative Lévy process with the usual exclusion of pure increasing linear drift and the negative

of a subordinator. Denote by {X(t) := sup X(s);t > 0} the running supremum process of X. We assume
0<s<t
that, in the case of no control, the risk process evolves according to the law of {X(t);t > 0}.

Define a measurable function v : [0, +00) — [0,1) satisfying

“+oo
| a-v@)dz= e M

and

To(2) = x+ [ (1= 7(w))dw

for z > x > 0. Intuitively, when an insurer is in a profitable situation at time ¢, the proportion of the
insurer’s income that is paid out as tax at time ¢ is equal to y (X(t)), where the insurer is in a profitable
situation at time ¢ if X(t) = X(t). Therefore, the cumulative tax until time ¢ is given by

v (%) ax06)

which is well defined because {X(t);t > 0} is a process of bounded variation (see also,
Kyprianou and Ott 2012), and the controlled aggregate surplus process is also well defined by

£ _
u(e) = x() - [ 7 (X) dX(s). @)
The taxed risk process given by Equation (2) was first investigated in Kyprianou and Zhou (2009) for
[0,1)-valued function v satisfying Equation (1).
The objective of the present paper is to find the expressions for the joint Laplace transform of the ruin
time and the position at ruin, conditioning on the event of ruin occurring before the up-crossing time of b
E, (e*'iaﬁeu(aﬂ;ga < U;) ®3)

and the g-potential measuring up to the exit time of [0, b]

/ e P (U(t) € du,t < oy Aoy )dt )
0
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withb > x > 0and q,6 > 0, where ¢, and U; are the first down-crossing time of level 0 (or, ruin time)
and the first up-crossing time of level b defined, respectively, by

oy :=inf{t > 0:U(t) <0} and ¢, :=inf{t > 0: U(t) > b}

with the usual convention inf @ := co.

The g-potential measure defined in Equation (4) plays an essential role in the theory of temporally
homogeneous Markov processes. For example, the g-potential measure has turned out to be helpful
in solving the occupation time involved problems (see Landriault et al. 2011 and Li and Zhou 2014),
and the fluctuation problems for Lévy processes that are observed at Poisson arrival epochs (see
Albrecher et al. 2016). In addition, the fluctuation quantity of Equation (3) involving the first passage times
has been extensively investigated for various kinds of stochastic processes. Because ¢;, can be viewed
as the ruin time of a risk process, the study of Equation (3) finds interesting applications in risk theory.
Identifying the joint distribution of the ruin time and the deficit at the ruin time, which is the key topic of
the well-known Gerber-Shiu function theory, has attracted broad attention in the community of actuarial
sciences (see Gerber and Shiu 1998 and the special issue launched in the journal “Insurance: Mathematics
and Economics” themed on Gerber-Shiu functions in 2010).

To keep our paper self-contained, we briefly introduce some basic facts of the spectrally negative
Lévy process. Let the Laplace exponent of X be defined by

() := logE[e?X179)],

which is known to be finite for all § € [0, o), and is strictly convex and infinitely differentiable. As defined
in Bertoin (1996), for each g > 0 the scale function W(®) : [0, 00) — [0, c0) is the unique strictly increasing
and continuous function with Laplace transform

T et W@ (r)dy = — L
/0 e W (x)dx = POETE 6> o(q),
where ®(qg) is the largest solution of the equation () = g. For convenience, we extend the domain
of W to the whole real line by setting W(@ (x) = 0 for all x < 0. In particular, write W = W for
simplicity. When X has sample paths of unbounded variation, or when X has sample paths of bounded
variation and the Lévy measure has no atoms, then the scale function W) is continuously differentiable
over (0,c0). Interested readers are referred to Chan et al. (2011) for more detailed discussions on the
smoothness of scale functions. In this paper, we only need the scale function W% to be right-differentiable
over (0, ), which is readily satisfied since W) is both right- and left-differentiable over (0, c0) (see, for
example, p. 291 of Pistorius 2007 and Lemma 1 of Pistorius 2004). In the sequel, denote by WJ(FW (x) the
right-derivative of W(@ in x.
Further, define

X
Z(‘”(x) =1 +q/ WW(z)dz, g>0,x>0,
0
and

7@ (x,0) = <1 +(g—y(0)) /Ox e 2wl (z)dz) , 4,0>0x>0,

with Z( (x) = 1 and Z(@ (x,6) = e for x < 0.
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We also briefly recall concepts in excursion theory for the reflected process {X(t) — X(t);t > 0},
and we refer to Bertoin (1996) and Kyprianou (2014) for more details. For x € R, the process {L(t) :=
X(t) — x;+ > 0} serves as a local time at 0 for the Markov process { X(t) — X(¢);t > 0} under Py. Define
the corresponding inverse local time as

LYt :=1inf{s > 0: L(s) >t} =sup{s > 0:L(s) < t}.

Let L71(t—) := li?? L~1(s). The Poisson point process of excursions indexed by this local time is
s

denoted by {(t,¢e;);t > 0}
er(s) == X(L7Y(t)) — X(L7Y(t=) +5), s € (0, L7Y(t) — L71(t-)],

whenever L™1(t) — L71(t—) > 0. For the case of L™!(t) — L™(t—) = 0, define ¢; = Y with Y being an
additional isolated point. Accordingly, we denote a generic excursion as ¢(-) (or, € for short) belonging to
the space € of canonical excursions. The intensity measure of the Poisson point process {(t,&;);t > 0} is
given by dt x dn where # is a o-finite measure on the space £. The lifetime of a canonical excursion ¢ is

denoted by ¢, and its excursion height is denoted by € = sup ¢(t). The first passage time of a canonical
tefog]
excursion ¢ is defined by

pf =p; (e) :==inf{t € [0,] : e(t) > b}

with the convention inf @ := (.

Denote by ¢, the excursion (away from 0) with left-end point g for the reflected process {X(t) —
X(t);t > 0}, and by (¢ and g denote its lifetime and excursion height, respectively; see Section IV.4 of
Bertoin (1996).

3. Main Results

For the process X, define its first down-crossing time of level 0 and up-crossing time of level b,
respectively, by

7, =inf{t > 0: X(t) <0} and 7, :=inf{t > 0: X(¢) > b}.

From Kyprianou (2014), the resolvent measure corresponding to X is absolutely continuous with
respect to the Lebesgue measure and has a version of density given by

q/owe’ntx(f(X(t));t <15 AT dt

b (@)
0 [ s (sz(z)i’b‘;w%—y) —W<q)(x—y)> dy, xelob) ®

In preparation for showing the main results, we first present the following Lemma 1 which gives
the joint Laplace transform of p7~ and the overshoot at p; of a canonical excursion ¢ with respect to the
excursion measure 1, which is a -finite measure on the space £ of canonical excursions (see Section 2).
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Lemma 1. Forany q,z > 0, we have
" <e—qﬁz*+9(z—8(pz*));g N z)

(@)
- Zvv%((;) 20 (2,6) ~ 621 (2,6) ~ (7 - y(6)) W (2). ©)

In particular

and

n (eg(zfs(p;));g > z) = W (2) Z(z,0) —0Z(z,0) + p(0)W(z).

Proof. Taking use of the first result in Proposition 2 of Pistorius (2007), we can prove the desired results
following the arguments in Lemma 2.2 of Kyprianou and Zhou (2009). O

Proposition 1 gives the joint Laplace transform of ¢ and the position of the process U at g, . It is
similar to Theorem 1.3 of Kyprianou and Zhou (2009) where the Lévy measure is involved in the expression.
The following joint Laplace transform is expressed in terms of scale functions.

Proposition 1. Forany q,0 > 0and 0 < x < b we have
E, (e*qagwu(v(;);ga < ‘7;)
o et
x (1-9(7'(2))) v (1— 977 () W@ (w)

W (z)
* (ww) )

29 (z,0) 02\ (z,0) — (9 - w(e))WW)(z)) dz. @)

Proof. By Theorems 1.1 in Kyprianou and Zhou (2009) (with minor adaptation), for 0 < x < a, one has

- . a W (w)
E, (e 508 < o ) = exp (/C i W(W;T(w)))w('?)(w) dw> ) ®)
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For 0 < x < b, by Equation (8) and the compensation formula in excursion theory we have
E, (e—q%ﬂreu(%’);%* < UJ)

(Ze BT 1 Lo <y (e L), T e Lg)) <b)

r<g

e—%wg»<sg>+e(wx<>c+L<g>>—eg<p;x(,ﬂ(g))<eg>>)1{%>7 (m@)})

o </o e 115 <7, (e L), 7o L) <)

r<t

% /g W’W (x+L(1) >+9(%.(X+L( ))— S(P%FX(XJFL(“))))1{§>7X(x+L(t))} I’l(d&‘) dL(t))

Ty (b)—x 4
_ —qL —
o </0 e TT Lesmrion

r<L-1(t-)

“n <e i]P,h(Hr[)‘*’g('h(ert) e(p 7x(x+’)>)1{5>7((:(+t)}> dt)
Fel(b)—x Ve (x+t) Wﬁrq)/(w)
_ _ d
T < L amwywm
xn (e*‘”’%uﬂ)”(@(””’S(”%M));E > Jox+ t)> dt

n (e—qu(s—ew»;g > s)

b s W(q)/(w)
/:ceX"(‘/x(lv(vf(w)))vv@(w)dw) T TS T

which together with Equation (6) yields Equation (7). [

Remark 1. Let v = 0 in Equation (7). Then U(t) = X(t) for t > 0 and 7,(z) = z for z > x, and by Proposition
1 we have

Ex(e 7% +0X(0); 75 < 1)

_ W) (W (s)
_./x W@ (s) (W+ D (s) 710 (s,0) — 029 (s,0) — (9 — p(6))WW(s) | ds

bd [(z@(s,0)
:7w<q>(x)/x e <(q)(s) > ds

W@ (x)
7(a) b,0),
W@ (b) (b.9)

=7 (x,0) -

which can be found in (8.12) (with an appropriate killing rate added) in Chapter 8 of Kyprianou (2014),
or Albrecher et al. (2016).
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Lety=wa € (0,1) or ¥,(z) = x + (1 — a)(z — x) in Equation (7), we have for q,0 > 0and 0 < x <b
E, (e_qﬂ‘;+9u(7‘;)?‘7()_ < (7;')

. (q) = @,
() (- womr)

Proposition 2 gives an expression of potential density for the process U.

Proposition 2. The potential measure corresponding to U is absolutely continuous with respect to the Lebesgue
measure with density given by

/ e P (U(t) € du,t < o Aoy )dt
0

()
VO T S G Wy (w)
- q(o)l—wmwu))ep( A T R
b 1 o W' (w) >
" 17(vx1(y))e"r’< I 027 (@) W ()

w W)
x | W (y—u) — W) W\ (y —u) | 1, (u)dydu, x,u€[0,b],q>0. )

Proof. Let eg be an exponentially distributed random variable independent of X with mean 1/4. For any
continuous, non-negative and bounded function f, we have

/Ow ge ML (F(U(E));t < 0 Aoy )dt
= x(f(u(fq))l{u( D<Tle,), eq<a;w(;})
(/ g F(U) L)1), e o }dt> (10)

Note that for Lix()—x(s)y ds = W@ (0) X(t), see Corollary 6 in Chapter IV of Bertoin (1996). Recalling
that U(t) = U(t) is equivalent to X(t) = X(t) which implies t = L~1(L(t)), we have

(/ qe qf l{u U(t), t<o, Aoy }dt>
=F, (/0 e (L(f))f(u(L—l(L(t))))1{X(t):X(t),L,l(LU)KU;Ma}dt)
o -
0)E, (/0 ge 7t (L(t))f(u(L 1(L(t))))1{L,1(L( B)<L ,](Tl(b)_x)m[;}dLl>

7;1(;;)78)(}) </X%-(x+t) e ( ( ( ) dw) F@(x+1t))dt

=qw(0) |

)W (w)

= b;ex — Y ( (W) u])
=0 [, 5 mmw) p( L ety ) 10 &

where Equation (8) is used in the last but one equation.
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By the compensation formula in excursion theory and the memoryless property of the exponential
random variable, one has

Ex (f(Uleq)); Uleq) < Uley),eq < 0 ANoy)

(/ Yoo B [ L <7, v Lt et Lig)) <} f (Tx(x +L(g)) —eg(t —8))

r<g

xqe*LI( )1{g<t<g+€SAP*x(x+L )(Eg)}dt)
o (/o Tt <rterion mwenm<e)
(// 4 f (Valx +L(0) =€) Locgnpr )}dsn(d8)> dL(t ))

7o (0)—x Taxt) W (w)
=1}, op </x 007 ()W) dw)

X /0 n (e*m‘f(%(x +1) — 5(5))1{s<gApi(m)}> ds dt

b 1 v W (w
=q | ———g—~exp <—/ ] (w) - dw)
x 1=9(7 ) x (L= (W))W (w)
></0 n (e’qsf(y—s(s))l{KéAp;}) dsdy. (12)
Applying the same arguments as in Equations (11) and (12), we have
Ex (f(X(eg) ey ney })
=Ey (f( (6’1 )1{X X(eq) eq<Ty ATy }) + Ex (f(X(eq))1{X(eq)<Y(e,}),eq<Tb+Aro’})
)

=4, bwqg < )+ [0 (= ey dS) dy. 13)

Equating the right hand sides of Equations (5) and (13) and then differentiating the resultant equation
with respect to b gives

W (x) s

W(q)(b) ( "r/ e 1 f 1{s<p /\G}) d5>

W (x) W ()

= W(”i)(b) ( +/ f ( ) ( )(b) (q)(b_y) dy |,

or equivalently

)
)

/ow n (&7 f(r = e(6)Lpeppngy ) ds

_ [ @ Wi (y)
_/0 f(w) (Wj (y—w) — WJE'?) & W@ (y - w) | dw,
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which together with Equation (12) yields
Ex (f(Ul(eq)); Uleq) < Uleg),eq < 03 Aoy)
b 1 y W' (w) )
=q| ————————exp| — — dw
/x A=) < /x (1= 77" (w))) WD (w)

y @ Wi (y)
< [ fw) (wﬁ v =)~ Zay) W“’)(y—w)) dwdy,

which combined with Equations (10) and (11) yields Equation (9). O

Remark 2. Letting v = 0 in Equation (9), i.e., U(t) = X(t) for t > 0 and 7, (z) = z for z > x, by Proposition 2
we have for 0 < x,u <b

/Ooo e TP (X(t) € du,t < o)f Aoy )dt
W@ )yw@ ()1 () (1)
= du
W(q)(u)
b w(q)(x) @ J(rq)/(y)
—u) — q
W(q)(o)w('i)(x)l( by (1) bod [w@y—
= & (@) y—u)
W@ (u) du + W' (x) e dy | W (y) 1(0,y) (1) dy du
WD (0)1y 5 () b4 [w@
—w@ (x,b) d (v —u)
W (x) < W@ (u) d /x dy | Wy dy dul g, (u)
bod [W@(y—u)
u dy | W@y | dy dul () (1)
W@ (b —u) @ WD b—u) W (x—u) W
W@ (b) ()L py (1) du + oG WO W (x)1 1) (1) du

which recovers Equation (5).
Lety =wa € (0,1) or 7,(z) = x + (1 — &) (z — x) in Equation (9), we have

/ e M"Py(U(t) € du,t <o Aoy )dt
0

1 1

~W@©) (W@ (x)\TF 1 W@\ T
I (W(q)(u)> l(x'b)(l[)du+1—a/x (w(»i)(y)>

@ W)
x| WP (y —u) — W@ (y) W\ (y —u) | 1, (u) dydu, x,u€[0,b], 9> 0.
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Abstract: First, we give a closed-form formula for first passage time of a reflected Brownian
motion with drift. This corrects a formula by Perry et al. (2004). Second, we show that the
maximum before a fixed drawdown is exponentially distributed for any drawdown, if and only if
the diffusion characteristic y1/0? is constant. This complements the sufficient condition formulated
by Lehoczky (1977). Third, we give an alternative proof for the fact that the maximum before
a fixed drawdown is exponentially distributed for any spectrally negative Lévy process, a result
due to Mijatovi¢ and Pistorius (2012). Our proof is similar, but simpler than Lehoczky (1977) or
Landriault et al. (2017).
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1. Introduction

This paper comprises three essays on stopping.

In Section 2, we compute the Laplace transform of the first hitting time of a fixed upper barrier
for a reflected Brownian motion with drift. This expands on and corrects a result by Perry et al. (2004).

In Section 3, we show, by using an intrinsic delay differential equation, that for a diffusion process,
the maximum before a fixed drawdown threshold is generically exponentially distributed, only if
the diffusion characteristic /02 is constant. This complements the sufficient condition formulated
by Lehoczky (1977). By solving discrete delay differential equations, we further construct diffusions,
where the exponential law only holds for specific drawdown sizes.

Section 4 uses Lehoczky (1977)’s argument to show that the maximum before a fixed drawdown
threshold is exponentially distributed for any spectrally negative Lévy process, the parameter being
the right-sided logarithmic derivative of the scale function. This yields an alternative proof to the
original one in Mijatovi¢ and Pistorius (2012) and is also similar to the one in Landriault et al. (2017).

2. The First Hitting Time for a Reflected Brownian Motion With Drift

Let X be a reflected Brownian motion on [0, c0), with drift # and volatility ¢. Then X can be
written as
X =x+ put + Wi + Ly,

where W = (W;);> is a standard Brownian motion, and L = (L;);>¢ is an inon-decreasing process,
such that the induced random measure dL is supported on {X = 0}. [t0’s formula implies that for any
f € C3([0,00)) satisfying f'(0+) = 0, the process

FO0) = F) ~ [ Ayfx)as

Risks 2019, 7, 105; doi:10.3390/risks7040105 83 www.mdpi.com/journal/risks
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is a martingale, where Ay, is the differential operator, defined by A, f(y) = ‘772 "(y) +uf’ (y).l
For 6 > —x, we define the first hitting time:
Ty :=inf{t > 0| X; = 6+ x}.

Since, before reaching the boundary 0, the process cannot be distinguished from a Brownian
motion with drift, we may confine ourselves to computing 75 for barriers § 4 x, where § > 0. Our aim
is to compute the Laplace transform:

¥(6;0,x) :=E[e%% | Xg=2x], 6>0.
Theorem 1. For § > 0, the Laplace transform of the first hitting time of a reflected Brownian motion with drift

w and volatility o is given by

on

VH2 + 26002 cosh <X7M3W> + psinh (;ﬁzeﬁ)
Y(6;x,6) :=ec?

Vi 20 cosh (IR ) i (L)

@

o2 o2

Proof. Pick ® € CP(R), such that ®(¢) = 1 for |¢| < x + 6. Furthermore, let ¥ € R; then for any 6 > 0
and t > 0, the function
F(t,x) := e % ®(x) (e + xx)

satisfies f := F(t,-) € C2 and f'(0) = 0. According to the introductory notes of this section,
the process F(t, X¢) — fot 0sF(s, Xs)ds — fot AyF(s, Xs)ds is a uniformly bounded martingale; therefore,
the stopped process

tATs tAT,
F(t, Xingy) — (67 + 10x) — / " iF (s, Xs)ds — / " A (s, X;)ds
0 0

is also a true martingale, which starts at zero, P*- almost surely. Using the fact that ®(Xir¢) = 1,
we find that the stopped process satisfies for any t > 0,

tATs tATs
e AT (e_KX’W + KXt/\T,5> — (7™ +xx) + 9/ e " X054 4+ 9K/ e~ X ds
0 0

tATs o2K2  rthTs
_ ]4/ (Kefﬂs _ K67KX5795> ds — 5 e*KXS*GSdS
0 0

tAT,
— o 0(tAT) (eﬂcxmro +KXt/\r,;> — (€ +xx) +9K/ 4 e%5 X ds
0

_ kx _0tAT)) _ (K _ /‘MT‘5 —kXs—0s
9<le 5) (2 Ky 0)0 e ds.

Letting t — oo, we thus get by optional sampling,

-
(e ) 4 xe(x + 6))E[e 0% | Xo = x] — (e + kx) + 6kE {/0 * 05X, ds | Xo = x}
2.2

o
- %(1 —Ele7% | Xg =x]) — <% — K| 79> E {/ * gmrXambs4g | Xo = x] =0.
0

In the language of linear diffusions Borodin and Salminen (2012), X has infinitesimal generator A, acting on the domain

D(Ay) = {f € G([0,%0)) | f'(0+) = 0}
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For the two choices k € {kx_, x4}, where

=t/ p?+2002

Ky =
o2

’

we thus obtain two equations, for two unknown moments,

T
<e"‘+("+5) +xe(x+6)+ %) E[e™0% | Xo = x] + 0x+E {/ e~ Xods | Xog = x
0
= (7™ +xx) + %
Solving this linear system for the involved moments yields the Laplace transform of 75, Equation (1). O

Remark 1. This result can also be obtained from a more general result for spectrally negative Lévy processes,
reflected at an upper barrier (Avram et al. 2017, Proposition 4.B and Section 10.1). In fact, the distribution of T°
is equal in distribution to the first hitting time 0 of the Brownian motion Xy = 6 4+ 0By — ut, starting at 6 > 0,
reflected at x + 6 > 0. Its Laplace transform is therefore given by

whre) = et

where

&\/2002% + 2 . &\/2002% + u?
H(¢) = /2002 + u? cosh ((72 + psinh ==
(see Avram et al. (2017), Section 10.1).

Remarks On Perry et al. (2004)

For another “sanity check” of Theorem 4, we compute the Laplace transform Equation (1)
independently when # = 0 and x = 0. In this case, the reflected Brownian motion is equal to
|oB| in law, where B is a standard Brownian motion. But then 7; is equal in distribution to

~ 1)
Ty:=inf{s > 0| Bs € {:t;}}.

Now, it is well known that the Laplace transform of T; is given by

Pl 1
E[e™® | Xp = 2] = cosh(2/26)’ (@)

which indeed coincides with Equation (1) for 4 — 0 and x = 0.

Perry et al. (2004), Formula (5.2), state a different Laplace transforms than our Theorem 4.
Letting s — 0 in Perry et al. (2004), Formula (5.2) indeed yields for ¢ = 1 and x = 0,

1

Ele™¥% | Xp = 2] = wsh(073)

which contradicts Equation (2). The proof of Perry et al. (2004), Lemma 5.1, cannot be rectified, however,
by merely fixing the (obviously) missing factor of 1/2 for a2 in the second line of their proof. Indeed,
in the same line, they forget a factor e=*"(*) in the second integrand; thus, by inserting special values
of x into the process in line 2, one does not get rid of the local-time term, as claimed.
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3. Diffusions with Exponentially Distributed Gains Before Fixed Drawdowns

Let X be a diffusion process on the interval [—a, o), satisfying the SDE
AX = u(Xp)dt + o(Xe)dWi, Xo =0, 3)

where 3(x) and o(x) are locally Lipschitz continuous functions of linear growth on [—a, o), and
o(x) > 0 thereon.

For a threshold 0 < 6§ < a, we define M? as the maximum of X, prior to a drawdown of size 4,
that is

M = M(TJ), where M(t) := mgtst, and 70 := inf{t > 0| M; — X; = J}.
s<

We use the abbreviation ®(x) := e 2 Jor@du | where Y(x) = u(x)/c?(x). The following is due
to Lehoczky (1977):

Proposition 1.

:
logP[M® > ¢] = — /0 %d% g>0. @)
¥ u—=a

Caution is needed when interpreting the original paper Lehoczky (1977): Lehoczky uses the
letter “a” for three different objects: The drift j(x) is denoted as a(x), while —a is the left endpoint of
the interval of the support of X; third, the threshold ¢ in his paper is also called a. An inspection of
Lehozky’s proof reveals that our more general version with § < a holds.

In terms of diffusion characteristics, Lehoczky’s result holds in a more general context. First,
the assumption of locally Lipschitz coefficients are too strong, and can be relaxed. For example,
we can relax to Holder regularity of o(x) of order no worse than 1/2, due to Yamada et al. (1971).
In addition, we can allow reflecting or absorbing boundary conditions, thus include reflected diffusions.
For instance, Proposition 1 holds for a Brownian motion with drift, starting at 0 and being reflected at
—a, because the process X cannot hit —a before it reaches a strictly positive maximum, due to strict
positive volatility ¢(0) > 0.

From Equation (4), it can be seen that when p/¢? is constant, M? is exponentially distributed
(the special case for for a Brownian motion with drift is due to Taylor (1975), and independently
discovered by Golub et al. (2016)). Mijatovi¢ and Pistorius (2012) extended this result to spectrally
negative Lévy processes: For those, M? is also exponentially distributed, with the parameter being the
right-sided logarithmic derivative of the scale function, evaluated at the drawdown threshold.

This section characterizes the exponential law for diffusions:

Theorem 2. The following are equivalent:

1. u(x)/0?(x) is a constant on [—a, co).
2. Foreach § > 0, M° is exponentially distributed.

Proof of the Theorem. Sufficiency of the first condition for the second one follows directly from
Proposition 1. Suppose, therefore, that for each 0 < 6 < a, there exists A(J) > 0 such that M? is
exponentially distributed with parameter A(6). Then, due to Equation (4),

D(u)

¢
/0 Wdu —A@d)E, >0, s<a. ®)
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By this particular functional form, and, since 1/¢? is continuous, it follows that the functions A(5)
and ®(x) are continuously differentiable. By differentiating Equation (5) with respect to ¢, we have

®(&) = A(9) /;;@(u)du, £>0, d<a, ©)

and differentiating with respect to J yields, in conjunction with the previous identity,

®E-0) N .
o@ ~ n) =¥ 0=t

Therefore, also
@) N

DE+6) A0)

and dividing the last two equations yields Lobacevsky’s functional equation?

DE—0)P(E+0)=P(8)?* >0, 6<aq,

D(0) = 1. @

Note, ® is continuously differentiable, and strictly positive. Hence, by taking derivatives with
respect to J, we get
P(E—0) _ P(E+9)
D(G—0)  (E+0)’

and by setting ¢ = §, we thus have
'(20) = ad(2), B(0)=1, 0<i<a,
where a = @’(0)/P(0) € R. We conclude that for some € R,
(g =€, 0<g<2a ®)

By Equation (7), we can extend the exponential solution to —a < ¢ < 0: By setting ¢ = 0,
we indeed have

() ="30) ~ '

Similarly, we can successively extend the validity of Equation (8) to the right, using the
functional Equation (7). Now that ® (&) = ef¢ for all & € [—a, c) we have, by taking the logarithmic
derivative of ®, that ji(x)/o?(x) is indeed a constant on [—a,00). [J

2 .
:(D(O)— 1 =e P 0<dé<a.

Examples of processes for which the running maximum at drawdown is exponentially distributed
are the following;:

1. (a = —oo): Brownian motion with drift cB; + ut.

2. (a < o0): Reflected Brownian motion with drift, reflected at —a.

3. Similar examples as in 1 and 2 can be constructed, where y(x)/c?(x) is constant. These include
reflected diffusions.

However, there are processes that do not satisfy Theorem 2, even though they may exhibit
exponentially distributed gains before § drawdowns for specific choices of 6. One can, for instance,
let 11/0? be constant only on [—1,0), and modify y,0? on [~2,—1) in such a way, that the SDE
Equation (3) has unique global strong solution. Then, by Proposition 1, for any 6 < 1 the maximum at

2 See (Aczél (1966) p. 82, Chapter 2 Equation (16)) and the references therein.
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drawdown of size ¢ is exponentially distributed. It goes without saying, that there must exist 6 > 1,
for which this is not the case.

Similar, but more sophisticated, examples can be constructed by solving delay differential
equations for ®(-) = e 2Jon(w)/e Wi guch that only for a specific threshold 4, M? is exponentially
distributed. Equation (6) reads in differential form:

'(8) = A©G) (@(5) —@(—0)), ¢=0,

which is the simplest non-trivial (discrete) delay differential equation. To construct a diffusion process
for which the maximum before a drawdown of size 1 is exponentially distributed with parameter one,
we set A(6) = 6 = 1, and we choose a strictly positive continuous function g(x) on [—1, 0] satisfying
£(0) = 1. To obtain @ on [0, c0), we solve

(G =) -2 -1), =0,

subject to @(§) = g(¢) for & € [—1,0]. This problem has a unique solution with exponential growth.
However, if g is not an exponentially linear function (that is, of the form eM for some A > 0),
then @ is not, and therefore ji/0? is not constant. An underlying diffusion process X with M!

being exponentially distributed with parameter one can for instance be constructed, by solving
P'(x)

6(x) ON [~1,00). Due to Theorem 2, M is, in general,

SDE Equation (3), where ¢ = 1 and y = —
not exponentially distributed.

4. Lehoczky’s Proof for Spectrally Negative Lévy Martingales

We study in this section the distribution of maximal gains® of processes, prior to the occurrence
of a fixed loss § > 0. Golub et al. (2016, 2018) claim that for a Brownian motion (the toy model of
a fair game), this gain is exponentially distributed, with parameter J; thus, on average, one gains
0 before experiencing a loss of size J. This result is independent of the volatility of the Brownian
motion. In private communication, Golub (2014) raised the question of whether similar scaling laws
hold for other processes, e.g., other diffusion models, or processes with jumps. Such models are
useful as benchmark models in the context of certain event-based high-frequency trading algorithms,
where the Brownian motion is used as a proxy for an asset, and the location of the maximum suggests
the beginning of a trend reversal.*

The conjecture that a fair game on average experiences the exact same gain as is lost later on
may appear intuitive. And this is indeed the case for many continuous-time martingales, those who
are time-changed Brownian motions, with a quadratic variation tending to infinity, along almost every
path (because the timing is not relevant here). But it is not true for Lévy martingales, as can be seen
from Theorem 4. Nevertheless, the (exponential) distribution of gains, not its parameter, is universal
within the class of spectrally negative Lévy processes. Besides, the martingale property is not needed
to arrive at this result.

After Theorem 4 was proved in the summer of 2019, F. Hubalek kindly pointed out that the result
is, in identical form, preceded by Mijatovi¢ and Pistorius (2012). Our proof is, however, similar to
the one of Lehoczky (1977), and is therefore an alternative, and simpler one. Finally, we also found
a replication of Lehoczky’s proof in Landriault et al. (2017), Lemma 3.1, however, this proof is also
more difficult than ours due the more general discretization used therein.

This random gain is called “overshoot” in Golub et al. (2016). In this section, we refrain from using this terminology due
to its established meaning in the field of Lévy processes—it is the discrepancy between a certain threshold, and a jump
processes’ value, passing beyond that threshold.

Tt goes without saying that the first time this maximum is attained is not a stopping time; otherwise, one could devise
arbitrage strategies that short-sell the asset at the maximum.
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We assume, that a Lévy process X is given with downward jumps only but not equal to the
negative of a Lévy subordinator and not being a deterministic drift>. Such a process is defined by its
Lévy exponent

Y (0) := %ng[e"Xq, 0> 0,
which is of the form

¥(0) = pb+ A (e9¢ -1- 9@1[,10)(@) v(dg), 0>0,
2 (—00,0) .
with Lévy-Khintchine triplet 4 € R, ¢ € R and a measure v(d¢) supported on (—c0,0), integrating
min (&, 1).
The scale function W is the unique absolutely continuous function [0,00) — [0,00) with

Laplace transform
{oe]
1
—0x
e "W(x)dx = ——, 6>0.
e W = g
Since the processes lack positive jumps, they can only creep up. This assumption is essential to
obtain exit probabilities from compact intervals and also for the main Theorem 4.

Theorem 3. (Bertoin 1996, Theorem VIL8) Let x,y > 0, the probability that X makes its first exit from [—x, y]
atyis
W(x)

Plry <14 = Wity

For a threshold & > 0, we define M? as the supremum of X, prior to a drawdown of size J, that is

M® = M(7%), where M(t):=supXs, and 7°:=inf{t>0|M;— X; > 6}.
s<t

We are ready to state and proof the main theorem:

Theorem 4. For a spectrally negative Lévy process, the maximal gain M before a 5-loss is exponentially
distributed with parameter equal to the logarithmic derivative of the scale function, that is,

W (1)
P > ¢ = ¢ WS

Proof of Theorem 4. The proof is inspired by Golub et al. (2016), however, the exact same idea can
be traced back to Lehoczky (1977) in the general context of univariate diffusions processes. Let Ay,
be the event that X reaches k&/2" before —6 + (k —1)/2"& (k = 1,...,2"). The set {M? > ¢} can be
approximated by (}_; A, which are decreasing for increasing #. In other words,

oo 27
M =8 = ) Akn
n=1k=1
Therefore,
on
%) . .
P[M® > ¢] = lim P kqu,n

5 This is the natural non-degeneracy condition of Bertoin (1996), Chapter VII to ensure that the process creeps up to any level.
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Due to state-independence of the process (translation invariance) and the Markov property

on

m Ak,n

k=1

P

B 2" B o we) O\
=P[Ay,] x kl;IzP[Ak,n | Ax_1,u] = (P[AL4])" = (W(&—FC/Z”)) ’

where the last identity follows from Theorem 3. Since W is differentiable from the right at J, applying
L’Hospital’s rule yields

logP[M? > ¢] = lim log(P[A1,])* = ¢
|

Remark 2. Theorem 4 implicitly requires right-differentiability of the scale functions, which is for free, because it
can be rewritten as an integral of the tail of some finite measure, see (Bertoin (1996), Chapter VII). However,
in many models, full C'-reqularity is quaranteed (cf. the characterization given by (Kuznetsov et al. (2012),
Lemma 2.4)).

Examples

The scale functions for the below processes are taken from review article of Hubalek and
Kyprianou (2011). Throughout this section, £(A) denotes the exponential distribution with parameter
A>0.

Example 1 (Compound Poisson Process). Assume we have a compound Poisson process with negative
exponentially distributed jumps,

N
Xp=ct—Y & & iidand ~E(u), c—A/u>0.
k=0
We get
W(x) = T 2 (1—e (A o))
c cu—A '
Clearly, W € C1(0,c0),
A —A/
W/ (x) = 2¢ (n=A/e)x,
Therefore, by Theorem 4
MM ) EmEM]=A/c>0, EmEM] = j—A/c < o,
ed(u=A/c) — yﬁ% 510 otoo

Unlike the previous example, the following two examples exhibit the same qualitative dependence
on the threshold 4, as the standard Brownian motion, where M? ~ & (1/6): when 6 — 0, the average
maximum at drawdown of size J tends to 0, and when 6 — oo, this average goes to infinity.

Example 2 (Brownian motion with drift). A Brownian motion with drift u > 0 and volatility o,
Xt = ]/lt “+ 0o Bt

has scale function
W(x) ~ emHx/ sinh(y/7ix/c?).
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Hence,
W/(x)  —p/o?sinh(\/fix/0?) + \/fi/ 0% cosh(/fix/0?)
W(x) sinh(/7ix/0?).

Therefore, by Theorem 4 (see, e.g., Golub et al. (2016)),

M ~E (y/tfz (coth(ﬁé/az) - 1)) .

Example 3 (Caballero and Chaumont (2006)). This is a Lévy process without diffusion component, defined by
its Lévy measure

e(B=1)¢
v(dg) = [N ¢ <,
where B € (1,2), and its Laplace exponent,
_Te+p)
¥(6) = T (B)’ 6> 0.

The process exhibits Infinite variation jumps, and drifts to —oo, because ¥/ (0) < 0. The scale function is
W(x) = (1—e ¥)F L

Using Theorem 4, we thus get

5 -1 5 o1
M"~8<5571>, E[M"]:;il.

The asymptotic behaviour of the logarithmic derivative of the scale function of a spectrally
negative Lévy process can be characterized using the asymptotic behaviour of W and W/,
cf. (Kuznetsov et al. 2012, Chapter 3). For instance, W(0) = W(0+) = 0, if and only if the process is
of infinite variation. In the case of finite variation, we can write the process as 6t — J;, where | is a
subordinator; and then W(0) = 1/6 > 0. Furthermore, W/(0+) = oo, if a diffusion component is
present, or if the Lévy measure is infinite. These general findings are consistent with the three examples.
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Abstract: A fluctuation theory and, in particular, a theory of scale functions is developed for upwards
skip-free Lévy chains, i.e., for right-continuous random walks embedded into continuous time as
compound Poisson processes. This is done by analogy to the spectrally negative class of Lévy
processes—several results, however, can be made more explicit/exhaustive in the compound Poisson
setting. Importantly, the scale functions admit a linear recursion, of constant order when the support
of the jump measure is bounded, by means of which they can be calculated—some examples are
presented. An application to the modeling of an insurance company’s aggregate capital process is
briefly considered.

Keywords: Lévy processes; non-random overshoots; skip-free random walks; fluctuation theory;
scale functions; capital surplus process

1. Introduction

It was shown in Vidmar (2015) that precisely two types of Lévy processes exhibit the property of
non-random overshoots: those with no positive jumps a.s., and compound Poisson processes, whose
jump chain is (for some /1 > 0) a random walk on Zj, := {hk: k € Z}, skip-free to the right. The latter
class was then referred to as “upwards skip-free Lévy chains”. Also in the same paper it was remarked
that this common property which the two classes share results in a more explicit fluctuation theory
(including the Wiener-Hopf factorization) than for a general Lévy process, this being rarely the case
(cf. (Kyprianou 2006, p. 172, sct. 6.5.4)).

Now, with reference to existing literature on fluctuation theory, the spectrally negative case (when
there are no positive jumps, a.s.) is dealt with in detail in (Bertoin 1996, chp. VII); (Sato 1999, sct. 9.46)
and especially (Kyprianou 2006, chp. 8). On the other hand, no equally exhaustive treatment of the
right-continuous random walk seems to have been presented thus far, but see Brown et al. (2010);
Marchal (2001); Quine (2004); (De Vylder and Goovaerts 1988, sct. 4); (Dickson and Waters 1991, sct. 7);
(Doney 2007, sct. 9.3); (Spitzer 2001, passim).! In particular, no such exposition appears forthcoming
for the continuous-time analogue of such random walks, wherein the connection and analogy to the
spectrally negative class of Lévy processes becomes most transparent and direct.

In the present paper, we proceed to do just that, i.e., we develop, by analogy to the spectrally
negative case, a complete fluctuation theory (including theory of scale functions) for upwards skip-free
Lévy chains. Indeed, the transposition of the results from the spectrally negative to the skip-free setting
is mostly straightforward. Over and above this, however, and beyond what is purely analogous to the
exposition of the spectrally negative case, (i) further specifics of the reflected process (Theorem 1-1),

1 However, such a treatment did eventually become available (several years after this manuscript was essentially completed,

but before it was published), in the preprint Avram and Vidmar (2017).
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of the excursions from the supremum (Theorem 1-3) and of the inverse of the local time at the maximum
(Theorem 1-4) are identified, (ii) the class of subordinators that are the descending ladder heights
processes of such upwards skip-free Lévy chains is precisely characterized (Theorem 4), and (iii)
a linear recursion is presented which allows us to directly compute the families of scale functions
(Equations (20), (21), Proposition 9 and Corollary 1).

Application-wise, note that the classical continuous-time Bienaymé-Galton-Watson branching
process is associated with upwards skip-free Lévy chains via a suitable time change (Kyprianou 2006,
sct. 1.3.4). Besides, our chains feature as a natural continuous-time approximation of the more subtle
spectrally negative Lévy family, that, because of its overall tractability, has been used extensively in
applied probability (in particular to model the risk process of an insurance company; see the papers
Avram et al. (2007); Chiu and Yin (2005); Yang and Zhang (2001) among others). This approximation
point of view is developed in Mijatovi¢ et al. (2014, 2015). Finally, focusing on the insurance context,
the chains may be used directly to model the aggregate capital process of an insurance company,
in what is a continuous-time embedding of the discrete-time compound binomial risk model (for
which see Avram and Vidmar (2017); Bao and Liu (2012); Wat et al. (2018); Xiao and Guo (2007) and
the references therein). We elaborate on this latter point of view in Section 5.

The organisation of the rest of this paper is as follows. Section 2 introduces the setting and notation.
Then Section 3 develops the relevant fluctuation theory, in particular details of the Wiener-Hopf
factorization. Section 4 deals with the two-sided exit problem and the accompanying families of scale
functions. Finally, Section 5 closes with an application to the risk process of an insurance company.

2. Setting and Notation

Let (Q, F,IF = (Ft)¢>0, P) be a filtered probability space supporting a Lévy process (Kyprianou
2006, p. 2, Definition 1.1) X (X is assumed to be F-adapted and to have independent increments relative
to IF). The Lévy measure (Sato 1999, p. 38, Definition 8.2) of X is denoted by A. Next, recall from
Vidmar (2015) (with supp(v) denoting the support (Kallenberg 1997, p. 9) of a measure v defined on
the Borel o-field of some topological space):

Definition 1 (Upwards skip-free Lévy chain). X is an upwards skip-free Lévy chain, if it is a compound
Poisson process (Sato 1999, p. 18, Definition 4.2), viz. if E[e™Xt] = et J(**=DAWY) for 7 € Rand t € [0, 00),
and if for some h > 0, supp(A) C Zy, whereas supp(A|g((0,e0))) = {H1}-

Remark 1. Of course to say that X is a compound Poisson process means simply that it is a real-valued
continuous-time Markov chain, vanishing a.s. at zero, with holding times exponentially distributed of rate A(R)
and the law of the jumps given by A/ A(R) (Sato 1999, p. 18, Theorem 4.3).

In the sequel, X will be assumed throughout an upwards skip-free Lévy chain, with A({h}) > 0
(h > 0) and characteristic exponent ¥(p) = [(e/’* — 1)A(dx) (p € R). In general, we insist on (i)
every sample path of X being cadlag (i.e., right-continuous, admitting left limits) and (ii) (Q2, F,F,P)
satisfying the standard assumptions (i.e., the o-field F is P-complete, the filtration F is right-continuous
and Fy contains all P-null sets). Nevertheless, we shall, sometimes and then only provisionally, relax
assumption (ii), by transferring X as the coordinate process onto the canonical space D), := {w €
ZLOPO) : wis cadlag} of cadlag paths, mapping [0,00) — Zj,, equipping D), with the c-algebra and
natural filtration of evaluation maps; this, however, will always be made explicit. We allow ¢; to be
exponentially distributed, mean one, and independent of X; then define e, := e /p (p € (0,00)\{1}).

Furthermore, for x € R, introduce Ty := inf{t > 0 : X; > x}, the first entrance time of X into
[x, c0). Please note that Ty is an F-stopping time (Kallenberg 1997, p. 101, Theorem 6.7). The supremum
or maximum (respectively infimum or minimum) process of X is denoted X; := sup{X; : s € [0,#]}
(respectively X, := inf{Xs : s € [0,£]}) (t > 0). X, := inf{X; : 5 € [0,00)} is the overall infimum.

With regard to miscellaneous general notation we have:
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1. The nonnegative, nonpositive, positive and negative real numbers are denoted by R := {x €
R:x >0} R :={x e R:x <0}, R" := R:\{0} and R~ := R_\{0}, respectively.
ThenZy := R, NZ,Z_ :=R_NZ Z" := R" NZand Z~ := R~ NZ are the nonnegative,
nonpositive, positive and negative integers, respectively.

2. Similarly, for i > 0: Z; =ZyNRy, Z;* =7ZyNRY,Z, :=Z,NR_and Z, ~ :=Z; "R~ are
the apposite elements of Zj,.

3. The following introduces notation for the relevant half-planes of C; the arrow notation is meant
to be suggestive of which half -plane is being considered: (Cﬁ ={zeC:Rz>0},C" :={z¢
C:Rz<0},Cl:={zeC:3z<0}and C := {z € C: 3z > 0}. C~,C*, C! and C' are then
the respective closures of these sets.

4. N={1,2,...} and Ny = NU {0} are the positive and nonnegative integers, respectively. [x] :=
inf{k € Z : k > x} (x € R) is the ceiling function. For {a,b} C [—00,+00]: a A b := min{a, b} and
aVb:=max{a,b}.

5. The Laplace transform of a measure y on R, concentrated on [0, o), is denoted by fi: (B) =
/i [0,00) e P*u(dx) (forall B > 0such that this integral is finite). To a nondecreasing right-continuous
function F : R — R, a measure dF may be associated in the Lebesgue-Stieltjes sense.

The geometric law geom(p) with success parameter p € (0,1] has geom(p)({k}) = p(1 — p)*
(k € Np), 1 — p is then the failure parameter. The exponential law Exp() with parameter § > 0 is
specified by the density Exp(B)(dt) = ﬁe*ﬁtﬂ(oym) (t)dt. A function f : [0,00) — [0, 00) is said to be of
exponential order, if there are {a, A} C R, such that f(x) < Ae** (x > 0); f(400) := limy_ye0 f(x),
when this limit exists. DCT (respectively MCT) stands for the dominated (respectively monotone)
convergence theorem. Finally, increasing (respectively decreasing) will mean strictly increasing
(respectively strictly decreasing), nondecreasing (respectively nonincreasing) being used for the weaker
alternative; we will understand a/0 = oo for a € £(0, c0).

3. Fluctuation Theory

In the following section, to fully appreciate the similarity (and eventual differences) with the
spectrally negative case, the reader is invited to directly compare the exposition of this subsection with
that of (Bertoin 1996, sct. VIL.1) and (Kyprianou 2006, sct. 8.1).

3.1. Laplace Exponent, the Reflected Process, Local Times and Excursions from the Supremum, Supremum
Process and Long-Term Behaviour, Exponential Change of Measure

Since the Poisson process admits exponential moments of all orders, it follows that E[eﬁx] < o0
and, in particular, E[ePX!] < co for all {B,t} C [0, ). Indeed, it may be seen by a direct computation
that for B € C7, t > 0, E[ePX] = exp{ty(B)}, where p(B) := [p(eP* — 1)A(dx) is the Laplace
exponent of X. Moreover, ¢ is continuous (by the DCT) on C— and analytic in C™ (use the theorems
of Cauchy (Rudin 1970, p. 206, 10.13 Cauchy’s theorem for triangle), Morera (Rudin 1970, p. 209, 10.17
Morera’s theorem) and Fubini).

Next, note that () tends to +oo as p — co over the reals, due to the presence of the atom of A
at h. Upon restriction to [0, 00), ¥ is strictly convex, as follows first on (0, o) by using differentiation
under the integral sign and noting that the second derivative is strictly positive, and then extends to
[0, 00) by continuity.

Denote then by ®(0) the largest root of ¢y ,). Indeed, 0 is always a root, and due to strict
convexity, if ®(0) > 0, then 0 and ®(0) are the only two roots. The two cases occur, according as to
whether ¢/ (0+) > 0 or ¢/(0+) < 0, which is clear. It is less obvious, but nevertheless true, that this
right derivative at 0 actually exists, indeed ¢/(0+) = [ XxA(dx) € [—co,00). This follows from the fact
that (eP* — 1)/ is nonincreasing as # | 0 for x € R_ and hence the monotone convergence applies.
Continuing from this, and with a similar justification, one also gets the equality 9" 0+) f x2A(dx)

(0, +c0] (Where we agree ¢/ (04) = o0 if ¢/ (0+) = —o0). In any case, P : [®(0),00) — [0,00) is
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continuous and increasing, it is a bijection and we let ® : [0,00) — [®(0), c0) be the inverse bijection,
so that o @ = idg, .

With these preliminaries having been established, our first theorem identifies characteristics
of the reflected process, the local time of X at the maximum (for a definition of which see e.g.,
(Kyprianou 2006, p. 140, Definition 6.1)), its inverse, as well as the expected length of excursions
and the probability of an infinite excursion therefrom (for definitions of these terms see e.g.,
(Kyprianou 2006, pp. 140-47); we agree that an excursion (from the maximum) starts immediately
after X leaves its running maximum and ends immediately after it returns to it; by its length we mean
the amount of time between these two time points).

Theorem 1 (Reflected process; (inverse) local time; excursions). Let q, := A({—nh})/A(R) forn € N
and p := A({h})/A(R).

1. The generator matrix Q of the Markov process Y := X — X on Z;] is given by (with {s,s'} C Z;):
Qi = A({s —5'}) — dA(R), unless s = s’ = 0, in which case we have Qg = —A((—00,0)).

2. For the reflected process Y, 0 is a holding point. The actual time spent at 0 by Y, which we shall denote L,
is a local time at the maximum. Its right-continuous inverse L™, given by L' := inf{s > 0: Ls > t}
(for 0 < t < Leo; L1 := o otherwise), is then a (possibly killed) compound Poisson subordinator with
unit positive drift.

3. Assuming that A((—c0,0)) > 0 to avoid the trivial case, the expected length of an excursion away from
the supremum is equal to Wm ; whereas the probability of such an excursion being infinite
is AU (ed>(0)h —1) = p*.

M(=e0,0))
4. Assume again A((—o0,0)) > 0 to avoid the trivial case. Let N, taking values in N U {+oo}, be the
number of jumps the chain makes before returning to its running maximum, after it has first left it (it does
so with probability 1). Then the law of L~ is given by (for 6 € [0, +c0)):

_ B e B AR) \F
—logE {exp(—eL1 1)]1{L],1<+w}} =0+ A((—00,0)) <1 —k; P(N =k) (W) ) .

In particular, L= has a killing rate of A((—09,0))p*, Lévy mass A((—0,0))(1 — p*) and its jumps
have the probability law on (0, +o0) given by the length of a generic excursion from the supremum,
conditional on it being finite, i.e., that of an independent N-fold sum of independent Exp (A(R))-distributed
random variables, conditional on N being finite. Moreover, one has, for k € N, P(N = k) = Zle qiP1ks
where the coefficients (p k)5, satisfy the initial conditions:

pii=pon, lEN;

the recursions:

0 ifl=korl>k+1
_ Zk_zl1 GmPm+1,k ifl =1 .
Prk+1 = pkril 1= k41 , {Lk} CN;

PPk + X5 qupmrx f1<1<k

and p; . may be interpreted as the probability of X reaching level O starting from level —Ih for the first
time on precisely the k-th jump ({I,k} C N).

Proof. Theorem 1-1 is clear, since, e.g., Y transitions away from 0 at the rate at which X makes a

negative jump; and from s € Z;\ {0} to 0 at the rate at which X jumps up by s or more etc.
Theorem 1-2 is standard (Kyprianou 2006, p. 141, Example 6.3 & p. 149, Theorem 6.10).
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We next establish Theorem 1-3. Denote, provisionally, by f the expected excursion length.
Furthermore, let the discrete-time Markov chain W (on the state space Np) be endowed with the initial
distribution w; := &—/p for j € N, wp := 0; and transition matrix P, given by Py; = ¢y;, whereas for
i>1:Pj=p,ifj=i-1,P;=gq;;if j > i;and P; = 0 otherwise (W jumps down with probability
p, up i steps with probability g;, i > 1, until it reaches 0, where it gets stuck). Further let N be the
first hitting time for W of {0}, so that a typical excursion length of X is equal in distribution to an
independent sum of N (possibly infinite) Exp(A(R))-random variables. It is Wald’s identity that
B = (1/A(R))E[N]. Then (in the obvious notation, where oo indicates the sum is inclusive of o),
by Fubini: E[N] = Y.7° ; n Y%, w,P;(N = n) = ¥i°; wik;, where k; is the mean hitting time of {0} for
W, if it starts from | € Ny, as in (Norris 1997, p. 12). From the skip-free property of the chain W it is
moreover transparent that k; = ai, i € Ny, for some 0 < & < oo (with the usual convention 0 - co = 0).
Moreover we know (Norris 1997, p. 17, Theorem 1.3.5) that (k; : i € Np) is the minimal solution to
ko =0and k; = 1+ Zf; Pijk;j (i € N). Plugging in k; = ai, the last system of linear equations is
equivalent to (provided & < ) 0 = 1 — pa + a, where { := 2;";1 jq;- Thus, if § < p, the minimal
solution to the system is k; = i/(p — {), i € Ny, from which g = {/(A((—o0,0))(p — C)) follows at
once. If > p, clearly we must have &« = +00, hence E[N] = 400 and thus = +co.

To establish the probability of an excursion being infinite, i.e., } 7>, i(1 — a;) / Y= i, where a; :=
Pi(N < o) > 0, we see that (by the skip-free property) a; = txi, i € Ny, and by the strong
Markov property, for i € N, a; = pa;_1 + 2]90:1 gjairj. 1t follows that 1 = pa;l + Z]?"’Zl qjlle,
ie, 0 = y(log(a;!)/h). Hence, by Theorem 2-2, whose proof will be independent of this one,
ap = e~ PO (since &y < 1, if and only if X drifts to —oo).

Finally, Theorem 1-4 is straightforward. [J

We turn our attention now to the supremum process X. First, using the lack of memory property of
the exponential law and the skip-free nature of X, we deduce from the strong Markov property applied
at the time T,, that for every a,b € Z;", p > 0: P(T,4 < €p) = P(Ta < ¢,)P(T}, < ¢p). In particular,
for any n € No: P(Tyy;, < ep) = P(T; < ep)". And since fors € Z;7, {Ts < ey} = {X,, > s} (P-a.s.) one
has (for n € No): P(X,, > nh) = P(X, > h)". Therefore X,, /h ~ geom(1 — P(X,, > I)).

Next, to identify P(X,, > &), p > 0, observe that (for > 0, t > 0): E[exp{®(B)X;}] = etf
and hence (exp{®(B)X; — Bt})i>0 is an (F, P)-martingale by stationary independent increments of
X, for each B > 0. Then apply the optional sampling theorem at the bounded stopping time Ty At
(t,x > 0) to get:

Elexp{®(8)X(Tx A ) = B(Tx AH)}H = 1.

Please note that X(Tx A t) < h[x/h] and ®(B)X(Tx At) — B(Tx A t) converges to D(B)h[x/h] —

BT, (P-a:s.) ast — oo on {Tx < co}. It converges to —oo on the complement of this event, P-as.,

provided  + ®(B) > 0. Therefore we deduce by dominated convergence, first for § > 0 and then also
for B = 0, by taking limits:

Elexp{—BTu (1, <co}] = exp{—P(B)h[x/h]}. @

Before we formulate our next theorem, recall also that any non-zero Lévy process either drifts to
+00, oscillates or drifts to —oo (Sato 1999, pp. 255-56, Proposition 37.10 and Definition 37.11).

Theorem 2 (Supremum process and long-term behaviour).

The failure probability for the geometrically distributed X, /h is exp{—®(p)h} (p > 0).
X drifts to +o0, oscillates or drifts to —oo according as to whether ' (0+) is positive, zero, or negative.
In the latter case Xoo/h has a geometric distribution with failure probability exp{—®(0)h}.

3. (Tun)nen, is a discrete-time increasing stochastic process, vanishing at 0 and having stationary
independent increments up to the explosion time, which is an independent geometric random variable; it is
a killed random walk.
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Remark 2. Unlike in the spectrally negative case (Bertoin 1996, p. 189), the supremum process cannot be
obtained from the reflected process, since the latter does not discern a point of increase in X when the latter is at
its running maximum.

Proof. We have for every s € Z;r:

P(Xe, >s) =P(Ts <ep) = Elexp{—pTs} {1, <0}] = exp{—D(p)s}. )

Thus Theorem 2-1 obtains.

For Theorem 2-2 note that letting p | 01in (2), we obtain X < oo (P-a.s.), if and only if ®(0) > 0,
which is equivalent to ' (04) < 0. If so, X« /} is geometrically distributed with failure probability
exp{—®(0)h} and then (and only then) does X drift to —co.

It remains to consider the case of drifting to +oco (the cases being mutually exclusive and
exhaustive). Indeed, X drifts to 4o, if and only if E[T;] is finite for each s € Z;r (Bertoin 1996, p. 172,
Proposition VI.17). Using again the nondecreasingness of (¢ % —1)/8 in B € [0,0), we deduce
from (1), by the monotone convergence, that one may differentiate under the integral sign, to get
E[TeL{1,<c0}] = (B — —exp{—®(B)s})'(0+). So the E[T;] are finite, if and only if ®(0) = 0 (so that
T; < oo P-as.) and ®'(0+) < oo. Since @ is the inverse of lp|[¢(0)’m>, this is equivalent to saying
P'(0+) > 0.

Finally, Theorem 2-3 is clear. [

Table 1 briefly summarizes for the reader’s convenience some of our main findings thus far.

Table 1. Connections between the quantities ' (0+), ®(0), ®'(0+), the behaviour of X at large times,
and the behaviour of its excursions away from the running supremum (the latter when A((—o0,0)) > 0).

P’ (0+) ®(0) ®’(0+) Long-Term Behaviour Excursion Length

€ (0,00) 0 € (0,00) drifts to +-co finite expectation
0 0 +oo oscillates a.s. finite with infinite expectation
€[-00,0) € (0,00) €(0,00) drifts to —oo infinite with a positive probability

We conclude this section by offering a way to reduce the general case of an upwards skip-free
Lévy chain to one which necessarily drifts to +co. This will prove useful in the sequel. First, there is
a pathwise approximation of an oscillating X, by (what is again) an upwards skip-free Lévy chain,
but drifting to infinity.

Remark 3. Suppose X oscillates. Let (possibly by enlarging the probability space to accommodate for it) N
be an independent Poisson process with intensity 1 and Nf := N (t > 0) so that N€ is a Poisson process
with intensity €, independent of X. Define X¢ := X 4+ hN€. Then, as € |. 0, X¢ converges to X, uniformly on
bounded time sets, almost surely, and is clearly an upwards skip-free Lévy chain drifting to +oo.

The reduction of the case when X drifts to —co is somewhat more involved and is done by a
change of measure. For this purpose assume until the end of this subsection, that X is already the
coordinate process on the canonical space Q) = I, equipped with the c-algebra 7 and filtration
F of evaluation maps (so that P coincides with the law of X on D, and F = ¢o(pr, : s € [0,+00)),
while for t > 0, F; = o(pr, : s € [0,1]), where pr (w) = w(s), for (s,w) € [0, +00) x D). We make
this transition in order to be able to apply the Kolmogorov extension theorem in the proposition,
which follows. Note, however, that we are no longer able to assume the standard conditions on
(Q), F,F, P). Notwithstanding this, (Tx),cr remain F-stopping times, since by the nature of the space
Dy, forx € R, ¢t >0, {Tx <t} = {X; > x} € Fr.
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Proposition 1 (Exponential change of measure). Let ¢ > 0. Then, demanding:
Pc(A) = Elexp{cX; — 9(c)t}ip] (A € Fy,t >0) 3)

this introduces a unique measure P. on F. Under the new measure, X remains an upwards skip-free Lévy chain
with Laplace exponent . = (- +¢) — (c), drifting to +o0, if ¢ > ®(0), unless ¢ = ' (04) = 0. Moreover,
if A¢ is the new Lévy measure of X under P, then Ao < A and %(x) = e A-a.e. in x € R. Finally, for every
F-stopping time T, P. < P on restriction to Fj. := {AN{T < co} : A € Fr}, and:

dP.|
clrp _ exp{cXr — p(c)T}.
Pz,

Proof. That P, is introduced consistently as a probability measure on F follows from the Kolmogorov
extension theorem (Parthasarathy 1967, p. 143, Theorem 4.2). Indeed, M := (exp{cX; — ¢ (c)t})i=0 is
a nonnegative martingale (use independence and stationarity of increments of X and the definition of
the Laplace exponent), equal identically to 1 at time 0.

Furthermore, for all B € C—, {t,s} CRyand A € Fy:

Ecloxp{B(Xets — X)) }Ia] = E[exp{cXis —(c) (t+ )} exp{B(Xrss — Xi) }1a]
= Elexp{(c+p)(Xews — Xi) — p(c)sHE[exp{eX: — p(c)t}1A]
= exp{s(y(c+B) — () IPelA).

An application of the Functional Monotone Class Theorem then shows that X is indeed a Lévy
process on (Q), F,F,P.) and its Laplace exponent under P is as stipulated (that Xy = 0 P.-a.s. follows
from the absolute continuity of P. with respect to P on restriction to /).

Next, from the expression for i, the claim regarding A. follows at once. Then clearly X remains

an upwards skip-free Lévy chain under P, drifting to +oo, if ¢'(c+) > 0.
Finally, let A € Frand t > 0. Then AN{T < t} € Frps, and by the Optional Sampling Theorem:

Pe(AN{T < t}) = E[Mlsnir<py] = E[EIMApgn(r<p [ Frael]l = E[Mralangr<p] = EIMrlanir<p]-
Using the MCT, letting t — oo, we obtain the equality Pc(A N {T < oo}) = E[Mr1lgn(7<coy). O

Proposition 2 (Conditioning to drift to +c0). Assume ®(0) > 0 and denote P* := Po(o) (see (3)). We then
have as follows.

1. Forevery A € A:= UpsoFy, limy e P(A|Xeo > nh) = PE(A).
2. Forevery x > 0, the stopped process X'* = (Xiat, )i>0 is identical in law under the measures P* and
P(+|Tx < o0) on the canonical space Dy,
Proof. With regard to Proposition 2-1, we have as follows. Let t > 0. By the Markov property of X at
A
time ¢, the process X := (Xj4s — X¢)s>0 is identical in law with X on D, and independent of F; under

A A
P. Thus, letting T := inf{t > 0: X; > y} (y € R), one has for A € F; and n € Ny, by conditioning:

P(AN{t < Ty < o0}) = E[EZALcr T 2 | Fi]) = E[®OXe=mhn, 0 71,

Top—x, <o}
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since {A, {t < T,;;}} Uo(X;) C Fi. Next, noting that {Xe > nh} = {T,), < oo}

P(A[Xew >nh) = PO (P(AN{T,, <t})+P(AN{t < Ty < o0}))
= PO (PAN Ty < 1) + ELPOXM1, g 1)
= POMpAN{T,, < t})+PHAN{t < Ty)).

The second term clearly converges to P?(A) as n — co. The first converges to 0, because by (2)
P(Xe, > nh) = e ") = o(¢="®(0)) as 1 — oo, and we have the estimate P(T,;, < t) = P(X; >
nh) = P(X; > nhley > t) < P(Xe, > nhley > t) < e'P(X,, > nh).

We next show Proposition 2-2. Note first that X is F-progressively measurable (in particular,
measurable), hence the stopped process X is measurable as a mapping into D, (Karatzas and Shreve
1988, p. 5, Problem 1.16).

Furthermore, by the strong Markov property, conditionally on {T, < oo}, Fr, is independent
of the future increments of X after Ty, hence also of {T,y < oo} for any x’ > x. We deduce that the
law of XTx is the same under P(:| T < o) as it is under P(-|Ty < o0) for any x’ > x. Proposition 2-2
then follows from Proposition 2-1 by letting x’ tend to +co, the algebra A being sufficient to determine
equality in law by a 77/ A-argument. O

3.2. Wiener-Hopf Factorization

Definition 2. We define, for t > 0, G; :=inf{s € [0,t] : Xs = X;}, i.e., P-as., G, is the last time in the
interval [0, t] that X attains a new maximum. Similarly we let G, := sup{s € [0,t] : X; = X,} be, P-a.s.,
the last time on [0, t] of attaining the running infimum (t > 0).

While the statements of the next proposition are given for the upwards skip-free Lévy chain
X, they in fact hold true for the Wiener-Hopf factorization of any compound Poisson process.
Moreover, they are (essentially) known in Kyprianou (2006). Nevertheless, we begin with these
general observations, in order to (a) introduce further relevant notation and (b) provide the reader
with the prerequisites needed to understand the remainder of this subsection. Immediately following
Proposition 3, however, we particularize to our the skip-free setting.

Proposition 3. Let p > 0. Then:
1. The pairs (E:p,yep) and (ep — CZP,YEP — Xe,) are independent and infinitely divisible, yielding the
factorisation:

P _ g+t -
i —¥(0) Yy (1,0)%, (1,0),

where for {6,171} C R,
‘P;{(U,G) = E[exp{iqéz; +i0X,, }| and Y, (n,0):= E[exp{ing,p +i0X,, .
Duality: (ep — é:p,?ep — Xe,) is equal in distribution to (QP,—LP). Y, and Y, are the

Wiener-Hopf factors.
2. The Wiener-Hopf factors may be identified as follows:

E[exp{*aC; —BXe,}] = %

and
- _ _Fp0)
E[exp{ a@p +ﬁ&p}] k(p+a,‘B)

for {a,B} C C—.
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3. Here, in terms of the law of X,

©*(a, B) := k" exp (/000 /(0w> (e=f — e""t’ﬁ")%P(Xt € dx)dt)

and

#(a, B) = kexp ( /0 /( ) (et — e—w+ﬁX)%p(xt € dx)dt)
fora € C, B € T and some constants {k*,k} C R*.

Proof. These claims are contained in the remarks regarding compound Poisson processes in
(Kyprianou 2006, pp. 167-68) pursuant to the proof of Theorem 6.16 therein. Analytic continuations
have been effected in part Proposition 3-3 using properties of zeros of holomorphic functions
(Rudin 1970, p. 209, Theorem 10.18), the theorems of Cauchy, Morera and Fubini, and finally the
finiteness/integrability properties of g-potential measures (Sato 1999, p. 203, Theorem 30.10(ii)). [

Remark 4.

1. (Kyprianou 2006, pp. 157, 168) & is also the Laplace exponent of the (possibly killed) bivariate descending
ladder subordinator (iil, A ), where [ is a local time at the minimum, and the descending ladder heights
process H = X ;-1 (on {L71 < oo}; oo otherwise) is X sampled at its right-continuous inverse L.=1:

E[e*“tflfﬁﬁlﬂ{ldm}] =e WP, a8} CcT™.

2. As for the strict ascending ladder heights subordinator H* := X, .1 (on L*~1 < oo; +o0 otherwise),
L*~! being the right-continuous inverse of L*, and L* denoting the amount of time X has spent at a
new maximunt, we have, thanks to the skip-free property of X, as follows. Since P(T), < co) = e~ PO
X stays at a newly achieved maximum each time for an Exp (A(R))-distributed amount of time, departing
it to achieve a new maximum later on with probability e=®O"  and departing it, never to achieve a new
maximum thereafter, with probability 1 — e~ ®©" It follows that the Laplace exponent of H* is given by:

—logE[e PMI(H; < +00)] = (1—e PMHA(R)e™ PO L A(R) (1 — e POF) = A(R)(1— e~ (F+®ONN)

(where B € R4). In other words, H* / h is a killed Poisson process of intensity )\(R)e*‘b(o)h and with
killing rate A(R) (1 — e*‘I’(O)h),

Again thanks to the skip-free nature of X, we can expand on the contents of Proposition 3,
by offering further details of the Wiener-Hopf factorization. Indeed, if we let Ny := X;/h and Ty, := Ty,
(t >0, k € Ny) then clearly T := (Ty)x>o are the arrival times of a renewal process (with a possibly
defective inter-arrival time distribution) and N := (N;);>¢ is the ‘number of arrivals’ process. One also
has the relation: G, = Tn,, t > 0 (P-a.s.). Thus the random variables entering the Wiener-Hopf
factorization are determined in terms of the renewal process (T, N).

Moreover, we can proceed to calculate explicitly the Wiener-Hopf factors as well as & and x*.
Let p > 0. First, since ng /h is a geometrically distributed random variable, we have, for any g € C:

Ele %] = }mj e Pk (1 — o= PPy = ®(p)lik — (Lo
k=0 1— e Bh—®(p)h”

4)

Note here that ®(p) > 0 for all p > 0. On the other hand, using conditioning (for any « > 0):
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E|:e—1x6:p:| - E ( 0,00) (tr)e™ t"ﬁ[tk,tk+1)(”)>o(eprT):|

t Zﬂ[ow (te)e k(e Pl — ew"“)> o T:| , sincee, L T

= E Z {Tk<oo}( (p+e)Te e_(p+“)Tkg_P(Tk+1—Tk)):|

= E Ig) —(p+ Tk]l{Tk<oo} (1 _eV(Tk+1Tk)>:| .

Now, conditionally on T, < oo, Ti.11 — T is independent of T and has the same distribution as
T). Therefore, by (1) and the theorem of Fubini:

—x 0 _ o= P(p)h
—aGyyy _ —O(pra)ik(q _ —(p)hy _ L

E[e 7] ’ge (1—e ) PRp=Tee (5)
We identify from (4) for any g € C—: K:E? g; = 11:?;;;1;?2:),1 and therefore for any a >

*(p+a,0 —o(p+a)h *(p0 _eh(p)
0: :*E;’Jr;‘,ﬁ; = 116 iapian- We identify from (5) for any a > O Kf(;fia,)o) = 11_;@(’]“),1.

Therefore, multiplying the last two equalities, for « > 0 and g € C~, the equality:
©*(p,0 1— e @

(.0 _ ©)

K* (p +a, ﬁ) 1— e—ﬂ/l—q)(p-f—tx)h

obtains. In particular, for « > 0 and f € C—, we recognize for some constant k* € (0, c0): x*(a, §) =
k*(1 — e~ (F+®(®)) Next, observe that by independence and duality (for & > 0 and 6 € R):

E[exp{faéz +i6Xe, }]E[exp{fucg,}’ +i6X,, = /0 dtpe P'E[exp{—at +i0X;}] =

pt—at+¥(0)t _ P
/ dipe” T pta—¥(6)

Therefore:
A(P, ) 1 — el0h—@(p+a)h

. K
(p+a—900)) e a8y ~ P 100

Both sides of this equality are continuous in 0 € CY} and analytic in § € C*. They agree on R,
hence agree on Ct by analytic continuation. Therefore (foralla > 0, 3 € C):

ﬁ(P/O) _ 1 — ePh—2(p+a)h

fprap) P10 @)

(p+a—y(p))

i.e., forall B € C7 and a > 0 for which p + & # () one has:

4 1— g(ﬁ’®(l’+“))h
pra—p(B) 1—e 2Pk

Elexp{—aG,, + BX,, }] =

Moreover, for the unique By > 0, for which (Byg) = p + &, one can take the limit § — o in

the above to obtain: E[exp{—aG,, + foX,,}] = T 1p I T = ’;hq)/e(f ;p;i,) We also recognize
0)(1— e -
()

from (7) fora > 0and g € C~ w1th a # (B), and some constant k € (0,00): &(a, f) = km.
With By = ®(«) one can take the limit in the latter as 8 — By to obtain: &(a, Bo) = ky'(Bo)/h = h@,( 7
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In summary:

Theorem 3 (Wiener-Hopf factorization for upwards skip-free Lévy chains). We have the following
identities in terms of 1 and ®:

1. Foreverya > 0and p € C7:

_, . 1— e ®ph
Elexp{—aGe, = BXe,} = T g

and

: c X p 1 — e(B=@(p+a))h
[exp{7“4ep + ﬁgep H - p+a— 11](‘3) 1— e_q;.(p)h
(the latter whenever p + a # P(B); for the unique By > 0 such that P(By) = p + «, i.e., for o =

. o h'
P (p + a), one has the right-hand side given by 1p’(ﬂo)(1p—g*q’(1’)h) = fiigfﬁ;;ﬂ)).

2. Forsome {k*,k} C R* and then for every & > O and g € C:

K" (1, B) = k*(1— ¢ PHOlDM)

and

#(a, p) = ]%1 ,lxe_(igpei))h

(the latter whenever a # (B); for the unique By > 0 such that P(Bo) = «, i.e., for Bg = P(a), one has
the right-hand side given by ky' (o) /h = Wk(a))' |

As a consequence of Theorem 3-1, we obtain the formula for the Laplace transform of the running
infimum evaluated at an independent exponentially distributed random time:

p 1— e(ﬁfQ(P»h

BXep1
i) = L I (BERAR()) ®
(and E[eq)(p )&P] = 1’1 fig)()p%h). In particular, if ¢'(04) > 0, then letting p | 0 in (8), one obtains by
the DCT:
E[ePX~] = e S (B>0) ©)
'(0+)hy(B) '

We obtain next from Theorem 3-2 (recall also Remark 4-1), by letting « | 0 therein, the Laplace
exponent ¢(B) := — log E[e P T (H; < o0)] of the descending ladder heights process H:

P(B) (P —e®OM) = p(p), BeR,, (10)

@0k by insisting on a suitable choice of the local time at

the minimum. This gives the following characterization of the class of Laplace exponents of the
descending ladder heights processes of upwards skip-free Lévy chains (cf. (Hubalek and Kyprianou
2011, Theorem 1)):

where we have set for simplicity k = ¢~

Theorem 4. Let h € (0,00), {7, q} C Ry, and (¢x)keny C R, with g+ Ypen ¢k € (0, 00). Then:

There exists (in law) an upwards skip-free Lévy chain X with values in Zy, and with (i) vy being
the killing rate of its strict ascending ladder heights process (see Remark 4-2), and (ii) ¢(B) =
g+ pr(1—e PR, B € R, being the Laplace exponent of its descending ladder heights process.

if and only if the following conditions are satisfied:
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1. yq=0.
2. Setting x equal to 1, when 7y = 0, or to the unique solution of the equation:

y=(1-1/x) <¢1+x2¢k>

keN

on the interval x € (1,00), otherwise?; and then defining A1 == q + Yren P, Ak = X — Prr1,
k € N; it holds:
Ag=>0, keN.

Such an X is then unique (in law), is called the parent process, its Lévy measure is given by Y pen A—x0_gn +
O(0)h

MOy, and x = e .

Remark 5. Condition Theorem 4-2 is actually quite explicit. When <y = 0 (equivalently, the parent process does
not drift to —o0), it simply says that the sequence (¢r)xen should be nonincreasing. In the case when the parent
process X drifts to —oo (equivalently, oy > 0 (hence q = 0)), we might choose x € (1,00) first, then (¢g)i>1,
and finally «y.

Proof. Please note that with p(8) =: g+ L2, ¢p(1 — e ), x := e®O! and comparing the respective
Fourier components of the left and the right hand-side, (10) is equivalent to:

1 g+ Yren ¢ = A({h}).
2. x(q+ Lken ) +¢1 = A(R).
3. x¢p — Pry1 = A{—kh}) ke N.

Moreover, the killing rate of the strict ascending ladder heights processes expresses as A(R)(1 —
1/x), whereas (1) and (3) alone, together imply g + x Y xen ¢k + 91 = A(R).

Necessity of the conditions. Remark that the strict ascending ladder heights and the descending
ladder heights processes cannot simultaneously have a strictly positive killing rate. Everything else is
trivial from the above (in particular, we obtain that such an X, when it exists, is unique, and has the
stipulated Lévy measure and ®(0)).

Sufficiency of the conditions. The compound Poisson process X whose Lévy measure is given
by A = Y renA_k0_gn + A16y, (and whose Laplace exponent we shall denote 1, likewise the largest
zero of P will be denoted ®(0)) constitutes an upwards skip-free Lévy chain. Moreover, since x = 1,
unless g = 0, we obtain either way that ¢(8)(eP" — x) = () with ¢(B) := g + 122, pp(1 — e ),
B > 0. Substituting in this relation p := (log x) /I, we obtain at once that if ¥ > 0 (so g = 0), that then
X drifts to —o0, x = ¢ and hence ¢ = (1 — e~ ®(O)A(R) is the killing rate of the strict ascending
ladder heights process. On the other hand, when ¢ = 0, then x = 1, and a direct computation
reveals ¥/ (0+) = hAy — Yren kh(dr — pri1) = h(A1 — Yken k) = hg > 0. So X does not drift to —oo,
and ®(0) = 0, whence (again) x = e®(O", Also in this case, the killing rate of the strict ascending
ladder heights process is 0 = (1 — x)A(R). Finally, and regardless of whether 1 is strictly positive or
not, compared with (10), we conclude that ¢ is indeed the Laplace exponent of the descending ladder
heights process of X. [J

4. Theory of Scale Functions

Again the reader is invited to compare the exposition of the following section with that of
(Bertoin 1996, sct. VIL.2) and (Kyprianou 2006, sct. 8.2), which deal with the spectrally negative case.

2 Itis part of the condition, that such an x should exist (automatically, given the preceding assumptions, there is at most one).
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4.1. The Scale Function W

It will be convenient to consider in this subsection the times at which X attains a new maximum.
We let Dy, D; and so on, denote the depths (possibly zero, or infinity) of the excursions below these
new maxima. For k € N, it is agreed that Dy = +co if the process X never reaches the level (k — 1)h.
Then it is clear that for y € 75, x > 0 (cf. (Bithlmann 1970, p- 137, para. 6.2.4(a)) (Doney 2007, sct. 9.3)):

P(XTyz_x):P(DlSX/D2§x+l’l,...,Dy/hSx+y—h):
L)/ pep < (r— )0

P(Dlﬁx)'P(D1§x+h)"-P(D1§x+yfh):H’:l/hh (Dr< (r=1h) _ W(x),
M/ p(Dy < (r = 1)) W(x+y)

where we have introduced (up to a multiplicative constant) the scale function:

[x/h
W(x) =1/ ﬁj P(D; < (r—1)h) (x>0). a1
r=1

(When convenient, we extend W by 0 on (—o0,0).)

Remark 6. If needed, we can of course express P(Dq < hk), k € Ny, in terms of the usual excursions away
from the maximum. Thus, let Dy be the depth of the first excursion away from the current maximum. By the
time the process attains a new maximum (that is to say h), conditionally on this event, it will make a total
of N departures away from the maximum, where (with ]y the first jump time of X, p := A({h})/A(R),
p:=P(X, = hlT, < o) = p/P(T < )) N ~ geom(p). So, denoting 0y := P(Dy < hk), one has
P(Dy < k) = P(T), < 00) Y2 p(1 — p)'6; = m/ k € No.
The following theorem characterizes the scale function in terms of its Laplace transform.

Theorem 5 (The scale function). For every y € Z; and x > 0 one has:

P(Xy, > 1) = g

> Wity (12)

and W : [0,00) — [0,00) is (up to a multiplicative constant) the unique right-continuous and piecewise
continuous function of exponential order with Laplace transform:

_ [ B B ePt —1
W(p) = [~ e Pw(x)ax o (B> 0 (13)
Proof. (For uniqueness see e.g., (Engelberg 2005, p. 14, Theorem 10). It is clear that W is of exponential
order, simply from the definition (11).)

Suppose first X tends to +oco. Then, letting y — oo in (12) above, we obtain P(—X,, < x) =
W (x)/W (+o0). Here, since the left-hand side limit exists by the DCT, is finite and non-zero at least for
all large enough x, so does the right-hand side, and W(+c0) € (0, c0).

Therefore W(x) = W(+o0)P(—X,, < x) and hence the Laplace-Stieltjes transform of W is given
by (9)—here we consider W as being extended by 0 on (—o0,0):

/ e PYAW (x) = W (+c0) il (B>0).
[0,00) @'(

0-)hy(p)
Since (integration by parts (Revuz and Yor 1999, chp. 0, Proposition 4.5)) f[o,oo) e PXAW(x) =
B f(O,oo) e PXW(x)dx,
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we*ﬁx Odx = W(400) el —1

Suppose now that X oscillates. Via Remark 3, approximate X by the processes X¢, € > 0. In (14),
fix B, carry over everything except for %, divide both sides by W(0), and then apply this equality
to X€. Then on the left-hand side, the quantities pertaining to X¢ will converge to the ones for the
process X as € | 0 by the MCT. Indeed, fory € Z;, P(XTy =0) = W(0)/W(y) and (in the obvious
notation): 1/P(KT§ =0)1 1/P(§Ty =0) = W(y)/W(0), since X¢ | X, uniformly on bounded time
sets, almost surely as € | 0. (It is enough to have convergence for y € Z, as this implies convergence
for all y > 0, W being the right-continuous piecewise constant extension of W|Z,+ .) Thus we obtain in

the oscillating case, for some a € (0, 00) which is the limit of the right-hand side as € | 0:
ePl —1

o Bx N
/Oe W)dx = agros (B>0) (15)

Finally, we are left with the case when X drifts to —co. We treat this case by a change of measure
(see Proposition 1 and the paragraph immediately preceding it). To this end assume, provisionally,
that X is already the coordinate process on the canonical filtered space D;,. Then we calculate by
Proposition 2-2 (for y € Z;, x > 0):

P(X1, > —x) = P(T, < 0)P(Xg, > —x|T, < o) = e ®O¥P(XTv,, > —x|T, < o0) =

e~ ®Oypi(xTy > —x) = 37¢(0)yPH(XT(y) > —x) = e POYWA(x) /Wi (x + 1),

where the third equality uses the fact that (w — inflw(s) : s € [0,00)}) : (D, F) —
([—00,00), B(|—00,00)) is a measurable transformation. Here W¥ is the scale function corresponding to
X under the measure P!, with Laplace transform:

/me*ﬁxwh(x)dx _ 1 (B > 0).

0 Brp(®(0) + )

Please note that the equality P(XTy > —x) = e~ ®OYW!(x)/W(x + y) remains true if we revert

back to our original X (no longer assumed to be in its canonical guise). This is so because we can always

go from X to its canonical counter-part by taking an image measure. Then the law of the process,
hence the Laplace exponent and the probability P (X T, = —x) do not change in this transformation.

Now define W(x) := ePOU/Mlwi(x) (x > 0). Then W is the right-continuous

piecewise-constant extension of VV\Z;. Moreover, for all y € Z; and x > 0, (12) obtains with W

replaced by W. Plugging in x = 0 into (12), W|Z,, and W|z, coincide up to a multiplicative constant,
hence W and W do as well. Moreover, for all 8 > &(0), by the MCT:

/Owefﬁxw(x)dx _ e@(o)hz/k

_ e(D(O)h i 7efﬁkh(1 _ efﬁh)etb((])khwh(kh)

e e Pre® O WA (k) dx

—®(0 17€7ﬁh o .
_ o0nP ﬁ( )1_67@7@(0))}1/0 ¢~ (B-S 0T W (x)dx

o B—®0) 1- e Ph e(B=®(0)h _ 1 B (efh — 1)
B 1o o0 (B ®(0))hy(B)  Bhy(p)
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Remark 7. Henceforth the normalization of the scale function W will be understood so as to enforce the validity

of (13).

Proposition 4. W(0) = 1/(hA({h})), and W(+o0) = 1/¢'(0+) if ®(0) = 0. If ®(0) > 0,
then W (+o0) = +oo.

Proof. Integration by parts and the DCT yield W(0) = limg_,« BW(B). (13) and another application
of the DCT then show that W(0) = 1/ (hA({h})). Similarly, integration by parts and the MCT give the
identity W(+o0) = limgg BW(B). The conclusion W(+c0) = 1/¢'(0+) is then immediate from (13)
when ®(0) = 0. If ®(0) > 0, then the right-hand side of (13) tends to infinity as | ®(0) and thus,
by the MCT, necessarily W(+o00) = +co. [

4.2. The Scale Functions W), g > 0

Definition 3. For g > 0, let W@ (x) := eé('m”x/hjhwmq)(x) (x > 0), where W, plays the role of W but
for the process (X, P.) (c > 0; see Proposition 1). Please note that W) = W. When convenient we extend
W@ by 0 on (—o0,0).

Theorem 6. For each q > 0, W) : [0,00) — [0, c0) is the unique right-continuous and piecewise continuous
function of exponential order with Laplace transform:

W) = ["eFwo i = =0 L (5> a(y). (16
0 Bh(yp(B) —q)
Moreover, for all y € Z; and x > 0:
T, B W@ (x)
Bl ix >0 = v oy Gty 17)

Proof. The claim regarding the Laplace transform follows from Proposition 1, Theorem 5 and
Definition 3 as it did in the case of the scale function W (cf. final paragraph of the proof of
Theorem 5). For the second assertion, let us calculate (moving onto the canonical space D, as usual,
using Proposition 1 and noting that Xz, = y on {T, < co}):

E[eiqul{XryE*x}} _ E[E‘D(q)XTy*ﬁTyﬂ{XTyZ x}]g*q:'('i)y =

Ef<1>(q)ypq>(L7 X

O
Proposition 5. Forall ¢ > 0: W (0) = 1/ (hA({h})) and W9 (+c0) = +c0.
Proof. As in Proposition 4, W@ (0) = limg o ﬁm(ﬁ) = 1/(hA({h})). Since ®(q) > O,
W@ (4-00) = o0 also follows at once from the expression for W(@). [
Moreover:

Proposition 6. For q > 0:

. IFD(g) > 00r ' (0+) > 0, then limy 0o W@ (x)e PO UH/1IE — 1 /7 (D (q)).
2. Ifd(q) = ¢ (0+) = 0 (hence g = 0), then W (400) = o0, but limsup, ., W@ (x)/x <
co. Indeed, limy—seo W (x)/x = 2/my, if my := [1PA(dy) < oo and limy_seo W (x)/x = 0,
z'fmz = Q.
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Proof. The first claim is immediate from Proposition 4, Definition 3 and Proposition 1. To handle the
second claim, let us calculate, for the Laplace transform dW of the measure dW, the quantity (using
integration by parts, Theorem 5 and the fact that (since ¢ (0+) = 0) [ yA(dy) = 0):

lim BAW (B) = lim - B _ -2 € [0, +o0).

B0 glo Y(B)  my
For:
) By 2 _ . ﬁy -1, _m
1/;?3. (P —1)M(dy)/pB 15?01 ﬁ2 yMdy) 2

by the MCT, since (u — il) is nonincreasing on (0, 00) (the latter can be checked by comparing
derivatives). The claim then follows by the Karamata Tauberian Theorem (Bingham et al. 1987, p. 37,
Theorem 1.7.1 withp =1). [

4.3. The Functions Z<”/), g=>0

Definition 4. Foreach q > 0, let Z1 (x) :=1+4¢ fo L/ (g W@ (z)dz (x > 0). When convenient we extend
these functions by 1 on (—c0,0).

Definition 5. For x > 0, let Ty :=inf{t > 0: X; < —x}.

Proposition 7. In the sense of measures on the real line, for every q > 0:

__ qn @ _ W@ _p.
P,&quq)(q)h_ldw qWw ( h) A

where A :=h Z,f" 1 (Skh is the normalized counting measure on Z;7 " C R, P_x, X, is the law of — X, under P,
and (W@ (- —h) =[uW )A(dy) for Borel subsets A of R.

Theorem 7. Foreach x > 0,

—qTy _ qh
Ele ™ g o)) = Z0(x) - WW@(X) (18)

when q > 0, and P(Ty < o) =1 — W(x)/W(+o0). The Laplace transform of Z\1), q > 0, is given by:

= [T @ (e Prgy = L _ 9
/qu(x)e dx ﬁ<1+¢(ﬁ)_q>, (B > @(q)). (19)

Proofs of Proposition 7 and Theorem 7. First, with regard to the Laplace transform of Z(?), we have the
following derivation (using integration by parts, for every g > ®(q)):

/Ooo Z@ (x)e Prdx = 0°° %dzw(x) = % (1 +q i e—ﬁkhw(q)((k, 1)h)h>
_ ge Phph & (1—eP") gy
- (”1—@&,; 5e plk 1>’w<q>((k1)h)>

1
B
) 0 sl
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Next, to prove Proposition 7, note that it will be sufficient to check the equality of the Laplace
transforms (Bhattacharya and Waymire 2007, p. 109, Theorem 8.4). By what we have just shown, (8),
integration by parts, and Theorem 6, we then only need to establish, for p > ®(g):

g  eF®@h_1  gp Blef —1) g
P(B) —q 1—e @@t 2@k —1(p(B) —q)ph  (B) —¢q’

which is clear.
Finally, let x € ZZ’. For g > 0, evaluate the measures in Proposition 7 at [0, x|, to obtain:

Ble™™ Lir gl = Pleg 2 To) = P(Xe, < =) = 1= P(X,, > —¥)
- W@ )z — — T @
1 +q/0 W\ (z)dz S 1W (x),

whence the claim follows. On the other hand, when g = 0, the following calculation is straightforward:
P(Ty < ) =P(Xpo < —x) =1—P(Xp > —x) =1 — W(x)/W(+00) (we have passed to the limit
y — o0 in (12) and used the DCT on the left-hand side of this equality). [

Proposition 8. Let g > 0, x >0,y € Z,". Then:

, W@ (x)

Ele—1Tx 1,.. — 7@ () — 7@ v
T gy crp ] = 2900 = 20 Ty

Proof. Observe that {T, = T,} = @, P-as. The case when g = 0 is immediate and indeed contained

in Theorem 5, since, P-a.s, O\{T, < Ty} = {T, > T,} = {XTy > —x}. For g > 0 we observe that by

the strong Markov property, Theorem 6 and Theorem 7:

Bl T oqy) = Ele™ ™ Lip ] — Bl ™ Ligor )]
O Y . L
Z'(x) @@l — 1
gy WO
S Y T W@ty

W (x) — Ele™ ™ g JEl M )]

— 7@ () @ A pe
20(x) (296-+9) - WO +0)

W@ (x)
7@ (y)y — 7@ )
(1) = 20 ) g

which completes the proof. [

4.4. Calculating Scale Functions

In this subsection it will be assumed for notational convenience, but without loss of generality,
that i = 1. We define:

vi=AR), p=A{1}/7, a:=A{-k})/v k=1

Fix g > 0. Then denote, provisionally, e,, s := E[e*qu]l{XTszm}], and ¢; := e, where {m, k} C
Np and note that, thanks to Theorem 6, e, ; = E%k for all {m, k} C Ny. Now, ¢y = 1. Moreover, by the
strong Markov property, for each k € Ny, by conditioning on F7, and then on Fj, where ] is the time
of the first jump after Tj (so that, conditionally on T < oo, ] — T ~ Exp(7)):
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ep1 = E [e_qull{XTkZO}e_W_Tk) (1(next jump after Ty up) +
1(next jump after Ty 1 down, then up 2 before down more than k — 1) + - - - +
1(next jump after Ty, k down & then up k + 1 before down more than 0))e~(T+1=/ )]

- v . — k1

= % [P+ qiec1p+ - + Qo] Tk
Upon division by ejex. 1, we obtain:

W@ (k) = ’H_q[pw()(k+1)+q1W(‘7)(k71)+~~~+qu(L7)(O)].
Put another way, forall k € Z:
q k
pW@ (k+1) = (1 + ;) WD (k) = Y g W@ (k —1). (20)
I=1

Coupled with the initial condition W(® (0) = 1/(yp) (from Proposition 5 and Proposition 4),
this is an explicit recursion scheme by which the values of W(®) obtain (cf. (De Vylder and Goovaerts
1988, sct. 4, eq. (6) & (7)) (Dickson and Waters 1991, sct. 7, eq. (7.1) & (7.5)) (Marchal 2001, p. 255,
Proposition 3.1)). We can also see the vector W) = (W (k))yez as a suitable eigenvector of
the transition matrix P associated with the jump chain of X. Namely, we have for all k € Z:
(1 + %) W@ (k) = Ljez PaW@ (1).

Now, with regard to the function Z(%), its values can be computed directly from the values
of W@ by a straightforward summation, Z(®(n) = 1+ ¥/ W@ (k) (n € Ny). Alternatively,
(20) yields immediately its analogue, valid for each n € Z" (make a summation Z,’;S and multiply by
g, using Fubini’s theorem for the last sum):

n—1
pZ (n+1) — p— pgW@ (0) = (1+§)(z “L a1,
ie, forallk € Z,:
k—1
pZ (k+1) + <1p m) ( 7>Z(q>(k)72q12(q>(k4)~ @)
1=1

Again this can be seen as an eigenvalue problem. Namely, for all k € Z: <1 + %) 7 (k) =
Yiez PaZ@(1). In summary:

Proposition 9 (Calculation of W(?) and Z(?)). Let h = 1and q > 0. Seen as vectors, W9 := (W@ (k))yez
and 29 := (Z'9D(k))xey, satisfy, entry-by-entry (P being the transition matrix associated with the jump chain
of X; Ay :=1+q/A(R)):

(PWWD) |z, = AWD |z, and (PZW)|7, = 1,297, (22)

, (20) und (1) hold true for k € Z,. Additionally, W@|, = 0 with WD (0) = 1/A({1}),
whereasZ Nz =1

An alternative form of recursions (20) and (21) is as follows:
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Corollary 1. We have for all n € Ny:

W (n+1) = W (0) +§w<q>(n +1 —k)%, WD) =1/A({1}),  (3)
and for ?‘l) =z _1,
%(n+1):(n+l)A({ql})+}i%(n+l—k)%, ZD0)=0. (24
=1

Proof. Recursion (23) obtains from (20) as follows (cf. also (Asmussen and Albrecher 2010, (proof of)
Proposition XV1.1.2)):

pWOD (1) + Y WD (n — k) = vyyW (), ¥n € Ny =
k=1

k-1 n
pW@ (k1) + > G WD (m) = v,,W(”)(k),Vk € Ny = (making a summation ))

m=0 k=0
n n k-1 n
pYWOUk+1)+ Y Y qienW (m) = vy Y WD (k),Vn € Ng = (Fubini)
k=0 k=0m=0 k=0

n n—1 " n
WD+ +p Y WD)+ Y WD (m) Y g =pWD(0) +v, Y. W (k),¥n € Ny = (relabeling)
k=0 m=0 k=m+1 k=0

n n—1 n—k n
pW(q)(Vl +1)+p Z W(q)(k) + Z W(q)(k) Z q = pW(q)(O) +(14q/v) Z W(q)(k),Vn € Ng = (rearranging)
k=0 k=0 1=1 k=0

T+ Yok @

n
W(‘?)(n +1) = W@(0) + Z W@ (k)
k=0 Py

,Vn € Ny = (relabeling)

n+1 00
WO (n4+1) = WO (0) + Y W (n +1 %)‘”7’]727’:“”,%1 €Np.
k=1
Then (24) follows from (23) by another summation fromn = 0ton = w — 1, w € Ny, say, and an
interchange in the order of summation for the final sum. [

Now, given these explicit recursions for the calculation of the scale functions, searching for those
Laplace exponents of upwards skip-free Lévy chains (equivalently, their descending ladder heights
processes, cf. Theorem 4), that allow for an inversion of (16) in terms of some or another (more or
less exotic) special function, appears less important. This is in contrast to the spectrally negative case,
see e.g., Hubalek and Kyprianou (2011).

That said, when the scale function(s) can be expressed in terms of elementary functions, this is
certainly note-worthy. In particular, whenever the support of A is bounded from below, then (20)
becomes a homogeneous linear difference equation with constant coefficients of some (finite) order,
which can always be solved for explicitly in terms of elementary functions (as long as one has control
over the zeros of the characteristic polynomial). The minimal example of this situation is of course
when X is skip-free to the left also. For simplicity let us only consider the case g = 0.

. . L Trapy ket
e  Skip-free chain. Let A = pd; + (1 — p)é_1. Then W(k) = % (Tp> —1|,unless p =1/2,
in which case W(k) = 2(1+ k), k € Ny.

Indeed one can in general reverse-engineer the Lévy measure, so that the zeros of the characteristic
polynomial of (20) (with g = 0) are known a priori, as follows. Choose | € N as being — inf supp(A);
p € (0,1) as representing the probability of an up-jump; and then the numbers A4, ..., A; ;4 (real, or not),
in such a way that the polynomial (in x) p(x — A1) - - (x — Aj41) coincides with the characteristic
polynomial of (20) (for g = 0):

pr o g g
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of some upwards skip-free Lévy chain, which can jump down by at most (and does jump down by)
I units (this imposes some set of algebraic restrictions on the elements of {Aq,...,A;41}). A priori
one then has access to the zeros of the characteristic polynomial, and it remains to use the linear
recursion in order to determine the first / 4+ 1 values of W, thereby finding (via solving a set of linear
equations of dimension [ + 1) the sought-after particular solution of (20) (with g = 0), that is W.
A particular parameter set for the zeros is depicted in Figure 1 and the following is a concrete example
of this procedure.

] L S S

0.5 -

0.0 -

P S S S S S R SO B
-0.5 0.0 0.5 1.0 1.5 2.0

Figure 1. Consider the possible zeros Aj, A and A3 of the characteristic polynomial of (20) (with
q = 0), when | := —infsupp(A) = 2 and p = 1/2. Straightforward computation shows they
are precisely those that satisfy (0) A3 = 2 — A1 — Ag; (i) (A —1)(A2 —1)(A1 + A2 — 1) = 0 and (ii)
AMAz+ (A1 +A2)(2— A1 —Az) > 0 & AA2(2 — A — Ag) < 0. In the plot one has A as the abscissa,
Ay as the ordinate. The shaded area (an ellipse missing the closed inner triangle) satisfies (ii), the black
lines verify (i). Then g1 = (MA2 + (A1 +A2)(2— A1 — Ap))/2and qp = (—A1A2(2 — A — Ap)) /2.

“Reverse-engineered” chain. Let | = 2, p = ! and, with reference to (the caption of) Figure 1,
M=1A = 7%, A3 = % Then this corresponds (in the sense that has been made precise
above) to an upwards skip-free Lévy chain with A/A(R) = 18; + %5,1 + %5_2 and with W(n) =
A+B(=1)"+C(3)", forall n € Z, for some {A, B,C} C R. Choosing (say) A(R) = 2, we have
from Proposition 4, W(0) = 1; and then from (20), W(1) =2, W(2) = %. This renders A = —%,
B=4,C=1.

An example in which the support of A is not bounded, but one can still obtain closed form

expressions in terms of elementary functions, is the following.

“Geometric” chain. Assume p € (0,1), takeana € (0,1),andletq; = (1—p)(1—a)a' "' for! € N.
Then (20) implies for z(k) := W(k)/ak that paz(k +1) = z(k) — 25, (1 — p)(1 —a)z(k —1)/a,
ie., for y(k) := Y4_,z(1) the relation pa®y(k +1) — (a + pa®)y(k) + (1 — p+ pa)y(k —1) = 0,
a homogeneous second order linear difference equation with constant coefficients. Specialize now
to p = a = } and take 7 = A(R) = 2. Solving the difference equation with the initial conditions
that are got from the known values of W(0) and W(1) leads to W(k) = 2(3)* — 1, k € Z,.
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This example is further developed in Section 5, in the context of the modeling of the capital
surplus process of an insurance company.

Beyond this “geometric” case it seems difficult to come up with other Lévy measures for X that
have unbounded support and for which W could be rendered explicit in terms of elementary functions.

We close this section with the following remark and corollary (cf. (Biffis and Kyprianou 2010,
eq. (12)) and (Avram et al. 2004, Remark 5), respectively, for their spectrally negative analogues): for
them we no longer assume that & = 1.

Remark 8. Let L be the infinitesimal generator (Sato 1999, p. 208, Theorem 31.5) of X. It is seen from (22),
that for each > 0, (L~ )W@)[z, = ((L - g)Z®)[, =0.

Corollary 2. For each q > 0, the stopped processes Y and Z, defined by Y; := e~ 1T )W (@) o Xy, and

Zp = e 1T W) o Xipr—, t = 0, are nonnegative P-martingales with respect to the natural filtration
0
FX = (FX)s0 of X.

Proof. We argue for the case of the process Y, the justification for Z being similar. Let (Hy)>1, Ho := 0,
be the sequence of jump times of X (where, possibly by discarding a P-negligible set, we may insist on
all of the Ty, k € Ny, being finite and increasing to +coask — ). Let0 <s <t, A € ]-'SX . By the MCT
it will be sufficient to establish for {I,k} C Ny, I <k, that:

E[L(H) <5 < Hiq)IaYil(Hy <t < Hiq)] = E[L(H; <5 < Hpq)UaYsL(Hy <t < Heyq)]. (25)

On the left-hand (respectively right-hand) side of (25) we may now replace Y; (respectively
Y;) by Yy, (respectively Yp,) and then harmlessly insist on I < k. Moreover, up to a completion,
FX C o((Hpu A3, X(Hu A$))ms0)- Therefore, by a 71/ A-argument, we need only verify (25) for sets A
of the form: A = ﬂf\f:l{Hm Ns € Ap} N{X(Hpu AS) € B}, Am, By Borel subsets of R, 1 < m < M,
M € N. Due to the presence of the indicator 1(H; < s < Hj,q), we may also take, without loss
of generality, M = [ and hence A € .7-',2,(]. Furthermore, H := o(H;,1 — H;, H, — H;, Hy,1 — Hj) is
independent of }-1)4(1 V o(Yp,) and then E[Yp, \]—'ﬁ[ vV H] = E[Yy, |]—'I§I] = Yp,, P-as. (as follows at once
from (22) of Proposition 9), whence (25) obtains. [J

5. Application to the Modeling of an Insurance Company’s Risk Process

Consider an insurance company receiving a steady but temporally somewhat uncertain stream of
premia—the uncertainty stemming from fluctuations in the number of insurees and/or simply from the
randomness of the times at which the premia are paid in—and which, independently, incurs random
claims. For simplicity assume all the collected premia are of the same size 1 > 0 and that the claims
incurred and the initial capital x > 0 are all multiples of . A possible, if somewhat simplistic, model for
the aggregate capital process of such a company, net of initial capital, is then precisely the upwards
skip-free Lévy chain X of Definition 1.

Fix now the X. We retain the notation of the previous sections, and in particular of Section 4.4,
assuming still that i = 1 (of course this just means that we are expressing all monetary sums in the
unit of the sizes of the received premia).

As an illustration we may then consider the computation of the Laplace transform (and hence,
by inversion, of the density) of the time until ruin of the insurance company, which is to say of the
time T .

To make it concrete let us take the parameters as follows. The masses of the Lévy measure
on the down jumps: A({—k}) = (})¥, k € N; mass of Lévy measure on the up jump: A({1}) =
L4y - (3)" = 3 /positive “safety loading” s := 3/; initial capital: x = 10. This is a special
case of the “geometric” chain from Section 4.4 with ¢ = %, p= % and a = % (see p. 20 for a). Setting,
for k € No, 70 (k) := Y5, W@ (1)2! produces the following difference equation: 597 (k 4-1) — (19 +
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49)7D (k) + (18 +49)79 (k — 1) = 0, k € N. The initial conditions are 47 (0) = W(?)(0) = 2 and
YD (1) = v@(0) + 2W @ (1) = 2+ (2)%(7 +2q). Finishing the tedious computation with the help of
Mathematica produces the results reported in Figure 2.

0.30¢
0.015
025}

0.20F

0.010
0.15}
0-10¢ 0.005
005}
0.00 005 0.10 01 020 0 5 10 15 20
(a) Laplace transform (b) Density

Figure 2. (a): The Laplace transform I := ([0,00) 5 q — E[e™7Tx; Ty < 0]) for the parameter set
described in the body of the text, on the interval [0, 0.2]. The probability of ruinis P(T, < co) =1(0) =
1—W(10)/W(e0) =1 —¢'(0+)W(x) = 1 —sW(x) = 0.28 and the mean ruin time conditionally on
ruin is E[T; |Ty < oo] = —1I'(0+)/1(0) = 21.8 (graphically this is one over where the tangent to [ at
zero meets the abscissa); (b): Density of Ty on {T; < oo}, plotted on the interval [0, 20], and obtained
by means of numerically inverting the Laplace transform [ (the Lebesgue integral of this density on
[0,00) is equal to P(T; < 0)).

On a final note, we should point out that the assumptions made above concerning the risk
process are, strictly speaking, unrealistic. Indeed (i) the collected premia will typically not all be of
the same size, and, moreover, (ii) the initial capital, and incurred claims will not be a multiple thereof.
Besides, there is no reason to believe (iii) that the times that elapse between the accrual of premia
are (approximately) i.id. exponentially distributed. Nevertheless, these objections can be reasonably
addressed to some extent. For (ii) one just need to choose / small enough so that the error committed in
“rounding off” the initial capital and the claims is negligible (of course even a priori the monetary units
are not infinitely divisible, but e.g., 1 = 0.01 €, may not be the most computationally efficient unit to
consider in this context). Concerning (i) and (iii) we would typically prefer to see a premium drift (with
slight stochastic deviations). This can be achieved by taking A({/}) sufficiently large: we will then
be witnessing the arrival of premia with very high-intensity, which by the law of large numbers on a
large enough time scale will look essentially like premium drift (but slightly stochastic), interdispersed
with the arrivals of claims. This is basically an approximation of the Cramér-Lundberg model in the
spirit of Mijatovic et al. (2015), which however (because we are not ultimately effecting the limits /1 | 0,
A({h}) — o) retains some stochasticity in the premia. Keeping this in mind, it would be interesting to
see how the upwards skip-free model behaves when fitted against real data, but this investigation lies
beyond the intended scope of the present text.
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Abstract: As is well-known, the benefit of restricting Lévy processes without positive jumps is
the “W, Z scale functions paradigm”, by which the knowledge of the scale functions W, Z extends
immediately to other risk control problems. The same is true largely for strong Markov processes X,
with the notable distinctions that (a) it is more convenient to use as “basis” differential exit functions
v, 6, and that (b) it is not yet known how to compute v, 6 or W, Z beyond the Lévy, diffusion, and a
few other cases. The unifying framework outlined in this paper suggests, however, via an example
that the spectrally negative Markov and Lévy cases are very similar (except for the level of work
involved in computing the basic functions v, §). We illustrate the potential of the unified framework
by introducing a new objective (33) for the optimization of dividends, inspired by the de Finetti
problem of maximizing expected discounted cumulative dividends until ruin, where we replace ruin
with an optimally chosen Azema-Yor/generalized draw-down/regret/trailing stopping time. This is
defined as a hitting time of the “draw-down” process Y; = sup,.,., Xs — X; obtained by reflecting
X; at its maximum. This new variational problem has been solved in a parallel paper.

Keywords: first passage; drawdown process; spectrally negative process; scale functions; dividends;
de Finetti valuation objective; variational problem

1. A Brief Review of First Passage Theory for Strong Markov Processes without Positive Jumps
and Their Draw-Downs

Motivation. First passage times intervene in the control of reserves/risk processes. The rough idea
is that when below low levels a, the reserves should be replenished at some cost, and when above high
levels b, the reserves should be invested to yield dividends—see for example Albrecher and Asmussen
(2010). There is a wide variety of first passage control problems (involving absorption, reflection
and other boundary mechanisms), and it has been known for a long while that these problems are
simpler in the “completely asymmetric” case when all jumps go in the same direction. In recent years
it has become clearer that most first passage problems can be reduced to the two basic problems of
going up before down, or vice versa, and that their answers may usually be ergonomically expressed
in terms of two basic “scale functions” W, Z (Albrecher et al. (2016); Avram et al. (2004, 2007, 2015,
2017a, 2017b, 2018a, 2018b); Avram and Zhou (2017); Bertoin (1997); Ivanovs and Palmowski (2012);
Kyprianou (2014); Landriault et al. (2017b); Li et al. (2017); Li and Zhou (2018); Suprun (1976)). The
proofs require typically not much more than the strong Markov property; it is natural, therefore, to
develop extensions to strong Markov processes. This has been achieved already in particular spectrally
negative cases such as random walks Avram and Vidmar (2017), Markov additive processes Ivanovs
and Palmowski (2012), Lévy processes with () state-dependent killing Ivanovs and Palmowski (2012),
certain Lévy processes with state-dependent drift Czarna et al. (2017), and is in fact possible in general.
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However, characterizing the functions W, Z is still an open problem, even for simple classic processes
such as the Ornstein-Uhlenbeck and the Feller branching diffusion with jumps.

Let X; denote a one-dimensional strong Markov process without positive jumps, defined on a
filtered probability space (Q, { F¢}>0, P). Denote its first passage times above and below by

Tyt = Ty (X) =inf{t > 0: X; > b}, T, =T, (X) =inf{t > 0: X; < a},

with inf@ = +oo.

Recall that first passage theory for diffusions and spectrally negative or spectrally positive Lévy
processes is considerably simpler than that for processes which may jump both ways. For these two
families, a large variety of first passage problems may be reduced to the computation of two monotone
“scale functions” W, Z (by simple arguments such as the strong Markov property). See Albrecher et al.
(2016); Avram et al. (2004, 2007, 2015, 2017a, 2018a); Avram and Zhou (2017); Bertoin (1997); Ivanovs
and Palmowski (2012); Li and Zhou (2018); Suprun (1976) for the introduction and applications of W, Z
in the Lévy case. For diffusions, the most convenient basic functions are the monotone solutions ¢, ¢
of the Sturm-Liouville equation—see Borovkov (2012). Finally, for spectrally negative or spectrally
positive Lévy processes and diffusions, off-shelf computer programs could easily produce the answer
to a large variety of problems, once approximations for the basic functions associated with the process
have been produced. This continues to be true in principle for non-homogeneous Markov processes
with one-sided jumps (by a simple application of the strong Markov property at the smooth crossing
exit from an interval). However, there are very few papers proposing methods to compute W, Z for
non-Lévy processes (see though Czarna et al. (2017), and Jacobsen and Jensen (2007), where the case of
Ornstein-Uhlenbeck processes with phase-type jumps is studied).

The two sided exit functions. The most important first passage functions are the solutions of the
two-sided upward and downward exit problems from a bounded interval [a, b]:

b —qTy —6(X,  —
Yyo(x,a) :=Ey |e o+ =0(X, ,

b)

1

{T”'*<T""}} 0>0,a<x<b 1
b — —qTy +0(Xp, — 7,0>0,a<x<bh. 1)
Y o(xa) :=Ey {e o003, - a)l{Ta, <Tyi}

We will also call them killed survival and ruin first passage probabilities, respectively. Note that
these are functions of five variables, very hard to compute in general. For processes with one-sided
jumps, one of the exits must be smooth (without overshoot); in this case, the parameter 6 is unnecessary
and will be omitted. Also, when a = 0, it will be omitted, to simplify the notation.

For diffusions and Lévy processes with one-sided jumps, the two sided exit functions have
well-known explicit formulas.

For spectrally negative Lévy processes, the simplest is the smooth survival probability,
whose factors are:

Wg(x,a) _ Wq(X—Z) _ e—ffv,,(sfu)ds’ (2)

W, (x) is called the scale function Bertoin (1998); Suprun (1976)". We will assume throughout that W,

is differentiable (see Chan et al. (2011) for information on the smoothness of scale functions). Then,
W(s)

vg(s) = Wy(s) is the logarithmic derivative of W;, and may be interpreted as the “survival function of

excursions lengths” Bertoin (1998). The non-smooth ruin probability has a more complicated explicit
formula involving a second scale function Z; Avram et al. (2004)—see Remark 1 below.

1 The fact that the survival probability has the multiplicative structure (2) is equivalent to the absence of positive jumps, by

the strong Markov property.
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The draw-down/regret/loss/process. Motivated by applications in statistics, mathematical
finance and risk theory, there has been increased interest recently in the study of the running maximum
and of the draw-down/regret/loss/process reflected at the maximum, defined by

Yy =X — X, Xpi= sup Xs.
0<t'<t
Of equal interest is the infimum, and the draw-up/gain/process reflected at the infimum,
defined by
Y, =X —X;, X;= inf X
0<t'<t
See Landriault et al. (2015, 2017a); Mijatovic and Pistorius (2012) for references to the numerous
applications of draw-downs and draw-ups.
Draw-down and draw-up times are first passage times for the reflected processes:

Ty = inf{t > 0:X;—X; > d},

3
Ty =inf{t >0: Xy — X, >d}, d > 0. )

Such times turn out to be optimal in several stopping problems, in statistics Page (1954) in
mathematical finance/risk theory—see for example Avram et al. (2004); Carr (2014); Lehoczky (1977);
Shepp and Shiryaev (1993); Taylor (1975)—and in queueing. More specifically, they figure in risk
theory problems involving capital injections or dividends at a fixed boundary, and idle times until a
buffer reaches capacity in queueing theory.

Remark 1. The second scale function Z Avram et al. (2004); Ivanovs and Palmowski (2012); Pistorius (2004)
useful for solving the spectrally negative non-smooth ruin probability (and many other problems) is best defined
via the solution of the non-smooth total discounted “regulation” problem.

Let Xt[0 = X + L; denote the process X; modified by Skorohod reflection at 0, with requlator Ly = —X;,

let E,[(0 denote expectation for this process and let

0
T =Tos Ur,,cmy_y + o my_cm, ) )

denote the first passage to b of Xt[o.

(a) The Laplace transform of the total regulation (“capital injections/bailouts”) into the process reflected
non-smoothly at 0, until the first smooth up-crossing of a level b, may be factored as (Ivanovs and Palmowski
2012, Thm. 2):

Zg0(x)
.9
a7l _g1 , 0 < oo
e " } _{ Zu®” o , ®
E, {e*q% Ty < TO,_} = W‘;(h), 0 =00

with Z, g(x) determined up to a multiplying constant.
(b) Decomposing (5) at min(T,", To,—) yields a formula (1) for the ruin probability Ivanovs and Palmowski
(2012). Indeed:
o0
—qT, —6L
b TILO o qug(x) Wq(x)

= Zyo0) ~ Wy(b) T E

N
=
5=
—
=)
=

—qTo,—+6X7,

IEJ[(O e

;To,— < Tb,+]

Tg,e(x)zq,ﬂ(o) =y [equo'jGXTU'*;To,f < Tb,+} Z49(0) = Zyp(x) — Wo(x)Wy(b) ' Zg0(b).  (7)

To simplify this formula, it is customary to choose Z,;4(0) = 1.
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For non-homogeneous spectrally negative Markov processes, it is possible Avram et al. (2017a) to
extend the equalities (2), (7) to analogue expressions involving scale functions of two variables

— Wq(x,u)
a

¥, (x,a) = ¥ o(x,a) = Zya(x,a) — Wy(x,a) Wy (b,a) "' Zy (b, a). )

However, it is simpler to start, following Landriault et al. (2017b), with differential versions,
whose existence will be assumed throughout this paper.

Assumption 1. Forall q,0 > 0and y < x fixed, assume that ?Z(x,y) and ‘Ps’e(x,y) are differentiable in b at
b = x, and in particular that the following limits exist:

_ ?X‘FE(x,y)
vp(x,y) i= lim —— ©)
and . ‘f’ﬁe(x,y)
dg0(x,y) == 1811})1 - (10)

Remark 2. A necessary condition for Assumption 1 to hold is that X is upward reqular and creeping upward at
every x in the state space—see (Landriault et al. 2017b, Rem. 3.1). Within this class, it seems difficult to provide
examples where Assumption 1 is not satisfied.

It turns out that the differentiability of the two-sided ruin and survival probabilities as functions
of the upper limit provides a method for computing other first passage quantities; for example, (12)
and (23) below may be computed by solving the first order ODE'’s in Theorem 2. Informally, we may
say that the pillar of first passage theory for spectrally negative Markov processes is proving the
existence of v, .

In the Lévy case note that by (2) v, (x,y) = ng:i; =vy(x —y),and d,9(x,y) = 9;6(x —y) where
Avram et al. (2017a)
bup(3) = Zya(2) = Wy (1) 0 )
70\ = 2q,0 q Wy (x)

Remark 3. For diffusions, Wy (x, a) is a certain Wronskian—see for example Borovkov (2012). Also, for Langevin
type processes with decreasing state-dependent drifts, Wy (x, a) solves a certain renewal equation Czarna et al.
(2017). The case of Ornstein-Uhlenbeck/Segerdahl-Tichy processes with exponential jumps is currently under
study in Avram and Garmendia (2019). Some information about the generalization to Ornstein-Uhlenbeck
processes with phase-type jumps can be found in Jacobsen and Jensen (2007). Beyond that, computing Wy (x, a)
or vg(x, a) is an open problem. This is an important problem, and we conjecture that the method of Jacobsen and
Jensen (2007) may be extended, at least to affine diffusions with phase-type jumps, and possibly to all diffusions
with phase-type jumps.

The drawdown exit functions. Recently, control results with drawdown times 7, replacing classic
first passage times started being investigated—see for example Landriault et al. (2017a); Mijatovic and
Pistorius (2012). Two natural objects of interest for studying 7, are the two sided exit times

Tpr g = min(7y, Tp 1), Ty g = min(7y, T, - ).

In terms of the two-dimensional process t — (X}, Y;), these are the first exit times from the regions
(—o0,b] x [0,d] and [a,00) x [0,d].
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Fundamental in the study of say Ty, 4 are the following two Laplace transforms UbD/DbU
(up-crossing before draw-down/draw-down before up-crossing), which are analogues of the killed
survival and ruin probabilities :

Ust,ﬂ,d(x) =, [equb,we(Xr,,,;b);TH < Td} —E, {equb,+—o(Xr,,/+ —b>;yrd S b]

12)
Db, 4(x) = Ex [efqrdfe(yffd)ﬂd < Tb,+] —E, [equdfG(YTdfd);YTd - b] .
For spectrally negative Lévy processes, these have again simple formulas:
1. "
ubD?,(x) := Ey [e*'ﬂm (T, < Td} — e ¥ wZEd), (13)

2. The function DbU may be obtained by integrating the fundamental law (Mijatovic and Pistorius
2012, Thm 1), (Landriault et al. 2017a, Thm 3.1)2

0g6(d, x,5) 1=y [eiﬁfg(yffd);?rd € ds} = (Vq(d) e va(@)(s=x)¢ ds) Sg,6(d)

o Y vg(d
| 19

where d,4(d) is given by (11). Integrating yields

. —(b—x)%—g;
Dby 4(x) = (1 e 0@ ) 5, 5(d). (15)

Remark 4. The probabilistic interpretation of vy, the logarithmic derivative of Wy. Taking a = 0 for simplicity,
the last formula in (2) has the interesting interpretation as the probability that no arrival has occurred between
times x and b, for a non-homogeneous Poisson process of rate vy(s),s € [x, b]. Alternatively, differentiating (2)
yields

dis?f;(s) —u(s)¥(s) =0,  Eo(b)=1. (16)

This equation coincides the Kolmogorov equation for the probability that a deterministic process Ys = s,
killed at rate vy(s), reaches b before killing, when starting at s. It turns out, by excursion theory, that such a
process Y5 may be constructed by excising the negative excursions from Xy, and by taking the running maximum
s as time parameter.

The logarithmic derivative vy (s) will be needed below in the de Finetti problem (17), where we will use the
fact that the expected dividends vy (b) paid at a fixed barrier b, starting from b, equal the expected discounted
time until killing, which is exponential with parameter vy(b), being therefore simply the reciprocal of the killing
parameter vg(b):

b]

/TO" e d(X; — b)} =v,(b) . 17)

vq(b) :=E
q(b) b,

Please note that (Mijatovic and Pistorius 2012, Thm. 1) give a more complicated “sextuple law” with two cases, and that
(Landriault et al. 2017a, Thm 3.1) use an alternative to the function Z;(x, 0), so that some computing is required to get (11)
and (14).
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We see in the equation above and others that vy may serve as a convenient alternative characteristic of a
spectrally negative Markov process, replacing Wy. Just as Wy, it may be extended to the case of generalized
drawdown killing introduced in Avram et al. (2017b); Li et al. (2017).

Contents. We start in Section 2 by presenting a pedagogic first passage example illustrating the
W, Z paradigm: the first time

TR = Tu,b,d = Ta/, A Tb,+ A T4 (18)
when (X, Y) with X Lévy leaves a rectangular region R = [a,b] x [0,d].

Remark 5. Please note that letting a — —o0,b — oo reduces T, 4 to T4, and letting d — oo, b — oo reduces
Top, to Ty, —. Hence both classic first passage and drawdown times appear as special cases of T, j, 4. For finite
a,b,d, our region has two classic and one drawdown exit boundary.3

In Section 3 we provide geometric considerations which reduce computations of the Laplace
transforms of the “three-sided” exit times of (X, Y) to that of Laplace transforms of two-sided exit
problems involving T, —, Ty, ; and 7, (like (1) and (12))—see Figure 1.

Only the strong Markov property is used; however, for the sake of simple notations we restricted
the exposition to the family of Lévy processes (which have also the convenient feature that the scale
functions W, Z may be computed by inverting Laplace transforms Avram et al. (2004, 2015); Bertoin
(1998); Ivanovs and Palmowski (2012); Kyprianou (2014)).

In Section 4 we enlarge the framework to that of generalized drawdown times Avram et al. (2017b);
Li et al. (2017). This immediately entails that v, § become functions of two variables defined in (9) and
(10), and the extension to the spectrally negative Markov case becomes natural. We turn therefore to
exits from certain trapezoidal-type regions in Section 5, under the spectrally negative Markov model.

In Section 6 we consider processes reflected at an upper barrier and formulate a Finetti’s optimal
dividends type objective with combined ruin and generalized drawdown stopping; this involves
adding one reflecting vertex to our trapezoidal region. Included here is a new variational problem for
de Finetti’s dividends with generalized drawdown stopping (33); since the solution is not immediate
even in the Lévy case, this has been provided in the parallel paper Avram and Goreac (2018).

2. Geometric Considerations Concerning the Joint Evolution of a Lévy Process and Its
Draw-Down in a Rectangle

To study the process (X;,Y;), it is useful to start with its evolution in a rectangular region
R:=1a,b] x[0,d] CR xRy, wherea < bandd > 0. Define

TR =Typa = inf{t: (X;,Y:) € R} =1y AT, A T, +-

A sample path of (X,Y), where X is chosen to be a spectrally negative Lévy process, and the
region R is depicted in Figure 1.

3 Choosing a,b,d optimally in various control problems involving optimal dividends and capital injections should be of

interest, and will be pursued in further work.
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Figure 1. A sample path of (X, Y) with X a spectrally negative Lévy process. The region R has d = 10,
a = —6 and b = 7; the dark boundary shows the possible exit points of (X, Y) from R. The base of the
red line separates R in two parts with different behavior.

As is clear from the figure and from its definition, the process (X, Y) has very particular dynamics

on R: away from the boundary d; := {(x1,x2) € R x Ry : xp = 0} it oscillates during negative
excursions from the maximum on line segments lyf where, for ¢ € R, I := {(x1,x2) € Rx R4 :
X1+ x2 = c}.

As X; increases, the line segment ZY, on which (X,Y) oscillates advances to the
right—continuously, in the spectrally negative case, and in general possibly with jumps.

On 91, we observe the Markovian upward ladder process, i.e., the maximum X with downward
excursions excised, with extra spatial killing upon exiting R. If only time killing was present,
with d = oo, this would be a killed drift subordinator, with Laplace exponent «(s) = s + ®; (as
a consequence of the Wiener-Hopf decomposition Kyprianou (2014)). In the rectangle, in the spectrally
negative case, the ladder process becomes a killed drift with generator Go(s) := ¢'(s) — v4(d)¢(s)
Albrecher et al. (2014); Avram et al. (2017b). Finally, with generalized drawdown (when the upper
boundary is replaced by one determined by certain parametrizations (d(s),d(s))—see below), the
generator will have state-dependent killing:

Go(s) := ¢'(s) = vg(d(s)) 9(s). (19)

Several functionals (ruin, dividends, tax, etc.) of the original process may be expressed as
functionals of the killed ladder process. This explains the prevalence of first order ODE’s—see
(25) for one example—when working with spectrally negative processes. Several implications for
Tr are immediately clear from these dynamics: for example, the process (X,Y) can leave R only
through dR N {(x1,x2) € R x Ry : x1 < b —d} or through the point (b,0) (see the shaded region in
Figure 1). Also,

1. Ifb < a+d,itis impossible for the process to leave R through the upper boundary of dR and for
these parameter values Tr reduces to T, A T, ;.. Here it suffices to know the functions (1) to
obtain the Laplace transform of Tg.

2. Ifa+d < x,itis impossible for the process to leave R through the left boundary of dR, and
Tg reduces to Ty, . A 74. Here it suffices to apply the spectrally negative drawdown formulas
provided in Landriault et al. (2017a); Mijatovic and Pistorius (2012).

3. Inthe remaining case x < a +d < b, both drawdown and classic exits are possible. For the latter
case, see Figure 1. The key observation here is that drawdown [classic] exits occur iff X; does
[does not] cross the line x; = d + a. The final answers will combine these two cases.
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3. The Three Laplace Transforms of the Exit Time out of a Rectangle for Lévy Processes without
Positive Jumps

In this section we provide Laplace transforms of T and of the eventual overshoot at Tg. One can
break down the analysis of Tk to nine cases, depending on which of the three exit boundaries T —,
Ty, 4 or 15 occurred, and on the three relations between x, 4, b and d described above.

The following results are immediate applications of the strong Markov property and of known
first passage and draw-down results.

Theorem 1. Consider a spectrally negative Lévy process X with differentiable scale function Wy. Then, for
fixedd > 0and a < x < b, letting UbD, DbU denote the functions defined in (13), (15), we have:

a+d<x<b x<a+d<b b<a+d
Ey [Ty, <min(ty, T, )] = | UBDY (x) | ¥ (x,a)UbDl ,(a+d) | ¥i(x,a)
: , 0.d q 0d q 20)
E, [Equu,—*’a(XT{,, ~0: T, < min(1y, Tb,+)} - 0 Tl(;;rd)(x,u) ‘I’g/g(x,u)
By [e 7% 00,5, < min(Ty ., Ty )] = | DBUZ, (%) Iy (x,0)D0UY (0 + d) 0

Proof. Please note that in the third column the d boundary is invisible and does not appear in the
results, and in the first column the a boundary is invisible and does not appear in the results. These
two cases follow therefore by applying already known results.

The middle column holds by breaking the path at the first crossing of a 4- d. The main points here
are that

1. the middle case may happen only if X; visits a before a 4 d;

2. the first case (exit through b) and the third case (drawdown exit) may happen only if X; visits first
a +d, with the drawdown barrier being invisible, and that subsequently the lower first passage
barrier a becomes invisible.

The results follow then due to the smooth crossing upward and the strong Markov property. [

Proof. Let us check the first and third row of the second column. Applying the strong Markov property
at T, 4+ yields

B [0 Ty y < min(ty, o) | = Bx [0 770 Ty < To | By [0 Ty y < 1

_ Wylx - a) ~(b-a-a) ’E“
S Wyd)

and

E, [efqms(ymw;fd < min(Tb,JrrTﬂr—)} =, [e—qrremfd);TH i < TH,,] E,g [e—qrremfd)ﬁd < Tb,+}

_ Wylx—a) ~(b-a—d)) g
= Wéqﬂ(d) 1—e i) .

|

4. Generalized Draw-Down Stopping for Processes without Positive Jumps

Generalized drawdown times appear naturally in the Azema Yor solution of the
Skorokhod embedding problem Azéma and Yor (1979), and in the Dubbins-Shepp-Shiryaev, and
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Peskir-Hobson-Egami optimal stopping problems Dubins et al. (1994); Egami and Oryu (2015); Hobson
(2007); Peskir (1998). Importantly, they allow a unified treatment of classic first passage and drawdown
times (see also Avram et al. (2018b) for a further generalization to taxed processes)—see Avram et al.
(2017b); Li et al. (2017). The idea is to replace the upper side of the rectangle R by a parametrized curve

(x1,%2) = (d(s),d(s)), d(s) =s—d(s),

where s = x; + x; represents the value of X; during the excursion which intersects the upper boundary
at (x1,x2) (see Figure 2). Alternatively, parametrizing by x yields

y="h(x), h(x)=d'(x)-x

Y,

Figure 2. Affine drawdown exit of (X,Y) d(s) = %s + 1

Definition 1. Li et al. (2017) For any function d(s) > 0 such that d(s) = s — d(s) is nondecreasing, a
generalized drawdown time is defined by

Ty = inf{E> 00 Y, > d(Xp)} = inf {t > 0: X, < d(X))}. @1
Such times provide a natural unification of classic and drawdown times.
Introduce
Yt = Yt — d(yt), t Z 0
to be called draw-down type process. Please note that we have Yo = — A(XO) < 0, and that the process Y; is

in general non-Markovian. However, it is Markovian during each negative excursion of X;, along one of the
oblique lines in the geometric decomposition sketched in Figure 1.

Example 1. With affine functions

ds)=(1—-¢)s+d < d(s)=¢s—d, ¢e€l0,1],d>0, (22)

we obtain the affine draw-down/regret times studied in Avram et al. (2017b).

Affine drawdown times reduce to a classic drawdown time (3) when ¢ =1, d(s) = d, and to a ruin time
when & = 0,d(s) = —d, d(s) = s + d. When & varies, we are dealing with the pencil of lines passing through
(x1,x2) = (—d,d). In particular, for = 1 we obtain the rectangle case from section 3, and for & = 0 we have
an infinite strip with a vertical boundary at x; = —d.

One of the merits of affine drawdown times is that they allow unifying the classic first passage theory with

the drawdown theory Avram et al. (2017b); in particular, the generalized drawdown functions (23) below unify
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the classic and drawdown survival and ruin probabilities (and have relatively simple formulas as well—see
Avram et al. (2017a)).

Introduce now generalized drawdown analogues of the drawdown survival and ruin probabilities
(12) for which we will use the same notation:

b —qTy ..
Uqu,dA(‘)(x) = IE, [e Mo, Ty, < TJ(-)}

% 23)
b _ EATORR
bllqg/dA(')(x)) =E, {e ae) d(),Ti(_) < T;r} .
Remark 6. In the spectrally negative case, these functions may be represented as integrals:
b (x) = e L vilsdl)s
Uth’d(A)(x) e 4 ,
24

DOUY, - () = /X e Sy (4, 3(y))8, 0y, d(y))dy,

where vy (y, d(y)), g0y, d(y)) are defined in (9), (10).

This is already apparent in (Landriault et al. 2017b, Cor 3.1), and may be easily understood probabilistically
from Figure 2: the first equation is the probability of no occurrence in a non-homogeneous Poisson process,
and the second decomposes the transform of the deficit, by conditioning on the point y € [x,b] where the
maximum occurred.

We provide now a heuristic proof valid for the Lévy case when vq(y, d(y)) = vy — d(y)) = va(d(y))

and 84,9(y, d(y)) = 8g0(y — d(y)) = 84,6(d(y)).

1. Due to creeping, UbD is a product of infinitesimal events

et -

T (yy —d(y) = ~ 1= evy(d(y) ~ e,
Taking product, with € = dy, yields (24).

2. Informally, we condition on the density X; € dy. The integrand of DbU is obtained multiplying survival
infinitesimal events up to level y by an infinitesimal termination event in [y, y + dy|. The probability of
this event, conditioned on survival up to y, is given by the deficit formula

Wy —d(y)) = Zge(d(y)) — Wy(d(y ))(di

e(=Zgp(d(y)) +vg(d(y)) Zgo(d(y)) = evg(d(y))o,

For a rigorous (rather intricate) proof, see Avram et al. (2018b).
The end result for generalized drawdown times is (Avram et al. 2018b, Thm1):

Theorem 2. Consider a process X for which the functions ¥, ¥ are differentiable in the upper variable b.
Assume d(x) > 0and d(x) = x — d(x) nondecreasing. Then, ¥q,0 > 0,b € R, the functions UbD(x) =

UbDf;(x, (1)), DbU(x) = Dbll;o(x, d(-)) satisfy (24). Alternatively, they satisfy the ODE's

ubD’(y) — vy(y, d(y))UbD(y) =0, UbD(b) =1, (25)

DbU'(y) — vq(y,d(y))DbU(y) + d40(y,d(y)) =0, DbU(b) = 0. (26)
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Remark 7. The operator involved in the ODE's above is the generator of the upward ladder process, under time
and spatial killing, and with the downward excursions excised. Once this known, variations involving different
boundary conditions are easily obtained as well.

5. The Three Laplace Transforms of the Exit Time out of a Curved Trapezoid, for Processes
without Positive Jumps

We will replace now the classic drawdown time in Section 3 by a generalized one. Similar

geometric considerations, with d(-),a + h(a) replacing d, a + d in Theorem 1, yield:

Theorem 3. Consider a spectrally negative Lévy process X with differentiable scale function Wy. Then, for
a < x < band d(-) satisfying the conditions of Definition 1, we have:

a+h(a) <x x<a+h(a)<b b<a+h(a)
Ey [e’qT’H;Tb,Jr < min('rdA(.),Ta,,)} = Ust,J(~)(x> ?ZJr/l(ﬂ)(x,a)ubD;’j(')(a+h(u)) Wg(x,a)
E. [E*QD,? +6(Xr, 7a>;Ta,— < min(TL{(_),Tb,Jr)} — 0 \Yg:gh(a)(xla) ‘I'g,e(w)
0ty —0(Ye, ~d) ) St
E, {e 00, < min(Ty Tﬂ,,)] = | Do, () | ‘(“)(x,a)DbusM)(u + h(a)) 0

Proof. Note that if b < a+ h(a) (narrow band), it is again impossible for the process to leave R
through the upper boundary of dR, and Tk reduces to T; — A T, ., and nothing changes. Similarly, if
a+ h(a) < x (flat band), it is impossible for the process to leave R through the left boundary of dR,
and Ty reduces to Tj 4 A 7,4. Finally, the two zones in the intermediate case are separated by a 4 h1(a)
(instead of a +d). O

6. de Finetti’s Optimal Dividends for Spectrally Negative Markov Processes with Generalized
Draw-Down Stopping
In this section, we revisit the de Finetti’s optimal dividend problem for spectrally negative Markov
processes with the point b becoming a reflecting boundary, instead of absorbing, as it was in Section 3.
Define the Skorokhod reflected /constrained process at first passage times below or above by:

X=X+ L, xX=x-u. @7)
Here

Li=L'=—(X,—a), U=u=(X—b) (28)

+

are the minimal “Skorohod regulators” constraining X; to be bigger than a, and smaller than b,
respectively.
Let now

bl () — 1t — Ty Na —qt 37 70!
Vi) = VL (@) = Uo e ttaut 29)

denote the present value of all dividend payments at b, until the first passage time either below a, or

below the drawdown boundary for the process Xf J reflected at b, starting from x < b (a generalization
of the famous de Finetti objective). By the strong Markov property, it holds that

v (x) = E, [e—qrb,+;T,,,+ < min(TCR_),Ta,,)]v(b), o(b) = vg(b,d(b)) == E, [/{;w e*qtdufq . (30)
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Remark 8. The function v(b), the expected discounted time until killing for the reflected process, when starting
from b, equals the time the process reflected at b spends at point (b,0) in Figure 2, before a downward excursion

beyond d(b) kills the process. In the Lévy case, it is well-known Kyprianou (2014) that this time is exponential

with parameter vy (b, d(b)), and thus its expectation is the reciprocal of the killing parameter v,(b,d(b)), i.e.,
o(b) = vg(b,d(5)) ! @31)

Excursion theoretic arguments show that (31) continues to hold in the spectrally negative Markov case (for
a proof under a similar setup, see (Czarna et al. 2018, sct. 4)).

Furthermore, by (Avram et al. 2018b, Thm. 1) included above as (24), it holds that

— — 'bvl z,d(z))dz
E, {e m/ﬂ{n#«d(v)}] — o= [ vazd(2))dz (32)

When a = —co, we arrive finally to an explicit formula

) e J valndly))ds
V() = (33)
vy(b,d(D))
expressing the expected dividends in terms of v,(y, d(y)). Please note that in the Lévy case
Equation (33) simplifies to:

VP (x :7))1/ d(p))~!
( ) Wq(d(b)) '1( ( ))
(using x — I(x) = d(x)), which checks with (Wang and Zhou 2018, Lem. 3.1-3.2).
The problem of choosing a drawdown boundary to optimize dividends in (33) is solved in Avram
and Goreac (2018) via Pontryaghin’s maximum principle.

7. Example: Affine Draw-Down Stopping for Brownian Motion

Consider optimizing expected dividends VU(x) given in Equation (29) with respect to the optimal
dividend barrier b for Brownian motion with drift X (¢) = ¢B; + pt and with affine drawdown stopping
d(x) =(1—¢&)x+d,whereg € [0,1],d >0,a < x <b.

Please note that if a + h(a) > b, where h(x) = d(x) /¢, then the drawdown constraint is invisible,
and the problem reduces to the classical de Finetti objective. Hence, we consider a + h(a) < b.

The scale function of Brownian motion is

2e~1x/0?

Wq(x) = [e(—]H-A)x/az _ e—(;H—A)x/UZL

sinh(xA/0?) =

o> =

where A = /p? +2qo?. Assume that x > a+ h(a) = a+ @ =4 E 4, then as a special case of

spectrally negative Levy process, the expected dividends for Brownian motion equals

m(d(x)))“é W, (d(b))

Vi(x) = Ey I:e*quﬁ; Ty < min(TdA(_), TH,,)]U(b) = <Wq(d(b)) Wi(d(D))’

(34)
see (Avram et al. 2017b, Thm. 1.1), with tax parameter v = 0, and (Avram et al. 2017b, Rem. 7), with
tax parameter v = 1. The barrier influence function which must be optimized in b becomes

_ -1l 2 /7% esch (xy/u% +2q02 /02
Bi(b,d,¢) = Dl S rd) TE ¢ (Vi +2iet/e) 35)

Wi((1=8)x +d) 2 coth ((d+x —xg)\/y2+2q02/02> —H/\/W‘
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The critical point b* satisfies

Wy W,

(W)

(=g +d) = —1=, 6)

that is b* satisfies
AT e (VAT (g0t 4 ) con (2VHTEE)
; _
(Wcosh <M> _ usinh <b2a7+w>>

In Figure 3 given below, we have an illustration of plot of barrier influence function and its
derivative for Brownian motion with drift y =1/2and o = 1.

1-¢

— BI(b)

Figure 3. Optimizing dividends with affine drawdown stopping where y = 1/2,9 = 1/10,0 =1,
¢ =1/3,b=20,d = 1. The critical point b* = 2.12445.

Remark 9. Please note that once ¢ is fixed, we get nontrivial results for the optimal barrier. However, if we
maximize over ¢ as well, the optimum is achieved by the classical de Finetti solution { = 0 = W‘;’(b* +d) =0,
corresponding to forced stopping below —d (d is just a shift of the origin, with respect to the classical solution
Wy (b*) = 0) Avram and Goreac (2018). In the diffusion case, it is not yet known whether examples in which
the generalized de Finetti problem improves on the classic de Finetti solution are possible.

Remark 10. Let us note now that Equation (36) holds in fact for any spectrally negative Lévy process. Similar
computations may be therefore performed for any spectrally negative Levy process, by plugging exact or
approximate formulas for the scale function into the function

W/ W,
(Wy)?2

(37)

which is required to solve (36).

The easiest case is the Cramér-Lundberg process with phase-type claims, since in this case the scale function
is a sum of exponentials. For example, for a Cramér-Lundberg process with premium rate ¢ > 0, Poisson arrivals
of intensity A and exponential claims with mean 1/, the scale function is Wy(x) = cfl(%ehx -

x >0 whereAi gt A—pct4/ q+)\7yc + 4equ
’

Ay
performed (see also (Wang and Zhou 2018, Example 5. 2))

7’4 = A& A-%) , and similar computations may be
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Abstract: We obtain closed-form expressions for the value of the joint Laplace transform of the
running maximum and minimum of a diffusion-type process stopped at the first time at which the
associated drawdown or drawup process hits a constant level before an independent exponential
random time. It is assumed that the coefficients of the diffusion-type process are regular functions
of the current values of its running maximum and minimum. The proof is based on the solution to
the equivalent inhomogeneous ordinary differential boundary-value problem and the application
of the normal-reflection conditions for the value function at the edges of the state space of the
resulting three-dimensional Markov process. The result is related to the computation of probability
characteristics of the take-profit and stop-loss values of a market trader during a given time period.

Keywords: Laplace transform; first hitting time; diffusion-type process; running maximum and
minimum processes; boundary-value problem; normal reflection.

1. Introduction

The aim of this paper is to derive closed-form expressions for the joint Laplace transform (4) of the
first time to a fixed drawdown occurring before a fixed drawup of the diffusion-type process X and its
running maximum and minimum S and Q defined in (1)-(2) considered up to a random exponentially
distributed time 7, which is independent of the driving standard Brownian motion. We consider a
model for the diffusion-type process X with the coefficients being regular functions of the current values
of the process X itself as well as of its running maximum and minimum S and Q. The value function
in (4) provides the Laplace transform of the value function in (6) which is the joint Laplace transform
of the same random variables representing functionals of the diffusion-type process X stopped before
a fixed time. We derive a closed-form solution to the equivalent inhomogeneous ordinary differential
boundary-value problem for the value of the joint Laplace transform as a stopping problem for
the resulting three-dimensional continuous Markov process (X, S, Q). This result can therefore be
interpreted as the computation of the probability characteristics of the random variables associated
with the take-profit and stop-loss values of a market trader on a fixed-time interval. The problem of
computation of the Laplace transform of the same random times and variables in a model in which
the coefficients of the original diffusion-type process depend on the current values of the running
maximum and minimum as well as on the maximum drawdown and maximum drawup was explicitly
solved in Gapeev and Rodosthenous (2015) on the infinite time interval. Other functionals of diffusion
processes evaluated at independent exponential times were computed in Borodin and Salminen
(Borodin and Salminen 2002, Part II) among others.
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The joint Laplace transform of the first time at which a Brownian motion with linear drift hits
a given drawdown value and the running maximum stopped at the same time was computed by
Taylor (1975). The joint distribution of the same random variables was obtained by Lehoczky (1977).
The mean value and the density of the maximum drawdown of a Brownian motion with linear drift
were explicitly derived by (Douady et al. 2000; Magdon-Ismail et al. 2004), respectively. More recently,
Pospisil et al. (2009) computed the probability of the event that the drawdown of a one-dimensional
diffusion reaches a fixed value occurs before the drawup of the same process reaches another fixed value.

Mijatovi¢ and Pistorius (2012) obtained the distribution laws of the first-passage times of spectrally
positive and negative Lévy processes over constant levels and derived explicit expressions for several
related characteristics for the drawdowns and drawups in those models. An extensive overview of
various probabilistic and practically applied aspects of drawdowns such as the speed of market crashes
and others was recently provided in the monograph of Zhang (2018).

The diffusion-type processes can be considered as immediate generalisations of the diffusion
processes particularly arising in the so-called local volatility models introduced by Dupire (1997),
where the local drift and diffusion coefficients depend only on the running value of the original
process. Other generalisations of the original processes with diffusion coefficients depending on the
running values of the initial processes and their running minima were constructed by Forde (2011)
for given joint laws of the terminal level and supremum at an independent exponential time (see
also Forde et al. 2013; Zhang 2014) for other important probability characteristics of processes of such
type). The valuation functional equations for general functional path-dependent volatility models
were derived in (Cont and Fournié 2013; Fournié 2010), who also considered the sensitivity analysis of
path-dependent financial derivative securities. Henry-Labordere (2009) and Ren et al. (2007), among
others, considered the option pricing and calibration problems in models of stochastic interest rates
and volatility based on diffusion-type processes with tractable path-dependent coefficients.

Optimal stopping problems for running maxima of some diffusion processes were studied by
(Jacka 1991; Dubins et al. 1993; Peskir 1998; Peskir and Shiryaev 2006, chp. V) among others. Discounted
optimal stopping problems for certain payoff functions depending on the current values of the running
maxima of geometric Brownian motions were initiated by (Shepp and Shiryaev 1993, 1994) and
then taken further by (Pedersen 2000; Guo and Shepp 2001; Guo and Zervos 2010, Glover et al. 2013;
Rodosthenous and Zervos 2017) among others. Moreover, Peskir (2012, 2014) studied optimal stopping
problems for three-dimensional Markov processes having the initial diffusion process as well as its
maximum and minimum as state space components. Other three-dimensional optimal stopping problems
for continuous Markov processes of such type were studied in (Gapeev and Rodosthenous 2014, 2016)
among others. The main feature of the resulting optimal stopping problems and their equivalent
free-boundary problems was the application of the normal-reflection conditions for the value functions
at the edges of the multi-dimensional state spaces to derive systems of first-order nonlinear ordinary
differential equations for the optimal stopping boundaries depending on the current values of the running
extremal processes. Optimal stopping problems for diffusion and spectrally negative Lévy processes
on random time intervals were considered in (Carr 1998; Avram et al. 2004; Agarwal et al. 2016) among
others. It turned out that the resulting value functions and optimal stopping boundaries in models with
exponentially distributed time horizons independent of the underlying processes are analytically more
tractable than those obtained in models with fixed time horizons. Other optimal stopping problems
for exponentially distributed time horizons which are dependent of the underlying Lévy process were
recently considered in Rodosthenous and Zhang (2018).

Glattfelder et al. (2011) suggested a new paradigm, the directional changes, that summarises
the price dynamics in the financial market. Unlike interval based summary along the physical time,
the new paradigm summarizes the price movements along the intrinsic time scale of the market that
is driven by the events in the market. The events in the market are identified by the a priori defined
significant percentage of price moves known as thresholds. For a given threshold, the price movements
are summarised by identifying the local price extremes from where there has been a percentage drop
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(or rise) in price that accedes the threshold. The process of price drop (or rise) from a local price
extreme to the point where the price is dropped (risen) by the threshold is defined as directional change
event. The price movement that continues after directional change event in the same direction beyond
the threshold is considered as overshoot. Roughly speaking, directional changes and overshoots
summarise the upward or downward trends in the market according to the prescribed thresholds. It is
obvious that the summary of the directional changes is depending on the selected threshold. Using
the high frequency foreign exchange data, in Glattfelder et al. (2011) scaling laws were demonstrated
in intrinsic times for the variables like average times that are taken for directional changes, event
thresholds, average overshoots, etc. The authors of Glattfelder et al. (2011) have identified 12 scaling
laws across 13 currency pairs that are consistent over varying time intervals. The scaling laws throw
light on market physics of moving prices. Each scaling law encapsulates certain stylised facts of the
market. The scaling law that describes the relationship between the directional change and overshoot
sections of the total price move has drawn quite a lot of attention. Even though the empirical evidence
of the scaling laws is demonstrated in the literature (see, e.g., Bakhach et al. 2018; Bakhach et al. 2018;
Tsang et al. 2017), the required theoretical framework is not developed yet. We believe that the present
work on first hitting times for drawdowns and drawups on diffusion-type processes on random time
horizons throws light on the underlying theoretical aspects of the scaling laws that are presented in
financial data.

The paper is organised as follows. In Section 2, we introduce the setting and notation of the
model with a three-dimensional continuous Markov process, whose state space components are the
original process and its running maximum and minimum processes. We define the value function
of the joint Laplace transform of the first time to a fixed drawdown occurring before the first time
of a fixed drawup and an independent exponential time together with the running maximum and
minimum processes stopped at the earliest of those times. In Section 3, we obtain a closed-form
solution to the associated inhomogeneous ordinary differential boundary-value problem and show
that the value function represents a linear combination of the solutions to the systems of first-order
partial differential equations which arise from the application of the normal-reflection conditions
for this function at the edges of the three-dimensional state space. We also illustrate the results
on several examples of the original processes representing locally a Brownian motion with drift,
or a mean-reverting Ornstein-Uhlenbeck process, or the logarithm of a Feller square root process.
In Section 4, we formulate the result of the paper and prove that the solution to the boundary-value
problem provides the required joint Laplace transform.

2. Preliminaries

In this section, we give a precise formulation of the model and the three-dimensional stopping
problem as well as its equivalent boundary-value problem.

2.1. Formulation of the Problem

Let us consider a probability space (Q, F, P) with a standard Brownian motion B = (B;)¢>0 and
a positive random time 7 such that P(y > t) = e, for all t > 0 and some a > 0 fixed (B and 7 are
supposed to be independent). Assume that there exists a process X = (X;);>0 solving the stochastic
differential equation

dXy = ‘M(Xt, St, Qt) dt + U(Xt,st,Qt) dB; (XO = x) (1)

where x € R is fixed, and pu(x,s,q) and o(x,s,q) > 0 are continuously differentiable functions
on [—o0,00]® which are of at most linear growth in x and uniformly bounded in s and g.
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Here, the associated with X running maximum process S = (S¢);>0 and the running minimum process
Q = (Q¢)t>0 are defined by

Si=sV Orgl?%(t Xy and Qr=gA Oxgrét Xu 2)
for arbitrary g < x < s. It follows from the result of (Liptser and Shiryaev [1977] 2001, chp. IV,
Theorem 4.8) that the equation in (1) admits a pathwise unique (strong) solution. We also define the
associated first hitting (stopping) times

T, =inf{t >0|S;— X; >a} and (, =inf{t >0|X;—Q; > b} (3)

for some a,b > 0 fixed.

The purpose of the present paper is to derive closed-form expressions for the joint Laplace
transform of the random time 7, A {j, A 77 and the random variables S, nz, \y and Qr, Az, - We therefore
need to compute the value function of the following stopping problem for the (time-homogeneous
strong) Markov process (X, S, Q) = (X, St, Qt)t>0 given by

Vi(x,5,4) = Exggqle M@= 0un=Quun 1(, < )] @

for any (x,s,q) € E3 and some A,8,x > 0 fixed, where I(-) denotes the indicator function. Here,
Eys,q denotes the expectation under the assumption that the (three-dimensional) Markov process
(X, S, Q) defined in (1)~(2) starts at (x,s,q) € E3, where we assume that the state space of (X, S, Q) is
essentially E* = {(x,s,q) € R3|q < x < s} with its border planes 47 = {(x,s,9) € R®|x = s} and
&3 = {(x,5,q9) € R3|x =q}.

It follows from the independence of the process X and the random time 7 that the value function
in (4) admits the representation

Vi(x,s,9) = /Ooo W*(T;x,s,q)oce*”‘TdT (5)
where we set
Wi (T;x,5,9) = Exsq [ef?\(fa/\T)fGSmerer I(ta < Cb)} (6)
forany (x,s,q) € E3, and each T > 0 fixed.

2.2. The Boundary-Value Problems

By means of standard arguments based on the application of It6’s formula (see, e.g., Karatzas and
Shreve 1991, chp. V, sct. 5.1), it is shown that the infinitesimal operator L of the process (X, S, Q) acts
on a function F(x, s, q) from the class C>!'! on the interior of E according to the rule

a2 (x,s,

(LF)(x,5,0) = p(x,5,) eF(x,5,0) + T D b, Flx,5,9) %)
for all g < x < s. It follows from the results of general theory of Markov processes
(see, e.g., Dynkin 1965, chp. V) that the value function W, (T;x,s,q) in (6) solves the equivalent
parabolic-type boundary-value problem
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(LW — AW —9rW)(T;x,5,9) =0 for (s—a)Vg<x<sA(q+b) 8)
W(T; x, S’q)|x:(s—u)+ =e %5 for s—g>a )
W(T;x,s,q)|x:(q+b)7 =0 for s—q>b (10)
an(T;x,s,q)|x:q+ =0 for 0<s—g<a (11)
asW(T;x,s,q)|x:57 =0 for 0<s—q<b (12)

for all T > 0. In this case, using the integration-by-parts formula, and taking into account the
assumption that the value function in (6) is bounded, we have

/ OTW(T; x,5,q) ae *TdT (13)
Jo
= {W(T;x,s, we "‘T} +/ (T;x,s,q) a®>e~*TdT

— —Os—rq +/ (T;x,5,9)02e T dT = —ae " + a V(x,s,q)

/0 0 W(T;x,s,q)ae™TdT = 3,V (x,s,q) (14)

/Ooo 0 W(T;x,5,q) xe T dT = 95,V (x,5,9) (15)

/Om 9 W(T; x,s,q) ae T gT = 9V (x,s,q) (16)
and

/Ooo osW(T; x,s,q) ae Tgr = o5V (x,s,q) (17)

for all (x,s,q) € E3. Hence, it follows from the boundary-value problem in (8)—(12), that the value
function Vi (x, s, q) in (6) solves the equivalent inhomogeneous ordinary boundary-value problem

(LV — (e +A) V)(x,5,q) = —ae %% for (s—a)Vg<x<sA(qg+b) (18)
V(x,s,q){xz(s_u)+ =e % for s—g>a (19)
V(x,s,q){x:(ﬁbF =0 for s—q>b (20)
BqV(x,s,q)L(:'H =0 for 0<s—q<a (21)
asV(x,s,q)| . =0 for 0<s—g<b (22)

for a,b > 0 fixed. Note that the homogeneous version of the ordinary differential boundary-value
problem in (18)—(22) in a model with more general diffusion-type processes X was explicitly solved in
(Gapeev and Rodosthenous 2015, sct. 3).

3. Solutions to the Boundary-Value Problem

In this section, we obtain closed-form solutions to the boundary-value problem in (18)—(22) under
various relations on the parameters of the model.

137



Risks 2019, 7, 87

3.1. The General Solution of the Ordinary Differential Equation

We first observe that the general solution of the equation in (18) has the form

V(x,s,9) = Ci(s,9) ¥Y1(x,s,9) + Ca(s,q) ¥a(x,s,q) + " & s (23)

+A
where C;(s,q), i = 1,2, are some arbitrary continuously differentiable functions, and ¥;(x,s,q),i = 1,2,
are the two fundamental positive solutions (i.e., nontrivial linearly independent particular solutions)
of the homogeneous version of the second-order ordinary differential equation in (18). Without loss of
generality, we may assume that ¥1(x,s,q) and ¥5(x,s, q) are the (strictly) increasing and decreasing
(convex) functions, respectively. Note that these solutions should satisfy the properties ¥;(r,r,7) 1 co
and ¥y (r,7,7) [ Oasr 1 coand ¥y(r,7,7) | 0and ¥a(r,7,7) 1 coas r | —oo on the state space E3 of the
process (X, S, Q). These functions can be represented as the functionals

¥i(x,s,q) = Exsq [e*Aé/[(g/ <)), if x <A o
75, 1/Ex/,s,q [67)“;[((: < oo)]/ if x> X
and
Y¥o(x,s,9) = 1/Eygqle ™I(E <o0)], if x<« o
a Eveqle ™1 <o0)], if x>

of the first hitting times ¢ = inf{t > 0| X; = x} and ¢’ = inf{t > 0| X; = x} of the process X
solving the stochastic differential equation in (1) and started at x and x such that (x,s,q), (', s,q) € E3,
respectively (see, e.g., Rogers and Williams 1987, chp. V, sct. 50 for further details).

Hence, by applying the conditions of (19)—(22) to the function in (23), we obtain the equalities

Ci(s,9)¥1(s —a,s,9) + Ca(s,q) ¥a(s —a,s,q) = HL/\ e 0s—xq (26)
fors—q>a,
Ci(s,)¥1(q+1b,5,9) + Ca(s,q) ¥2(g + b,s,q9) = — . j‘_ 5 e 05q (27)
fors—q>b,
(345, 0) %0, 5.0) + s A5, q)] ) = 2 e e
= q o+ A

for0<s—g<a,

wf
o+ A

(85Ci(s,q) Y¥i(s,s,9) + Ci(s,q) 9595 ¥i(x,s,q) ‘x:s) = e0sxa (29)

2
=

for0 <s—gq<b.

3.2. The Solution to the Boundary-Value Problem

We now derive the solution of the boundary-value problem in (18)—(22). For this purpose, we
recall that the second and third components of the process (X, S, Q) can increase and decrease only at
the planes d% and d%, that is, when X; = Sy and X; = Q; for t > 0, respectively.
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(i) Let us first consider the domain Vb < s —g < a+ b. In this case, solving the system of
equations in (26) and (27), we conclude that the candidate value function admits the representation

V(x,s,q;00) = Cy(s,q;00) ¥1(x,5,9) + Ca(s,q;00) ¥a(x,s,q) + e 05 (30)

a+A
in the region R3(c0) = {(x,5,9) € E3|g <s—a < x <g+b <s}, with

eI TM(AY (g +b,5,q) +a¥a(s —a,5,9))/ (e +A)
Yi(s—a,s,q)¥2(9+0b,s,9) —¥Y1(g+b,s,9)¥2(s —a,s,q)

Ci(s, q;00) = (€2

and
e‘es_"q(/\‘I’l(q +0b,s,q9) +a¥i(s—as,q))/(a+A)

T ¥1(q+b,5,9)¥2(s —a,5,q9) —¥1(s —a,5,9)¥2(9 + b,5,9)
forallg4+aVvb <s <q+a+Db(see Figures 1 and 2 below).

Ca(s, q; ) (32)

R¥(o0)

r=Ss—a

R3(0)

fb——a=q+b

Figure 1. A computer drawing of the state space of the process (X, S, Q), for some g € R fixed and
a<b.

(ii) Let us now consider the domain a < s — g < b. In this case, it follows from the equations
in (26) and (29) that the candidate value function admits the representation

V(x,s,q;a) = C1(s,q;a) ¥1(x,8,9) + Ca(s, q;a) Ya(x,5,q) + Y e 05—xq (33)
in the region R3(a) = {(x,s,9) € E3|qg <s—a < x <s < g+ b}, with
A e 0s—xq Yi(s—a,s,
Cao(s,q;a) = j —Ci(s,q;a) 1(7[7) (34)

a+AY¥s—as,q Yao(s—a,s,q)
forg+a <s < q+b, where C;(s,¢;a) solves the first-order linear ordinary differential equation

9sCi(s,q;a) Hip(s,q;a) + Ci(s,q;a) Hia (s, q;a) = Hio(s, q;a) (35)
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with

Yi(s—a,s,
Hio(s,q;a) = ¥1(s,s,9) —¥a(s,s,9) 1&2_7222; (36)

Hia(s,q:a) = 9s¥1(x,s,9)| _, (37)

_ Yi(s—a,s,q) 7‘Y1(sfa,s,q)
% (‘I’z(s —a,s,q) ¥a(s,5,9) Yy(s —a,s,q) 3 ¥1(x5,9))|

X=s

Hio(s,q;a) = HLA <9 e 0s—xq (38)

p—Os—xq e~ 0s—xq
(o) B gy )

forall g+ a < s < g+ b. Observe that the process (X, S, Q) can exit the region R*(a) by passing to
the region R3(c0) in part (i) of this subsection only through the point x = s = g + b, by hitting the
plane d} so that increasing its second component S. Thus, the candidate function V(x,s, ) should be
continuous at the point (7 + b, q + b, q), that is expressed by the equality

o
Ci(q+b,4;0) ¥1(q+ 0,0 +b,q) + Colq+b,:0) V2 + b, g +b,0) = ——— e 0™ (39)

for all g € R (see Figure 1 above). Hence, solving the differential equation in (35) together with the
system of equations in (34) with s = g + b and (39), we obtain

9+0 Hy 1(u,q;a
Ci(s,q;a) = C1(q+b,q;a) exp ( i #Z'”; du) (40)

7+t Hyo(u, q;a) < “ Hy(v,q;a) )
- < ex ———"Cdv |du
/s Hi,(u,q;a) P Hi(v,q;a)

forallg+a <s < q+b,where Ci(q+b,q;a) is given by

Cig+b,q;a) (41)

_ e YUt (Ao (g + b,q +b,q) +a¥a(q+b—a,q+b,9))/(x+A)
Yi(q+b—aq+bq)¥a(q+b,qg+bq)—¥i(q+b,q+b,9)¥20q9+b—a,q+b,9)

forallg € R.

Note that in the case in which (s, q) = p(s) and o(s,q) = o(s) in (1) as wellas k = 0 and b = oo
in (6), the candidate value function admits the representation of (33) with V(x,s,q;a) = U(x,s;a) and
Ci(s,q;a) = Dj(s;a) as well as ¥;(x,s,q) = ®;(x,s), i = 1,2. Moreover, we observe that Dy (co;a) = 0
should hold in (33), since otherwise U(x,s;a) — fco as x = s 1 oo, which must be excluded, by virtue
of the obvious fact that the value function V. (x,s,q) = U.(x,s) in (6) is bounded. Therefore, using
arguments similar to the ones above, we conclude that the function C; (s, q;a) = D;(s; a) has the form
of (34) with Cy(s,q;a) = D;(s; a) given by

Dy(s;a) = — w Mexp ( ! Mdv) du (42)
S

s Gip(u;00) G1,2(v;00)

and H]/j(s, q;a) = G]/j(s;u),j =0,1,2, from (36)-(38), for all s € R.

(iii) Let us now consider the domain b < s — g < a. In this case, it follows from the equations
in (27) and (28) that the candidate value function admits the representation

V(x,s,q;b) = C1(s,q;b) ¥1(x,s,q9) + Ca(s, q;b) ¥a(x,s,q) + e 0s—rq (43)

a4+ A
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in the region R3(b) = {(x,5,9) € E¥|s —a < q < x < q+b < s}, with

« e 0sxq ¥1(q+b,s,q)

—Cq(s,q;b
) T g T s, )

G0 =~ St b

(44)

for g+ b <s < q+a, where C;(s,q; b) solves the first-order linear ordinary differential equation

93C1(s,4;0) Hap(s,q4;b) + Ci(s,q;b) Ho1(s,q;b) = Hapo(s, 4;b) (45)
with
Y1(g+0,s,
Haa(s,10) = ¥1(0.50) ~ ¥ala,s,0) g (e
Ha(s,q;0) = 0g¥1(x,5,9) |, (47)
‘Pl(q+b,slq)> Yi(q+b,54q)
— 0| o LY - 7729, ¥
q(‘f’z(q-i-b,S,q) z(q,S,q) ‘I’z(q-i-b,s,q) q z(x,s,q)}x:q
Hyp(s,q;b) = oc;LA (K a (48)

5 e—Os—xq e~ 0s—xq 3
+9q (W) Y2(q,5,9) + Y0165 ¥ (x, S"i)}x:q)

forall g +b < s < g+ a. Observe that the process (X, S, Q) can exit R3(b) by passing to the region
R3(c0) in part (i) of this subsection only through the point x = g = s — a, by hitting the plane 43 so
that decreasing its third component Q. Then, the candidate value function should be continuous at the
point (s — a,s,s — a), that is expressed by the equality

Ci(s,s —a;b)¥1(s —a,s,s —a) + Ca(s,s —a;b) ¥o(s —a,s,s —a) = fajr% g 05 Kls—a) (49)

for all s € R (see Figure 2 below). Hence, solving the differential equation in (45) together with the
system of equations in (44) with g = s — a and (49), we obtain

oy . " Hp(s, ;D)
Ci(s,q;b) = C1(s,s —a;b) exp ( o Faa(s,1:5) d (50)
7 Hpp(s,u;b) L Hy1(s,v;b)
Js—a Hop(s,u;b) & u Hoa(s,v;b) o)
forallg+b <s < q+a, where Cy(s,s — a;b) is given by
Ci(s,s —a;b) (51)

B e 05 K50 (A\Y¥s(s —a+b,s,5s —a) + a¥a(s —a,s5,5 —a))/(x+ A)
 Yi(s—a,s,s—a)¥a(s—a+b,s,s—a)—¥i(s—a+b,s,s—a)¥a(s—a,s,s—a)

fors € R.
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r=s—a R3(00)

0

R3(0) r=s

fP———a=q+b

Figure 2. A computer drawing of the state space of the process (X, S, Q), for some g € R fixed and
b<a.

(iv) Let us now consider the domain 0 < s — g < a A b. In this case, it follows that the candidate
value function admits the representation

et (52)

V(x,s,q;0) = Ci(s,4;0) ¥1(x,s,9) + Ca(s,4;0) ¥a(x,s,q) + oy

in the region R3(0) = {(x,s,9) € E®|s —a < g < x <s < g+ b}, where C;(s,4;0),i = 1,2, solve the
first-order linear partial differential equations in (28) and (29), forall 0 < s —q < a A b. Observe
that, the process (X, S, Q) can exit R3(0) by passing to the region R3(a A b) in part (ii) or (iii) of this
subsection only through the points x = s = g+ a Aband x = g = s — a A b, by hitting the plane d5 or
d3, so that increasing its second or third components, S or Q, respectively. Then, the candidate value
function should be continuous at the points (§ +a Ab,g+aAb,q) and (s —aAb,s,s —a AD), thatis
expressed by the equalities

Ci(g+anb,q;0)¥1(g+anbg+anb,q) (53)

+Ca(q+anb,g;0)¥Ya2(g+aAb,g+anb,q)

=Ci(g+anbganb)¥i(g+anbg+anb,qg)
+C(qg+anb,ganb)¥alg+anb,g+anb,q)

forallg € R, and

Ci(s,s—anb;0)¥i(s—aAnb,s,s—aAb) (54)

+Ca(s,s—aAnb;0)¥a(s —aAb,s,s—aAb)

=Ci(s,s—aNbyanb)¥i(s—aAb,s,s—aAb)
+Cas,s—aNnb;anb)¥a(s —aAbs,s—alb)

foralls € R, where C;(g +aAb,q;aAb) and Ci(s,s —aAb;aAb),i=1,2,are found in (34) + (40) or
(44) + (50). Moreover, we have the property C(r,7;0) — 0 as r | —oo, since otherwise V(r,7,7;0) —
+oo, that must be excluded by virtue of the obvious fact that the value function in (6) is bounded
(see Figures 1 and 2 above). We may therefore conclude that the candidate value function admits the
representation of (52) in the region R3 (0) above, where C;(s,4;0), i = 1,2, provide a unique solution of
the two-dimensional system of first-order linear partial differential equations in (21) and (22) with the
boundary conditions of (53)-(54) and C(r,7;0) — 0 as r | —co. Here, the existence and uniqueness
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of solutions to such special kinds of systems of equations follow from the classical existence and
uniqueness results of solutions to appropriate boundary-value problems for first-order linear partial
differential equations.

3.3. Some Examples

Let us finally consider some examples of processes X from (1) and present explicit expressions
for the fundamental solutions ¥;(x,s,q), i = 1,2, of the homogeneous version of the second-order
ordinary differential equation in (18).

Example 1. Let p(x,s,q) = B(s,q) and o(x,s,q) = v(s,q), for all (x,s,q) € E> and some continuously
differentiable functions B(s,q) and v(s,q) > 0 on [—o0, 002, so that the process X from (1) represents locally a
Brownian motion with linear drift. In this case, we have ¥;(x,s,q) = eVi (5% with

Boa) oy [Fea) 2wt
TG TG o

Yi(s,q) = —

for every i = 1,2, so that y2(s,q) < 0 < y1(s,q), forall g <s.

Example 2. Let u(x,s,q) = B(s,q) — 6(s,q)x and o(x,s,q9) = v(s,q), for all (x,s5,q) € E® and some
continuously differentiable functions B(s,q), (s,q) # 0, and v(s,q) > 0 on [—o0, ]2, so that the process X
from (1) represents locally a mean-reverting Ornstein-Uhlenbeck process. In this case, we have

_ a+A 1 (B(s,q) —d(s,9)x)
Yl("’s’q)_M(z&(s,q)’i’ 3(s,q)v>(s,q) ) ~

and

_ at+A 1 (Bs,q) —d(s,9)%)?
‘Fz(xfsr‘?)_u<25(s,q)’§’ d(s,q)v*(s,q) ) *

where we denote by

g e (o 2
M(g,;z) =1+ k; W) F (58)
and
I'(1-— I'(y—1
Ulp i) = ey P Mg )+ L0t —p2-p2) o)

Kummer’s confluent hypergeometric functions of the first and second kind, respectively, for ¢ #0,—1,-2,...,
(@) = ¢p(p+1)--- (¢ +k—1)and () = ¢(p+1)---(p +k—1), k € N. Note that the series in
(58) converges under all z > 0 (see, e.g., Abramovitz and Stegun 1972, chp. XIII; Bateman and Erdély 1953,
chp. VI), and T denotes Euler’s gamma function. Note that the functions in (58) and (59) admit the integral
representations

1
Mg, ¢;z) = % /0 0?1 (1 —0)¥ = do, (60)

forp > ¢ >0andall z € R, and
1 00
Ulp,p;z) = —/ e P 11+ 0) " dy, (61)
(©9:2) = 5047 Jy (1+0)

for p > 0 and all z > 0, respectively (see, e.g., Abramovitz and Stegun 1972, chp. XIII and
Bateman and Erdély 1953, chp. VI).
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Example 3. Let u(x,s,q) = (B(s,q) — v2(s,q)/2)e ™ — 8(s,q) and o(x,s,q9) = v(s,q)e*/2, for all
(x,5,9) € E3 and some continuously differentiable functions B(s,q), 6(s,q) # 0, and v(s,q) > 0 such
that B(s,q) > v2(s,q)/2 on [—oo,00]2, so that the process X from (1) represents locally the logarithm of a
mean-reverting Feller square root diffusion process. In this case, we have

o atA 2B(s,q) 26(s,q)et
‘Yl(xfslfi)*M<5(S,q)'v2(s,qy v3(s,q) ) “

o a+A 2B(s,9) 20(s,q)e*
¥ (x,s,9) 7u<5(s,q)'v2(s,fi)' v2(s, q) > ©

where the functions M(¢,;z) and U (@, ; z) are Kummer's confluent hypergeometric functions of the first
and second kind given by (58) and (59) above, respectively.

4. The Result and Proof

Taking into account the facts proved above, we now formulate the main result of the paper,
which extends the assertion of (Gapeev and Rodosthenous 2015, Theorem 4.1) to the case of the model
with a random independent exponential time horizon and the (X, S, Q)-setting.

Theorem 1. Suppose that the coefficients y(x, s, q) and o (x, s, q) of the diffusion-type process X given by (1)—(2)
are continuously differentiable functions on [—co, 0] which are of at most linear growth in x and uniformly
bounded in s and q. Let n be a random time with the distribution P(y > t) = e, forall t > 0 and
some & > 0 fixed, which is independent of the process X. Then, the joint Laplace transform Vi(x,s,q)
from (4) of the associated with X random variables T, N1, St,ny, and Q<,ny such that 7, < g from (3),
admits the representation

V(x,s,q;00), if g<s—a<x<q+b<s

V. (x,5,q) = V(x,s,q;a), fg<s—a<x<s<qg+b 6)
V(x,s,q;b), ifs—a<q<x<q+b<s
V(x,s,4;0), ifs—a<qg<x<s<q+b

forany a,b > 0 fixed. Here, the function V(x,s, g; o) takes the form of (30) with the coefficients C;(s, q; o),
i =1,2, given by (31)~(32), V(x,s,q;a) takes the form of (33) with C;(s,q;a), i = 1,2, given by (34) and
(40) (or (42) when u(x,s,q) = u(x,s) and o(x,s,q) = o(x,s) as well as x = 0 and b = o0) V(x,s,q; b) takes
the form of (43) with Ci(s, q;b), i = 1,2, given by (44) and (50), and V (x,s, q;0) takes the form of (52) with
Ci(s,4;0), i = 1,2, being a unique solution of the two-dimensional system of first-order partial differential
equations in (28)—(29) and satisfying the conditions of (53)-(54) together with the property C(r,r;0) — 0as
rl —oo.

Proof. In order to verify the assertion stated above, it remains to show that the function defined in (64)
coincides with the value function in (6). For this purpose, let us denote by V(x,s, q) the right-hand
side of the expression in (64). Then, taking into account the fact that the function V(x, s, ) is C*!'! on
E3, by applying the change-of-variable formula from (Peskir 2007, Theorem 3.1) to e‘MV(Xt, St,Q1),
we obtain that the expression

e M) V(er,/\gmt/ St Ayt QT,,/\gh/\t) =V(x,5,q)+ Mz, ng,nt

[N oMLY (& A)V A ae 0 Q) (X, Sy, Qu) I(Xu # Su, Xu # Qu) du
[N MV (X, Sy, Qu) I(Xu = Qu) dQu

[N oMV (X, Sy Qu) 1(Xu = Su) dSy

(65)
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holds, for the stopping times 7, and {; given by (3), and all t > 0. Here, the process M = (M;);>0
defined by

M; = /Ot Ci}m axV(Xu/ Su, Qu) I(Xu 7é Su, Xu 7é Qu) O'(Su/ Qu) dB, (66)

is a continuous local martingale under Py 4. Note that, since the time spent by the process X at the
hyperplanes 3,k =1,2,is of Lebesgue measure zero, the indicators in the second line of the expression
in (65) and in (66) can be ignored. Moreover, since the processes S and Q change their values only on
the hyperplanes d3 and d3, respectively, the indicators appearing in the third and fourth lines of (65)
can be set equal to one.

By virtue of straightforward calculations and the arguments of the previous section, it is
verified that the function V(x,s,q) solves the ordinary differential equation in (18) and satisfies
the normal-reflection conditions in (21)—(22). Observe that the process (M, g, a¢)>0 is a uniformly
integrable martingale, since the derivative and the coefficient in (66) are bounded functions on the
compact set {(x,s,q) € R3|aV g < x <sAb}. Then, using the properties of the indicators mentioned
above and taking the expectation with respect to Py 4 in (65), by means of the optional sampling
theorem (see, e.g., Liptser and Shiryaev [1977] 2001, chp. III, Theorem 3.6 or Karatzas and Shreve 1991,
chp. I, Theorem 3.22), we get

Exsq [e" MMM V(X pgunts Stangonts Quangont)] (67)
=V(x,5,9) 4 Exsq[Mengnt] = V(x,5,q)

forall (x,s,9) € E3. Therefore, letting t go to infinity and using the instantaneous-stopping conditions
in (19)=(20) as well as the fact that e”‘(T“Agb)V(XTaAgb, Stungyr Qrung,) = 0on {13 ALy = 0o} (Prgg-aus.),
we can apply the Lebesgue dominated convergence theorem for (67) to obtain the equalities

Evsg [e%(fn/\éh)*esrm,,*KQm.&b I(t, < gb” (68)
= Exsq[e M) V(X nz,, Stngy Quag,)] = V(%,5,9)

forall (x,s,q) € E3, which directly implies the desired assertion. [
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Abstract: The Segerdahl-Tichy Process, characterized by exponential claims and state dependent drift,
has drawn a considerable amount of interest, due to its economic interest (it is the simplest risk process
which takes into account the effect of interest rates). It is also the simplest non-Lévy, non-diffusion
example of a spectrally negative Markov risk model. Note that for both spectrally negative Lévy
and diffusion processes, first passage theories which are based on identifying two “basic” monotone
harmonic functions/martingales have been developed. This means that for these processes many
control problems involving dividends, capital injections, etc., may be solved explicitly once the
two basic functions have been obtained. Furthermore, extensions to general spectrally negative
Markov processes are possible; unfortunately, methods for computing the basic functions are still
lacking outside the Lévy and diffusion classes. This divergence between theoretical and numerical is
strikingly illustrated by the Segerdahl process, for which there exist today six theoretical approaches,
but for which almost nothing has been computed, with the exception of the ruin probability. Below,
we review four of these methods, with the purpose of drawing attention to connections between
them, to underline open problems, and to stimulate further work.

Keywords: Segerdahl process; affine coefficients; first passage; spectrally negative Markov process;
scale functions; hypergeometric functions

1. Introduction and Brief Review of First Passage Theory

Introduction. The Segerdahl-Tichy Process Segerdahl (1955); Tichy (1984), characterized by
exponential claims and state dependent drift, has drawn a considerable amount of interest—see,
for example, Avram and Usabel (2008); Albrecher et al. (2013); Marciniak and Palmowski (2016),
due to its economic interest (it is the simplest risk process which takes into account the effect of
interest rates—see the excellent overview (Albrecher and Asmussen 2010, Chapter 8). It is also the
simplest non-Lévy, non-diffusion example of a spectrally negative Markov risk model. Note that
for both spectrally negative Lévy and diffusion processes, first passage theories which are based
on identifying two “basic” monotone harmonic functions/martingales have been developed. This
means that for these processes many control problems involving dividends, capital injections, etc.,
may be solved explicitly once the two basic functions have been obtained. Furthermore, extensions
to general spectrally negative Markov processes are possible Landriault et al. (2017), Avram et al.
(2018); Avram and Goreac (2019); Avram et al. (2019b). Unfortunately, methods for computing the
basic functions are still lacking outside the Lévy and diffusion classes. This divergence between
theoretical and numerical is strikingly illustrated by the Segerdahl process, for which there exist today
six theoretical approaches, but for which almost nothing has been computed, with the exception of
the ruin probability Paulsen and Gjessing (1997). Below, we review four of these methods (which
apply also to certain generalizations provided in Avram and Usabel (2008); Czarna et al. (2017)), with
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the purpose of drawing attention to connections between them, to underline open problems, and to
stimulate further work.

Spectrally negative Markov processes with constant jump intensity. To set the stage for our
topic and future research, consider a spectrally negative jump diffusion on a filtered probability space
(O, {Ft}i>0, P), which satisfies the SDE:

Nx(t)
Xy = C(Xt)dt+U(X[)dB[ —dJ;, i = Z Ci, VX; >0 1)
i=1

and is absorbed or reflected when leaving the half line (0, o). Here, B; is standard Brownian motion,
o(x) > 0,¢(x) > 0,Vx > 0, N, (t) is a Poisson process of intensity A, and C; are nonnegative random
variables with distribution measure Fc(dz) and finite mean. The functions c(x), a(x) := @ and
I1(dz) = AFc(dz) are referred to as the Lévy -Khinchine characteristics of X;. Note that we assume
that all jumps go in the same direction and have constant intensity so that we can take advantage of
potential simplifications of the first passage theory in this case.

The Segerdahl-Tichy process is the simplest example outside the spectrally negative Lévy and
diffusion classes. It is obtained by assuming a(x) = 0 in (1), and Cy to be exponential i.i.d random
variables with density f(x) = pe " (see Segerdahl (1955) for the case c(x) = c+rx,r > 0,c > 0,
and Tichy (1984) for nonlinear c(x)). Note that, for the case c¢(x) = ¢ + rx, an explicit computation of
the ruin probability has been provided (with some typos) in Paulsen and Gjessing (1997). See also
Paulsen (2010) and see (Albrecher and Asmussen 2010, Chapter 8) for further information on risk
processes with state dependent drift, and in particular the two pages of historical notes and references.

First passage theory concerns the first passage times above and below fixed levels. For any process
(X¢)¢=0, these are defined by

Ty, = T), =inf{t > 0: X; > b},

@)
T,— =Ty =inf{t>0:X; <a},

with inf @ = 400, and the upper script X typically omitted. Since a is typically fixed below, we will
write for simplicity T instead of T, .

First passage times are important in the control of reserves/risk processes. The rough idea is that
when below low levels 4, reserves processes should be replenished at some cost, and when above high
levels b, they should be partly invested to yield income—see, for example, the comprehensive textbook
Albrecher and Asmussen (2010).

The most important first passage functions are the solutions of the two-sided upward and
downward exit problems from a bounded interval [a, b]:

b .
= —qTy, =
{‘I’q(x,u) = E, [e HI{TM<T¢/7}] Py [Ty <min(T,—, eq)] 1>0a<z<bh, o

¥(x,a) = Ey [e”ﬂﬂfl (1, <t }] = P [To- < min(Ty, 1 e;)]

where e is an independent exponential random variable of rate 4. We will call them (killed) survival
and ruin probabilities, respectively!, but the qualifier killed will be usually dropped below. The absence
of killing will be indicated by omitting the subindex 4. Note that in the context of potential theory, (3)
are called equilibrium potentials Blumenthal and Getoor (2007) (of the capacitors {b,a} and {a, b}).
Beyond ruin probabilities : scale functions, dividends, capital gains, etc. Recall that for
“completely asymmetric Lévy " processes, with jumps going all in the same direction, a large variety
of first passage problems may be reduced to the computation of the two monotone “scale functions”

1 See Ivanovs (2013) for a nice exposition of killing.
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Wy, Zg—see, for example , Suprun (1976), Bertoin (1997, 1998), Avram et al. (2004, 2007, 2015, 2016),
Ivanovs and Palmowski (2012), Albrecher et al. (2016); Li and Palmowski (2016); Li and Zhou (2017),
Avram and Zhou (2017), and see Avram et al. (2019a) for a recent compilation of more than 20 laws
expressed in terms of Wy, Z;.

For example, for spectrally negative Lévy processes, the Laplace transform/killed survival
probability has a well known simple factorization?:

7b W xX—
¥y (x0) = @i @

For a second example, the De-Finetti de Finetti (1957) discounted dividends fixed barrier objective
for spectrally negative Lévy processes Avram et al. (2007) has a simple expression in terms of either
!

. . . . R W,
the W scale function or of its logarithmic derivative v, = WZ3:

Wy(x) _ 7fthv (m)dm _1
Yoy = dWe = T g Y b 5)
VP(x)=x—b+ V() x>0
Maximizing over the reflecting barrier b is simply achieved by finding the roots of
" _ d 1 _ d b _
W/ (b) —Oﬁﬁ[vq(b)] —E[V (b)} =1 ®)

W,Z formulas for first passage problems for spectrally negative Markov processes.
Since results for spectrally negative Lévy processes require often not much more than the strong
Markov property, it is natural to attempt to extend them to the spectrally negative strong Markov case.
As expected, everything worked out almost smoothly for “Lévy -type cases” like random walks Avram
and Vidmar (2017), Markov additive processes Ivanovs and Palmowski (2012), etc. Recently, it was
discovered that W, Z formulas continue to hold a priori for spectrally negative Markov processes
Landriault et al. (2017), Avram et al. (2018). The main difference is that in equations like Equation (4),
W, (x — a) and the second scale function Z, g(x — a) Avram et al. (2015); Ivanovs and Palmowski (2012)
must be replaced by two-variable functions Wy (x,a), Z,4(x,a) (which reduces in the Lévy case to
Wy(x,y) = Wq (x —y), with Wq being the scale function of the Lévy process). This unifying structure
has lead to recent progress for the optimal dividends problem for spectrally negative Markov processes
(see Avram and Goreac (2019)). However, since the computation of the two-variables scale functions
is currently well understood only for spectrally negative Lévy processes and diffusions, AG could
provide no example outside these classes. In fact, as of today, we are not aware of any explicit or
numeric results on the control of the process (1) which have succeeded to exploit the W, Z formalism.

Literature review. Several approaches may allow handling particular cases of spectrally negative
Markov processes:

1. with phase-type jumps, there is Asmussen’s embedding into a regime switching diffusion
Asmussen (1995)—see Section 5, and the complex integral representations of Jacobsen and Jensen
(2007), Jiang et al. (2019).

2. for Lévy driven Langevin-type processes, renewal equations have been provided in Czarna et al.
(2017) —see Section 2

3. for processes with affine operator, an explicit integrating factor for the Laplace transform may be
found in Avram and Usabel (2008)—see Section 3.

The fact that the survival probability has the multiplicative structure (4) is equivalent to the absence of positive jumps,
by the strong Markov property; this is the famous “gambler’s winning” formula Kyprianou (2014).
vy may be more useful than W; in the spectrally negative Markov framework Avram and Goreac (2019).

W
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4. for the Segerdahl process, the direct IDE solving approach is successful (Paulsen and Gjessing
(1997)) —see Section 4.

We will emphasize here the third approach but use also the second to show how the third approach
fits within it. The direct IDE solving approach is recalled for comparison, and Asmussen’s approach is
also recalled, for its generality.

Here is an example of an important problem we would like to solve:

Problem 1. Find the de Finetti optimal barrier for the Segerdahl-Tichy process, extending the Equations (5)
and (6).

Contents. Section 2 reviews the recent approach based on renewal equations due to Czarna et al. (2017)
(which needs still be justified for increasing premiums satisfying (8)). An important renewal (Equation (11))
for the “scale derivative” w is recalled here, and a new result relating the scale derivative to its integrating
factor (16) is offered—see Theorem 1.

Section 3 reviews older computations of Avram and Usabel (2008) for more general processes
with affine operator, and provides explicit formulas for the Laplace transforms of the survival and
ruin probability (24), in terms of the same integrating factor (16) and its antiderivative.

Section 4 reviews the direct classic Kolmogorov approach for solving first passage problems with
phase-type jumps. The discounted ruin probability (g > 0) for this process may be found explicitly
(33) for the Segerdahl process by transforming the renewal equation (29) into the ODE (30), which is
hypergeometric of order 2. This result due to Paulsen has stopped short further research for more
general mixed exponential jumps, since it seems to require a separate “look-up” of hypergeometric
solutions for each particular problem.

Section 5 reviews Asmussen’s approach for solving first passage problems with phase-type jumps,
and illustrates the simple structure of the survival and ruin probability of the Segerdahl-Tichy process,
in terms of the scale derivative w. This approach yields quasi-explicit results when g = 0.

Section 6 checks that our integrating factor approach recovers various results for Segerdahl’s
process, when g = 0 or x = 0. Section 7 reviews necessary hypergeometric identities. Finally, Section 8
outlines further promising directions of research.

2. The Renewal Equation for the Scale Derivative of Lévy Driven Langevin Processes
Czarna et al. (2017)

One tractable extension of the Segerdahl-Tichy process is provided by is the “Langevin-type” risk
process defined by

t
Xy =x +/0 o(Xs) ds +Ye, (7)

where Y} is a spectrally negative Lévy process, and c(u) is a nonnegative premium function satisfying
© 1

——dy = o0, c(u) >0, Vxg,u > 0. 8

-/x . C(u) Y ( ) 0 (8

The integrability condition above is necessary to preclude explosions. Indeed when Y; is a
compound Poisson process, in between jumps (claims) the risk process (7) moves deterministically
along the curves x; determined by the vector field

dx X du
i clx) e t= /xo W C(x;x0),Yx9 > 0.

From the last equality, it may be noted that if C(x; x¢) satisfies limy_,co C(x; xg) < oo, then x; must
explode, and the stochastic process X; may explode.
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The case of Langevin processes has been tackled recently in Czarna et al. (2017), who provide the
construction of the process (7) in the particular case of non-increasing functions c(-). This setup can
be used to model dividend payments, and other mathematical finance applications.

Czarna et al. (2017) showed that the W, Z scale functions which provide a basis for first passage
problems of Lévy spectrally positive negative processes have two variables extensions W, Z for
the process (7), which satisfy integral equations. The equation for WV, obtained by putting ¢(x) =
c(a) — ¢(x) in (Czarna et al. 2017, eqn. (40)), is:

(z;a)dz, )

Wy(x,a) = Wy(x —a) + /:(c(a) —c(2))Wy(x — z)W,;

where W is the scale function of the Lévy process obtained by replacing c(x) with c(a).
It follows that the scale derivative

e)
wy(x,a) = awq(x,u)

of the scale function of the process (7) satisfies a Volterra renewal equation (Czarna et al. 2017, eqn. (41)):
X
wy(x,a) (14 (c(x) = c(a))Wq(0)) = wy(x — a) +/a (c(a) = c(z))wy(x — z)wy(z;a)dz, (10)

where wj is the derivative of the scale function of the Lévy process Y; = Yt(”) obtained by replacing
c¢(x) with ¢(a). This may further be written as:

Wy (x,a), Y; of unbounded variation

wy(x —a) + /: wy(x — z)wy(za)(c(a) — c(z))dz = {

wy(x,a) %, Y; of bounded variation

Problem 2. It is natural to conjecture that the formula (11) holds for all drifts satisfying (8), but this is an open
problem for now.

Remark 1. Note that renewal equations are a more appropriate tool than Laplace transforms for the general
Langevin problem. Indeed, taking “shifted Laplace transform” Lo f (x) = [~ e=W=9 f(y)dy of (11), putting

Wy(s,a) = ];o e’s(y"”wq(y,a)dy,
Woe(s,a) = [ e U Dwy(y,a)c(y)dy .
Wq(s) = fooo e~ Yw,(y)dy

and using

ﬁu[/uxf(x —)I(y)dy](s) = Lof(s)Lal(s)

yields equations with two unknowns:

R R R Wy(s,a)  unbounded variation case
Wq(s) (14 c(a)Wy(s,a) = Wee(s,a)) = § @y (sa) (12)

bounded variation case

c(a)

whose solution is not obvious.
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The Linear Case c(x) = rx+c¢

To get explicit Laplace transforms , we will turn next to Ornstein-Uhlenbeck type processes* X(-),
with ¢(x) = c(a) + r(x — a), which implies

Wyc(s,a) = /aoo e*S(y*”)wq(y,u)(r(y —a)+c(a))dy = frﬁr;(s,a) +c(a)Wy(s, a). (13)

Equation (12) simplify then to:

@y () (1 + (s, ) = (4)

Wy (s, a) unbdd variation case
Wy(s,a) — Z5Wy(s,a)  bdd variation case ’

Remark 2. Note that the only dependence on a in this equation is via c(a), and via the shifted Laplace transform.
Since a is fixed, we may and will from now on simplify by assuming w.l.o.g. a = 0, and write ¢ = c(a).

Let now R
K(s) = ags? + cs — sTI(s) — q,ap > 0,

denote the Laplace exponent or symbol of the Lévy process Y; = \/2a9B; — J; 4 ct, and recall that

K

% unbdd variation case
wy(s) = "

= — 1 bdd variation case

x(s)
(where we have used that W, (0) = 0(1) in the two cases, respectively).

We obtain now from (14) the following ODE

-1 unbdd variation case

-1+ % = —@ bdd variation case

x(s) Kx(s)

rﬁr;(s,a) - T‘Tvq(s,a) =1+ TW'?(O) = { , (15)

where

Remark 3. The Equation (15) is easily solved multiplying by an integrating factor

x(z)/zdZ B 67 f;o D(Qz+c—ﬁ(z)fq/zdz

Iy(s,s0) =e Jo 55 , (16)

where sy > 0 is an arbitrary integration limit chosen so that the integral converges (the formula (16) appeared

first in Avram and Usabel (2008)). To simplify, we may choose sy = 0 to integrate the first part agz + ¢ — I1(z),
and a different lower bound sy = 1 to integrate q/z. Putting § = 1,6 = £, &y = *, we get that

Ls)=e I R (€ e e L CT sTI(s) 1= e™%ig(s), (17)

where we replaced sy by - to indicate that two different lower bounds are in fact used, and we put 1(s) = Iy(s)
(the subscript 0 will be omitted when g = 0).

Solving (15) yields:

4 For some background first passage results on these processes, see for example Borovkov and Novikov (2008); Loeffen and

Patie (2010).
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Theorem 1. Fix a and put 1y(s) = [ I;(y)dy. Then, the Laplace transform of the scale derivative of
an Ornstein-Uhlenbeck type process (7) satisfies:

_ Iy(s) . .
Fa(s,0) = I,(s) W) = rjlq((ss))/ in the unbounded variation case ' 18)
Iy(s) - 1‘; ol %, in the bounded variation case

Proof. In the unbounded variation case, applying the integrating factor to (15) yields immediately:

Wy(s,a)ly(s) =1 /:o I (y)dy = rTy(s).

In the bounded variation case, we observe that

where i, is defined in (17). An integration by parts now yields

(s) = ./:o Mlq(y)dy = ./Sw %‘Z)e*@iq(y)dy

cr

s,a)Iq
c—l/; e—fyi;(y)dy = c‘l(—Iq(s) +5/S e Yig(y)dy) = ,—qu(s)dy_ C_llq(s).

Wa(

O

Remark 4. The result (18) is quite similar to the Laplace transform for the survival and ruin probability
(Gerber-Shiu functions) derived in (Avram and Usabel 2008, p. 470)—see (23), (24) below; the main difference
is that in that case additional effort was needed for finding the values ¥ (a,a), ¥ (a, a).

3. The Laplace transform-Integrating Factor Approach for Jump-Diffusions with Affine Operator
Avram and Usabel (2008)

We summarize now for comparison the results of Avram and Usabel (2008) for the still tractable,
more general extension of the Segerdahl-Tichy process provided by jump-diffusions with affine
premium and volatility

(19)

{c(x) =rx+c

2
oo x
é ) =wa1X + &g, &1,&9 > 0.

Besides Ornstein-Uhlenbeck type processes, (19) includes another famous particular case,
Cox-Ingersoll-Ross (CIR) type processes, obtained when a1 > 0.
Introduce now a combined ruin-survival expected payoff at time ¢

V(tu) =Ex,—u {w (X1) Yz <y + p(Xe) 1{T2t}} (20)
where w, p represent, respectively:

e Apenalty w(Xr) atastopping time T, w: R— R
e Areward for survival after t years: p(X;), p: R— RY.

Some particular cases of interest are the survival probability for ¢ years, obtained with

w(Xr) =0, p(Xe) =1x, >0
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and the ruin probability with deficit larger in absolute value than y, obtained with
w(X1) = lxr <y} P(Xe)=0
Let
_ [T et _
Vy(x) = /0 9 TV (6, X)dt = Ex [0 (X1) 1p oy + P(Xe)) 1p2ay ] 1)
denote a “Laplace-Carson”/”Gerber Shiu” discounted penalty/pay-off.

Proposition 1. (Avram and Usabel 2008, Lem. 1, Thm. 2) (a) Consider the process (19). Let V;(x) denote the
corresponding Gerber-Shiu function (21), let wry(x) = [~ w(x — u)TI(du) denote the expected payoff at ruin,
and let g(x) := wry(x) + qp(x),§(s) denote the combination of the two payoffs and its Laplace transform; note

that the particular cases
8s) =1, 8(s) = AF(s)
correspond to the survival and ruin probability , respectively Avram and Usabel (2008).
Then, the Laplace transform of the derivative

V.(x) = /O e~ dV, (x) = sV (s) — V,(0)
satisfies the ODE

(@05 +7) Va(s)' — (@ — w)Va(s) = —h(5)Vy(0) — a V(0) + §(s) =

() Vy(0) + a0 V5(0) — &)
"+ agy

0 h
Vo)) = [ () dy, @)

where h(s) = ﬁ(s) + 1 (this corrects a typo in (Avram and Usabel 2008, eqn. (9))), and where the integrating
factor is obtained from (16) by replacing c with ¢ — ay (Avram and Usabel 2008, eqn. (11)). Equivalently,

r (SVq(s)), _ @ sf/q(s) = —(c+ags) V4 (0) — &g Vl;(O) +3(s) =

_ = v, (0 V/(0) -3
STy (6)1y(s) = /s 1) (c+ o) Vy( r)::ioy 7(0) —2(y) dy. )
(b) If ag = 0 = ay and q > 0, the survival probability satisfies
o ql(0)
Ty = [ )00 ~ Dy = FO)Ty(5) ~ aTy1(5) =7 (I‘“(O’I ©-1 1(s>>
q q Js q q y q q q Iq(O) q q

Proof. (b) The survival probability follow from (a), by plugging g(y) = g. Indeed, the Equation (23)
becomes for the survival probability

Fa(6)lg() = [ )(@a(0) ~ ]) dy = 40Ty (5) ~ Ty (5).
Letting s — 0 in this equation yields ¥,(0) = lﬁ;{z é;”
q
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As a check, let us verify also Equation (23) for the ruin probability, by plugging g(y) = AF(y):

S 1) = [ 1 )(€¥(0) ~ AFW)dy = ¥, (0L, ) - T,

Jw) = [ e )y, jy) = A,

Integrating by parts, J(y) = —I4(s) + ¢ly(s) — §l;—1(s). Finally,

Ig(s) +qly-1(s) — €F4(0)T4(s) = Iy(s) — sﬁq(s)lq(s). (25)
|

Segerdahl’s Process via the Laplace Transform Integrating Factor

We revisit now the particular case of Segerdahl’s process with exponential claims of rate y and
ag = a1 = 0. Using T1(y) = AFc(y)dy = ﬁ we find that for Segerdahl’s process the integrand in the
exponent is

k(s) _ . 5 e
s = ¢ A (s+u)—iql/s,

and the integrating factor (17) may be taken as
L(x) = xTe"™(1+ x/ ).
The antiderivative I;(x) is not explicit, except for:

1. x =0, when it holds that
L(0) = p UG+ 1,4+ A +2,8n),

where (Abramowitz and Stegun 1965, 13.2.5)°
Ula,a+c¢,z) = ﬁ / =201 (£ +- 1) 1dt, Relz] > 0, Re[a] > 0.
JO

2. for q = 0, when it holds that

_ MW Tt L4 )

106) = e 13/, 1) = [~ 1)y -

However, the Laplace transforms of the integrating factor I;(x) and its primitive are explicit:

I(s) :A e TN 4 x/ ) = TG+ DUG+ 1,5+ A+2,u(E+5),

?q(s) :r(q+1)u(q+1,q+)\+2,;4c)fl;l(q+1,q+)\+2,y(c+s)‘ 26)

Finally, we may compute:

_ et

5 Note that when ¢ = 1, this function reduces to a power: U (a,a +1,z) = S z7h
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7,0 = Tt __@a i
¢l4(0) cul(@+1,§+A+2,¢u)
¥,(0) =1—F,(0) = 1— — qugq,qi)lfl,cy{
cul(G+1,§+A+2,¢n)
CeuU(G+1L,G+A+2,8u) —GU(G g+ A+ 1,60
N euu(g+1,+A+2,8u)

G+1,G+1+A,ue
:<A)U(q+ A1+ A pe) @)

) U(G+1,G+A+2,pu8

=

where we used the identity (Abramowitz and Stegun 1965, 13.4.18)
Ula—1,b,z] 4+ (b —a)Ula,b,z] = zU[a, b+ 1,z],a > 1, (28)
witha=4+1,b=4+ A + 1. This checks the (corrected) Paulsen result (38) for x = 0.

Remark 5. We can now numerically answer Problem 1: (a) obtain the antiderivative I;(x) by numerical
integration; (b) compute the Laplace transform of the scale derivative by (18); c) Invert the Laplace transform.

The example above raises the question:
Problem 3. Is it possible to compute explicitly the Laplace transforms of the integrating factor I;(x) and its
primitive for affine processes with phase-type jumps?

4. Direct Conversion to an Ode of Kolmogorov’S Integro-Differential Equation for the
Discounted Ruin Probability with Phase-Type Jumps

One may associate to the process (1) a Markovian semi-group with generator
Gh(x) = a(x)h" (x) + c(x)'(x) + /(0 (11 = y) = hix)]T(dy)

actingon h € C%O,w), up to the minimum between its explosion and exit time Tp .

The classic approach for computing the ruin, survival, optimal dividends, and other similar
functions starts with the well-known Kolmogorov integro-differential equations associated to this
operator. With phase-type jumps, one may remove the integral term in Kolmogorov ‘s equation above
by applying to it the differential operator n(D) given by the denominator of the Laplace exponent
(D). For example, with exponential claims, we would apply the operator y + D.

4.1. Paulsen’s Result for Segerdahl’s Process with Exponential Jumps Paulsen and Gjessing (1997), ex. 2.1

When a(x) = 0 and Cy in (1) are exponential i.i.d random variables with density f(x) = pe "%,
the Kolmogorov integro-differential equation for the ruin probability is:

X
c(x)‘I’,,(x,a)’—Q—)xy/ e*"("*z)‘}’q(z,a)dz— (A+q)¥g(x,a) +Ae ™ =0, ¥q(b,a) =1,¥4(x,a) =0,x < a.
a
(29)
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To remove the convolution term ¥, * fc, apply the operator 2 + D, which replaces the convolution
term by Ap¥,(x)® yielding finally

(c()D? + (¢'(x) + pe(x) = (A +))D = qn) ) ¥g(x) = 0

When ¢(x) = ¢+ rx,a = 0,b = co, the ruin probability satisfies:

[(@4+x) D+ (14 p(e+x) =4 - A)D - | ¥y(x) = 0,
(—cD+A+9)¥,(0) =27, ¥4(c0) =0 (30)

see (Paulsen and Gjessing 1997, (2.14),(2.15)), where A= A ,q = , and —¢ := —¢ is the absolute
ruin level.
Changing the origin to —¢ by z = p(x 4 ¢), ¥4(x) = y(z) brings this to the form

2y"(2) + (z+1-n)y'(z) - qy(z) =0, n=1+3, @1

(we corrected here two wrong minuses in Paulsen and Gjessing (1997)), which corresponds to
the process killed at the absolute ruin, with claims rate ¢ = 1. Note that the (Sturm-Liouville)
Equation (31) intervenes also in the study of the squared radial Ornstein-Uhlenbeck diffusion (also
called Cox-Ingersoll-Ross process) (Borodin and Salminen 2012, p. 140, Chapter IL.8).

Let K;(z) = K;(4,n,z),i = 1,2,n = § + A denote the (unique up to a constant) increasing/decreasing
solutions for z € (0, co) of the confluent hypergeometric Equation (31). The solution of (31) is thus

c1K1(g,n,z) + c2Kp(G,m,z) = c12"e *M(G+1,n+1,2z) + cz"e *U(G+ 1, n +1,z), (32)

where (Abramowitz and Stegun 1965, 13.2.5) U[a,a +¢,z] = ﬁ Jeo e a1 (k4 1)°dt, Relz) >
0, Re[a] > 0 is Tricomi’s decreasing hypergeometric U function and M (a,a + ¢,z) = 1F(a,a+¢;z) is
Kummer’s increasing nonnegative confluent hypergeometric function of the first kind.®

The fact that the killed ruin probability must decrease to 0 implies the absence of the function
Kj. The next result shows that the function Ky (y(x + ¢(a) /7)) is proportional to the ruin probability
on an arbitrary interval [4,0),a > —¢, and determines the proportionality constant . K; yields the
absolute survival probability (and scale function) on [—¢, o0), but over an arbitrary interval we must
use a combination of Ky and Kj.

Theorem 2. (a) Put z(x) = p(¢+ x),¢é = c(a)/r. The ruin probability on [a, o) is

AeM1+x/0)T ) U1 +31+4+ A uE+x
1F'7(x/a) = Ex[eiqT”'f] = _— ( ) ( 1 q V( )) (33)
H U(1+4,2+ G+ A, pue)
©  More generally, for any phase-type jumps C; with Laplace transform fc (s) = ), it may be checked that ¥, * fc = fc( ¥,

in the sense that b(D)¥, * fc = a(D)Y¥y, thus removing the convolution by applymg the denominator b(D).
this is implied by the Kolmogorov integro-differential equation (G — A — q)¥4(x) + AF(x) = 0,x > 0

M(a,b,z) and U(a, b, z) are the increasing/decreasing solutions of the to Weiler’s canonical form of Kummer equation
zf"(z) + (b —z)f'(z) —a f(z) = 0, which is obtained via the substitution y(z) = e’zz”f z), w1th a = q +1,b =n+1.

Some computer systems use instead of M the Laguerre function defined by M(a, b, z) =LY Lz ) which yields for

(b— 11) ’
natural —a the Laguerre polynomial of degree —a.
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(when q = 0, K»(0,n,z) = T(A,z) and (33) reduces to %)9

(b) The scale function Wy(x, a) on [a, ) is up to a proportionality constant
Ki(4,A,2(x)) — kK2(3, A, 2(x)),
with k defined in (40).
Proof. (a) Following (Paulsen and Gjessing 1997, ex. 2.1), note that the limit lim,_.., U(z) = 0 implies
Yy(x) =k Ko(z) = ke 22U (F+1L,§+A+1,2z), z=pu(x+0).

The proportionality constant k is obtained from the boundary condition (30). Putting G, [h](x) :=
[e(x) (1) (x) = (A + @) (x)]x=0,

A

G[¥gl(x) +A=0= k= —Gy[K2](2(x))’

= —e 2 Ay (F+1L,3+A+2z)
Putting zp = uc, we find
—Gy[Ka(z(x)) = zoe’z‘)zg”_lll (G, 9+ A,z0) + (G4 ;\)e’Z°zg~+;\U (F+1L4+A+1,z2)
= e 02PN U (G,5+X,20) + @+ VU (G+ 1,5+ 1 +1,20)),
where we have used the identity (Borodin and Salminen 2012, p. 640)
Ky(z) = —e 01y (F.9+7,z2). (34)
This may be further simplified to
—Gy[Ka](z(x)) = e_ZDZgMHU (G+1,§+A+2,2)),
by using the identity
Ula,b,z] +bUla+1,b+ 1,z =zU[a+1,b+2,z],a > 1, (35)
which is itself a consequence of the identities (Abramowitz and Stegun 1965, 13.4.16,13.4.18)

(b—a)Ula,b,z] +zU[a,2+b,z] = (z+ b)U[a, 1+ b, z] (36)
Ula,bz] + (b—a—1)U[a+1,b,z] =zU[a+1,b+1,z] 37)

(replace a by a + 1 in the first identity, and subtract the second).

9 Note that we have corrected Paulsen’s original denominator by using the identity (Abramowitz and Stegun 1965, 13.4.18)

Ula—1,b,z)+ (b—a)Ula,b,z] = zU[a, b+ 1,z],a > 1.
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Finally, we obtain:

(AN e+ DT (4L, 5+ 1+ A, p(x +0))
qu_(@) U(G+1LG+1+A+1,u0)
<E> S (s =x)(s+ &A1 e ks

q
u Jo7 s7 (s +¢)t ersds

’

and

Tq(o) =

(/\) U@G+LA+G+1¢en) 7<A>f0 £ ( 1+t) “Lecut gt
U(G+1LA+G+2,¢81) Joo H1(1+t)Ae~crt dt

cp
:< )fo s (s + o) Lemds _ (E) Jo 17 (t+p)tte e dr
w) [T s (s +¢)h e isds &) [ (t+p)tettat

For (a,00),a > —¢, the same proof works after replacing ¢, z(0) by c(a), z(a).
(b) On (0,0), we must determine, up to proportionality, a linear combination W;(x) =
K1(4,A,z(x)) — kKy(4, A, z(x)) satisfying the boundary condition

Gp[K1](0)

GyWy(x) =0=k = W,th(x) = [e(x) (1) (x) = (A + 9)h(x)]x=0. (38)

Recall we have already computed G,[K>](z(0)) = —e*ZUZgH\HU (§+1,4+A+2,2) in the proof

of (a). Similarly, using (Borodin and Salminen 2012, p. 640) (reproduced for convenience in (55) below)
~GylK1](2(0)) = (A+ Qe 2] M (§+1,4+ A +1,20) = M (3,9 +4,20) |-

Hence!?

A4+gM@G+1,4+A+1,20) — M (4,44 A,z0)
20 U@G+1,§+A+2,2).

(40)
O

Remark 6. Note that on (—¢,00), choosing —¢ as the origin yields zg = 0 = k (since M (§,§+ A,0) =1
(Abramowitz and Stequn 1965, 13.1.2)) and the scale function is proportional to Ky (z), which follows also from
the uniqueness of the nondecreasing solution.

Corollary 1. (a) Differentiating the scale function yields

,—zq+7\—1~ 3 T | =~ 3
wq(x) =e¢ %z G+AM(G, G+ A, z)+ kUG, G+ A, z) ).

(b) The scale function is increasing.

10 putting My = M (§+2,§+A+2,u8), Upy = U (§+2,§+ A +2,4¢), we must solve the equation

1
Mflufq1;+lM+++l(q+l)U++
oy At A+ DM - (G+ )Moy A My 39)

F+A+D)(U+@G+1DUry)  G+A+1 UL

where weput My = M (§+1,§+A+2,p¢), Uy = U (§+1,§+ A +2,¢), and applied the identities (Abramowitz and
Stegun 1965, 13.4.3,13.4.4).
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5. Asmussen’s Embedding Approach for Solving Kolmogorov’s Integro-Differential Equation
with Phase-Type Jumps

One of the most convenient approaches to get rid of the integral term in (29) is a probabilistic
transformation which gets rid of the jumps as in Asmussen (1995), when the downward phase-type
jumps have a survival function

Fe(x) = [ felwdu = e,

where B is a n x n stochastic generating matrix (nonnegative off-diagonal elements and nonpositive
row sums), ﬁ = (B1,...,Bn) is a row probability vector (with nonnegative elements and Z;-'Zl Bi=1),
and1 = (1,1, ...,1) is a column probability vector.

The density is fc(x) = Be~B*b, where b = (—B)1is a column vector, and the Laplace transform is

b(s) = B(sI — B)"'b.

Asmussen’s approach Asmussen (1995); Asmussen et al. (2002) replaces the negative jumps by
segments of slope —1, embedding the original spectrally negative Lévy process into a continuous
Markov modulated Lévy process. For the new process we have auxiliary unknowns A;(x) representing
ruin or survival probabilities (or, more generally, Gerber-Shiu functions) when starting at x conditioned
on a phase i with drift downwards (i.e., in one of the “auxiliary stages of artificial time” introduced
by changing the jumps to segments of slope —1). Let A denote the column vector with components
Ay, ..., Ay. The Kolmogorov integro-differential equation turns then into a system of ODE’s, due to
the continuity of the embedding process.

VN _ (G P (B o, (41)
Al(x) b B Ax))" T

For the ruin probability with exponential jumps of rate y for example, there is only one downward
phase, and the system is:

v\ _ (5 - ¥, (x)
()05 ) () == (42)

For survival probabilities, one only needs to modify the boundary conditions—see the following section.

5.1. Exit Problems for the Segerdahl-Tichy process, with q = 0

Asmussen’s approach is particular convenient for solving exit problems for the Segerdahl-Tichy
process.

Example 1. The eventual ruin probability. When q = 0, the system for the ruin probabilities with x > 0 is:

) = M x)— A(x ®) = A(®) =
V()= 5 (F0) - AR), ¥(e) = A() =0 )
Al(x) = p (¥(x) — A(x)), A0) =1

This may be solved by subtracting the equations. Putting

K(x) _ 67yx+ﬁi( ﬁdv,
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we find:
(¥(0) = A(0))K(x),
1(A(0) = ¥(0)) J;" K(v)do,

X

, (44)

whenever K(v) is integrable at co.

The boundary condition A(0) = 1 implies that 1 — ¥ (0) = m and
0

o0 JZ K(v)do

A(x) =pu(1-"(0 K(v)dv = Z5—7—,

(3) = 4= ¥(0) [ K)o = oo

K(x)
F(x) - A(¥) = ——=
1o K(o)do

Finally,

_ yf;oK(v)dva(x)

w o K(@)do
and for the survival probability Y,
Fix) = P KA +KG) o _ W)
B = B s i FOWE) = g (45)

W(x) = /OX K(o)do+ K(x),

where ¥(0) = ﬁ by plugging W(0) = 1 in the first and last terms in (45).

We may also rewrite (45) as:

B 1+ [y w(v)do
1+ fow w(v)dv

JZ w(v)do
1+ fow w(v)dv

¥ (x) & Y(x) = ,w(x):i=W(x) = (46)

Note that w(x) > 0 implies that the scale function W(x) is nondecreasing.

Example 2. For the two sided exit problem on [a, b], a similar derivation yields the scale function

_ [¥K(v) K(x) 1 x
W(x,a) = ;4/11 K(a) dv + Kla) ~ 1+ K@) /a w(y)dy,
with scale derivative derivative w(x,a) = ﬁw(x), where w(x) given by (46) does not depend on a.

Indeed, the analog of (44) is:

& oAby aaK(x)

Po0) - 4') = Pla0 s,
b(x) = u¥ (a,a XK(U)U
A = ¥ a0) [ K,

163



Risks 2019, 7,117

implying by the fact that ?b(b,a) =1 that

&b b K(x) K@)\ Wxa) *xg [ w(u)du
Y (x,a) =Y (a,a) (K(a) +H./a K(ﬂ)dv> ~Wiha) 1+#be(u)du PN
K(a) Ja
b
‘Fb(x’a — M (47)
) K(a) + fab w(u)du

7 S 1 C.) MO { (1)

P (x,0) == —(¥") (x,0) = K@)+ [ i) = (x,a)?(b,a)

Remark 7. The definition adopted in this section for the scale function W(x,a) uses the normalization
W (a,a) = 1, which is only appropriate in the absence of Brownian motion.

Problem 4. Extend the equations for the survival and ruin probability of the Segerdahl-Tichy process in terms
of the scale derivative wg, when q > 0. Essentially, this requires obtaining

Ty(x) = Ex [ﬂmﬁ min TM]}

6. Revisiting Segerdahl’s Process via the Scale Derivative/Integrating Factor Approach, When g = 0

Despite the new scale derivative/integrating factor approach, we were not able to produce further
explicit results beyond (33), due to the fact that neither the scale derivative, nor the integral of the
integrating factor are explicit when g > 0 (this is in line with Avram et al. (2010)). (33) remains thus for
now an outstanding, not well-understood exception.

Problem 5. Are there other explicit first passage results for Segerdahl’s process when q > 0?2

In the next subsections, we show that via the scale derivative/integrating factor approach, we
may rederive well-known results for g = 0.

6.1. Laplace Transforms of the Eventual Ruin and Survival Probabilities

For g = 0, both Laplace transforms and their inverses are explicit, and several classic results
may be easily checked. The scale derivative may be obtained using Proposition 1 and T'(A + 1,v) =

e ?v* + AT(A,v) with v = &(s + p). We find

e (Eu) (A +1,8(s + )
e (14 S/H)I\

(l + %)}\71 eI, (48)

W(s,a) = —1=1+Ae"(0) "T(X,0) — 1= AU(1,1+A,&(s + p))

= w(x,a) =

o >

which checks (46). Using again W(s) = ¢ % — 1yields the ruin and survival probabilities:
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Letting s — 0 yields

_ow(0) AU(LI+ApE)  AT(A,én)
¥ = w(0)+1  peu(L,2+A,ue) T(A+1,¢n) <
_lims s?(s) Y (o) B 1
o= w(0)+1  1+AU(L1+Ape)  peU(L,24 A, ue) )

For the survival probability, we finally find

_ N 1+AU(L,1+A u(@+s Su+s)U(1,2+A,u(E
S¥(s) = F(0)(1+W(s)) = ( pEts) et U4 N pE+s)

14+ AU(1,1+ A, pé) el (1,2 + A, pe)
which checks with the Laplace transform of the Segerdahl result (53).

6.2. The Eventual Ruin and survival probabilities

These may also be obtained directly by integrating the explicit scale derivative w(x,a) =
(1+ )71 emnx (48) Indeed,

/uoow(x)dx = /uoQ

>t

| >

A-1 e s N
(1 + ) e Mdx = /\e’“/1 y Lty
+t

= Aet® Alemtit = Ret(ud) 'T(A, u(@
T oy Pl = 2GR ),

where T'(y7,x) = [ t171e~!dt is the incomplete gamma function. The ruin probability is Segerdahl
(1955), (Paulsen and Gjessing 1997, ex. 2.1):

¥(x) :;\exp ué)( (5\ (¢+x)) :Ze’?‘x(ler/c:))-‘ U(l,lir;\,y(6+ x))
1+/\exp(;4c)( &)~AT(A, ue) 14+ AU(L,1+ A, pé)
_ig Hx(l-‘,—x/cALI( + A, u(E+x)) _;\ (A, u(E+x)) (50)
pe U(1,2+ A, pe) T(A+1en) °

where we used

u(,1+ Av) = eZ’U*)‘F(;\,v)

@y
and
1+ AU(L1+A,0) =oU(1,2+4,0), (52)
which holds by integration by parts.
A simpler formula holds for the rate of ruin ¢(x) and its Laplace transform
P = W) = el o = e ) e M) ety ()
1+ [ow(x)dx  T(A+1,ép) 2
AU(l,l-%—)»,c(ﬂs-%—y)) c>0
P(s) = F(0)w(s) = ¢ #ua2rAg 7 : (53)
(14+s/u)~", c=0

where 7 denotes a (shifted) Gamma density. Of course, the case ¢ > 0 simplifies to a Gamma density
when moving the origin to the “absolute ruin” point —¢ = —£,,i.e., by puttingy = x 4+¢,Y; = X; +¢,
where the process Y} has drift rate rY;.
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Problem 6. Find a relation between the ruin derivative q(x) = —¥;(x) and the scale derivative w(x) when
qg>0.

7. Further Details on the Identities Used in the Proof of Theorem 2
We recall first some continuity and differentiation relations needed here Abramowitz and Stegun

(1965)

Proposition 2. Using the notation M = M(a,b,z), M(a+) = M(a+1,b,z), M(+,+) = M(a+1,b+
1,z), and so on, the Kummer and Tricomi functions satisfy the following identities:

bM + (a — b)M (b+) = aM (a+) (13.4.3)
b(M(a+) — M) =zM (+,+) (13.4.4)
(b—a)U+zU(b+2) = (z+b)U(b+1) (13.4.16)
Udal (+,+) = U (b+) (13.4.17)

U+ (b—a—1U(a+1) =zU(+,+) (13.4.18)

(see corresponding equations in Abramowitz and Stegun (1965)).

U =—all (+,+), M = %M(+,+). (54)

Proposition 3. The functions K;(§, A, z) defined by (32) satisfy the identities

Ki(gnz) = ( e UM (G,4+A,2) = (F+DKi(§-1,1,2) (55)
Ky(G,n,z) = 2T U (g, + A, 2) = —Ka(§—1,m,2) (56)
Ky(G,n,z) = /Zm(y —2)T(y)" T e Vdy (57)

Proof: For the first identity, note, using (Abramowitz and Stegun 1965, 13.4.3, 13.4.4), that

e* , a3 . . = g+1 ~ - <
ki) = (q+Afz)M(q+1,q+1+Arz)+zmM(q+2,q+2+A,Z)
= +AM(G+1L4+1+1,z2)
+ E—gij(w+1) (F+2,d+42+4,z) — (+A+ )M (G+1,4+1+4,z2))
= (+AMG+L,5+1+A,z) — 4————Mwm+1q+2+A@

G+A+1
= @+AM@[+1,4+1+A2) —A(M@G+L7+1+A,2) —M(7,§+1+A,2))
= GM(§+L3+1+Az)+AM(G,4+1+A,z2).

The second formula may be derived similarly using 13.4.17, or by considering the function

le([i+1,q+1+/~\,y) =T(g+1)Ky(z) = /W(S,Z) (s )A 1o=Hs g
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appearing in the numerator of the last form of (57). An integration by parts yields

G+1,5+1+4,1) :/ (s—2)7 %[(5)7\71 e5]ds

V4
:(K—l)zﬁ(qﬁ-l,q-i-}\,l)—Zﬁ(q+1,q+;+1/1)/:>
Ky(+1,4,2) =e 2 (A-DU@E+1,d+4,2) —U@G+1,4+1+1,2))

and the result follows by (Abramowitz and Stegun 1965, 13.4.18.)11
The third formula is obtained by the substitution y = z(t +1).

8. Conclusions and Future Work

Two promising fundamental functions have been proposed for working with generalizations
of Segerdahl’s process: (a) the scale derivative w Czarna et al. (2017) and (b) the integrating factor I
Avram and Usabel (2008), and they are shown to be related via Thm. 1.

Segerdahl’s process per se is worthy of further investigation. A priori, many risk problems (with
absorbtion/reflection at a barrier b or with double reflection, etc.) might be solved by combinations of
the hypergeometric functions U and M.

However, this approach leads to an impasse for more complicated jump structures, which will
lead to more complicated hypergeometric functions. In that case, we would prefer answers expressed
in terms of the fundamental functions w or I.

We conclude by mentioning two promising numeric approaches, not discussed here. One due to
Jacobsen and Jensen (2007) bypasses the need to deal with high-order hypergeometric solutions
by employing complex contour integral representations. The second one uses Laguerre-Erlang
expansions—see Abate, Choudhury and Whitt (1996); Avram et al. (2009); Zhang and Cui (2019).
Further effort of comparing their results with those of the methods discussed above seems worthwhile.
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Abstract: We consider the Sparre Andersen risk process with interclaim times that belong to the class
of distributions with rational Laplace transform. We construct error bounds for the ruin probability
based on the Pollaczek-Khintchine formula, and develop an efficient algorithm to approximate the
ruin probability for completely monotone claim size distributions. Our algorithm improves earlier
results and can be tailored towards achieving a predetermined accuracy of the approximation.
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1. Introduction

The Sparre Andersen model is a classical object of study in insurance risk theory, see e.g., Labbé
and Sendova (2009); Li and Garrido (2005); Temnov (2004, 2014); Willmot (2007); and Asmussen
and Albrecher (2010) for an overview. In this model, claims occur according to a renewal process,
which generalises the Cramér-Lundberg model, where claims arrive according to a Poisson process.
Ruin probabilities in such a general setting are typically expressed as solutions of defective renewal
equations, differential equations, the so-called Wiener—Hopf factorisation, etc., but the latter are
typically inadequate to be used for numerical computations. However, if either the interclaim times or
the claim sizes belong to the class of phase-type distributions, then ruin-related quantities can be found
in an explicit form; see, e.g., Albrecher and Boxma (2005); Dickson (1998); Li and Garrido (2005) and
Landriault and Willmot (2008), respectively.

However, in many relevant situations in practice, the behaviour of the claim sizes is
better captured by heavy-tailed distributions (Embrechts et al. 1997); however, in that case,
explicit expressions are hard or impossible to evaluate even in terms of Laplace transforms.
Under a heavy-tailed setting, a standard approach is hence to seek for asymptotic approximations
(Albrecher et al. 2012; Dong and Liu 2013; Wei et al. 2008), for initial capital levels being very large.
At the same time, this capital level typically has to be very large, so as to be reasonably accurate, when
actual magnitudes matter. One mathematically appealing solution is then to look for higher-order
approximations (see e.g., Albrecher et al. 2010); but, then an actual error bound for fixed values also
cannot be given. Another alternative is to approximate the actual heavy-tailed claim distribution by
a tractable light-tailed one and control the introduced error in some way. Spectral approximations in
this spirit were recently developed in Vatamidou et al. (2014) for the classical Cramér—Lundberg model.

The present paper proposes an extension of techniques in Vatamidou et al. (2014) to the more
general Sparre Andersen model, and at the same time improves the bound derived there and the
efficiency of the algorithm to establish it. Using the geometric compound tail representation of the ruin
probability, we derive our error bound in terms of the ladder height distribution, which is explicitly
available when the distribution of the interclaim times has a rational Laplace transform. We focus on
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heavy-tailed claim sizes, where numerical evaluations of ruin probabilities are typically challenging,
and we develop an algorithm for the class of completely monotone distributions. Concretely, we
approximate the ladder height distribution by a hyperexponential distribution, and we are able to
prescribe the number of required phases for a desired resulting accuracy for the ruin probability.

The rest of the paper is organised as follows. In Section 2, we introduce the model and provide the
exact formula for the ladder height distribution. As a next step, we derive, in Section 3, the error bound
for the ruin probability, and we construct our approximation algorithm. In Section 4, we compare our
approximations with existing asymptotic approximations. In Section 5, we then perform an extensive
numerical analysis to check the tightness of the bound and the quality of the derived approximations.
Finally, we conclude in Section 6.

2. Model Description

Consider the Sparre Andersen risk model for an insurance surplus process defined as

N(t)
R(t)=u+ct— Y X;, t>0, (1)
i=1
where 1 > 0 is the initial capital, ¢ > 0 is the constant premium rate and the i.i.d. positive random
variables {X;};>; with distribution function Fx represent the claim sizes. The counting process
{N(t),t > 0} denotes the number of claims within [0, {] and is defined as N(t) = max{n € IN : W; +
Wy + ... Wy < t}, where the interclaim times W; are assumed to be i.i.d. with common distribution
function K, independent of the claim sizes; see, e.g., Asmussen and Albrecher (2010). We also assume
cEW > EX, providing a positive safety loading condition.
Now, let T = inf{t > 0 : R(t) < 0} be the time of ultimate ruin. Then, the ruin probability is
defined as
P(u) =P(T < oo | R(0) = u). (2)

The ruin probability satisfies the defective renewal equation
u —
po) =9 [ plu—xaHE +¢HW), w0, )
where ¢ = 1(0), H(u) is the distribution of the ascending ladder height associated with the surplus

process S(t) := u — R(t) and H(u) = 1 — H(u), for u > 0; see, e.g., Willmot et al. (2001). The solution
to Equation (3) is the Pollaczek-Khintchine-type formula

Yu) =Y (1—¢)p"H" (u), )

ngk

n=1

ie, ¢(u) is a geometric compound tail with geometric parameter ¢; see Section 1.2.3 in
Willmot and Woo (2017) for details.

Although Equation (4) provides a closed-form formula for the ruin probability, it is impractical,
because the ladder height distribution H(u) is not available in most cases of interest. However, when
the distribution K of the interclaim times has a rational Laplace transform, H(u) has an explicit form
(Li and Garrido 2005), which we recall in the next subsection. In the sequel, we will then use this as
a starting point for developing highly accurate approximations for 1 (u), which is of particular interest
for heavy-tailed claim sizes.
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The Ladder Height Distribution with Interclaim Times of Rational Laplace Transform

We assume now that the Laplace transform of the interclaim times is a rational function of the form

zooy _ W +B(s)
He) = (s +pn) ©

where y, >0,Vn=1,...,N, y =T12_, pn and B(s) is a polynomial of degree N — 2 or less. Obviously,
EW = -k (0) = YN PT BT fx(s) = f0+°° “5dFx(x) is the Laplace-Stieltjes transform (LST)
of the claim sizes, it is shown in Li and Garrido (2005) that the generalised Lundberg equation

T (n —cs) -
m = fx(s), s€gC, (6)

has exactly N roots p1, p2,..., pn, with py = 0 and R(p,) > 0,n =1,2,...,N — 1. These roots play
an important role in the evaluation of the ladder height distribution and the geometric parameter
¢. Denote with Fx(x) the complementary cumulative distribution function (ccdf) of the claim sizes,
and consider the Dickson-Hipp operator

Tof) = [T ey = [T e ey 4 xdy, @)

for a function f(x) (see Dickson and Hipp 2001). Moreover, let p* = ]_[nN:]1 on. Then, as shown in
Li and Garrido (2005), the ccdf of the ascending ladder heights is calculated via the formula

1 #—cpnf(=cpn) ~ =
277,; , i
e & M (=) K ®
where
p=1- 7}[*@21_ EX) <1 ©

Although the ladder height distribution in this model has an explicit formula, it is difficult to
evaluate i(u) either via Equation (4) or by taking Laplace transforms (an equivalent formula to the
Pollaczek-Khinchine in the Cramér-Lundberg model). In particular, this is the case when the claim
sizes follow a heavy-tailed distribution, as already mentioned in Section 1. As a result, in such cases,
opting for approximations seems a natural solution.

In the next section, we will study error bounds for ¢(1) when the ladder height distribution
is approximated by a phase-type distribution. In particular, we will provide an efficient
algorithm to construct approximations for (1) when approximating H(u) by the subclass of
hyperexponential distributions.

3. Spectral Approximation for the Ruin Probability

The starting point for the approximation of () is its geometric compound tail representation
in Equation (4). Note that this representation is similar to the Pollaczek-Khintchine formula for i (u)
in the Cramér-Lundberg model where ¢ is replaced by the average amount of claim per unit time
o < 1 and the ladder height distribution is equal to the stationary excess claim size distribution.
Therefore, following the reasoning in Vatamidou et al. (2014), we will approximate the ladder height
distribution by a hyperexponential distribution (which has a rational Laplace transform), to construct
approximations for the ruin probability.
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3.1. Error Bound for the Ruin Probability

Let A (u) be an approximation of the ladder height distribution H(u) and (1) be the exact result
we obtain from (4) when we use H (u). From Equation (4) and the triangle inequality, the error between
the ruin probability and its approximation then is

NS i

|ww—wwhziuf¢m”#%w—H w)|. (10)

If we define the sup norm distance between two distribution functions F; and F, as
D(F;, F) = sup, |[Fi(x) —F(x)|, x > 0 (also referred to as Kolmogorov metric), the following
result holds.

Theorem 1. A bound for the approximation error of the ruin probability is

" D(H,H)(1 -
[9) )| < D=0,
(1= ¢H(u)) (1~ ¢H(u))
Proof. The result is a direct application of Theorem 4.1 of Peralta et al. (2018) by (i) choosing
the functions F; and £, to be H and H, respectively; (ii) taking p = ¢; and (iii) recognising that
sup, ., {|H(y) — H(y)|} < D(H,H). O

Remark 1. As limy o H(1t) = limy— o0 H(u) = 1, it is immediately obvious that the bound converges to
D(H,H)$p/(1 — ¢), which means that the bound is asymptotically uniform in u.

To sum up, when the ladder height distribution is approximated with some desired accuracy,
a bound for the ruin probability is guaranteed by Theorem 1. Although this result holds for any
approximation H of H, we will in the sequel focus on hyperexponential approximations, as these
lead to very tractable expressions and at the same time are sufficiently accurate for the purpose.
Consequently, our next goal is to construct an algorithm to approximate the ladder height distribution
by a hyperexponential distribution.

3.2. Completely Monotone Claim Sizes

We are mostly interested in evaluating ruin probabilities when the claim sizes follow a heavy-
tailed distribution, such as Pareto or Weibull. These two distributions belong to the class of completely
monotone distributions.

Definition 1. A pdf f is said to be completely monotone (c.m.) if all derivatives of f exist and if
(=1)"f" (u) > 0 forallu > Oand n > 1.
Completely monotone distributions can be approximated arbitrarily closely by hyperexponentials;
see, e.g., Feldmann and Whitt (1998). Here, we provide a method to approximate a completely

monotone ladder height distribution with a hyperexponential one to achieve any desired accuracy for
the ruin probability. The following result is standard; see Feller (1971).

Theorem 2. A ccdf F is completely monotone if and only if it is the Laplace-Stieltjes transform of some
probability distribution S defined on the positive half-line, i.e.,

F(u) = /(:’O eI AS(y). (11)

We call S the spectral cdf.
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Remark 2. With a slight abuse of terminology, we will say that a function S is the spectral cdf of a distribution
if it is the spectral cdf of its ccdf.

Note that Theorem 2 also extends to the case where S(y) is not a distribution but simply a finite
measure on the positive half-line, i.e., a function f is completely monotone if and only if it can be
expressed as the Laplace-Stieltjes integral of such a finite measure S(y). We will show that under
the assumption that the claim size distribution is c.m. and the ladder height distribution is c.m. too.
We first need the following intermediate result.

Lemma 1. If the cedf Fx (u) is c.m., then Tp, Fx (u) is a c.m. function, Vn =1,...,N.

Proof. Assume that the claim sizes are completely monotone, i.e., Fx( f e "dS(y), for some
spectral cdf S(y). In this case, it holds that

T, Fx (1) :/00 e Pt Fy(t +u)dt = /0o e~ Put /oo e*(H”)VdS(y)dt
=0 t=0 y=0

_ ) eillde(y) /°° e,(ﬁp,,)tdt:/we,uy dS(y) :/ 7"de7;” (y)
0 0 0

y=0 t=l y+pn
where d57;m (y) = ;i(gn), n = 1,...,N, is a finite measure on the positive half-line with

S, (+0) = (1= fx(on))/pn,n=1,...,N —1,and S1(+o0) = EX. 0O

We can now state the following result.

Proposition 1. If the ccdf Fx (u) is c.m., i.e., FX u) = [;7 e "dS(y), for some spectral cdf S(y), then the
ladder height distribution is c.m. too, i.e., H(u f e~"YdSy(y), where Sp(y) is a spectral cdf such that

Sy (y

¢ —¢
4’C n=1 (¥ +pn) I (P — pn)
k#n
Proof. It was proven in Chiu and Yin (2014) that the ascending ladder height distribution in the Sparre
Andersen model is c.m. if the claim size distribution is c.m, meaning that H(u) can be represented as
the Laplace-Stieltjes transform of some spectal cdf Sg7(y). Due to the uniqueness of Laplace transforms,
it, therefore, suffices to find the formula of the spectral cdf Sy (y) by applying Lemma 1 to (8). [

We show in the next section how to utilise the above results to construct approximations for the
ruin probability (1) that have a guaranteed error bound given by Theorem 1.

3.3. Approximation Algorithm

Following the proof of Lemma 2 in Vatamidou et al. (2014), we can directly deduce the
following result.

Lemma 2. Let Sy be the spectral cdf of the c.m. ladder height distribution H and Sy a step function such that
D(Sy, éH) < e. Consequently, D(H, HA) < e, where H is the c.m. approximate ladder height distribution with
spectral cdf Sy

The above lemma states that if we want to approximate a c.m. ladder height distribution with
a hyperexponential one with some fixed accuracy ¢, it suffices to approximate its spectral cdf with
a step function with the same accuracy. As pointed out in Remark 1 of Vatamidou et al. (2014),
we could approximate Sy with a step function having k jumps that occur at the quantiles A;, such
that Sy (A;) = i/(k+1),i = 1,...,k and are all of size 1/k to achieve D(H,H) < e¢ = 1/(k+1).
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Another possibility is to use the step function in Step 4d of our Algorithm 1; see also Figure 1 for a
graphical representation of the approximate step function and its corresponding hyperexponential
distribution. Clearly, this new step function leads to D(H, H) < e = 1/2(k — 1).

The error bound for the approximate ruin probability §(u) can be calculated afterwards through
Theorem 1. An interesting question in this context is how many phases k for the approximate ladder
height distribution suffice to guarantee an error bound |¢(u) — §(u)| < & for some predetermined
0 > 0. We answer this question in the next lemma.

2 4 6 8 10 2 4 6 8 10
Figure 1. Approximating the ladder height distribution with a hyperexponential one with 6 phases
to achieve accuracy € = 0.1, under Pareto(2,3) claim sizes. On the left graph, the purple dashed line
corresponds to the spectral cdf Sy and the red solid line to its approximate step function Sp;, whereas
on the right graph we see H and H, respectively.

Lemma 3. To achieve |y (u) — §(u)| < 6 for some predetermined 5 > 0, the ladder height distribution H(u)
must be approximated by a hyperexponential one with at least k phases, such that

¢<1_¢+5(1_¢H(u))) ? } +1 (12)

k=kw) = mm{ 26(1—¢H(w)>  26(1—¢)

where [ x| is the integer that is greater than or equal to x but smaller than x + 1.

Proof. Observe that the error bound in Theorem 1 depends on the approximate hyperexponential
distribution H (1), which means that one should first determine H(u) and then calculate the error
bound. However, when D(H, H) < e, this translates to H(u) — e < H(u) < H(u) + €. Therefore, the
worst-case scenario for the bound is when H (1) = H(u) + € and consequently D(H,H) = e. Asa
result, if we want to achieve |y (1) — (u)| < 6 for all possible scenarios of H(u), we should solve
the inequality
e(1-9)¢ s
(1= ¢H(w)) (1= ¢H(u) - ¢pe) ~

with respect to €. By substituting € = 1/2(k — 1), we calculate

p(1-¢+0(1-9HW))
> 4
25(1— pH(u))

In addition, the bound is asymptotically equal to e¢/ (1 — ¢) according to Remark 1. Consequently,
it must also hold that

€ ¢
17¢§(5 = k2m+l.

Finally, as the number of phases k must be an integer, the smallest possible integer that satisfies at
least one of the inequalities is the one described in Equation (12). [
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After this, we present our algorithm under the setting that we fix the desired accuracy J for the

approximation of the ruin probability ¢ (u).

Algorithm 1. Spectral Approximation

= W N =

. The accuracy for §(u) is then

Steps:

. Calculate the roots p,, n = 1,..., N — 1 using Equation (6).

. Find the spectral cdf S(y) of Fx(x).

. Use Proposition 1 to calculate the spectral cdf Sy (y) of H(u).

. Approximate H(u) by a hyperexponential distribution with k phases.

(a) Choose the accuracy of the ruin probability J for a fixed u > 0. 1
(b) Calculate k required to achieve this accuracy using Lemma 3 and set € = 20=1)
(c) Define k quantiles such that Sy(A1) = €, Sy(A;) = 2(i—1)e, i = 2,...,k—1, and

S H(/\k) =1—e.
(d) Approximate the spectral cdf Sy (y) with the step function

0, ye o),

§H(y) _Je Y€ [M,A2),
(2i—1)e, y€[A,Aip1), i=2,...,k—-1,
1, Y > Ak

(e) Find the ladder height distribution ﬁ(u) = [e*/\l” +2 zf:_zl e~ it 4 e*)‘k”] /2(k—1) and

calculate its Laplace transform £ {ﬁ(u)} (s) = ﬁ {ﬁ +2 Ei,:; ﬁ + ﬁ} .

. Calculate the Laplace transform of the ruin probability as L{f(u)}(s) =

oL {HGw)} (5)
psL{Hw) | (5)+1-9¢

. Use simple fraction decomposition to determine positive real numbers R;, 77;,i =1, ..., k, with

L

k
Y | R; =1, such that £ {Pp@u)} (s) = ¢2Ris .

i=1

k
. Invert the previous Laplace transform to find (1) = ¢ Y Rie ", u > 0.
i=1

D(H,H)(1 = ¢)¢
(1—¢H()) (1~ ¢H(u))

,Yu > 0.

Remark 3. The decomposition of L {((u)} (s) at Step 6 is guaranteed by Asmussen and Rolski (1992),
who showed that the ruin probability in the Sparre Andersen model has a phase-type representation
when the claim sizes are phase-type. Moreover, the particular hyperexponential representation of §(u)
at Step 7 occurs because the poles of L {{(u)} (s) are exactly the roots of the polynomial function
Py(s) =TT, (s + A)) — ¢<H§=1(s + A1) = s(TT (2 — 81 — 8) (s + Ay) /2(k — 1)), where 5 is the
Kronecker delta. It is immediate from perturbation theory that Py(s) has exactly k simple roots analytic in ¢; see
Baumgirtel (1985) for details.

Remark 4. The above algorithm is an extension of the one developed for the Cramér—Lundberg model in
Vatamidou et al. (2014), to which we refer for further details on technical implementation.
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4. Asymptotic Approximation

In many cases, it is of importance to investigate the asymptotic behaviour of the ruin probability
when the initial risk reserve tends to infinity. This question is particularly interesting in the case
of heavy-tailed claim sizes. Towards this direction, when the claim sizes belong to the class of
subexponential distributions S (Teugels 1975), e.g., Pareto, Weibull, Lognormal, etc., the following
asymptotic approximation is classical (see, e.g., Embrechts and Veraverbeke 1982):

Theorem 3. Suppose in the general Sparre Andersen model that the claim sizes and interclaim times have both
finite means EX and EW, respectively, such that cEW > EX. If]El—X jb” Fx(x)dx € S, then

1 oo
P(u) ~ ¢ps(u) == M/u Fx(x)dx, as u — +oo.

Note that the heavy-tail approximation s (1) holds for any interclaim time distribution. However,
further modifications have been attained in Willmot (1999), when the Laplace transform of the
interclaim times is a rational function of the form (5) with B(s) = B and Fx belongs to the subclass of
regularly varying distributions, i.e., Fx(u) ~ L(u)u=% e~ u — +oo, where L(u) a slowly varying
function and « > 0, v > 0. For example, the Pareto(a, b) distribution (see Section 5.2.1) belongs to
the class of regularly varying distributions with L(u) = (b +1/u) " a=a—1landy =0, andits
modified asymptotic approximation is then given by

L Lur (1+bu)=
P~ ym) = W EX) T (s 1)(b+ ) (CEW - EX)’

which is smaller than ¢s(u) by a factor that converges to 1 as u — +o0; see Willmot (1999)

bu
bu+1
for details.

Clearly, the heavy-tail approximation admits a simple formula whenever the expectations of the
interclaim times and claim sizes are finite; however, it has a drawback that occurs when cEW ~ EX
the approximation is useful only for extremely large values of u.

In the next section, we compare the accuracy of the spectral approximation to the accuracy of the
heavy tail one, i.e., s (u). An interesting observation is that the spectral approximation converges
faster to zero than any heavy-tailed distribution due to the exponential decay rate of the former.
Thus, the heavy-tail approximation is expected to outperform the spectral approximation in the far tail,
but for medium values, this new approximation can be very competitive.

5. Numerical Analysis

The goal of this section is to implement our algorithm in order to check the accuracy of the spectral
approximation and the tightness of its accompanying bound, which is given in Theorem 1. To perform
the numerical examples, we need to make a selection for the distribution K of the interclaim times as
well as the claim size distribution Fy.

5.1. Interclaims Times

We choose a hyperexponential distribution with two phases, i.e., K ~ Hp (6,1 — 6;v1,12), such that
F(s) = vva +5(0vy + (1= 0)1p)
(s+11)(s+12)
and real root p; to the generalised Lundberg equation of Equation (6). Therefore, given also that
B(s) = 611 + (1 — 0)vy, the ladder height distribution takes the form

As N = 2, it is evident that there exists only one positive

7 1 (1/11/2 —cp1(Bv1 + (1= 0)1n)

- "MV =
To, F —=ToF ,
o1 0 X(u) + 01 0 X(”))
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which is in accordance with Li and Garrido (2005).

5.2. Claim Sizes

For the claim sizes, we consider the Pareto(s, b) distribution with shape parameter 2 > 0 and
scale parameter b > 0 and the Weibull(c,a) distribution with ¢ and a positive shape and scale
parameters, respectively.

5.2.1. Pareto

This distribution is c.m., as its ccdf Fx (x) = (1 + bu)~? can be written as the LST of the Gamma
distribution with shape and scale parameters a and b, respectively, i.e.,

te TA—
1+4bu) = / e WL ——e ¥ 0qy.
( ) A (@) y
The nth moment of the Pareto distribution exists if and only if the shape parameter is greater than
n. As we are interested in comparing the spectral approximation to the asymptotic approximation
of Section 4, it is necessary to have a finite first moment for the claim sizes. Therefore, the shape
parameter a must be chosen to be greater than 1.
Using Proposition 1, we can easily verify that

asp(y) = ue_y/bdy.

e

1 [wnva —cpr (Bv + (1= 0)1y) ) ol
—(y+e)o yp1 ) T(a)b

5.2.2. Weibull

It can be verified that the ccdf Fx (x) = e~ (#/9)° with fixed shape parameter ¢ = 1/2 arises as
a c.m. distribution (Jewell 1982), where the mixing measure (measure of the spectral function) S is
given by
¢

as(y) = Wd%

Similarly, we can find using Proposition 1 that

dsSu(y) =

1 (v —cp (Bv1 4+ (1 = 0)1n) L e
¢c? —(y+p1)p1 yp1 ) 2

5.3. Numerical Results

The goal of this section is to implement our algorithm to check the accuracy of the spectral
approximation and the tightness of its accompanying bound, which is given in Theorem 1.

For Pareto claim sizes, we choosea =2,b=3,c=1,0 = 04,1, =1 and v, = 5, and we obtain
EW = 0.52, EX = 0.33 and ¢ = 0.72897. For Weibull claim sizes, we choosea = 3,¢c =1,60 = 0.2,
v = land v, = 1/9, and we obtain EW = 7.4, EX = 6 and ¢ = 0.83184. Note that we performed
extensive numerical experiments for various combinations of parameters, but we chose to present only
these two cases since the qualitative conclusions are comparable among all cases. Our experiments are
illustrated below.

e Impact of phases. It is intuitively true that the spectral approximation becomes more accurate
as the number of phases increases. To test this hypothesis, we compare three different spectral
approximations with number of phases 10, 30 and 100, respectively, with the exact value of the
ruin probability (which we obtain through simulation). We display our results in Table 1 only
for Pareto claim sizes. The conclusion is that, indeed, a more accurate spectral approximation is

179



Risks 2019, 7, 104

= phases

achieved, as the number of phases increases for every fixed initial capital #, which is in line with

expectations.

Table 1. The spectral approximation for different number of phases, under Pareto(2,3) claim sizes.

The numbers in the brackets correspond to the confidence intervals of the exact ruin probability.

u Simulation sa 10 Phases sa 30 Phases sa 100 Phases
0 0.72888 (40.00016) 0.72897 0.72897 0.72897
1 0.42859 (£0.00018) 0.42505 0.42828 0.42859
2 0.30991 (£0.00017) 0.29972 0.30877 0.30984
5 0.16095 (40.00014) 0.13236 0.15608 0.15996
10 0.08189 (£0.00010) 0.04214 0.07216 0.08017
15 0.05240 (£0.00008) 0.01463 0.03978 0.05025

Quality of the bound. A compelling question regarding the bound is if it is strict or pessimistic,

70

60

50

40

20}

aof §

i.e.,, how far it is from the true error of the spectral approximation. To answer this question,
we first need to determine the accuracy § we would like to guarantee for the ruin probability.
Using Lemma 3, we present, in Figure 2, the number of phases required in order to guarantee
6 = 0.02 under Pareto(2, 3) claim sizes and § = 0.05 under Weibull(0.5,3) claim sizes as a function
of u. For u = 30, the required number of phases is equal to k = 67 in the Pareto case. Similarly,
we find that k = 11 for u = 17 in the Weibull case. We generate the spectral approximations with 67
and 11 phases, respectively, and compare in Figure 3 the true error (difference between simulation
and spectral approximation) with the predicted error bound of Theorem 1 (green dotted line).
The dashed cyan line in the left graph represents the worst-case scenario for the bound that was
used in the proof of Lemma 3 to calculate the optimal number of phases to guarantee an error of

at most § = 0.02 up to u = 30.

1t phases

L
80 100 120

Figure 2. Number of phases required to guarantee for each initial capital # an error bound
(i) 6 = 0.02 under Pareto(2, 3) claim sizes (left graph) and (ii) 6 = 0.05 under Weibull(0.5, 3) claim sizes

(right graph).

As we can observe in Figure 3, the true error is significantly smaller than the predicted error bound
for small values of 1, under Pareto(2,3) claim sizes. This may be because, for small values of
1, a smaller number of phases k is enough to guarantee 6 = 0.02; see also Figure 2. Afterwards,
the true error increases to the error bound by reaching its maximum value close to u# = 40, and then
drops to zero as u — oo, whereas the predicted bound remains constant. A similar behaviour is
recognised under Weibull(0.5,3) claim sizes, where now the true error is close to the predicted
error bound for small values of u, as k = 11 is already a small number itself.

180



Risks 2019, 7, 104

0026F - —-----------Cirme——— =TT T 006 e
-7 "‘,--"
.
,/ true error 005F —
0015 — — — - worst case bound N oredicted bound
" -------- predicted bound 004f
1
1 g
0010, 0.03f K
I
I eeeeeeaemmeossssmmeeeeaaseessgeecanas r B
[ weeeemmmet 0.02
0005
! ootf
L L L L L L P\‘_//‘,,/‘—'n“
) 10 20 30 40 50 60 0 50 100 150 200
u u

Figure 3. Comparison between the error bound and the true error, under Pareto(2,3) (left graph) and
Weibull(0.5,3) (right graph) claim sizes. The dashed cyan line in the left graph corresponds to the
worst-case scenario for the bound that was used to determine the number of phases in the spectral
approximation that guarantee 6 = 0.02 up to u = 30.

Finally, notice that the predicted error bound is almost 4 times smaller than 6 = 0.02 in the
Pareto case. This happens because D(H, H) could be a lot smaller than €; see also Figure 1
where D(H, A ) < 0.1. However, most importantly, the true error is close to the predicted bound,
and thus we can say that Lemma 3 provides a good proxy for the necessary number of phases k to
achieve it.

o Comparison between spectral and heavy-tail approximations. As we pointed out in Section 4,
the spectral approximation is expected to underestimate both the exact ruin probability and
the asymptotic approximation ¢s(u) in Theorem 3 for large u, due to its exponential decay rate.
It is of interest to see the magnitude of u for which the asymptotic approximation outperforms the

spectral approximation.

We select the spectral approximations with k = 67 phases for Pareto(2, 3) claim sizes and k = 11
phases for Weibull(0.5,3) claim sizes, as in the previous experiment, and present the distributions
in a graph. The pink shadow in Figure 4 enfolding the spectral approximation represents its
bound. We observe that for small values of u, the spectral approximation is more accurate than
the heavy-tail approximation, where the second provides a rough estimate of the ruin probability.
On the other hand, the heavy-tail approximation is slightly more accurate than the spectral
approximation in the tail, i.e., for u > 25, under Pareto claim sizes. However, for the Weibull case,
we observe that, even for values of u around 300, the spectral approximation still outperforms the
heavy-tail approximation.

ruin probability

exact ruin probability
— — — - spectral approximation

asymptotic approximation

30

ruin probability

- spectral approximation

exact ruin probability

asymptotic approximation

LTt ER

"
50 100 150

u

L L I
200 250 300

Figure 4. Comparison between the spectral approximation with k = 67 under Pareto(2,3) claim
sizes (left graph) and with k = 11 under Weibull(0.5, 3) claim sizes (right graph) and the heavy-tail
approximation.
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6. Conclusions

In this paper, we considered the ruin probability of the Sparre Andersen model with
heavy-tailed claim sizes and interclaim times with rational Laplace transform. Using the geometric
random sum representation, we developed an explicit bound and also constructed a spectral
approximation by approximating the c.m. ladder height distribution with a hyperexponential
one. Our spectral approximation algorithm advances on the algorithm established in
Vatamidou et al. (2014) in various aspects. We provide below a summary of our conclusions both for
the spectral approximation and the bound.

e When comparing with the technique proposed in Vatamidou et al. (2014), the strategic selection
of the quantiles in Step 4d reduces the number of phases to almost a half, to guarantee a certain
accuracy for the ladder height distribution.

e Asthe bound depends on the initial capital, we were able to focus on one area and optimise the
required number of phases to achieve a desired accuracy, e.g., we would need 110 phases for u = 5
and 132 phases for u = 30 to guarantee accuracy of at most 6 = 0.01 in our example.

e The step function is constructed to guarantee D(H, H) < ¢, but in most applications D(H, H) is a
lot smaller than €. Thus, the use of D(H, A ) in the bound makes it tighter.

To sum up, the spectral approximation is highly accurate for all values of u as opposed to
the heavy-tail approximation, which fails to provide a good fit for small values. Moreover, it is
accompanied by a rather tight bound.

Finally, note that the results of this paper are also valid for the risk model with two-sided

jumps, i.e.,
3 Ni(t)  N-()
R(ty=u+ct+ Y Yi— Y X;, t>0, (13)
j=1 i=1

where 1, ¢ and X; are defined as before, whereas N (t) and N_(t) are independent Poisson processes
with intensities A, and A_, respectively; see, e.g., Albrecher et al. (2010). In addition, the sequence
{Y;}iz1 of i.i.d. r.v.’s, independent of {X;};>1, N+ (t) and N_(t), and having the common d.f. Gy that
belongs to the class of distributions with rational Laplace transform, are the sizes of premium payments.
The positive security loading condition in this model becomes ¢ + AL EY > A_EX.

Let 7, be the time when the nth claim occurs with 75 = 0. As ruin occurs only at the epochs
when claims occur, we define the discrete time process R = {Rn :n=0,1,2,...}, where Ry =0and
R, = IV{(T,1 ), which denotes the surplus immediately after the nth claim, i.e.,

. N (tn) n
Rp=u+ct+ ) Yj—
i—1

n
Xi=utct,—Y X, n=012..., (14)
j= 1 i=1

i=
where T, = T, + 2]1_\1:1(7,1) Y; /¢ with Ty = 0. Equation (14) corresponds to the discrete-time embedded
process of the Sparre Andersen risk model (1), and the counting process N(t) denotes the number of
claims up to time ¢ with the modified interclaim times W; = %; — ;1. Clearly,

A
A Fs AL (1-§v(s/0)

K(s) (15)

where gy (s) = f0+°° e **dGy(x) is the Laplace transform of the premium payments; see Dong and
Liu (2013). Letnow T = inf{t > 0 | R(t) < 0} and §(u) = P(T < oo | R(0) = u). Obviously,
B(u) = p(u).
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Abstract: We consider a two-dimensional ruin problem where the surplus process of business lines
is modelled by a two-dimensional correlated Brownian motion with drift. We study the ruin function
P(u) for the component-wise ruin (that is both business lines are ruined in an infinite-time horizon),
where u is the same initial capital for each line. We measure the goodness of the business by analysing the
adjustment coefficient, that is the limit of —In P(u)/u as u tends to infinity, which depends essentially on
the correlation p of the two surplus processes. In order to work out the adjustment coefficient we solve
a two-layer optimization problem.

Keywords: adjustment coefficient; logarithmic asymptotics; quadratic programming problem; ruin
probability; two-dimensional Brownian motion

1. Introduction

In classical risk theory, the surplus process of an insurance company is modelled by the compound
Poisson risk model. For both applied and theoretical investigations, calculation of ruin probabilities for
such model is of particular interest. In order to avoid technical calculations, diffusion approximation is
often considered e.g., (Asmussen and Albrecher 2010; Grandell 1991; Iglehart 1969; Klugman et al. 2012),
which results in tractable approximations for the interested finite-time or infinite-time ruin probabilities.
The basic premise for the approximation is to let the number of claims grow in a unit time interval and to
make the claim sizes smaller in such a way that the risk process converges to a Brownian motion with
drift. Precisely, the Brownian motion risk process is defined by

R(t) =x+pt—0oB(t), t >0,

where x > 0 is the initial capital, p > 0 is the net profit rate and ¢B(t) models the net loss process
with ¢ > 0 the volatility coefficient. Roughly speaking, cB(t) is an approximation of the total claim
amount process by time t minus its expectation, the latter is usually called the pure premium amount
and calculated to cover the average payments of claims. The net profit, also called safety loading, is the
component which protects the company from large deviations of claims from the average and also allows
an accumulation of capital. Ruin related problems for Brownian models have been well studied; see, for
example, Asmussen and Albrecher (2010); Gerber and Shiu (2004).

Risks 2019, 7, 83; d0i:10.3390/risks7030083 www.mdpi.com/journal /risks
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In recent years, multi-dimensional risk models have been introduced to model the surplus of multiple
business lines of an insurance company or the suplus of collaborating companies (e.g., insurance and
reinsurance). We refer to Asmussen and Albrecher (2010) [Chapter XIII 9] and Avram and Loke (2018);
Avram and Minca (2017); Avram et al. (2008a, 2008b); Albrecher et al. (2017); Azcue and Muler (2018);
Azcue et al. (2019); Foss et al. (2017); Ji and Robert (2018) for relevant recent discussions. It is concluded
in the literature that in comparison with the well-understood 1-dimensional risk models, study of
multi-dimensional risk models is much more challenging. It was shown recently in Delsing et al. (2019)
that multi-dimensional Brownian model can serve as approximation of a multi-dimensional classical risk
model in a Markovian environment. Therefore, obtained results for multi-dimensional Brownian model
can serve as approximations of the multi-dimensional classical risk models in a Markovian environment;
ruin probability approximation has been used in the aforementioned paper. Actually, multi-dimensional
Brownian models have drawn a lot of attention due to its tractability and practical relevancy.

A d-dimensional Brownian model can be defined in a matrix form as

R(t) =x+pt—X(t), t >0, with X(t) = AB(#),

where x = (x1,---,%4) ", p = (p1, -+ ,pa) " € (0,00)% are, respectively, (column) vectors representing
the initial capital and net profit rate, A € R?*¢ is a non-singular matrix modelling dependence between
different business lines and B(t) = (By(t), ..., B4(t))T,t > 0is a standard d-dimensional Brownian motion
(BM) with independent coordinates. Here T is the transpose sign. In what follows, vectors are understood
as column vectors written in bold letters.

Different types of ruin can be considered in multi-dimensional models, which are relevant to the
probability that the surplus of one or more of the business lines drops below zero in a certain time interval
[0, T] with T either a finite constant or infinity. One of the commonly studied is the so-called simultaneous
ruin probability defined as

d
QT(X) =P {HtE[O,T] m {Rl(t) < 0}} ,
i=1

which is the probability that at a certain time t € [0,T] all the surpluses become negative.
Here for T < oo, Qr(x) is called finite-time simultaneous ruin probability, and Qw(x) is called
infinite-time simultaneous ruin probability. Simultaneous ruin probability, which is essentially the hitting
probability of R(t) to the orthant {y € RY : y; < 0,i = 1,...,d}, has been discussed for multi-dimensional
Brownian models in different contexts; see Debicki et al. (2018); Garbit and Raschel (2014). In Garbit
and Raschel (2014), for fixed x the asymptotic behaviour of Qr(x) as T — oo has been discussed.
Whereas, in Debicki et al. (2018), the asymptotic behaviour, as u — oo, of the infinite-time ruin probability
Qw(x), with x = au = (aqu, a1, .. .,zxdu)T,oci > 0,1 < i < d has been obtained. Note that it is
common in risk theory to derive the later type of asymptotic results for ruin probabilities; see, for example,
Avram et al. (2008a); Embrechts et al. (1997); Mikosch (2008).
Another type of ruin probability is the component-wise (or joint) ruin probability defined as

Pr(x) =P {ﬁ{are[O,T]Ri(t) < 0}} = P{ﬁ{ sup (X;(t;) — piti) > xi}} , @

i= i=1 £€[0,T]

which is the probability that all surpluses get below zero but possibly at different times. It is this possibility
that makes the study of Pr(x) more difficult.

The study of joint distribution of the extrema of multi-dimensional BM over finite-time interval has
been proved to be important in quantitative finance; see, for example, He et al. (1998); Kou and Zhong (2016).
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We refer to Delsing et al. (2019) for a comprehensive summary of related results. Due to the complexity
of the problem, two-dimensional case has been the focus in the literature and for this case some explicit
formulas can be obtained by using a PDE approach. Of particular relevance to the ruin probability Pr(x)
is a result derived in He et al. (1998) which shows that

P{ sup (Xi(t) — p1t) < x1, sup (Xa(s) — pas) < xz}
te[0,T] s€[0,T]

_ ea1x1+a2xz+be(xl’ X2, T),

where a1, a3, b are known constants and f is a function defined in terms of infinite-series, double-integral
and Bessel function. Using the above formula one can derive an expression for Pr(x) in two-dimensional
case as follows

Pr(x) = 11P’{ sup (Xq(f) —pit) < xl} IP’{ sup (Xa(s) — pas) < xz} ()

t€[0,T) s€[0,T]

+]P{ sup (Xl(t) — p]t) § X1, sup (Xz(s) — pzS) § Xz} ;
te[0,T] s€(0,T]

where the expression for the distribution of single supremum is also known; see He et al. (1998). Note that
even though we have obtained explicit expression of Pr(x) in (2) for the two-dimensional case, it seems
difficult to derive the explicit form of the corresponding infinite-time ruin probability Pe(x) by simply
putting T — o0 in (2).

By assuming x = au = (aju,au,...,aqu) ,0; > 0,1 < i < d, we aim to analyse the asymptotic
behaviour of the infinite-time ruin probability Pe(x) as # — co. Applying Theorem 1 in Debicki et al. (2010)
we arrive at the following logarithmic asymptotics

)T

1 1. .. Te-1
7;hlpoo(x) 3 %r>1[f]v21§1£ptv Y, v, asu — oo (3)

provided ¥ is non-singular, where pt := (pit;,- - ,pats)!, inequality of vectors are meant
component-wise, and ;! is the inverse matrix of the covariance function Z¢ of (X1 (t1), -, Xa(ts)),
with t = (t1,---,t4) " and 0 = (0,---,0)T € R% Let us recall that conventionally for two given positive
functions f(-) and h(-), we write f(x) ~ h(x) if imy_eo f(x)/h(x) = 1.

For more precise analysis on Pe(x), it seems crucial to first solve the two-layer optimization problem
in (3) and find the optimization points (. As it can be recognized in the following, when dealing with
d-dimensional case with d > 2 the calculations become highly nontrivial and complicated. Therefore, in this
contribution we only discuss a tractable two-dimensional model and aim for an explicit logarithmic
asymptotics by solving the minimization problem in (3).

In the classical ruin theory when analysing the compound Poisson model or Sparre Andersen
model, the so-called adjustment coefficient is used as a measure of goodness; see, for example,
Asmussen and Albrecher (2010) or Rolski et al. (2009). It is of interest to obtain the solution of the
minimization problem in (3) from a practical point of view, as it can be seen as an analogue of the
adjustment coefficient and thus we could get some insights about the risk that the company is facing.
As discussed in Asmussen and Albrecher (2010) and Li et al. (2007) it is also of interest to know how the
dependence between different risks influences the joint ruin probability, which can be easily analysed
through the obtained logarithmic asymptotics; see Remark 2.

187



Risks 2019, 7, 83

The rest of this paper is organised as follows. In Section 2, we formulate the two-dimensional
Brownian model and give the main results of this paper. The main lines of proof with auxiliary lemmas are
displayed in Section 3. In Section 4 we conclude the paper. All technical proofs of the lemmas in Section 3
are presented in Appendix A.

2. Model Formulation and Main Results

Due to the fact that component-wise ruin probability P (x) does not change under scaling, we can
simply assume that the volatility coefficient for all business lines is equal to 1. Furthermore, noting that
the timelines for different business lines should be distinguished as shown in (1) and (3), we introduce
a two-parameter extension of correlated two-dimensional BM defined as

(X (1), Xas)) = (Blm, pBi(s) + /1 *PZBZ(S)> L 4520,

with p € (—1,1) and mutually independent Brownian motions By, B. We shall consider the following two
dependent insurance risk processes

R,‘(t) =u-+pit— Xl‘(t), t>0, i=1,2,

where pi1, pp > 0 are net profit rates, u is the initial capital (which is assumed to be the same for both
business lines, as otherwise, the calculations become rather complicated). We shall assume without loss of
generality that 11 < pp. Here, ; is different from p; (see (1)) in the sense that it corresponds to the (scaled)
model with volatility coefficient standardized to be 1.

In this contribution, we shall focus on the logarithmic asymptotics of

P(u) := Poo(u(l,l)T) P {{3;>0R1(t) <0} N {Is>oRa(s) < 0}} 4)

=P {sup(Xl(t) — pat) > u, sup(Xa(s) — pas) > u} , asu — oo,

>0 s>0
Define
ot — V)2 — (i — ) 1, . it
= e 0,=), =—° 5
P1 41, [ 2) P2 2 (5)
and let
2(1—p)

t=t"(p) =s* =s"(p) == (6)

M+ 13— 200
The following theorem constitutes the main result of this contribution.

Theorem 1. For the joint infinite-time ruin probability (4) we have, as u — o,

og(P(u)) 2(p2 +2(/1t =20)m), if —1<p<py
a2/t s 5
A Sl =~ if p1<p<p2;

242, if pp <p<1l

Remark 2. (a) Following the classical one-dimensional risk theory we can call quantities on the right hand side in
Theorem 1 as adjustment coefficients. They serve sometimes as a measure of goodness for a risk business.
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(b) One can easily check that adjustment coefficient as a function of p is continuous, strictly decreasing on
(=1, p2] and it is constant, equal to 2y on [Py, 1). This means that as the two lines of business becomes more
positively correlated the risk of ruin becomes larger, which is consistent with the intuition.

Define
ts):= inf (vy)Zl(xy)T, ts>0, 7
gltys) = inf (vy) T, (xy) s %)
y=>1+4pos
1. . . t OtNAs . .
where X, is the inverse matrix of X = pEAS . ,witht As =min(t,s)and p € (—1,1).

The proof of Theorem 1 follows from (3) which implies that the logarithmic asymptotics for P(u) is of
the form

1 g(to)
;lnP(u) S5 U ®)
where
ty) = inf t,s), 9
8(to) (tls)ggolng( s) ©)

and Proposition 3 below, wherein we list dominating points £, that optimize the function g over (0, c0)?
and the corresponding optimal values g(#y).

In order to solve the two-layer minimization problem in (9) (see also (7)) we define for ¢,s > 0 the
following functions:

iy = LEI, g =

g3(t,s) = (14 pat, 1+ pios) B (14 b, 1+ pos)
Since t A s appears in the above formula, we shall consider a partition of the quadrant (0, c)?, namely
(0,002 =AULUB, A={s<t},L={s=t}, B={s>t}. (10)

For convenience we denote A = {s <t} = AULand B = {s >t} = BU L. Hereafter, all sets are
defined on (0,0)2, 50 (t,5) € (0, 0)? will be omitted.
Note that g3(t,5) can be represented in the following form:

wo(t5) galt,s) ;= A2ty (AntplloedP i (15) ¢ 4 o
3\L = 2 _ 2 —
gnlt,s) := (il 4 (sl ol g (1,5) € B.
Denote further
1+ m15)%2 4+ (1 + 125)% — 20(1 + p18) (1 + pips
91(s) :=ga(s,s) = gp(s,s) = (L+ps)” + H(21)_p2)5( 1)L+ 2 ), 5> 0. (12)

In the next proposition we identify the so-called dominating points, that is, points £, for which
function defined in (7) achieves its minimum. This identification might also be useful for deriving a more
subtle asymptotics for P(u).
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(i)

(ii)

(iii)

(iv)

(v)

(vi)

Notation: In the following, in order to keep the notation consistent, p < pq/py is understood as p < 1 if
H1 = pa-

Proposition 3.
Suppose that —1 < p < 0.
For py < pp we have

g(to) =

where, (ta,54) = (ta(p),sa(p)) =
For py = pp =: p we have

ga(ta,sa) =4(u2+ (1-20)u1),

(1;12‘0, m) is the unique minimizer of ¢(t,s), (t,5) € (0,00)2.

g(to) = ga(ta,sa) = ga(ts,sp) = 8(1—p)u,

1-2

where (ty,s4) = (ﬂ é) € A, (tp,sp) = (4 —p) € B are the only two minimizers of

p (1=2p)p
g(t,9),(t,8) € (0,00)2.
Suppose that 0 < p < p1. We have

g(to) =

(A=2p)u"

galta,sa) =4(u2+ (1 —20)u1),

where (t4,54) € A is the unique minimizer of ¢(t,s), (t,5) € (0,00)2.

Suppose that p = p1. We have

g(to) =

where (ta,54) = (ta(p1),54(p1))
(0, 00)2, with (t*,s*) defined in (6).
Suppose that 01 < p < po. We have

8(to) = ga(t”

ga(ta,sa) = 4(u2 + (1 -20)p1),

= (t"(p1),s"(01)) € L, is the unique minimizer of ¢(t,s), (t,s) €

* * 2 *
ST =8t = S i+ 2/8),

where (t*,s*) € L is the unique minimizer of g(t,s), (t,s) € (0,00)2.

Suppose that p = pp. We have t*(p2)

=5"(p2) = 1/pp and

g(t0) = ga(1/p2, 1/ p2) = g1.(1/p2) = §2(1/p2) = 4p,

where the minimum of g(t,s), (t,s) €

(0,00)2 is attained at (1/ pio, 1/ ), with g3(1/ 2, 1/ p2) = g2(1/p2)

and 1/ py is the unique minimizer of g»(s),s € (0,00).

Suppose that p, < p < 1. We have

where the minimum of g(t,s), (t,s) €

g(to) = g2(1/p2) = 4pa,

(0, 00)? is attained when g(t,s) = ga(s).

Remark 4. In case that iy = yp, we have p1 = 0, Py = 1 and thus scenarios (ii) and (vi) do not apply.
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3. Proofs of Main Results

As discussed in the previous section, Proposition 3 combined with (8), straightforwardly implies the
thesis of Theorem 1. In what follows, we shall focus on the proof of Proposition 3, for which we need to
find the dominating points f( by solving the two-layer minimization problem (9).

The solution of quadratic programming problem of the form (7) (inner minimization problem of
(9)) has been well understood; for example, Hashorva (2005); Hashorva and Hiisler (2002) (see also
Lemma 2.1 of Debicki et al. (2018)). For completeness and for reference, we present below Lemma 2.1 of
Debicki et al. (2018) for the case where d = 2.

We introduce some more notation. If I C {1,2}, then for a vector a € R? we denote by a; = (a;,i € I)
a sub-block vector of a. Similarly, if further | C {1,2}, for a matrix M = (m;j); je(1,2) € R?*2 we denote by
Myj= My = (mjj)ic1 jes the sub-block matrix of M determined by I and J. Further, write Mfll = (M)t
for the inverse matrix of Mj; whenever it exists.

Lemma 5. Let M € R?*2 be a positive definite matrix. If b € R%\ (—c0,0]?, then the quadratic
programming problem

Pp(b) : Minimise x| M~ Yx under the linear constraint x > b
has a unique solution b and there exists a unique non-empty index set I C {1,2} such that

by =b; #0;, M;'b; >0,
and  ifI° = {1,2} \ I # @, then bje = Mye;M;;'by > bye.

Furthermore,

miny' Mlx = b M'b=b] My;'b; >0,

x>b
x"M b

x,TMfllgl = xITMfllbl, Vx € R2.

For the solution of the quadratic programming problem (7) a suitable representation for g(t,s) is
worked out in the following lemma.

For1 > p > py/pa, let Dy = {(t,3) : wy(s) <t < f1(s)} and Dy = (0,0)?\ D, , with boundary
functions given by

p—1  pw S
§)=—+"=5, wi(s) = ——————, s>0, 13
fl() 1 i l() P+(P,u2_]41)5 ( )

and the unique intersection point of f1(s), w1 (s),s > 0, given by

* * 1-—
51 =s7(p) = ﬁ' (14)

as depicted in Figure 1.
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51

s; s
Figure 1. Partition of (0, )2 into Dy, Ds.
Lemma 6. Let ¢(t,s),t,5 > 0 be given as in (7). We have:

(i) If—1<p < 1/, then
glt,s) = g(t,s), (,5) € (0,00)%

(ii) If1>p > 1/ pp, then

_ ) glts), if(ts)eD
8lt:9) = { g32(5), if (t,5) € Dzl.
Moreover, we have g3(f1(s),s) = g3(w1(s),s) = g2(s) forall s > s7.

3.1. Proof of Proposition 3

We shall discuss in order the case when —1 < p < 0 and the case when 0 < p < 1 in the following
two subsections. In both scenarios we shall first derive the minimizers of the function g(t,s) on regions A
and B (see (10)) separately and then look for a global minimizer by comparing the two minimum values.
For clarity some scenarios are analysed in forms of lemmas.

3.11.Case -1 <p <0
By Lemma 6, we have that
8(t,s) =g3(t,s), (t5) € (0,00)%

We shall derive the minimizers of g5(t,s) on A, B separately.
Minimizers of g3(t,s) on A. We have, for any fixed s,

aga(t,s)  agalt,
g3a(t 2 - %S) =0 & (ut+1-p—pus)(ut — (2mp* —pp2)s +p —1) =0,

where the representation (11) is used. Two roots of the above equation are:

— — 2 _
PoLEPIS (s e LR T (2 pia)s 15)

t = t(s) :=
1=1(s) n n

Note that, due to the form of the function g4 (t,s) given in (11), for any fixed s, there exists a unique
minimizer of ¢ 4 (t,s) on A which is either an inner point #; or #; (the one that is larger than s), or a boundary
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point s. Next, we check if any of t;,i = 1,2, is larger than s. Since p < 0, t; < 0 < t,. So we check if f, > s.
It can be shown that

th>s & (+pp2—2u10%)s < 1—p. (16)

Two scenarios 1 + ppa — 2p10> < 0and 1 + ppa — 2p10? > 0 will be distinguished.
Scenario 1 + ppz — 2ji10% < 0. We have from (16) that

H<0<s<t,

and thus
inf t,s) = inf S),
(hs)EigS( ) s>0fA( )

where

2
£a(s) = galtal),9) = T (1 p) + (P — pra)s)

Next, since

1 1
= = >0
la — 20| pa—20m

fals) =0 & sx=sa(p): 17)

the unique minimizer of g3(t,s) on A is given by (t4,5,4) with

1-2
tg = tz(SA): ]llp

Scenario pq + ppa — 2p10% > 0. We have from (16) that

1-p 1-p

H<0<s<t & s< =
! ? 1+ pue —2mp2  p(pz —p) + pr(1— p?)

—s(p) =", (18)

and in this case,

ittt =min (Lt 100, 50). @
where g1 (s) is given in (12). Note that
* * 2(1 -
g () =0 & s =s"(p) = _A=p) (20)

1+ = 20mp
Next, for —1 < p < 0 we have that (recall s** given in (18))

S**>1;p>i>i>s s**>1;p
=) T T 1
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Therefore, by (19) we conclude that the unique minimizer of g3(t,s) on A is again given by (t4,54).
Consequently, for all —=1 < p < 0, we have that the unique minimizer of g5(t,s) on A is given by
(ta,sa), and

inf_g5(t,s) = ga(ta,sa) =4(u2+ (1 —20)u1). (21)
(t,s)eA

Minimizers of g3(t,s) on B. Similarly, we have, for any fixed ¢,

% = agBT(st’S) =0 & (s +1—p—put)(pas — (2uap” — )t +p —1) = 0.

Two roots of the above equation are:

— 14 ppt 1—p+ (2ua0* — t
4 Pt () e L G o)t )
H2 M2

S1 = Sl(t) =

Next, we check if any of s;,i = 1,2, is greater than t. Agains; < 0 < sy as p < 0. So we checkif s, > t.
It can be shown that

s2>t & (2 +ppr — 2pp*)t < 1—p. (23)

Thus, for Scenario ys + pp1 — 2pip0% < 0 we have that

51 <0<t<sy

and in this case
inf_gs(t,s) = }n(f)fB(t),
>

(t,s)eB
with
1+ pt)?
folt) =ga(t22(t)) = # +4pa((1 = p) + (012 = pp)1)-
Next, note that
=0 & th=ty)=—= -1 -y (24)
’ P T =20l i —20m2
Therefore, the unique minimizer of g3(t,s) on B is given by (¢, sp) with
1-2p .
s :=s2(tp) = . inf_gs(t,s) = gp(tp,sp) = 4(u1 + (1 2p)p2).
H2 (t,5)€B

For Scenario s + pp1 — 2pi20% > 0 we have from (23) that

§1<0<t<sy & t< 1-p 1-p =" (p) = £**. (25)

j2 +pi — 2107 p(pr — ppz) + (1 — p2)
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In this case,

inf g3(t,s) :min< inf fp(t), inf g/ (t ))

(t,s)eB O<t<t** t>t*

Though it is not easy to determine explicitly the optimizer, we can conclude that the minimizer should
be taken at (tg,sp), (t*,t*) or (+**, +**), where t* = t*(p) = s*(p). Further, we have from the discussion in
(19) that

8alta,sa) < gu(s’) = gu(t") = min(gr(t), gr.(£7)),
and
8p(t,sp) = 4(p1 + (1 =20)pu2) > 4(p2 + (1 = 20)1) = ga(ta,sa)-

Combining the above discussions on A, B, we conclude that Proposition 3 holds for —1 < p < 0.

312 Case0<p<1

We shall derive the minimizers of g(t,s) on A, B separately. We start with discussions on B, for which
we give the following lemma. Recall t*(p) = s*(p) defined in (20) (see also (6)), tp(p) defined in (24), t**(p)
defined in (25) and s; (o) defined in (14) for y1 /p2 < p < 1. Note that where it applies, 1/0 is understood
as +oo and 1/co is understood as 0.

Lemma 7. We have:

(a)  The function t*(p) is a decreasing function on [0,1] and both tg(p) and si(p) are decreasing functions on

(1/p2,1).
(b)  The function t**(p) decreases from 1/ yy at p = 0 to some positive value and then increases to 1/ iy at po

(defined in (5)) and then increases to +co at the root p € (0,1] of the equation yia + ppy — 2pp0* =
(c) For0 < p < py/pp, we have

tg(p) > t™(0), t*(p) >t (p),

where both equalities hold only when p = 0 and py = py.
(d) It holds that

F(p2) = ta(P) = s1(p2) = £ (p2) = i (26)

Moreover, for p1 /1y < p < 1 we have

i) t'(p) <silp)forallp € (j1/p2,p2), t*(p) > ST(p)for all p € (p2,
) >

1).
(ii) tp(p) <si(p) forall p € (1/p2,02), ts(p ( ) forall p € (p2,1).
(iii) +*(p) <si(p)forall p € (u1/p2,p2), t**(p) > s7(p) forall p € (p2,p).
(iv) (o) <t*(p) forall p € (p1/p2,p2), £ (p) >t*( ) forall p € (p2,P)-
(0t (p) <tp(p) forall p € (p1/p2,02), +7(p) > ta(p) forall p € (p2,p).

Recall that by definition g1 (s) = ga(s,s) = gg(s,s),s > 0 (cf. (12)). For the minimum of ¢(t,s) on B
we have the following lemma.
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Lemma 8. We have
(i) If0 < p < P, then

2
inf_g(t,s) = gL(t") = —— (i + pa +2/1"),
o g(ts) = gu(t) = o + e )

where (t*,t*) is the unique minimizer of g(t,s) on B.
(i) If p = po, then t*(pp) = s*(p2) = 1/ pp and

inf_g(t,s) =gr(1/p2) = g2(1/p2) = 42,
(t,s)eB

where the minimum of g(t,s) on B is attained at (1/pp, 1/ u2), with g3(1/pa, 1/ p2) = g2(1/pa) and 1/ py
is the unique minimizer of g2(s),s € (0,00).
(iii) If oo < p <1, then

inf_g(ts) = inf ga(s) = g2(1/p2) = 4y,
(t,lsr)leﬁg( ) (t,Sl)néngZ() & (1/12) -

where the minimum of g(t,s) on B is attained when g(t,s) = g»(s) on D, (see Figure 1).

Next we consider the minimum of g(t,s) on A. Recall s*(p) defined in (20), s4(p) defined in (17)
and s**(p) defined in (18). We first give the following lemma.
Lemma 9. We have

(a)  Both s*(p) and s**(p) are decreasing functions on [0,1].
(b)  That py is the unique point on [0,1) such that

sa(pr) = s7(p1) = s7(p1),

and
(i) salp) <s(p) forallp € [0,p1), sa(p) >s""(p) forall p € (p1,1),
) s°(p) <s™(p)orall p € 0,15, s*(p) > S**(p)fér all p € (p1,1).

(c) Forall py/px < p <1, it holds that s**(p) < s7(p).
For the minimum of g(t,s) on A we have the following lemma.

Lemma 10. We have

(i) If0<p < pq, then

inf g(t,5) =ga(ta,sa) =4(pa + (1 -20)1),
(t,s)eEA

where (ta,s4) € A is the unique minimizer of g(t,s) on A.
(ii) If p = p1, then

inf g(t,5) = ga(ta,sa) = 4(pa + (1 —20)p1),
(ts)eA

where (ta,54) = (*,5*) € L is the unique minimizer of g(t,s) on A.
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(iii) If p1 < p < po, then

2
inf ¢(t,s) = g1(s*) = ——(u1 +up +2/s%),
(,f)‘ggg( ) =8L(s") Hp(m Ha )

where (s*,s*) is the unique minimizer of g(t,s) on A.
(iv) If p = po, then t*(pa2) = s*(p2) = 1/ pp and

inf_g(t,s) =gL(s") = g2(1/p2) = 4o,
(ts)eA

where the minimum of g(t,s) on A is attained at (1/pa, 1/ pp), with g3(1/p2,1/p42) = g2(1/p2).
(v) Ifpr < p <1,then

inf_g(ts) = g2(1/p2) = 4o,

(t,s)EA
where the minimum of g(t,s) on A is attained when g(t,s) = g»(s) on Dy (see Figure 1).

Consequently, combining the results in Lemma 8 and Lemma 10, we conclude that Proposition 3
holds for 0 < p < 1. Thus, the proof is complete.

4. Conclusions and Discussions

In the multi-dimensional risk theory, the so-called “ruin” can be defined in different manner.
Motivated by diffusion approximation approach, in this paper we modelled the risk process via
a multi-dimensional BM with drift. We analyzed the component-wise infinite-time ruin probability
for dimension d = 2 by solving a two-layer optimization problem, which by the use of Theorem 1 from
Debicki et al. (2010) led to the logarithmic asymptotics for P(u) as u — oo, given by explicit form of
the adjustment coefficient v = g(#0)/2 (see (8)). An important tool here is Lemma 5 on the quadratic
programming, cited from Hashorva (2005). In this way we were also able to identify the dominating
points by careful analysis of different regimes for p and specify three regimes with different formulas for
7 (see Theorem 1). An open and difficult problem is the derivation of exact asymptotics for P(u) in (4),
for which the problem of finding dominating points would be the first step. A refined double-sum method
as in Debicki et al. (2018) might be suitable for this purpose. A detailed analysis of the case for dimensions
d > 2 seems to be technically very complicated, even for getting the logarithmic asymptotics. We also note
that a more natural problem of considering R;(t) = a;u + p;t — X;(t), with general o; > 0,i = 1,2, leads to
much more difficult technicalities with the analysis of .

Define the ruin time of component i, 1 < i < d, by T; = min{t : R;(t) < 0} and let
T<1) < T(z) <...< T(d) be the order statistics of ruin times. Then the component-wise infinite-time

ruin probability is equivalent to P {T(d) < oo} while the ruin time of at least one business line is

Tmin = T(1) = min; T;. Other interesting problems like P’ {T(j) < oo} have not yet been analysed.
For instance, it would be interesting for d = 3 to study the case T(;). The general scheme on how
to obtain logarithmic asymptotics for such problems was discussed in Debicki et al. (2010).

Random vector X = (sup,~(X1(t) — p1t), ..., sup;so(X4(t) — pat)) " has exponential marginals and
if it is not concentrated on a sflbspace of dimension less than d, it defines a multi-variate exponential
distribution. In this paper for dimension d = 2, we derived some asymptotic properties of such distribution.
Little is known about properties of this multi-variate distriution and more studies on it would be of interest.
For example a correlation structure of X is unknown. In particular, in the context of findings presented
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in this contribution, it would be interesting to find the correlation between sup,.(X1(t) — p1t) and
suptzo(XZ(t) — piat).
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Appendix A

In this appendix, we present the proofs of the lemmas used in Section 3.

Proof of Lemma 6. Referring to Lemma 5, we have, for any fixed t, s, there exists a unique index set

I(t,s) € {1,2}

such that
g(ts) = (L+pat, 1+ pos) ) (Zts)f(},s),,(t,s) (14 pat, 1+ p28) [y )5 (A1)
and
(Zts)[_(}’s)’[(f’s) (1+mt 1+ VZS)?(t,s) > 0p(5)- (A2)

Since I(t,s) = {1},{2} or {1,2}, we have that

(S1) Ontheset Ey = {(t,s):ptAss (1 +pas) > (1+puit)}, g(ts) = g2(s)
(S2) Ontheset Ey = {(t,8): pt Ast™ (1 +pgt) > (1+pas)}, g(t,s) =gq1(t)
(S3) Ontheset E3 = (0,00)%\ (Ey UEy), g(t,s) = g3(t,5).
Clearly, if p < 0 then
Ei =E =@, E3 = (0,00)2

In this case,
g(t,s) = g3(t,s), (t) € (0,00)%

Next, we focus on the case where p > 0. We consider the regions A and B separately.
Analysis on A. We have
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Az =ANE;={t>s,t>max(fi(s), f2(s))}.

Next we analyse the intersection situation of the functions f(s) =,
Clearly, for any s > 0 we have f(s) < s. Furthermore, f1(s) = fa(s)
given by

f1(s), f2(s) on region A.
has a unique positive solution s1

1-p
p(p2 —pp)’

Finally, for ppy < p1q we have that fi(s) does not intersect with f(s) on (0, o) but for pps > pq the
unique intersection point is given by sj > sq (cf. (14)). To conclude, we have, for p < pq /o,

51 =

g(t;s) = ga(t,s), (ts) €A,

and for p > p1/ o,

( s){ g3(t,s), if (£,5) € AN {t > max(s, fi(s)),t > fi(s)}
8= Ton(s), if (s) e AN{s <t < fi(s))

Additionally, we have from Lemma 5 g3(f1(s),s) = g2(s) forall s > s7.
Analysis on B. The two scenarios p < pq/pz and p > 1/ po will be considered separately. For p <
U1/ 2, we have

t
Bi=BNE ={t<s<h(t)}, m(t)= m,

By = BNEy = {t<s<h(t)}, ht)=C—L Pl
H2 2
B3 = BN E3 = {s > max(t, hy(t), ha(t))}.

It is easy to check that
t > hl(t), t> hz(t), Vit > 0,
and thus
g(t,s) =ga(t,s), (ts)€B.
For p > uy/pz, we have

S
p+ (pp2 — p1)s’

1-p
By =BNE, ={wy(s) <t<s}, wy(s) = —+ —=s5,
2 2 = {wa(s) o wa(s) i ap

By =BNE = {w(s) <t<s}, wi(s) =

B3 = BN E3 = {t < min(s, wy(s), wa(s))}.

Next we analyze the intersection situation of the functions w(s) = s, w;(s), wz(s) on region B.

Clearly, for any s > 0, wa(s) > s. wq(s) and wy(s) do not intersect on (0,00). w(s) and w;(s) has
a unique intersection point s (cf. (14)).

To conclude, we have, for p < pq1 /2,

g(t,s) =ga(t,s), (ts)€B,
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and for p > pq/ 2,

2(ts) = g3(t,s), if (t,s) € BN {t < min(s,wy(s))}
’ g(s), if(ts) € BN{wi(s) <t <s}.

Additionally, it follows from Lemma 5 that g3(w1 (s),s) = g2(s) forall s > s7.
Consequently, the claim follows by a combination of the above results. This completes the proof.

Proof of Lemma 7. (a) The claim for t*(p) follows by noting its following representation:

. X 2(1-p) 2
t(p) =s*(p) = =
(o) (o) \/y% + 13— 2pa 2 + 2 2 — 20p1 12 $ (”1 "Z) + 2 Hz

The claims for tg(p) and s (p) follow directly from their definition.
(b) First note that

. 1
FH0) = 7 (pa) = —.
(0) =#7(p2) =

Next it is calculated that

O (p) _ —2pi2p” +4pap —p1 — 2.

dp (M2 + pp1 — 2u20%)?

Thus, the claim of (b) follows by analysing the sign of at; (p)
(¢) ForanyO < p < u1/pz we have |1 —2ppz| < pq and thus

over (0,0).

Sl U 1-p = t**(p).
up —up — up(1—p2) T p(p1 — pp2) + pa(l—p?)

Further, since
13+ 13 = 2ppa iz = 1 (i1 — pp2) + p2(p2 — 1) < p2 (1 — ppz) + pa(p2 — 1) < 2u3(1—p),

it follows that

t(p) = — > t™(p).

K

(d) Itis easy to check that (26) holds. For (i) we have

t(p) —si(p) = (1—p) <fﬁ N %>

where

+p3—2 + pa)? 2443
flo) = \/( =) + 13 = 201mp2) \/sz (1 Zuz)pﬂtl 1

2 2
f2(p)

PH2 — P

200



Risks 2019, 7, 83

Analysing the properties of the above two functions, we have f;(p) is strictly decreasing on [0, 1] with

2. 2
f1(0) =/ % > —p1 = f2(0), A(1)=0<p—u = fo(1),

and thus there is a unique intersection point of the two curves t*(p) and sj(p) which is p = p,.
Therefore, the claim of (i) follows. Similarly, the claim of (ii) follows since

— (1 + p2)p + 2p2p*
pu2 — p1)(2pp2 — p1)

tp(p) —si(p) = (

Finally, the claims of (iii), (iv) and (v) follow easily from (a), (b) and (26). This completes the proof. [

Proof of Lemma 8. Consider first the case where 0 < p < 11/ 5. Recall (22). We check if any of s;,i = 1,2,
is greater than t. Clearly, s; < t. Next, we check whether s, > ¢. It is easy to check that

s>t & t <t

where (recall (25))

1-p
= t"(p) = > 0.
(k) et — pap) + pa(1 — p?)

Then
inf g¢3(t,5) = min <0 inf gB(t,sz(t)),fi>r}*f* gB(t,t)> .

(t5)eB <E<EE

Consequently, it follows from (c) of Lemma 7 the claim of (i) holds for 0 < p < uy1/ps.
Next, we consider p1/pz < p < 1. Recall the function w1 (s) defined in (13). Denote the inverse
function of wy (s) by

o — pt > *
R T

We have from Lemma 6 that
gp(t,W1(t)) = ga(t), t2>si.

Further note that 1/ is the unique minimizer of g>(s),s > 0. For 1 /2 < p < p2, we have from (d)
in Lemma 7 that

inf ¢5(s) = ga(s1) = gr(s1) > gL(t"),

s7<s
and further

(t,lsl)légg(t,S) = mm(oérlf'**gB(trSZ(t))/r**g}isigB(t/t)/SlirgrgB(trwl(t))/slfrgng(s))

= gp(t't") = gL(t"),

where (#*,*) is the unique minimizer of g(t,s) on B. Therefore, the claim for ji1/py < p < ps is established.

201



Risks 2019, 7, 83

For p = py, because of (26) we have

(t}by)lggg(t,S) = mm(0<tlglf/mgB(tISz(t)), . /lﬂr;fsth(trwl(t))/l }If;fgng(s))

= gp(1/p2,1/m2) = gL.(1/p2) = g2(1/p2),

and the unique minimum of g(t,s) on B is attained at (1/p2,1/p2). Moreover, for all p, < p < 1 we have
N 1 X
SZ(fB) = wl(tB) = — >5.
H2
Thus,

(t}sr)\igg(t,S) = mm(0<utl<fr3gs(t,Sz(t)),tanSffgs(t,wl(t)),slfrgsgz(S))

= gB(tp, 1/m2) = &2(1/u2),

and the unique minimum of g(t,s) on B is attained when g(t,s) = g2(s) on D,. This completes the
proof. [

Proof of Lemma 9. (a) The claim for s*(p) has been shown in the proof of (a) in Lemma 7. Next, we show

the claim for s**(p), for which it is sufficient to show that % < Oforallp € [0,1]. In fact, we have

O™ (p) _ =2mp+dmp— i — 2 _
% (i1 + 2 =20 p?)?

(b) In order to prove (i), the following two scenarios will be discussed separately:
(S1). pa <2p1;  (S2). pp > 2.

First consider (S1). If 0 < p < 2"721, then

(1 + ppa — 2110%) — (1 — p) (2 — 2pp11)
(2 — 20p1) (41 + pp2 — 2p10%)
f(p)
(2 — 20p1) (41 + pp2 — 2p10%)”

sa(p) =s™(p)

where

flo) = 410 +2(p2 + p1)p — p2 + .

Analysing the function f, we conclude that
flp) <0, for pe[0,p1), f(p) >0, for pe (p1,214721).

Further, for £ < o0 < 1wehave
2

H1+ H2 = 2ph1p
2041 — H2) (1 + ppa — 24102)

salp) —s(p) = ( >0.
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Thus, the claim in (i) is established for (S1). Similarly, the claim in (i) is valid for (S2) . Next, note that

s*(p) =" (p) = (1—p) <f11p) B f21ﬂ)>

with

1-p) (24132 + 12)? 2+ 43
flp) = \/( p) (13 2#2 pumz)_\/wzpz(m zuz)p+ylzyz

folp) = m+pp2—2mp*

Analysing the properties of the above two functions, we have f;(p) is strictly decreasing on [0, 1] with

2 2
O =12 > = £0), ) =0 < = H(1),

and thus there is a unique intersection point p € (0,1) of s*(p) and s**(p). It seems not clear at the moment
whether this unique point is 9 or not, since we have to solve a polynomial equation of order 4. Instead, it is
sufficient to show that

sa(p1) = s"(p1)- (A3)
In fact, basic calculations show that the above is equivalent to
(211 — (1 + p2)) f(1) = 0
which is valid due to the fact that f(p;) = 0. Finally, the claim in (c) follows since
pr2 = 1 <t + pj = 20% 01

This completes the proof. [

Proof of Lemma 10. Two cases 91 < p1/pp and g1 > p1/ o should be distinguished. Since the proofs for
these two cases are similar, we give below only the proof for the more complicated case p1 < /2.
Note that, for 0 < p < /2, asin (19),

inf_g(t,s) = inf_g3(t,s) = min( inf fa(s), inf gL(s)> ,
O0<s<s**

(ts)eA (ts)eA s>s**

and thus the claim for 0 < p < py/py follows directly from (i)—(ii) of (b) in Lemma 9.
Next, we consider the case p1/p < p < P2 (note here p; < p1/pz < p). We have by (i) of (d) in
Lemma 7 and (i)—(ii) of (b) in Lemma 9 that

s (p) <s™(p) = t7(p) <si(p), silp) > % sa(p) > s (p).
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Thus, it follows from Lemma 6 that

inf g(t,s) = min( inf ga(ta(s),s), inf ga(s,s), inf ga(fi(s),s), inf g2(s)>
N s7<s s7<s

(ts)€EA 0<s<s** §**<s<s]

ga(t’,s") = gL(s"),

and (t*,s*) € L is the unique minimizer of g(¢,s) on A. Here we used the fact that
inf ga(fi(s),s) = inf ga(s) = ga(f1(57),57) = ga(s7) > gL(5").
si<s si<s

Next, if p = py, then

and thus

ot (6s) = min (| inf ga(as)9)_inf  galss) inf galh(s)3), inf e2(s)

= ga(1/pu2,1/u2) = gL(1/42) = g2(1/p2).

Furthermore, the unique minimum of g(ts) on A is attained at (1/pp,1/p2),

with g3(1/p2,1/42) = g2(1/pi2).
Finally, for g, < p < 1, we have

s7(p) <si(p) <s%(p) < i salp) >s™(p),

and thus

inf_g(t,s) = min( inf ga(ta(s),s), inf gA(s,s),Si;rlfsgA(fl(s),s),sillfsgz(s)>
1 1

(ts)eA 0<s<s* §**<s<sy

= £(1/p2),

where the unique minimum of g(#,s) on A is attained when g3(t,s) = ¢2(s) on D,. This completes
the proof. [
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