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Preface to ”Cytochromes P450:  Drug Metabolism,

Bioactivation and Biodiversity 2.0”

Nearly 70 years ago, R.T. Williams and B.B. Brodie developed the concept of drug metabolism 
and described the types of reactions and mechanisms by which the body facilitates drug excretion. 
A decade later, a protein that absorbs at 450 nm in the presence of carbon monoxide was 
independently discovered by Klingenberg and Garfinkel. Five years later, Omura and Sato identified 
this protein as cytochrome P450 (P450 or CYP). Numerous P450 investigations in over 100,000 papers 
have established the enzyme’s prominent role in drug metabolism and endobiotic biosynthesis. 
They have also identified different types of P450s with diverse ranges of substrate specificity 
and functions. These enzymes are essential for life and are widely distributed among archaea, 
prokaryotes, and eukaryotes.

The success of and interest in the first Special Issue, titled “Cytochromes P450: Drug Metabolism 
and Bioactivation”, spawned a second issue to include additional topics, titled ”Cytochrome P450: 
Drug Metabolism and Bioactivation and Biodiversity”. This book comprises 12 original papers and 
3 reviews that were published in this Special Issue and recommended by the IJMS Editor. As Guest 
Editors, we present the work described below.

The first five papers examine human P450s and the human P450 reductase.
The first paper investigates access to the substrate of CYP3A4, the major human liver P450. 

The authors used in silico modeling to analyze access channels for the substrate and product of 
CYP3A4. Calculations were performed with version 2 of the CCCPP software, which was developed 
for this project. The article provides a detailed description of these channels, together with associated 
quantitative data.

The second paper reports the use of X-ray crystallography to explain the mechanism-based 
inactivation of CYP3A4 by three suicide substrates: mibefradil, an antihypertensive drug that 
was quickly withdrawn from the market; a semi-synthetic antibiotic azamulin; and a natural 
furanocoumarin, 6,7-dihydroxy-bergamottin. These findings can increase our understanding of 
suicide substrate binding and inhibitory mechanisms and can be used to improve the predictions 
of binding, metabolic sites, and inhibitory/inactivation potential of newly developed drugs.

The third paper investigates the membrane interaction of two P450 enzymes of the 2C family, 
CYP2C9 and CYP2C19, the structures of which have been solved in their truncated forms (without 
the N-terminal transmembrane helix) by X-ray crystallography. The aim of this work was to 
model the missing transmembrane helix and to study its interaction with the phospholipid layer. 
The authors provided a mechanistic interpretation of experimentally observed effects of mutagenesis 
on substrate selectivity.

The fourth paper examines electron transfer between NADPH–cytochrome P450 reductase 
(CPR) and CYP2C8. The study used in vitro and fast kinetic methods to study electron transfer 
and hydrogen peroxide production for three polymorphic forms of CYP2C8, namely, *1, *2, and *3. 
Anaerobic stopped-flow measurements revealed that the kinetics of the first electron transfer in these 
genetic variants were altered compared with those of CYP2C8*1 (wildtype), suggesting that electron 
transfer from CPR is disfavored.
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The fifth paper presents the interactions between CPR and cytochrome P450. CPR is the unique

redox partner of microsomal cytochrome P450s (CYPs). CPR exists in a dynamic conformational

equilibrium between open and closed conformations during electron transfer (ET). This study used

in silico and in vitro approaches to probe the effects of a specific mutation in the hinge segment of CPR

on electron transfer with three different human P450 isoforms. The investigation showed that CPR

has a highly flexible hinge that results in a conformational distribution of open CPR conformers that

can accommodate ET interactions with a variety of redox partners.

The next three papers review the clinical implications of cytochrome P450s as possible clinical

biomarkers.

The first paper in this series reviews the role of cytochrome P450 (CYP450) enzymes in

the field of cardio-oncology. The paper highlights the importance of cardiac medications in

preventive cardio-oncology for high-risk patients or in the management of cardiotoxicities during

or following cancer treatment. Common interactions between anticancer and cardiovascular drugs

are reviewed. This work emphasizes that metabolic differences between drugs can lead to

unpredictable bioavailability, which can drive inter-individual variability in drug disposition and

cardiovascular toxicity.

The clinical implications of cytochrome P450 family 4 are reviewed in the next paper. This P450

family is responsible for the metabolism of fatty acids, xenobiotics, therapeutic drugs, and signaling

molecules, including eicosanoids, leukotrienes, and prostanoids. Genetic polymorphisms within

this P450 family have been associated with a range of human diseases; for example, genetic

variants of the CYP4A11 and 4F2 genes have been associated with cardiovascular diseases. The risk

of cancer is increased with mutations in CYP4B1, CYP4Z1, and other CYP4 genes that generate

20-hydroxyeicosatetraenoic acid (20-HETE). CYP4V2 gene variants are associatedwith ocular disease,

while those of CYP4F22 are linked to skin disease, and CYP4F3B is associated with dysfunctions in

the inflammatory response.

The focus of the final paper in this series is on CYPs within circulating extracellular vesicles

(EVs). Recent studies have revealed an abundance of several CYPs in plasma EVs and other

cell-derived EVs. This review covers the abundance of CYPs in plasma EVs and EVs derived from

CYP-expressing cells, as well as the potential role of EV CYPs in cell–cell communication and

their application with respect to novel biomarkers and therapeutic interventions. Moreover, studies

have demonstrated that CYP-containing EVs can cause xenobiotic-induced toxicity via cell–cell

interactions. Ultimately, mitigating CYP-mediated toxicity will require an understanding of the

mechanism by which CYPs are loaded in EVs, as well as their circulation via plasma and their role in

extrahepatic cells.

The next six papers are studies from K. Syed’s group, who analyzed microorganism genomes to

identify cytochrome P450s, collectively known as the CYPome.

The first paper from K. Syed’s group describes the CYPome of bacterial species in the Bacillus

genus that produce secondary metabolites. Genetic studies on these bacteria recently revealed the

presence of secondary metabolite biosynthetic gene clusters (BGCs). In silico analysis of 128 species

within the Bacillus genus identified 507 P450s divided into 13 families and 28 subfamilies. A large

number of P450 genes were found within secondary metabolite BGCs and are associated with specific

P450 families.

The CYPomes of the Mycobacteria (M.) genus, which includes species that are involved in

tuberculosis (M. tuberculosis) and leprosy (M. leprae), are described in the next paper from K. Syed’s
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group. This paper shows that the cytochrome P450 139 A (CYP139A) subfamily is present in 894

species in three mycobacterial groups: M. tuberculosis complex (850 species), Mycobacterium avium

complex (34 species), and non-tuberculosis mycobacteria (10 species). Biosynthetic gene cluster

analyses suggest that 92% of CYP139A members produce different secondary metabolites

K. Syed’s group examined CYPs of the fungal world in their third paper. The paper analyzes

the subphylum Agaricomycotina within the dimorphic fungus class Tremellomycetes. Analysis

of the CYPome revealed 203 CYPs (excluding 16 pseudo-CYPs) in 23 species of Tremellomycetes;

the identified proteins are grouped into 38 CYP families and 72 subfamilies. Of the identified CYPs,

23 CYP families are new, and 3 CYP families (CYP5139, CYP51, and CYP61) are conserved across 23

species within the fungal class Tremellomycetes. This paper focuses on the CYP51 family in particular

because mutations lead to resistance to fungicides such as fluconazole.

The focus of the fourth paper from K. Syed’s group is on the cyanobacterial CYPome.

Cyanobacteria are the oldest known photosynthetic organisms and responsible for the oxygenation

of the Earth’s atmosphere. Analysis of the genomes of 114 cyanobacterial species revealed 341

P450s from 88 species within 36 families and 79 subfamilies. In total, 770 secondary metabolite

BGCs were found in 103 cyanobacterial species. Comparative analyses were performed with other

bacterial species in the Bacillus, Streptomyces, andMycobacteria genera. Compared with cyanobacteria,

the species in these genera had fewer P450s and BGCs and smaller P450 fractions within a given BGC.

The CYPomes of Streptomyces and secondary metabolites of bacteria from Bacillus,

Cyanobacterium, and Mycobacterium are compared in their fifth paper. Bacteria in the Streptomyces

genus have a higher number of P450s than species from the Bacillus genus and Cyanobacteria.

The average number of secondary metabolite BGCs and the number of P450s within BGCs were

found to be higher in bacteria from the Streptomyces genus than the other examined bacterial species.

This result corroborates the superior capacity of Streptomyces bacteria to generate diverse secondary

metabolites. The CYP107 family was found consistently in bacterial species of the Streptomyces and

Bacillus genera, implying a central role in secondary metabolite synthesis.

Using in silico approaches, the penultimate paper provided by K. Syed’s group investigates

CYP128 in bacterial species from the Mycobacterium genus, which is best known for the

tuberculosis-causing Mycobacterium (M.) tuberculosis. Genomic analysis of the bacteria revealed a

large number of CYP128s that fall into six categories. The paper also examines the interrelationships

and patterns of CYP128 genes and biosynthetic gene clusters (BGCs) in different mycobacterial

species. The authors report different features in the CYP128 gene distribution, subfamily patterns,

and characteristics of the secondary metabolite biosynthetic gene clusters (BGCs) between the

M. tuberculosis complex (MTBC) and other mycobacterial species. In all MTBC species (except

one), CYP128 P450s belong to subfamily A, whereas subfamily B is predominant in four other

mycobacterial species. Of CYP128 P450s, 78% are in BGCs with CYP124A1 or with both CYP124A1

and CYP121A1. The CYP128 family ranks fifth in conservation among species. Unique amino acid

patterns are present in the EXXR and CXG motifs. Molecular dynamic simulation studies indicate

that CYP128A1 binds to MK9 with a higher affinity compared with the azole drugs analyzed.

This study provides a comprehensive comparative analysis and structural insights into CYP128A1

in M. tuberculosis.

Finally, the last paper explores cytochrome P450 in the white-back planthopper, Sogatellas (S.)

furcifera, an insect and major rice pest in China and in several other rice-growing countries of Asia.

The aim of the study was to explore key genes related to the development of resistance to the
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insecticide sulfoxaflor in S. furcifera and to verify their functions. The paper reports the predicted

interactions between CYP6FD1 and CYP4FD2 and sulfoxaflor. It also predicts that CYP6FD1 will

have higher metabolic activity with respect to sulfoxaflor.

Patrick M. Dansette, Danièle Werck-Reichhart

Editors
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Abstract: We computed the network of channels of the 3A4 isoform of the cytochrome P450 (CYP)
on the basis of 16 crystal structures extracted from the Protein Data Bank (PDB). The calculations
were performed with version 2 of the CCCPP software that we developed for this research project.
We identified the minimal cost paths (MCPs) output by CCCPP as probable ways to access to the
buried active site. The algorithm of calculation of the MCPs is presented in this paper, with its original
method of visualization of the channels. We found that these MCPs constitute four major channels in
CYP3A4. Among the many channels proposed by Cojocaru et al. in 2007, we found that only four
of them open in 3A4. We provide a refined description of these channels together with associated
quantitative data.

Keywords: cytochromes P450; CYP3A4; active site access channels; cavities boundaries; minimal
cost paths

1. Introduction

The cytochromes P450 (CYP) constitute the largest superfamily of hemoproteins, which have
been studied since the late 1940s (see [1,2] for an historical survey). With the emergence of genomic
data and the quickly growing number of P450 sequences, the superfamily has been phylogenetically
classified in families, subfamilies and individuals, respectively, denoted by the first identification
number, the letter following it and the second identification number (e.g., in human 1A2, 3A4, etc.).
More than 18,000 P450s sequences in all living kingdoms were recognized in 2013 [3], but, since then,
the number of known sequences keeps growing and can be estimated to be higher than 300,000 taking
into account the current plant genomic projects [4]. CYPs are found in many bacteria, plants and
animals. It is estimated that, in human or mammal metabolism, 75% of drug transformation reactions
involve catalysis by P450s [5,6]. The secondary and tertiary structures of the CYPs have largely been

Int. J. Mol. Sci. 2019, 20, 987; doi:10.3390/ijms20040987 www.mdpi.com/journal/ijms1
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conserved throughout evolution [7]. The crystal structures of a large number of CYPs, in both the free
and the substrate-bound forms, have been solved. The core is highly conserved within the structural
fold, and the heminic active site of the CYP is buried inside the enzyme [7].

The human genome encodes 57 CYP isoforms, that play a major role in the biotransformation
of drugs, pesticides or many other chemicals, and in the metabolism of endogenous compounds
such as steroids and vitamins [8,9]. The detoxification reaction mediated by these CYPs can yield
reactive intermediates which can damage DNA, as well as lipids and proteins [10], while the
alteration of their activity often leads to serious diseases [11]. Tables of substrates of human isoforms
are available [6,12–14]. Despite several attempts to predict substrates of CYPs [15–19], no clear
prediction rule is known. It is known that lipophilicity can play a crucial role [20] and a summary of
substrates/selectivity rules is proposed [21]. However, there is an urgent need to improve the accuracy,
interpretability and confidence of the computation models used in drug discovery process (see [19]
and references therein).

In this paper, we consider the human isoform 3A4. It lies in the human liver and is estimated to
contribute to the phase I metabolism of roughly half of the drugs on the market [22,23]. The other
isoforms accounting for more than 90% of the oxidation of drugs are 1A2, 2A6, 2C9, and 2D6 [24].
Although most of the CYPs have a binding allosteric site for their substrates which reversibly
accommodates one molecule of substrate at a time, 3A4 isoform can accommodate more than one
molecule in its binding site at the same time [25]. Recent advances about CYP3A4 show limited
information on the pathways to the heminic site [26,27].

P450s catalyze an oxidation where the substrate binds in the active site on the distal side of the
heme. Although the oxidation step has been investigated for a long [28–31], the ingress and egress of
the compounds to and from the active site remain unclear. Structural flexibility is essential to allow
chemical compounds to get in and out the active site, and it was shown that it correlates with substrate
preferences for several CYPs, including for 3A4 [32].

Few biophysical and biochemical approaches have been proposed by wet biology teams to
experimentally address the role of ligand access channels, as reviewed in [33], but never for CYP3A4.
To our knowledge, only one article presents clear-cut results suggesting that a ligand diffuses through
a given channel and not another one [34]. The authors mutated selected residues in one of the channels
(double mutant Y309C/S360C) to introduce cross-linking by disulfide bond that resulted in one
channel closure. They could then measure the kinetics of metabolism of two different substrates
(benzphetamine and 7-EFC, i.e., 7-ethoxy-trifluoro-coumarine), and show that the double mutant
exhibited unchanged activity for benzphetamine (98% of wild type activity), while it dropped to 19%
compared to wild-type activity for 7-EFC, indicating that the two substrates do not cross the same
channel to access the active site. This experiment necessitates choosing carefully the two residues to
mutate, and obtaining an active form of the recombinant enzyme, which is never obvious.

Molecular dynamics based studies of the channels of several CYPs were performed [32,35–55].
Some of them were applied to 3A4 [32,42–45,48,51,53,55]. However, these studies do not lead to
a consensus on the number and type of channels for a given isoform. Due to the prohibitively long time
scale required to observe opening or closing of channels, we preferred to use a rapid geometric method
to identify through which paths are travelling the compounds. Identifying and characterizing the
access channels and their lining amino acids is not a trivial task because the channels can dynamically
open/close in response to water or ligand passage and enzyme breathing motions [56].

In this context, we computed cavities and channels with CCCPP, which takes in account both
the size and the shape of the ligands through a cylindrical model of the ligands, proved to be more
realistic than the spherical model used almost everywhere in the literature [57]. The effect of the
ligands conformational flexibility on their shape was taken in account in preliminary studies [58,59].
Then, we found that the 3A4 isoform has three major conformations while only two conformations are
considered in the literature [60].
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For the present study, we built version 2 of CCCPP to perform a refined analysis of the channels.
Unless otherwise stated, further mentions of CCCPP refer to its enhanced version. The secondary
structure of the members of the P450 family is described by a nomenclature defined by Poulos et al. [61]
(see also Figure 1 in [62] and Figure 2 in [63]), which is widely used in the P450 scientific community
and that we use throughout this paper. The major description of the channels [64] is based on
a geometric method in terms of the secondary structures at which there is an egress of the computed
channels. These channels were computed with the software CAVER [65], and gave rise to a channel
nomenclature which is still in use [64]. However, there are dozens of other cavities and channels
calculation softwares (see [57] for a review). They give a variety of results due to the diversity of
output data structures. Thus, it is rather difficult to compare these results. For example, the CAVER
based nomenclature established in [64] from all CYP crystal structures available in the Protein Data
Bank (PDB) in March 2006 (total: 143 PDB files, 192 chains, 26 CYPs) indicates 14 channels, while
CYP3A4 alone (PDB code 1TQN, 1 chain, included in the 2006 study) gave rise in 2012 to 21 channels
with MOLEonline 2.0 [66], one of the successors of CAVER. In fact, only three channels were attributed
to 3A4 in the 2006 study. Such discrepancies are not unusual. They appeared also between the P450cam

(CYP101) channels calculated with CAVER and MOLEonline and the ones computed in [67], and the
situation remains unclear despite the help of several molecular dynamics simulations [35,37]. The
experimentalists are left with dozens of published software packages and they have to face to a huge
of potentially contradictory results about the channels they are looking for: Which channels should
be retained? Easy and rapid comparisons are needed. Giving the name of the secondary structure
at which there is a channel egress does not suffice to describe the channels. For a given CYP chain,
most of the channels have common parts. Thus, in our opinion, the network of channels should be
described with the help of graph theory tools, in terms of paths along nodes and edges, as done in the
present study. To compare these networks for different input CYPs, it is better to give a full description
of the channels in terms of protein heavy atoms and residues, not only at the egress locations of the
channels, but also all along the channels. These functionalities were unavailable in the original version
of CCCPP described in [57]. Thus, no more visual examination of the secondary structures is needed
to locate the egress of the channels, as it was needed with CAVER. Moreover, the lists of atoms and
residues are returned by CCCPP, plus the data structure defining the boundary of each channel. This
latter functionality was also available in the version 1 of CCCPP. Throughout this paper, channels
named 1, 2a, 2b, etc., refer to the nomenclature of Cojocaru et al. [64] based on the secondary structures
elements at the protein surface where the channels emerge.

2. Methods

2.1. The Standard Approach: Terminology

The channels in proteins were calculated with the CCCPP software (binaries and documentation
available at http://petitjeanmichel.free.fr/itoweb.petitjean.freeware.html). The first part of the method
implemented in CCCPP is described in [57]. For clarity, we summarize it as follows. The smallest
convex domain enclosing the heavy atoms of the protein is a polyhedron partitioned in non overlapping
tetrahedral cells with atoms at their vertices (Delaunay triangulation). Two adjacent cells are separated
by a triangle with atoms at its vertices, acting as a door between two tetrahedral rooms, which let or
not the ligand pass through to travel from one cell to its neighbor. Having flagged all triangular doors
with their status, open or closed, it is easy to exhibit the protein shape and its concavities: the protein
shape is modelized by the set of tetrahedral cells interconnected by triangles, which can not be passed
by the ligand, although the other cells are part of the concavities. Thus, it can be seen whether or not
the ligand is sterically allowed to travel from the exterior of the protein to the location of the active site.

It is emphasized that the concavities (or channels) available to the ligand depend on which ligand
is considered, and by no way constitute a universal network of concavities (or channels). That should
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not be shocking: e.g., the space available in the protein to a small molecule such as water cannot be
identical to the space available to a large ligand such as cyclosporin or erythromycin.

We also emphasize that the usual terminology dealing with voids inside proteins does not yet
make consensus: channels, concavities, pores, pockets, etc. Here, we call channels the concavities
linking the exterior of the protein to its buried active site. In the case of a protein with an active site at
its surface, we would say that the concavity is a pocket, while surface concavities without any active
site are also often called pockets. A concavity throughout the protein and linking its exterior at two
places can be called a pore, without reference to any active site. We insist that these intuitive definitions
are introduced for clarity but are not intended to be mathematically rigorous.

However, our data structure is rigorously defined and can be handled with graph theory tools.
The facial graph was defined as follows: each tetrahedral cell is a node of this graph, and each triangle
between two adjacent tetrahedra (i.e., two nodes) is an edge of the graph linking these two nodes if
and only if the ligand can pass through this triangle. In general, the facial graph is not connected: it
has several components. Any component linking the exterior of the protein to the active site is called
a channel. Each ligand has a smallest size (thickness) denoted by CV (critical value) [57]. There is
a largest CV for which at least one access channel to the active site exists: it is called the limiting CV,
and is denoted CVlim. Above this value, it is declared that the ligand cannot access to the active site due
to sterical constraints. The reader is referred to the original paper [57] for advanced technical details.

2.2. The Improved Approach: Minimal Cost Paths

The new part of CCCPP that we developed in the framework of the present study is presented
below. The full CCCPP software is publicly available on a repository located at http://petitjeanmichel.
free.fr/itoweb.petitjean.freeware.html.

It appeared that the channels of the CYPs have large parts at the protein surface and that the
main channel to the active site is a funnel which permits several potential pathways for the ligand.
To find preferential trajectories for the ligand, we defined a minimal cost path, denoted MCP, as follows.
To each edge of the facial graph is associated the cost CV/CVmax, where CV is the critical value of the
current ligand, and CVmax is the maximal critical value which would allow a hypothetical ligand to
pass through the triangle associated to this edge. This cost is in the interval (0,1). The smaller is the
cost, easier is the passage. In the facial graph defined in Section 2.1 we can seek for the MCP among all
possible paths linking the exterior of the protein to the active site. This is performed with the algorithm
of Dijkstra [68]. To detect further potential pathways of interest, all edges of the current MCP are
removed, then Dijkstra’s algorithm is applied again, and so on until no new MCP can be found.

Each MCP is an ordered sequence of triangles, but it is also an ordered sequence of tetrahedra.
Discarding if it is a channel or a MCP inside a channel, a set of tetrahedra has a volume, which is the
sum of the volumes of the tetrahedra. It also has a boundary, which is the set of the triangular faces
through which the ligand cannot pass. Thus, it has a surface, which is the sum of the surfaces of these
latter triangles. The MCPs are clusterized. Each cluster defines a trajectory: it has surrounding atoms,
residues and secondary structures [60]. Here, these trajectories correspond to channels, in the sense
of [64].

2.3. The Two Modes of Visualization of the Channels and Pathways

These two modes of visualization are exemplified in Figure 1.
The first mode of visualization of the channels relies on the facial graph of the channels, or parts

of this facial graph. It is done by generating a molecular file such that each tetrahedron is a virtual
atom located at the barycenter of its four surrounding protein atoms, and the edge connecting two
tetrahedra is a bond between their two respective associated virtual atoms.

The second mode of visualization applies mainly to pathways in channels. MCPs can be visualized
by generating a molecular file containing the edges of the tetrahedral cells as bonds linking protein
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atoms. It is pointed out that these bonds originate from the triangulation of the protein, and as such in
general they are not chemical bonds between protein atoms: this is just a functionality of CCCPP.

All figures displayed in this paper were generated with the help of PyMOLTM (The PyMOL
Molecular Graphics System, Version 1.2r3pre, Schrödinger, LLC, https://pymol.org/). Some of
these figures are based on a mix of the two modes of visualization with appropriate clipping planes,
sometimes together with the heme and the ligand.

Figure 1. The two basic modes of visualization of CCCPP (images from [69]). The target atom is the
iron of the heme group (in red). (Left) Superposition of the networks of channels of two complexes of
CYP3A4, PDB codes 1TQN and 2V0M, respectively, in green and in brown, computed at CVlim 6 Å and
7 Å. The edges are those of the facial graph of the pockets and channels: They show the location of
the voids in the CYP (it is why most of them lie at the surface of the CYP). (Right) The channels 2a
(in brown), 2f (in purple) and S (in blue) computed by CCCPP in the complex 4K9U of CYP3A4, a,t
respectively, CV = 5.75 Å, 6.25 Å and 6.75 Å. The edges are those of the tetrahedra:They show the
boundaries of the channels (they are inside the CYP).

3. Results and Discussion

3.1. The Main Channel

A funnel shaped channel appears in the apo form 1TQN of CYP3A4 (Figure 2a). It is located in
the deformable area of channel 2 (as named by Cojocaru et al. [64]) and lets a wide opening at the
neighbor of the active site. It lies between the following secondary structures: β1 sheet, A-anchor,
B-C block and β4 sheet (in 3A4, it is the C-terminal loop, as denoted further in the text; size slightly
depending on the conformations of a given isoform), and F-G block (helix-loop-helix), very flexible
due to channel opening (Figure 2b). The B-C block is defined to extend from the beginning of the B
helix to the end of the C helix, and the F-G block to extend from the beginning of the F helix to the
end of the G helix. The F-G block region offers highly variable amino acids sequences and structures
for different CYPs, and thus can be important for substrate specificity through making contacts with
the substrate. These regions are bordered by putative SRSs (Substrate Recognition Site: see [70]).
The flexibility of the F-F’ loop let us define three conformations of CYP3A4 [60]: the closed one, labeled
C, and the opened conformations, labeled O1 or O2 depending, respectively, if block 1 or block 2
opens. Molecular dynamics simulations of cytochrome P450cam showed that substrates and products
could egress from the active site via pathways in the vicinity of the three routes identified by TMP
(thermal motion pathway) analysis, but with pathway 2 being energetically favored over pathways 1
and 3 [36,37]. Analysis of the simulations of cytochromes P450cam, P450-BM3 and P450eryF, showed
that egress trajectories in the region of channel 2 could be clustered into subclasses, named 2a, 2b, etc.,
according to the secondary structure elements lining the ligand pathway as it emerges from the protein
surface. Although the overall fold of the CYPs is well conserved, the length and secondary structure of
the B-C and F-G blocks vary considerably inside the P450s family. The flexibility of these 2 blocks is
the main source of conformational change for a given isoform [32].
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The facial graph (see Section 2.1) of this main channel is connected, i.e., there is only one
channel there: see Figure 2a,b. Knowing the volumes of the tetrahedra issued from the triangulation,
we computed that about 88% of the void appears to be surface pockets and only 12% of the void
is located at the distal face of the heme (Figure 2a,b). Some ligands are in surface binding pockets,
such as the progesterone [71] (PDB code 1W0F; see also Figure 4 in [57]). It could be considered that
surface pockets are concavities which are not part of the protein domain, but there is no consensus in
the literature about the definition of the protein domain and of the pockets. The binding cavity has
a large volume, reported to range from 1173 to 1332 Å3, increasing up to 2000 Å3 when binding large
substrates such as ketoconazole and erythromycin [72]. The whole channel 2 computed by CCCPP for
CV = 6 Å (see the definition of CV in Section 2.1), which includes the binding cavity, the path accessing
to it and the mouth of the channel, has a total volume of 42,400 Å3 and a bounding surface of 41,800 Å2.
These values are large because they include the contribution of the mouth of the channel, which is
a large cavity lying at the protein surface. It is pointed out that the status of such a surface cavity is
unclear because, while it is inside the convex hull of the protein, it is difficult to decide if it is indeed
a part of the protein domain or if it is a void region exterior to the non convex shaped protein.

The holo form 2V0M of CYP3A4 contains two ketoconazoles molecules. This antifungal molecule
is bulky (van der Waals volume: 450 Å3). The funnel appears for a maximal ligand size CVlim = 7 Å (see
the definition of CVlim in Section 2.1), and leads to observe two pathways, each corresponding to
a subchannel and containing one ketoconazole. These two subchannels are in block 1 and block 2 [60].
In the apo form, only block 1 appears to let pass the first ketoconazole (Figure 2a). In the holo form,
block 2 is opened at CV = 5.75 Å because its access is obstructed by a bottleneck of CV < 6 Å (see
Figure 2c). At this CV, block 2 appears (Figure 2a).

Several crystallographic structures of CYP3A4 exist, in several conformations corresponding
to different states: interaction with one or two ligands, or none. These differences are related to
conformational changes, which can be correlated to the differences between the channels, in function
of the ligand. To accommodate two molecules or a large molecule, the protein undergoes a significant
conformational change, especially in the F-G region and around the Phenyle cluster, which contains
eight phenylalanines residues (57, 108, 213, 215, 219, 220, 241 and 304). Positioning of the I-helix and
the C-terminal loop are also altered. The apo form 1TQN is flagged as closed subtype 1 [64,73]. It is
such that the F-F’ loop binds the ligand in 2V0M (Figure 3c), and is flagged as open subtype 2 [60,64,73].
It is bound to two ketoconazoles, a known inhibitor of CYP3A4. Ketoconazole has an imidazole group
(highly polar) and it has nine rotatable bonds and thus it is highly flexible [59]. In 2V0M there are
two co-crystallized ketoconazoles (respective thicknesses of 5.19 Å and 6.52 Å, measured as indicated
in [57]).

The first one has its imidazole group near the heme: the N3 atom of the imidazole ring binds
the iron atom of the heme [74]. The dichlorinated aromatic ring is in the active site and the main
skeleton is in the part of channel 2a common with channel 2f (channels 2a and 2f separate at Thr224).
The bottleneck in channel 2a is at Phe108 and Thr224. Compared to the apo structure, an enlargement
of channel 2a of 1 Å is needed to accept a large ligand (Figures 3c and 4a,b).

The second ketoconazole is inside channel 2f with an orientation opposite to the one of the first
ketoconazole, and with the acetyl group near the active site and the dichlorinated aromatic ring (more
hyrophobic) near the entry of the channel (Figure 5a,b). The second ketoconazole is inside channel
2f but it has the opposite orientation, with the acetyl group near the active site and the dichlorinated
aromatic ring (more hyrophobic) near the entry of the channel (Figure 5a,b). There is a bottleneck
in channel 2f, surrounded by four residues (Tyr53, His54, Phe215, and Leu216), three of them being
aromatic and acting as gating residues: see Figure 3b. Phe215 and Leu216 are in F-F’ loop after
conformational change of the apo structure where Phe215 obstructed the opening of channel 2f. Tyr53
and His54 are on anchored helix A in the membrane without significant change from the apo structure,
and are thus assumed to have no role in building the bottleneck. Thus, this latter would be due only to
a move of the F-F’ loop. Phe215 moves in the holo structure toward the mouth of channel 2f and catches
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the hydrophobic ligand at the membrane/water interface: this is a difference with the first molecule,
which enters in channel 2a through the membrane, thus explaining the opposite orientations of the
two molecules. The movement of F-F’ loop let Arg212 go to the interior of the protein at a location at
the opposite of the active site: Arg212 is no longer able to interact with the ligand.

(a) (b)

(c) (d)

Figure 2. Four representations of the main channel through its facial graph. The target atom is the iron
of the heme group (in red). (a) Facial graph of the main channel to the active site of CYP3A4 computed
from 2V0M (in brown, for CVlim = 7 Å), superposed to the facial graph of this channel computed from
1TQN (in green, for CVlim = 6 Å). The two facial graphs show the way in channel 2a: the one of 2V0M is
the beginning of channel 2f with a bottleneck at its entry (not connected to the exterior); the two facial
graphs show also the beginning of channels S. (b) The funnel shaped channel leading to the active
site, computed from 2V0M, appearing at CVlim = 7 Å (in brown) superposed on the one computed at
CV = 7.25 Å (in yellow); the part of the facial graph of channels 2 lies within β1 sheet and C-terminal
loop and B-C and F-G loops; only surface pockets were visible for CV > CVlim (in yellow), thus the
evidence of a bottleneck at the entry of the two pathways. (c) Zoom of (b); bottleneck toward 2a:
Phe108 (in B-C loop) and Thr224 (in helix F’); bottleneck toward 2f: Tyr53 and His54 (both in helix A),
Phe215 and Leu216 (both in F-F’ loop); the motions of these residues induce the opening/closing of
the bottlenecks; the residues constituting the bottleneck are in green and blue sticks; the dashed line
separates blocks 1 and 2. (d) Zoom of (b), superposed on channel 2f computed at CV = 5.75 Å; six
residues border the bottlenecks of channel 2f: four are located at the entry (in helix A and FF’ loop),
Phe108 in the common part of 2a and 2f, and Thr224 where 2a and 2f separate.
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(a) (b)

(c) (d)

Figure 3. Apo forms are in light colors, holo forms are in dark colors. Each holo form refers to 2V0M,
with two ketoconazoles (see Figure 5). (a) Channel 2a in 1TQN with some of its bounding residues in
the F-F’ and B-C loops; the mouth of the channel is lined by G’ helix hydrophobic residues; the gating
residues Phe213 and Phe215 of the F-F’ loop and Phe108 of the B-C loop are bounded by channel 2a
in closed form. (b) Channel 2f of 2V0M, superposed on 1TQN; shows the steric obstruction of lining
residues of F-F’ and B-C loops (Arg212 and gating residues Phe213, Phe215 and Phe108) and of helix F’
to open channel 2f. (c) Channels 2a and 2f in 2V0M with some bounding residues; the common part of
channels 2a and 2f is lined by F-F’ and B-C loops and by C-terminal loop; the mouth of 2a is lined by
helix G’ helix and by the mouth of 2f by F-F’ loop; 2a and 2f are separated at exit by hydroxy-Thr224 in
helix F’ at the hydroxy group; the common part is in orange and the separated parts are in light rose;
the gating residues Phe 213 and Phe215 in loop F-F’ and Phe108 in B-C loop borders 2a and 2f in the
open form of CYP3A4. (d) 1TQN superposed on 2V0M; the secondary structures are in cartoon and the
residues are in stick (gating ones: Leu216, Arg212); 1TQN is transparent, showing 3A4 conformation
before entrance of the two ketoconazoles; indicate what could be the moves of B-C and F-G blocks and
of C-terminal loop, involved in the opening of access channels 2a and 2f.

8



Int. J. Mol. Sci. 2019, 20, 987

(a) (b)

Figure 4. Superposition of CYP3A4 1TQN and 1V0M at blocks F-G and B-C, which bound channel 2a.
For clarity, a piece of F-F’ loop was removed. Apo forms are in light colors, holo forms are in dark
colors. Each holo form refers to 2V0M, with two ketoconazoles (see Figure 5). (a) Channel 2a of 1TQN
(CV = 6 Å) superposed on 2V0M. (b) Channel 2a of 2V0M (CV = 7 Å) superposed on 1TQN.

(a) (b)

Figure 5. (a) The two ketoconazoles of 2V0M inside channels 2a and 2f, within the secondary structures
bounding these channels (these latter are not delineated). The first ketoconazole, in yellow, enters
through channel 2a. The second ketoconazole, in purple, enters through channel 2f. (b) Idem, with
delineation of channels 2a and 2f by the boundaries of the trajectories (residues are not displayed).

3.2. Access Channels and Narrow Channels

3.2.1. Channels 2a and 2f

We know that the access to 3A4 active site is through channel 2a, computed from the apo structure
with CV = 6 Å. This channel is opened in the apo form, and it enlarges to accept a first ketoconazole
ligand at CV = 7 Å between the F-G and the B-C loops and the β1 sheet. Channel 2a is the first
found by CCCPP, and it is the biggest one for this conformation of CYP3A4. It contains the first
ketoconazole, bound to the heme. This channel is assumed to be the first pathway found by the
ketoconazole. Pathway 2a, in which the ligand passes between F-G loop, B-C loop and the β1 sheet,
appeared to be the most likely route for substrate access and product egress in previous study on
bacterial proteins [75]. In the bacterial P450 structures, 2a is opened in most of the structures that
have at least one channel opened. Simulations of product egress from CYP101 indicate that this route
would be used by the product as well as the substrate [36]. The MCP (see Section 2.2) corresponding
to channel 2a has a volume of 613 Å3 and a bounding surface of 273 Å2 in the apo form, and it has
a volume of 774 Å3 and a bounding surface of 896 Å2 in the holo form.This volume is small because it
corresponds to the path accessing to the binding site rather than to the full binding cavity. It should be
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compared to the volume of convex hull of the ketoconazole, which is estimated to be in the interval
300–340 Å3, depending on the conformation. The surface boundary is small because the path is not
a closed one: it is bounded only at some places while it opens on the rest of the channel at other places.
Such quantitative results got by CCCPP cannot be obtained by other channel calculation programs.

Then, other pathways are needed to accept more ligands. In the holo form, a second channel is
found: it is channel 2f, in block 2, located between F-G block and C-terminal loop, and containing
the second ketoconazole. It is identified as distinct channel and it lies between channel 2a and the
solvent channel S. In our study of the 16 crystallographic structures, we observe that the channel
2f opens for CV in the range 5.75–8.75 Å, depending on the ligand size. In 2V0M, channels 2a and
2f have a common part and separate at exit in helix F’ at hydroxy group of Thr224. We found that
the second ketoconazole of structure 2V0M is oriented from the heme in the direction of channel 2f.
At CVlim = 7 Å, channel 2f appears as a dead end, not connected to the exterior (Figure 2a). It has
a total volume of 49,200 Å3 and a bounding surface of 48,100 Å2. The MCP in channel 2f has a volume
of 851 Å3 and a bounding surface of 360 Å2 in the holo form. A bottleneck at CV < 6 Å obstructs the
connection to the exterior of the protein. An opening at CV = 5.75 Å and a slight channel flexibility
should permit the second ligand to enter (CV = 6.52 Å). Channels 2a and 2f are bordered by SRS-2,
lying above the active site cavity.

Channels 2a and 2f are hydrophobic. They have a common part then separate near the hydroxy
group of Thr224, on helix F’ (see Figure 2c). Channel 2a is bordered by SRS-1, SRS-2 and SRS-3, and
channel 2f is bordered by SRS-2 and SRS-6. Both channels 2a and 2f open at the C-terminal region
of the helix F and in the F-F’ loop, forming SRS-2 (near the active site cavity). The other part of the
entry of channel 2a lies at the N-terminal region of the helix G and in the G-G’ loop, forming SRS-3
(see Figure 5a). The B-C loop/B’ helix (bordering channel 2a) was identified as a putative SRS-1 [70],
and involved in substrate binding. We found with CCCPP that the opening of channel 2a is apolar
for 1TQN, located at His28, Phe228, Ile232 and Val235. It is more polar for 2V0M, located at Lys35,
Phe46, Phe228, Val235, Asp380, and Lys390. For both 1TQN and 2V0M, the entry of 2a is bordered
on one of its sides by the hydrophobic helix G’ (residues 230–237; see Figure 6a,b), which is anchored
in the membrane (see Figures 3 and 6a,c). The following residues of channel 2a have an orientation
common to the apo form 1TQN and to the holo form 2V0M: Pro227, Phe228, Leu229, Ile230, Pro231,
Ile232, Leu233, Glu234, Val235, and Leu236. Channel 2a enlarges of ΔCV~1 Å and channel 2f opens to
accept two ketoconazoles in 2V0M. The superposition of 1TQN and 2V0M shows that the two B-C
loops are superposed due to a move of B-C in 2V0M at Phe108, Gly109, and Pro110, at the exterior
of the funnel area, so that it permits the entrance of the ligand in 2a and 2f. These two channels are
bordered by par the B-C loop (see Figure 3a,b). In the apo form, Phe108 obstructs the channel. Its move
enlarges the common space admitting the two ketoconazoles. In 2V0M, R106 (in B-C loop) and E374
are lining channel 2a. Tyr53 and His54 are on the anchored helix A, without change between the apo
form 1TQN and the holo form 2V0M. These few flexible two residues are not involved in the move
of the bottleneck of channel 2f. This move is thus due to the move of F-F’ loop. The two bottleneck
residues are at the mouth of 2f: Phe215 and Leu216, after the conformational change of F-F’ where
Phe215 obstructed the opening of 2f in the apo form 1TQN (Figure 2b).
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(a) (b)

(c) (d)

Figure 6. (a) Channels 2a and 2e within lining secondary structures of 1TQN (β1 sheet, F-G and B-C
blocks): the two mouths are neighboring, then the channels separate at Pro107 and Phe108 in B-C
loop. (b) Channels 2a, 2f and 2e of 2V0M enclosed by β1 sheet, F-G and B-C blocks, and C-terminal
loop; channels 2a and 2e are separated at Pro107 and Phe108 in B-C loop. Channels 2a and 2f are
separated by Thr224 in helix F’. (c) Same as (a), rotated: the bottom part of this figure is a part of
Figure 1 in [27] (©American Chemical Society, https://pubs.acs.org/doi/abs/10.1021%2Fja4003525).
Membrane-bound form of CYP3A4 shows the location of the mouths of 2a and 2e in 1TQN and
highlights residues inserting into the membrane and interacting with it via the hydrophobic side chains
of helices F’ and G’ and of A-anchor. A-anchor has a fixed position on A’A" loop, and is formed by
residues His28, Leu44, Pro45, Phe46, Leu47 and Gln78: it is labeled in dark blue and boxed. Channel 2a
leads to the membrane; channel 2e leads to cytosol; the membrane is viewed on the side of the globular
domain; the transmembrane helix is visible; and the location of the organic phase and the short-tailed
lipids are represented. (d) Channel 2a represented by three MCPs, respectively, in purple, yellow and
cyan, surrounded by secondary structures. The three MCPs have a common part in channel 2a.

F-F’ loop is hydrophobic and has three charged residues: Arg212, Asp214 and Asp217. Its move
may act as a closing/opening valve, at Leu211, Arg212, Phe213, and Phe215 (Figure 2a,c). F-F’ loop
in a closed conformation is exposed to block 1. Its residues Arg212, Phe213 and Phe215 border the
body of the hydrophobic channel 2a in the apo form 1TQN. In this latter, only one polar residue,
Arg212 (oriented toward the active site: Figure 2a) borders channel 2a. Arg212 was suggested to
regulate solvation of the active site [61], and was reported to assist the binding of ligands to the active
site [76,77]. Phe215 is in F-F’ loop, bordering channel 2a in conformation C (Figure 2a). Phe215 is
involved in the substrate orientation within CYPs active sites and in catalytic mechanisms of these
substrates [78]. In the 2V0M, F-F’ loop is distorted to open channel 2f. The orientation of the F-F’ loop
residues follow either the same direction (K208, K209, L210, snf D214), the opposite direction (Leu211,
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Arg212, Phe215, and Leu216), or are oriented in the same sense but shifted (valves: Phe213, Asp217,
and Pro218). The opening of channel 2f is at Leu51, His54, Lys55, Phe215, Pro218 and Lys486. Helix
F’ borders channel 2f with apolar residues Leu221, Phe220 and Thr224. In the holo form, an opening
occcurs via the move of the F-F’ loop such that Phe215 (bordering 2a in the apo form), is pushed
toward block 2. This push of Phe215 toward the surface is useful: (i) to suppress the sterical hindrance
to free space to open channel 2f and enlarge the cavity near the part common to 2a and 2f; and (ii)
to border the entry of channel 2f, as Leu216 goes to the mouth of 2f at the water interface of the
membrane/cytosol to catch the second hydrophobic molecule (see Figure 2c). The same phenomenon
is observed in the structure 4K9U, which welcomes two molecules of GS5 (a ritonavir analog [79]),
with Log(P) = 3.06. This phenomenon is observed neither for 4K9T, which welcomes one GS4 molecule
(another ritonavir analog [79]), nor for 2J0D, which welcomes the bulky erythromycin molecule.
For these two more hydrophilic molecules (Log(P) = 2.22 and 2.60, respectively), Phe215 is deformed
without being located on the mouth of the computed channel 2f. Pro218 remains at the surface and
borders the mouth of channel 2f: that lets the mouth of channel 2f more hydrophobic, thus it helps to
catch the hydrophobic ligand. Asp217 is at the entry of block 2 but is not exposed at the surface, i.e.,
it does not border the mouth of 2f, at the opposite of Pro218, which is hydrophobic and borders the
mouth of 2f. The residues rearrangements occur with the move of Leu211 (inside the protein in the
apo form), to become (in 3A4-ketoconazole complex) oriented in the active site, bordering the common
part of channels 2a and 2f, near the active site, at the opposite of Arg212 which is pushed on the other
side of channels 2a and 2f (Figures 2c and 3a). This orientation can be correlated with the fact that
substituting Leu211 by a phenylalanine residue affects the homotropic cooperativity in the binding
with testosterone [80]. The presence of Leu211 compensates the hydrophobicity of channels 2a and
2f after departure of Phe215. Other significant changes are a shift of 4 Å of the C-terminal loop and
a deformation of the of the crevice of helix I around Tyr307 (the Cα is shifted at more than 2 Å) [81].
C-terminal loop becomes closer to the common body of the two channels 2a and 2f delineated by
Gly481 and Leu482 near the active site (Figure 2a,c).

3.2.2. Detection of Narrow Channels 2e and S

The narrow channel 2e appears at CV = 5.75 Å in 1TQN and at 5.5 Å in 2V0M. It appears with
a total volume in the apo form of 44,500 Å3 (bounding surface: 44,100 Å2) and a volume in the holo
form of 51,000 Å3 (bounding surface: 48,200 Å2). It is a rather common channel observed in twelve
different crystallized P450 isoforms [64]. This channel 2e was observed in the 16 crystallized 3A4
structures (available in the pdb data bank) considered this study (see Table 1 in Section 3.3). It has
been observed that the channel 2e opens for CV in the range of CV between 5.5 Å and 6 Å, without any
relationship with the fact that the protein is bound or not. Channel 2e appears for all conformations of
CYP3A4 (C, O1, O2). It threads through the B-C loop (Figure 6), and its opening could depend on the
length and of the flexibility of this loop. In the stage of the reaction where these structures of CYP3A4
were crystallized, channel 2e is opened in this range of ΔCV = 0.5 Å, not containing ligand. Channel 2e
is detected as a secondary egress route for substrates or products in molecular dynamics simulations
of P450s [64]. It is also observed as a secondary exit pathway in simulations of P450eryF [75] and
CYP2C5 [40]. It is difficult to conclude about the role of channel 2e as an egress route as long as there
is no known structure of complexes with oxidation products. MD (Molecular Dynamics) studies give
information on the dynamics of ligand tunnels (opening/closure), but do not involve simulation of
the process of ligand egress. MD and SMD (Steering Molecular Dynamics) studies mainly focused on
ligand preferred exit tunnel. It was found that channel 2e is an exit one for the hydroxylated product of
diazepam in 1TQN, and that channel S is an exit one for 6-hydroxytestosterone [44,45]. That suggests
the enlargement of the small opened channel 2e for ligand exit. As shown in Section 1, a controlled
hydration of the substrate bound P450 active site is extremely important for catalysis. A solvent filled
channel from bulk solvent to heme let water circulate as a water pump. It is likely that its function
is related to active site hydration, although it may also have a role in proton transfer (furthermore
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channel 2e opens on the cytosol). It was suggested that a water channel exists between B-C loop and
the C-terminal part of helix B [72]. Channel 2e is displayed with channels 2a and 2f in Figure 7.

In the apo form, channel 2e exits at Lys115, Asp123, Glu124, Pro231, Val235 and Lys390, and
channel S exits at Phe22, Pro23, Val235, Asp380 and Lys390. Channels 2a and 2e have a common part
near the active site, then separate (Figure 6a,b). Channel 2e and S exit in the cytosol. The residues
of the mouth of channel 2e are rather polar, while those of 2a and 2f are apolar (Figure 6c). For the
16 complexes considered in this study, the ligands were located in channels 2a, 2f and S, but none was
found in channel 2e. It suggests that channel 2e could be an exit channel, either for oxidized products
or for water or protons. Channel 2e may also be for dropping water out of access channels to free space
for ligands.

In the apo and holo forms, channel 2e is opened simultaneously with channel 2a, 2f and S,
suggesting that the access channels may alternatively open by a F-G move away from the B-C loop,
without affecting the 2e channel. This is in agreement with a study on the structure of CYP2C5 [82].

A contiguous water channel from the bulk solvent to the active site is possible [83]. Channel S,
i.e., the solvent channel, is detected at CV = 5 Å in the apo form 1TQN. Then, it was computed at
CV = 5.75 Å (slightly larger), as a host channel for one of the two GS5 molecules (a ritonavir analog)
in the 4K9U complex [79]. It is flagged as important in several isoforms in [64,84,85]. It faces the
cytosol and contains a charged gating residue which could lead the product out of the CYP3A4 active
site [44]. MD simulations of expulsion of temazepam and 6β-hydroxy testosterone out of CYP3A4
were done: channel S has the largest opening for these two products, so that it may be an exit way
for the substrate [44]. Channel S was proposed as a route for controlling water access and egress to
the active site for water based on its observation in P450-BM3 [84]. It may also be used for substrate
egress [84,86]. It was proposed as the main gateway to the active site of the human 2D6 [86].

(a) (b)

Figure 7. Superposition of the channels of 2V0M. The dashed lines separate blocks 1 and 2. (a) Channels
2a and 2f computed at CV = 5.75 Å. (b) Channels 2a, 2f and 2e, computed at CV = 5.50 Å.

3.2.3. Channels Opening/Closing and Interactions with the Lipid Bilayer

In a recent paper [87], it is stated that access channels to the buried active site control substrate
specificity in CYP1A P450 enzymes. Then, in a recent review [33], it is suggested that the network
of channels is involved in the control of the P450 enzymes substrate specificity for all P450 family.
The diversity and the deformability of the channels could explain the diversity of its substrates.
We emit the assumption that the specificity of the CYPs relies on what happens at the entry of the
channels and that, due to sterical constraints, the orientation of the ligand does not change until it
reaches the active site. It was suggested that the channels are often gated by aromatic residues all along
them [73]. It was also suggested from the analysis of crystal structures that aromatic residues can form
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a network of gates, which regulates cooperatively the opening and closing of different tunnels [88].
Except Tyr53 for channel 2f, the following gating residues are phenylalanines:

• channel 2a: 57, 108, 213, 215, 228, and 304.
• channel 2f: 46, 57, 108, 213, 215, 220 (on helix F’), 226, and 304.
• channel 2e: 108, 213, 215, 228, and 304.
• channel S: 108, 213, 220, and 304.

Mammalian CYPs are generally membrane-bound proteins [89,90]. The mechanisms of substrate
access and product egress from the mammalian membrane bound P450s may differ from those in the
soluble bacterial P450s studied before [53]. The microsomal CYPs are anchored in the membrane by an
N-terminal transmembrane alpha-helix and there is evidence that their globular domain dips into the
membrane [91]. A membrane bound model of human CYP3A4 provides the structure of the protein
membrane complexes consistent with most experimental data [51]. Membrane binding of the globular
domain in CYP3A4 significantly reshapes the protein at the membrane interface, where most channels
open, inducing conformational changes relevant to access tunnels [27].

The CYPs substrates are rather hydrophobic and in the case of membrane bound P450s they
are expected to come from the lipid bilayer. As the products of the P450 catalyzed reactions are
more hydrophilic, they may be released into the aqueous environment or the polar headgroup region
rather than back into the lipid bilayer. The multiplicity of channels suggests possibilities for ligand
channelling to and from the P450s sitting in or on the membrane. The P450 protein topology favors
channel formation on the distal side of the heme. The proximal side is the likely reductase binding site
and corresponds to the smallest channels found by CCCPP.

Helices F’ and G’ do not completely insert into the membrane, with helix G’ establishing a closer
contact to the membrane than helix F’. CYP3A4 is anchored into the membrane helix G’, which
partitions mainly within the headgroup region [27]. The mouth of channel 2f is bordered by helix F’
at the water/membrane interface. It was assumed from modeling studies that channel 2f opens at
arrival of the molecule [92,93]. Channel opening was observed as a consequence of ligand-induced
conformational changes [94]. The mouths of channels 2f that we computed have hydrophobic residues
in F-F’ loop: Phe213, Phe215, Leu216 and Pro218; thus, the interaction with the channel mouth is
facilitated for hydrophobic molecules.

Given the dynamic nature of membrane-anchored CYPs, the precise positions of channels may
change dynamically over time [93]. We retained for our calculations the positioning used in [27].

The dynamic motions of the protein can cause the opening of channels not seen in the crystal
structures as well as changes in the relative dimensions of the channels [36,40,75]. Even though these
motions cannot be seen dynamically in the crystal structures, the location of the channels in these latter,
supported by their capacity of ligands, provides a useful basis for exploring ligand access and egress
routes, particularly when the snapshots from different crystal structures are considered together.

The mammalian CYPs are characterized by a subdivision of their larger F-G region in F’ et G’
helix [51]. Insertion of F’-G’ helix-loop of CYP3A4 in the membrane moves the β domain towards the
heme plane, allowing channel 2a to open, whereas this opening does not occur in soluble bacterial
P450s. In these latter, the beta domain plane is farther from the heme plane: the opening occurs
between F-G loop and B helix [26], at the level of the opening between F-F’ loop and the C-terminal
loop in 3A4, corresponding to the channel 2f. The opening of block 2 (due to the move of F-F’ loop),
which characterizes 3A4, offers a more diverse exterior environment for the compound than the
prokaryotic CYPs which offers only solvent exterior channel 2a as environment [36,75].

3.3. Characteristics of the Four Major Channels

For convenience, we summarize these characteristics in Table 2. The four major channels contains
substrate recognition sites (SRS). We also summarize in Table 1 the characteristics of the channels
computed by CCCPP for the crystallographic structures of CYP3A4 considered in the present study.
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We recall that CV is the value of the channel bottleneck (see Section 2). When the critical thickness
CV of a ligand exceeds CVlim, the bulky part of the ligand is not in the bottleneck: the passage of
the ligand requires flexibility. We also recall that the topology of the channels may be constituted by
several MCPs having one or several common parts. This was observed for 2J0D and 4K9T, but for
clarity in these cases we provide only the CV values of the main paths in Table 1. We show the four
channels in Figure 8 and we summarize the location of the four channels as follows:

In block 1:

• 2a: main channel, apolar mouth (helices F’ and G’), opening in the membrane, hydrophobic
ligands.

In block 2:

• 2f: alternate channel, mouth opening in transmembrane region, more hydrophilic ligands.
• S: alternate channel, may be an egress channel, mouth opening on cytosol, polar environment,

accepting less hydrophobic molecules.

Neither in block 1 nor in block 2:

• 2e: may be an egress channel, mouth opening on cytosol, apparait at CVmin ~5.5 Å (narrow), exists
in all structures in the three conformations, does not contain a molecule.

Figure 8. Summary of the four channels of CYP3A4. The heme is shown at the bottom of the channels.
The F-F’ loop is in green. The progesterone molecule (in purple) lies in a surface pocket (see also
Figure 4 in [57]). The dashed line separates blocks 1 and 2.
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Table 1. The four channels of CYP3A4 and its conformational states (C, O1, O2). The first channel
appears at CVlim and the next channels appear at CV < CVlim. a Critical thickness of the ligand in
Å computed as in [57]. When there are two ligands, two CV values are reported. b Cf: conformation
(C, O1, O2), according to the authors of [60,69]. c See Section 2. d Third channel and eventually fourth
channel. For 4K9U, the same CV was observed for the third and the fourth channels. e Ritonavir analog:
see [79]. f Other ritonavir analog: see [95]. g The topology is constituted by several MCPs having
common parts (see Section 2.2).

PDB
Ligand CV a Cf b First

CVlim
c Second

CV c Next d
CV c,d

Code Channel Channel Channels

1TQN C 2a 6.00 2e 5.75 S 5.00
1W0E C 2a 5.75 2e 5.75
1W0F Progesterone 4.10 C 2a 6.00 2e 5.75
1W0G Metyrapone 4.19 C 2a 6.50 2e 5.50
3UA1 Bromoergocryptin 6.06 C 2a 6.75 2e 5.50
4K9V GS6 e 5.53 C 2a 6.50 2e 6.00

3NXU Ritonavir 7.37 O1 2a 6.25 2e 5.75
4I4G GS2 f 6.54 O1 2a 6.00 2e 5.75
4I4H GS3 f 6.72 O1 2a 6.25 2e 6.00
4K9W GS7 e 6.47 O1 2a 6.00 2e 5.50
4K9X GS8 e 4.77 O1 2a 6.00 2e 5.75

2J0D Erythromycine 7.16 O2 2f 8.75 2f g 6.75 2e 5.50
2V0M Ketoconazole 5.19, 6.52 O2 2a 7.00 2f 5.75 2e 5.50
4K9T GS4 e 5.96, 6.37 O2 2f 6.75 2f g 5.75 2e 5.50
4K9U GS5 e 5.84, 7.89 O2 S 6.75 2f 6.25 2e, 2a 5.75 d

Table 2. Location of the four major access channels of CYP3A4. a According to the authors of [60,69]: C
(closed conformation), O1 (conformation opened, in block 1), O2 (conformation opened, in block 2;
opening of O2 is larger than opening of O1). b The triangulations of the channels performed with
CCCPP can be described with lengthy technical details that we consider to be non essential in this
paper, such as the lining atoms and residues: see these latter in Table 3.10 in [69]. c Substrate recognition
sites (SRS), according to the authors of [70]. d Depending on the ligand size, channel 2f can offer a larger
opening than channel 2a.

Channel Block Conformation a Exit Location Exit Location
SRS c

In the CYP b Outside the CYP

2a 1 C, O1, O2 Between F-G and B-C loops Plasma membrane 1, 2, 3
and β1 sheet (PM)

2f d 2 O2 Between helix F/F-G loop Interface 2, 6
and C-terminal loop PM/cytosol

S 2 O2 Between helices E,F,I Cytosol 4, 6
and C-terminal loop

2e C, O1, O2 Through B-C loop Cytosol 1

4. Conclusions

Our analysis, carried out with CCCPP program on several crystal structures of CYP3A4, enabled
identifying relevant ingress/egress channels, with their lining heavy atoms and residues. Our
calculations support the hypothesis of channels 2a and 2f as major channels of substrate/product
egress in CYP3A4, plus two secondary ones, 2e and S. We propose potential pathways of the ligands,
inside these channels, toward the distal face of the heme together with information on the movements
of the residues associated to the opening/closing of the channels.

Our analysis suggests that block 1 anchored in the membrane opens at ligand entrance and
channel 2a is the only ingress/egress channel. Then, in the case of one large ligand or two ligands,
block 2 opens. Smaller channels 2e and S could be involved in the egress of the metabolites, either
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by enlarging or by use for circulation of water or dioxygen. We did not consider proximal channels
smaller than distal channels.

Channels 2a and 2f are occupied by ligands that are not yet oxidized. Either channel 2a enlarges
to accept the ligand, or a new path (channel 2f) opens due to the nature and/or the large size of
the ligand [60]. Residues obstructing the channel create a bottleneck. These changes are influenced
by the location of the channels with respect to the protein topology and the protein’s overall global
motion [37,38]. Channel 2e exits near the cytosol (see Figure 6 in [27]). Channel 2a is opened in the
apo structure, although channel 2f is not. At input of the ligand, channel 2a enlarges until reaching
a critical value, above which other paths are needed to accept the entrance of more ligands. When the
second ligand enters in channel 2f, its orientation is the opposite of the one of the first ligand, thus
fitting the weaker hydrophobicity of channel 2f which starts at the cytosol/membrane interface. These
movements are located at flexible secondary structures such as B-C and F-F’ loops and C-terminal
loop [64]. Molecular dynamics simulations could help to know if channel 2f is closed in the apo form
then opens to accept the ligand, or if it is already opened. The F-G block acts as a multi-hinged lid on
the distal side of the protein and many channels border it, permitting an opening at the membrane’s
interface or on the cytosol.

The major channel lining residues mentioned in our study, which we suggested to have a role
in channel opening, were proved to be involved in ligand binding, in the activity or cooperativity of
CYP3A4 and to be key residues governing allosteric processes in P450 catalyzed substrate oxidations [92].
Another important structural element is the B-C loop, which borders channels 2a and 2e.

Although molecular dynamics simulations were able to exhibit channels not visible by a rough
examination of crystallographic structures [94], it was possible to detect such channels by geometric
methods because the ligands were indeed present there. A major use of our results could be to provide
pertinent starting points for molecular dynamics computations to observe the opening and closing of
the channels.
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Abstract: Human cytochrome P450 3A4 (CYP3A4) is the most important drug-metabolizing enzyme.
Some drugs and natural compounds can act as suicide (mechanism-based) inactivators of CYP3A4,
leading to unanticipated drug-drug interactions, toxicity and therapeutic failures. Despite significant
clinical and toxicological implications, the mechanism-based inactivation remains incompletely
understood. This study provides the first direct insights into the interaction of CYP3A4 with
three suicide substrates: mibefradil, an antihypertensive drug quickly withdrawn from the market;
a semi-synthetic antibiotic azamulin; and a natural furanocoumarin, 6′,7′-dihydroxybergamottin.
Novel structural findings help better understand the suicide substrate binding and inhibitory
mechanism, and can be used to improve the predictability of the binding ability, metabolic sites
and inhibitory/inactivation potential of newly developed drugs and other chemicals relevant to
public health.

Keywords: CYP3A4; mechanism-based inhibitor; crystal structure

1. Introduction

Human cytochrome P450 3A4 (CYP3A4) oxidizes over 50% of administered drugs [1], along with
natural compounds, some of which can act as inhibitors of CYP3A4 [2]. The mechanism-based
(suicide) inhibition (MBI) of CYP3A4 is the most common mechanism that could lead to clinically
significant drug-drug interactions (DDIs), toxicity and therapeutic failures [3]. MBI is characterized by
NADPH-, time- and concentration-dependent enzyme inactivation due to the formation and covalent
attachment of a reactive metabolite(s) to the heme and/or apoprotein. The early elimination of the
MBI/DDI potential in drug candidates is crucial [4] but highly challenging due to poor predictability of
CYP3A4-ligand interactions. This results from high promiscuity [5] and conformational flexibility of
CYP3A4 [6–8] and very limited structural information on the substrate association modes. To date,
only three crystal structures of CYP3A4 with drug substrates bound in the active site have been
reported [6,7,9] and none with suicide inactivators.

To fill this knowledge gap, this study investigated the binding manner of mibefradil, azamulin,
bergamottin and 6′,7′-dihydroxybergamottin (DHB) (Figure 1), which are known to act as potent
mechanism-based inhibitors of CYP3A4. Mibefradil (or Posicor) is a benzimidazoyl-substituted
tetraline, designed as a long-acting T-type calcium channel blocker for the treatment of chronic
hypertension. Mibefradil interacts with multiple cytochrome P450 isoforms, but was withdrawn from
the market mainly due to its high inhibitory potency for CYP3A4, leading to numerous life-threatening
DDIs [10]. Azamulin is a semi-synthetic antibiotic and derivative of pleuromutilin, which failed
stage I clinical trials due to poor bioavailability. Azamulin was recently identified as an effective and
highly selective inhibitor of CYP3A4 and is currently recommended for use in reaction phenotyping
studies instead of less specific ketoconazole [11,12]. Bergamottin and its derivative DHB, on the other
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hand, are natural furanocoumarins found most abundantly in grapefruits. In addition to several
health-promoting effects [13], both compounds mediate food-drug interactions primarily through
inhibition of CYP3A4 [14]. Here, the results of spectral investigations are reported, as well as crystal
structures of CYP3A4 bound to mibefradil, azamulin and DHB. Our findings help better understand
the suicide substrate binding and inhibitory mechanism, and could improve the computational tools
for modeling and prediction of the CYP3A4-ligand interactions, which is vital for designing safer and
more effective drugs.

Figure 1. Chemical structures of the investigated compounds. Arrows indicate known sites of metabolism.

2. Results and Discussion

2.1. Interaction of CYP3A4 with Mibefradil

Equilibrium titrations of the full-length CYP3A4 were conducted to determine and relate the
binding affinity and dissociability of the investigated compounds to their association mode. Mibefradil
is a type I ligand that causes a blue shift in the Soret band (Figure 2A). The spectral dissociation
constant (Ks) derived from the titration plot (left inset in Figure 2A) was 3.3 μM, which is ~5-fold
higher than the previously reported value [15], possibly due to differences in the CYP3A4 form.
Since CYP3A4 precipitates during prolonged dialysis, the dissociation ability was assessed by titrating
the ligand-bound protein with ritonavir, a high-affinity inhibitor that easily displaces other type I
substrates, such as bromocryptine and midazolam (Figure S1). As seen in Figure 2B, ritonavir could
fully replace mibefradil, but its binding affinity was 74-fold lower than for the ligand-free CYP3A4:
Ks

RIT of 1.4 μM vs. 0.019 μM [16], respectively. In contrast, only a 3.5-fold decrease in Ks
RIT was

observed for the bromocryptine- and midazolam-bound CYP3A4 (Table 1). Thus, mibefradil interacts
with CYP3A4 stronger and/or is better protected and has a lower ability to dissociate.

Table 1. Parameters for the ligand binding to CYP3A4.

Compound Ks
a μM High-Spin Shift Ks

RIT b μM

mibefradil 3.3 ± 0.4 65% 1.42 ± 0.03

azamulin 1.7 ± 0.3 100% 0.88 ± 0.09

bergamottin 3.0 ± 0.3 c (n = 1.8) 48% 0.035 ± 0.008

DHB 0.22 ± 0.03 d <3% 0.032 ± 0.002

10.3 ± 1.4 d

bromocryptine 0.43 ± 0.08 90% 0.070 ± 0.005

midazolam 24 ± 3 85% 0.071 ± 0.006

none 0.019 ± 0.002
a Spectral dissociation constant for ligand-free CYP3A4. b Binding affinity of ritonavir for ligand-bound/free
CYP3A4. a,b Values represent an average of three measurements with the standard error. c S50; n is a Hill coefficient.
d Dissociation constants for two binding sites.
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Figure 2. Spectral and structural properties of the CYP3A4-mibefradil complex. (A,B) Spectral
changes observed during equilibrium titrations of CYP3A4 with mibefradil and upon displacement of
mibefradil with ritonavir, respectively. In panel (A), the spectrum of ligand-free CYP3A4 is in black.
In panel (B), the spectrum of ritonavir-bound CYP3A4 is in brown. In both panels, the spectra of the
CYP3A4-mibefradil complex and its ferrous and ferrous CO-bound forms are in red, green and blue,
respectively. In the competitive displacement experiment (panel B), the concentration of mibefradil
was 120 μM. The left and right insets are the difference spectra and titration plots with hyperbolic
fittings, respectively. The derived Ks values are given in Table 1. (C) The active site of CYP3A4 bound
to mibefradil (shown in orange sticks; PDB ID 6OO9). Green mesh is a polder omit electron density
map contoured at 3σ level. Simulated annealing omit map for mibefradil is shown in Figure S2A.
The labeled C35 atom of mibefradil is the closest to the heme iron (~3.8 Å away). (D) Interaction
of mibefradil with surrounding residues (shown in green sticks and labeled). Red dotted lines are
H-bonds. Cyan sphere is a water molecule. (E) A slice through the CYP3A4 molecule showing how well
mibefradil (in space-filling representation) fits into the active site cavity. The visible helices are labeled.

2.1.1. Crystal Structure of the CYP3A4-Mibefradil Complex

Mibefradil inhibits microsomal and recombinant CYP3A4 with IC50 of 0.3–2 μM [17], but the
chemical nature of its reactive metabolite(s) is still unknown. A previous attempt to elucidate the
molecular basis for MBI led to a conclusion that the inactivation of CYP3A4 proceeds through heme
destruction rather than covalent modification of the heme or apoprotein [15]. To identify the potential
oxidation sites that could lead to bioactivation, CYP3A4 was co-crystallized with mibefradil. The crystal
structure was determined to 2.25 Å resolution (Table S1) and contained one drug molecule in the active
site (Figure 2C–E). The tetraline moiety is 3.3–3.6 Å above the heme plane, with the propyl C35 atom
being the closest to the iron (~3.8 Å away; Figure 2C). The fluorophenyl portion is parallel to the I-helix
and partially inserts into a hydrophobic pocket formed by F304, A305 and I301. The benzimidazole
moiety provides additional hydrophobic and aromatic interactions with F57, F215 and M371 (Figure 2D).
The methoxyacetate functionality, in turn, is H-bonded via the carbonyl oxygen to the R212 guanidine
group. This polar interaction is part of the H-bonding network that links the F-F′-loop to the protein
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core and likely contributes to the inhibitory potency, as the derivatives lacking the methoxyacetate
group are weaker inhibitors of CYP3A4 than mibefradil [15,18]. The ligand binding mode is further
stabilized by multiple van der Waals interactions.

As seen from Figures 2E and S3A, mibefradil binds compactly and fits into the catalytic cavity
without triggering any notable conformational change. However, the compact binding mode may
limit its motional freedom. This limitation and the fact that CYP3A4 remains in a resting conformation,
tightly locked through the R212-mediated contacts, could explain the low dissociability of mibefradil.

2.1.2. Possible Inhibitory Mechanism of Mibefradil

CYP3A4 metabolizes mibefradil via methoxyacetate and tertiary amine demethylation and
hydroxylation of the benzimidazole ring (indicated in Figure 1) rather than the oxidation of the closest
to the iron propyl group [10]. Thus, the re-entry or reorientation of mibefradil would be required
to allow an access to the primary, non-inhibitory sites of metabolism. Whether the crystallographic
binding mode could lead to products capable of escaping the active site is yet to be proven. Even so,
based on our and earlier findings [10,15,18], it is plausible to suggest that the crystal structure represents
an inhibitory complex, where mibefradil could decrease the CYP3A4 activity in two ways: (i) through
formation of a slowly dissociable complex that would prevent other substrate molecules from reaching
the catalytic center; and (ii) by producing an alkyl radical intermediate upon a hydrogen abstraction
from the C35 atom, which could attack and destroy the heme. The formation of a highly reactive free
radical would explain why the C35 oxidation product was not observed.

2.2. Interaction of CYP3A4 with Azamulin

Azamulin is also a medium affinity type I ligand (Ks of 1.7 μM; Figure 3A) which, unlike mibefradil,
causes a complete high-spin shift in CYP3A4. The observed absorbance changes suggest that azamulin
docks with the bulky pleuromutilin head on, as the heme ligation to the amino-triazolyl nitrogen
would lead to a red shift in the Soret band (type II spectral perturbations). Despite the higher affinity
for CYP3A4, azamulin was displaced by ritonavir more easily than mibefradil but less easily than other
type I ligands (Figure 3B; Table 1). This implies that azamulin is a slowly dissociable ligand that forms
fewer/weaker contacts and/or is less protected in the active site than mibefradil.

It should be noted also that Ks
RIT serves as an estimate for the displaced ligand dissociation

constant. The fact that the Ks
RIT and Ks values derived for mibefradil and azamulin are very close (only

2-fold difference; Table 1) suggests that in the competitive displacement experiments the substrate
dissociation is a limiting step, which is only weakly affected by ritonavir.

Crystal Structure of CYP3A4 Bound to Azamulin

The crystal structure of the CYP3A4-azamulin complex was determined to 2.52 Å resolution
(Table S1) and contains one drug molecule bound to the active site in an extended conformation
(Figure 3C). As the spectral data predicted, the pleuromutilin functionality is placed near the heme.
The complex could be productive, because two carbon atoms of the hexane ring, C08 and C09, are close
enough for oxidation: 4.6 Å and 4.3 Å from the iron, respectively. The thioacetyl linker is stretched
above the I-helix and, as a result, the amino-triazolyl end-group points upward rather than toward the
substrate channel (Figure 3C,D). This conformation is stabilized by multiple van der Waals contacts and
two hydrogen bonds, formed between the hydroxyl group of pleuromutilin’s eight-membered ring and
S119 side chain, and between the amino-triazolyl nitrogen and E308 carboxyl (Figure 3E). Importantly,
due to steric clashing with the amino-triazolyl moiety, the F-F′-loop (residues 210–217) becomes
disordered, leaving the end-portion of azamulin partially solvent exposed (Figure S4). This suboptimal
binding mode could explain why azamulin is displaced by ritonavir more easily than mibefradil.

26



Int. J. Mol. Sci. 2019, 20, 4245

Figure 3. Spectral and structural properties of the CYP3A4-azamulin complex. (A,B) Spectral
changes observed during equilibrium titrations of CYP3A4 with azamulin and upon displacement of
azamulin with ritonavir, respectively. In panel (A), the spectrum of ligand-free CYP3A4 is in black.
In panel (B), the spectrum of ritonavir-bound CYP3A4 is in brown. In both panels, the spectra of the
CYP3A4-azamulin complex and its ferrous and ferrous CO-bound forms are in red, green and blue,
respectively. In the competitive displacement experiment (panel B), the concentration of azamulin
was 60 μM. The left and right insets are the difference spectra and titration plots with hyperbolic
fittings, respectively. The derived Ks values are listed in Table 1. (C) The binding mode of azamulin
(in cyan; PDB ID 6OOA). Green mesh is a polder omit electron density map contoured at 3σ level.
Simulated annealing omit map for azamulin is shown in Figure S2B. The closest to the iron C08 and C09
atoms are indicated. (D) A slice through the CYP3A4 molecule showing that azamulin (in space-filling
representation) extends over the I-helix rather than along the substrate channel. The visible helices are
labeled. (E) Interaction of azamulin with surrounding residues (shown in beige sticks and labeled).
The H-bonds are depicted as red dotted lines.

Azamulin was identified as a potent and highly selective competitive and mechanism-based
inhibitor of microsomal and recombinant CYP3A4 (IC50 of 0.03–0.24 μM) [11]. The pleuromutilin
group is thought to undergo metabolic activation [11], but the reactive intermediates are yet to be
identified. The crystal structure corroborates the notion that the pleuromutilin is required for MBI,
because this functionality is the closest to the heme, mediates the majority of protein-ligand interactions
and orients suitably for oxidation. It needs to be tested though whether the C08/9 oxidation products
could be reactive or they would have to dissociate and rebind in a distinct orientation to enable
bioactivation at other sites. In any case, considering the bulkiness, high hydrophobicity and low
dissociability of azamulin, it is plausible to suggest that this compound could effectively inhibit
CYP3A4 by crowding/blocking the active site as well.

2.3. Interaction of CYP3A4 with Bergamottin and DHB

Bergamottin, but not DHB, causes a partial high-spin shift in CYP3A4 (Figure 4A,B). An increase
in DHB concentration leads to a small decrease rather than a shift in the Soret band, meaning that DHB
could approach and alter the heme environment without changing the coordination state. Another
notable difference was in the shape of the titration curves: sigmoidal for bergamottin and hyperbolic
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for DHB (right insets in Figure 4A,B). The S50 and n values (substrate concentration at half-saturation
and the Hill coefficient, respectively) derived from the sigmoidal plot suggest that bergamottin binds
to CYP3A4 cooperatively and with affinity comparable to those of mibefradil and azamulin (Table 1).
The DHB titration curve, in turn, was best fit to a two-site binding hyperbolic equation, indicating
that (i) two DHB molecules can simultaneously bind to CYP3A4, and (ii) the occupation of the high
affinity site (Ks of 0.22 μM) leads to very small changes in the Soret band (~17% of the total absorbance
decrease). Another notable feature is the incomplete reduction of bergamottin- and DHB-bound
CYP3A4 with sodium dithionite, as evident from the red-shifted absorbance maxima of their ferrous
forms: 413 and 416 nm, respectively, versus 410 nm for mibefradil- and azamulin-bound CYP3A4
(compare green spectra in Figures 2A, 3A and 4A,B). Thus, both furanocoumarins seem to limit an
access of the reductant to the heme iron. Since the reaction of CYP3A4 with sodium dithionite was
carried out under aerobic conditions and was the slowest for the DHB-bound form, the lower than
expected 450 nm absorption of the ferrous DHB/CO-bound species (blue spectrum in Figure 4B) could
be the consequence of both the incomplete reduction and oxidative damage of the heme. Despite the
markedly distinct binding manner, both bergamottin and DHB could be easily displaced by ritonavir
(Figure S5), whose binding affinity was only mildly affected (<2-fold decrease; Table 1).

Figure 4. Interaction of CYP3A4 with bergamottin and DHB. (A,B) Spectral changes observed during
equilibrium titration of CYP3A4 with bergamottin and 6′,7′-dihydroxybergamottin (DHB), respectively.
The spectra of ligand-free CYP3A4 are in black. The spectra of the CYP3A4-substrate complexes and
their ferrous and ferrous CO-bound forms are in red, green and blue, respectively. The left and right
insets are the difference spectra and titration plots with sigmoidal and hyperbolic fittings, respectively.
The derived Ks values are listed in Table 1. (C) The binding mode of DHB (in magenta; PDB ID 6OOB).
Green mesh is a polder omit electron density map contoured at 3σ level. Simulated annealing omit
map for DHB is shown in Figure S2C. Cyan sphere is the heme-bound water molecule. (D) A slice
through the CYP3A4 molecule showing how DHB (in space-filling representation) orients in the active
site cavity. The visible helices are labeled. (E) Interaction of DHB with surrounding residues (shown in
cyan sticks and labeled). Red dotted lines are H-bonds. Cyan sphere is a water molecule. The furan
double bond, a possible bioactivation site, is indicated by an arrow. The C22 atom of psoralen’s phenyl
ring, the closest to the heme iron, is labeled.
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2.3.1. Crystal Structure of the CYP3A4-DHB Complex

We attempted to co-crystallize CYP3A4 with both bergamottin and DHB but succeeded in
obtaining only the DHB-bound crystals. The latter structure was solved to 2.2 Å resolution (Table S1)
and contains one DHB molecule in the active site (Figure 4C–E). The psoralen ring of DHB is placed
3.6–5.2 Å above the heme (~15◦ tilt) and parallel to the I-helix, with the carbonyl oxygen H-bonded to
the S119 hydroxyl group. As the spectral data predicted, the heme iron remains hexa-coordinate but
the water ligand shifts toward the I-helix, altering the Fe-O bond perpendicularity by ~7◦ (Figure 4C).
This subtle perturbation in the heme ligation explains why only small spectral changes could be
detected during the equilibrium titrations.

The dihydroxygeranyl group curls along the substrate channel and anchors to its wall through the
water-mediated H-bond, linking 7′-OH to the R372 and E374 side chains. F57, F215, A370 and M371
create a hydrophobic environment for the aliphatic portion of the geranyl moiety, whereas R212 and
F304 flank the psoralen ring. The F304 side group adopts two alternative conformers: one pointing
away and another toward the active site, as in ligand-free CYP3A4 (Figure 4E). Since the DHB site is
fully occupied, this conformational heterogeneity is likely caused by steric hindrance with the psoralen
ring. Considering the largely different affinities for the two binding sites (Table 1), it is reasonable
to conclude that DHB occupies the high affinity site. However, the crystallographic binding mode
is non-productive, because the nearest to the iron C22 atom of psoralen’s phenyl ring (indicated in
Figure 4E) is too far for oxidation (>5Å).

2.3.2. Possible Mechanism for DHB Bioactivation

Bergamottin and DHB mediate food-drug interactions primarily through reversible and
mechanism-based inhibition of CYP3A4 (IC50 of 2–23 μM) [14,19,20]. The structure-activity studies
on natural furanocoumarins showed that a plain tricyclic ring containing the furan moiety is strictly
required for inhibiting CYP3A4 activity [21]. This led to a suggestion that bioactivation of bergamottin
and DHB proceeds via epoxidation and opening of the furan ring [22,23]. In the crystal structure,
however, the furan double bond (indicated in Figure 4E) is too remote and cannot approach the catalytic
center without rotation of the psoralen ring, which might be difficult to achieve due to close proximity
of the heme and I-helix.

To reconcile our and the previous results [22,23], we propose the following mechanism (Figure 5).
Having a more hydrophobic aliphatic chain, bergamottin preferably enters the active site with the
geranyl being the closest to the heme iron (step 1), as observed in the 6DWM structure of CYP1A1 [24].
This binding mode is productive and leads to formation of DHB and singly hydroxylated products
(step 2). Being more hydrophilic, the oxidation products would dissociate and reenter the active site with
the psoralen group approaching the heme (steps 3–4). This orientation could enable association of the
second DHB molecule, which may alter the conformation of DHB bound to the high-affinity site (step 5).
Occupation of both binding sites would enhance the inhibitory potential, as furanocoumarin dimers are
known to inhibit CYP3A4 stronger than DHB [21,25,26]. Nonetheless, the higher-affinity ligands could
fully displace DHB and, thus, its metabolic activation would be a prerequisite for the potent inhibition.
Among multiple DHB orientations, only some would be suitable for the enzymatic bioactivation of
the furan ring (steps 6–7). Alternatively, since CYP3A4 catalysis is highly uncoupled [27], the furan
double bond could be oxidized by a by-product, hydrogen peroxide, even when DHB adopts the
crystallographic binding mode (step 7a). Upon epoxidation and opening of the furan ring, the radical
intermediate could attack the heme (step 8). The epoxide product, in turn, could diffuse out of the
active site and modify the apoprotein [22]. This could lead to alterations in conformational dynamics
and structural integrity of CYP3A4 and its accelerated degradation [28].
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Figure 5. Possible DHB binding and bioactivation mechanism. The parent compound, bergamottin,
preferably binds to CYP3A4 with the hydrophobic geranyl group entering the substrate channel (step 1).
This binding mode is productive and leads to formation of DHB, which dissociates and re-enters the
active site with the psoralen group approaching the heme iron (steps 2–3). DHB could have multiple
orientations and two binding sites (steps 4–6). In some binding modes, psoralen’s furan ring will be
close enough to the iron to allow enzymatic bioactivation (step 7). Alternatively, the furan double bond
can be oxidized by a by-product, hydrogen peroxide (step 7a). The reactive metabolite(s) could attack
and destroy the heme or escape the active site and modify the apoprotein (step 8), leading to alterations
in conformational dynamics and structural integrity of CYP3A4. The bioactivation site is indicated by
an asterisk.

In summary, this study provided the first direct insights into the interaction of human
drug-metabolizing CYP3A4 with three structurally diverse suicide substrates: mibefradil, azamulin
and DHB. Only minimal conformational adjustments were needed to accommodate these compounds
which, instead, were molded or stretched for a better fit and optimization of protein-ligand contacts.
In addition to S119 and R212, frequently involved in the ligand binding, three more polar residues, E308,
R372 and E372, were identified as important for the formation/stabilization of the substrate-bound
complexes. The CYP3A4-DHB structure identified the high-affinity area where furanocoumarins and
other small hydrophobic molecules bearing few polar groups could preferably dock. The binding
manner of mibefradil and azamulin, on the other hand, suggested that these compounds could exert
their inhibitory action not only upon bioactivation of the newly identified or other oxidation sites,
but also by forming slowly dissociable complexes that disallow other substrates to access the catalytic
site. Together, the spectral and structural data help better understand the suicide substrate binding
and inhibitory mechanism, enable more accurate mapping of the CYP3A4 active site, and can be used
to improve computational tools for the prediction of the binding ability, metabolic sites and MBI/DDI
potential of newly developed medicines and other chemicals relevant to human health.

3. Materials and Methods

Mibefradil was obtained from Tocris Bioscience (Minneapolis, MN, USA) azamulin and DHB from
Cayman Chemical (Ann Arbor, MI, USA), and bergamottin from Sigma-Aldrich (St. Louis, MO, USA).
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3.1. Protein Expression and Purification

The codon-optimized full-length and Δ3-22 human CYP3A4 were produced as reported
previously [29] and used for the spectral and structural studies, respectively.

3.2. Spectral Binding Titrations

Ligand binding to CYP3A4 was monitored in a Cary 300 spectrophotometer at ambient
temperatures in 0.1 M phosphate buffer, pH 7.4, containing 20% glycerol and 1 mM dithiothreitol.
The investigated compounds were dissolved in dimethyl sulfoxide (DMSO) to 0.2–20 mM concentration
and added to a 1.5–2 μM protein solution in small aliquots, with the final solvent concentration <2%.
After the addition of each aliquot, the reaction mixture was permitted to stand until no further
absorbance changes could be detected, usually less than 20 min. At the end of titrations, the spectra
of the ferrous CO-adduct were recorded to ensure that there was no CYP3A4 inactivation during
lengthy measurements. Difference spectra were recorded in a separate experiment, where glycerol
was omitted and equal amounts of DMSO were added to the reference cuvette to correct for the
solvent-induced spectral perturbations. The spectral dissociation constant (Ks) was derived from
the hyperbolic, sigmoidal or quadratic fits to the titration curves using IgorPro (WaveMetrics, Inc.,
Portland, OR, USA). To assess the ligands’ dissociability, CYP3A4 was saturated with the substrate
and then titrated with ritonavir (0.2–5 mM solution in DMSO) to determine how occupation of the
active site affects its dissociation constant (Ks

RIT). Each titration experiment was repeated three times.
The average Ks values and standard errors are given in Table 1. The high-spin content was estimated
based on the absorbance spectra of ligand-free (100% low-spin) and azamulin-bound CYP3A4 (100%
high-spin conversion).

3.3. Determination of the X-ray Structures

Δ3-22 CYP3A4 was co-crystallized with the investigated compounds at room temperature using a
sitting drop vapor diffusion method. The protein (50–70 mg/mL or 0.9–1.25 mM in 100 mM potassium
phosphate buffer, pH 7.4, 20% glycerol and 2 mM dithiothreitol) was incubated with a 5-fold ligand
excess and centrifuged to remove the precipitate (<5% protein loss). The supernatant (0.4–0.5 μL) was
mixed with 0.4–0.6 μL of the crystallization solution containing 6–10% polyethylene glycol 3350 and
either 70 mM malate, 50 mM succinate, or 80 mM ammonium citrate tribasic, pH 7.0, for mibefradil-,
azamulin- and DHB-bound CYP3A4, respectively. After harvesting, crystals were cryoprotected with
Paratone-N and frozen in liquid nitrogen. The X-ray diffraction data were collected at the Stanford
Synchrotron Radiation Lightsource beamline 7-1 and the Advanced Light Source beamline 5.0.2.
The high-resolution cutoffs were chosen based on the CC1/2 value [30]. Crystal structures were solved
by molecular replacement with PHASER [31], using the 5VCC structure as a search model. The ligands
were built with eLBOW [32] and manually fit into the density with COOT [33]. The initial models
were rebuilt and refined with COOT and PHENIX [32]. The polder and simulated annealing omit
electron density maps were calculated with PHENIX. Data collection and refinement statistics are
summarized in Table S1. The atomic coordinates and structure factors for mibefradil-, azamulin- and
DHB-bound CYP3A4 were deposited to the Protein Data Bank with the ID codes 6OO9, 6OOA and
6OOB, respectively.

Supplementary Materials: Supplementary materials can be found at http://www.mdpi.com/1422-0067/20/17/
4245/s1 and include five figures, showing spectral changes observed upon displacement of CYP3A4-bound
bromocryptine, midazolam, bergamottin and DHB by ritonavir, simulated annealing omit electron density maps,
superposition of the ligand-free and mibefradil-, DHB- and azamulin-bound structures of CYP3A4, and a table
with the X-ray data collection and refinement statistics.
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Abstract: The human cytochrome P450 (CYP) 2C9 and 2C19 enzymes are two highly similar isoforms
with key roles in drug metabolism. They are anchored to the endoplasmic reticulum membrane by
their N-terminal transmembrane helix and interactions of their cytoplasmic globular domain with
the membrane. However, their crystal structures were determined after N-terminal truncation and
mutating residues in the globular domain that contact the membrane. Therefore, the CYP-membrane
interactions are not structurally well-characterized and their dynamics and the influence of membrane
interactions on CYP function are not well understood. We describe herein the modeling and simulation
of CYP 2C9 and CYP 2C19 in a phospholipid bilayer. The simulations revealed that, despite high
sequence conservation, the small sequence and structural differences between the two isoforms
altered the interactions and orientations of the CYPs in the membrane bilayer. We identified residues
(including K72, P73, and I99 in CYP 2C9 and E72, R73, and H99 in CYP 2C19) at the protein-membrane
interface that contribute not only to the differing orientations adopted by the two isoforms in the
membrane, but also to their differing substrate specificities by affecting the substrate access tunnels.
Our findings provide a mechanistic interpretation of experimentally observed effects of mutagenesis
on substrate selectivity.

Keywords: cytochrome P450; isoform; membrane protein; protein-membrane interactions; enzyme
substrate specificity; mutagenesis; molecular dynamics simulation

1. Introduction

Human cytochrome P450 (CYP) enzymes play important roles in the metabolism of drugs,
steroids, fatty acids, and xenobiotics. CYPs also catalyze the conversion of some prodrugs into active
drugs. Only about a dozen human CYPs metabolize 70–80% of all drugs, and these mainly belong to
families CYP1, CYP2, and CYP3, and their subfamilies [1]. The human CYP2C subfamily contributes
significantly to the hepatic clearance of many drugs. Although the members of the subfamily exhibit
about 70% sequence similarity, they have unique substrate specificity profiles [2]. The human CYP2C
subfamily consists of four isoforms: CYP2C8, CYP2C18, CYP2C9, and CYP2C19 [3]. CYP 2C9 is the
most highly expressed CYP protein after CYP3A4 and it is responsible for the metabolism of over
12.8% of drugs, with its substrates being mostly weak acids, such as non-steroidal anti-inflammatory
drugs (NSAID) [1]. CYP 2C19 has a 10-fold lower expression level than CYP 2C9, but contributes to
the metabolism of 6.8% of drugs [1], although without the specificity for acidic drugs of CYP 2C9.
Nevertheless, the polymorphism of CYP2C19 can dramatically affect drug treatments. For example,
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it has been observed in the treatment of Helicobacter pylori infections with proton-pump inhibitors
that are substrates of CYP 2C19, such as omeprazole, that the therapeutic efficiency is improved in
patients with a poorly metabolizing CYP2C19 genotype due to slower drug clearance [4]. Furthermore,
CYP2C19 is important for the enzymatic activation of the antiplatelet agent, clopidogrel, to its active
thiol metabolite [5,6], and loss of function in the common CYP2C19*2 allele, which has a splicing
variant leading to truncation of the protein, results in poor response to clopidogrel [7]. On the other
hand, CYP2C9 polymorphism results in reduced affinity for cytochrome P450 reductase (CYP2C9*2)
and altered substrate specificity (CYP2C9*3) [8].

CYP 2C9 and CYP 2C19 have distinct substrate specificities, despite having high sequence
conservation with 91.2% sequence identity (see sequence alignment in Figure 1). Crystal structures of
the globular domains of the proteins have been resolved by X-ray crystallography after truncation to
remove the N-terminal transmembrane (TM) domain and flexible linker sequences, as well as mutation
to introduce terminal expression tags (see Figure 1). Only one crystal structure of CYP 2C19 has been
resolved (Protein Data Bank (PDB) identifier 4GQS) [9], whereas a number of crystal structures of CYP
2C9 in various liganded and mutated states have been determined (currently 11 PDB entries) [10–17].
The crystal structures show that CYP 2C19 differs from CYP 2C9 at two residues in the active site: L208
and L362 in CYP 2C9 are substituted by V208 and I362 in CYP 2C19 [9,11]. Other differences are seen
on the outer surface of the globular domain. The three-dimensional fold of CYP 2C19 is closer to the
structure of CYP 2C8 (PDB 2NNI) [12], which shares 78% sequence identity with CYP 2C19, than to the
structures of CYP 2C9 (PDB 1R9O) [11] or CYP 2C9m7 (PDB 1OG2, 1OG5) [10], despite their higher
sequence identity (91.2%). The latter structures were resolved after making seven substitutions (K206E,
I215V, C216Y, S220P, P221A, I222L, and I223L) in the F’–G’ loop region of CYP 2C9 for the purpose
of crystallization, as this part of the protein is hydrophobic and interacts with the membrane [10].
The structure of CYP 2C9m7 differs from that of CYP 2C9 in the B–C loop, which is highly flexible in
the 1R9O structure, and the conformations of the F’ and G’ helices, which are missing in the 1R9O
structure. The F’–G’ region shows high structural variation amongst the crystal structures of CYP
2C9; in structures in which the protein has the wild-type sequence, the F’–G’ region is either missing
(e.g., in PDB 1R9O) [11], has an extended loop conformation and a small G’ helix (PDB 5W0C) [17],
or has an F’ helix followed by a loop in the G’ region interacting with a peripherally bound ligand [15].
CYP 2C9m7 also differs in the position of the sidechain of R108, which points out of the binding cavity
in the CYP 2C9m7 (1OG2) structure and inside in the CYP 2C9 (1R9O) structure. The structure of CYP
2C19 shows a more than 3.0 Å Ca atom deviation from both the CYP 2C9 (1R9O) and CYP 2C9m7
(1OG2) structures on the outer surface entrance region of the protein responsible for substrate access
and selectivity. The main differences are observed in helices F, F’, G’, and G and their turns, the turn in
β-hairpin 1, and the B–C loop region.

The sequence differences outside the CYP active site binding cavity may be responsible for the
differential selection of drugs entering the binding pocket [18–21]. Indeed, differences in the use of the
access tunnels have been suggested by mutagenesis studies on CYP 2C9/2C19 chimeras [18–21] and
simulations of the globular domain of CYP 2C9 [22]. For example, CYP 2C19 selectively hydroxylates
omeprazole and S-mephenytoin, whereas CYP 2C9 has little activity against these substrates. However,
substitution of residues outside the binding site (I99H, S220, and P221T) at the entrance to tunnel 2b
(using the nomenclature of Cojocaru et al. [23]) increased the omeprazole 5-hydroxylase activity of CYP
2C9 to a level similar to CYP 2C19 [18]. On the other hand, the E72K substitution in CYP 2C19 was
shown to decrease its enzymatic metabolic activity against three tricyclic antidepressant (TCA) CYP
2C19 substrates, amitriptyline, imipramine, and dothiepin, whereas the K72E mutation in CYP 2C9
increased its metabolic activity against these compounds [21]. Most of these differences are found in
the substrate recognition sites (SRS) identified by Zawaira et al. [24] (see Figure 1). Since most residues
that differ between CYP 2C9 and CYP 2C19 are found in these SRS regions, we hypothesized that the
sequence differences in the SRS regions and, thereby, the conformational differences observed between
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the two CYPs, can contribute to different protein–membrane interactions which, in turn, can lead to
differences in the substrate access tunnels to the binding cavity and the product release tunnels

 
Figure 1. (Left) Sequence alignment of CYP 2C9 and CYP 2C19. Identical residues are shown with
a red background, similar residues with a yellow background, and differing residues with a white
background. The secondary structure in the crystal structure of CYP 2C19 (PDB 4GQS) is indicated by
arrows for β-strands, springs for α-helices, and ‘TT’ for turns; long loops are unmarked. The substrate
recognition sites (SRS) are shown by blue dashed line boxes. The residues in the globular domain
differing at the membrane interface are highlighted by red numbers. The missing regions in the crystal
structure (PDB 1R9O) of the globular domain of CYP 2C9 are shown by transparent green boxes. (Right)
Cartoon representations of the crystal structures of CYP 2C9m7 (PDB 1OG5), CYP 2C9 (PDB 1R9O),
and CYP 2C19 (PDB 4GQS), showing the structural differences in the F’–G’ region highlighted by the
green rings, the heme in stick representation, and key secondary structure elements colored as follows:
β-strand regions in magenta, the B–C loop in yellow, the F and G helices in red, the F’–G’ helices/loop in
green, the I-helix in blue, and the linker in orange. The active site is lined by the heme and the I-helix.

To investigate the effect of sequence differences between CYP 2C9 and CYP 2C19 on the
protein–membrane interactions and the orientation of the protein globular domain in the membrane,
we applied our optimized multiscale modeling and simulation protocol [25] to model and simulate
the two proteins in a 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) bilayer. We have
previously applied a similar procedure to simulate CYP 2C9 in a POPC bilayer [22]. For each system,
this protocol starts with building a model of the full protein in a POPC bilayer based on the crystal
structure of the globular domain (see Figure 2), and then proceeds with optimizing the system to
reach a converged arrangement by coarse-grained (CG) and all-atom (AA) molecular dynamics (MD)
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simulations (see Materials and Methods (Section 4) for details). We compared the behavior of the
two proteins in the simulations and compared our results with previously reported experimental and
computational data.

Figure 2. Initial model of human cytochrome P450 (CYP) 2C9 showing its three domains and the initial
information on which modeling and simulation of its arrangement in the phospholipid bilayer was
based. The crystal structure (PDB 1R9O) of the globular domain (residues 50–490) and part of the linker
region (residues 37–49) are shown in cartoon representation. Secondary structure predictions indicate
the length of the N-terminal transmembrane (TM)-helix (cyan, residues 3–21). These two components
are connected by a modeled linker loop of unknown conformation (orange, residues 22–36). The flexible
C-terminal tail (residues 491–492) was not included in the model. The F’–G’ helices (residues 210–220)
were not observed in the structure and were modeled from the crystal structure of CYP 2C19 (PDB
4GQS). Important secondary structure elements in the globular domain are colored as follows: β-strand
region in magenta, F and G helices in red, I-helix in blue, B–C loop in yellow, and F’–G’ helices in
green. The heme is shown in brown stick representation. Experimentally, it is known that the globular
domain interacts with the bilayer (shown in grey line representation with grey spheres representing the
phosphorous atoms) and, during the coarse-grained (CG) simulations, it approached and dipped into
the bilayer. The heme tilt angle and the angles α and β defining its orientation in the bilayer are shown
on the right, along with the definition of the TM-helix tilt angle (γ), and the vectors (v1 along the I-helix
, v2 shown by the red arrow from the C to the F helix, and v3 along the TM-helix) computed to define
these angles; the definitions of these angles are given in the Materials and Methods section.

2. Results and Discussion

2.1. CG Simulations Show That the CYP 2C9 and CYP 2C19 Globular Domains Adopt Distinct Orientations
in the Membrane Bilayer

The coarse-grained (CG) simulations carried out are listed in Table S1. The trajectories were
analyzed to assess convergence of the orientation of the globular domain and its interactions with the
membrane. Different starting structures, different lengths of the flexible linker region, and different
simulation parameters were tested to ensure that reliable CYP-membrane interactions and globular
domain orientations were obtained. The converged positions and orientations from all sets of simulations
of CG systems are given in Table 1.

Simulations of the full wild-type sequences of the two isoforms (systems S1 and S2) show different
orientations from each other in the membrane. For the full-length wild-type CYP 2C9, the angles
α and β (see Figure 2 and Materials and Methods for definition of these angles) ranged from 89 to
91◦ and 112 to 118◦, respectively. For the full-length wild-type CYP 2C19, the α and β angles ranged
from 97 to 100◦ and 134 to 137◦, respectively. The axial distance of the center of mass (CoM) of the
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globular domain from the membrane CoM was 42–43 ± 2 Å for CYP 2C9 and 47–48 ± 2 Å for CYP
2C19. The different orientations of the two isoforms were classified into three different classes, A, A/B,
and B. When the β angle was below 125◦, the orientation was categorized in class A, from 125◦ to 130◦
into class A/B, and above 130◦ into class B. All wild-type CYP 2C9 CG systems (S1–S3) converged to
class A, and all wild-type CYP 2C19 CG systems (S1–S3) converged to class B. The angles and distance
values were plotted for all the CG systems in Figure S1. Thus, the two isoforms adopt distinct positions
and orientations of their globular domains in the phospholipid bilayer in the CG simulations.

Table 1. Results of CG simulations of CYP 2C9 and CYP 2C19 for the full length (S1, S2) and truncated
(S3) wild-type proteins (based on crystal structures 1R9O and 4GQS, respectively), various models of
full length CYP 2C9 (M1–M4, based on structures Model 1–4), and the mutant chimeras, mt2C9 and
mt2C19. The systems simulated are listed in Table S1. The mean and standard deviation values are
given for parameters defining the position of the globular domain with respect to the membrane: angles
α and β (defining the orientation, as shown in Figure 2 and class (A, A/B, or B)) and the axial distances
of the center of mass (CoM) of the bilayer from the CoM of the linker, the F’–G’ region, and the globular
domain, respectively. The simulations each had an average duration of 10 μs, and the parameters were
computed for snapshots from the last 9 μs collected at intervals of 1 ns.

CYP Systems
Angles (◦) Distances (å)

No. of Simulations Class
α β Linker F’–G’ Globular

2C9:S1 89 ± 7 112 ± 7 25 ± 4 28 ± 4 43 ± 2 10 A
2C9:S2 91 ± 8 118 ± 14 26 ± 4 27 ± 4 42 ± 2 5 A

2C9:S3 1 92 ± 7 109 ± 7 - 28 ± 2 46 ± 2 1 A
2C9:M1 94 ± 6 119 ± 8 20 ± 2 25 ± 2 46 ± 2 6 A
2C9:M2 92 ± 8 120 ± 12 19 ± 2 25 ± 2 46 ± 2 6 A
2C9:M3 95 ± 6 138 ± 6 22 ± 2 24 ± 2 48 ± 2 6 B
2C9:M4 85 ± 9 106 ± 9 25 ± 2 26 ± 3 47 ± 2 5 A
mt2C9 98 ± 7 129 ± 10 27 ± 4 29 ± 4 44 ± 2 5 A/B
C19:S1 100 ± 7 137 ± 10 21 ± 2 26 ± 2 47 ± 2 10 B

2C19:S2 97 ± 8 137 ± 12 20 ± 2 25 ± 2 48 ± 2 5 B
2C19:S3 1 106 ± 5 133 ± 6 - 27 ± 2 46 ± 2 1 B
mt2C19 95 ± 8 127 ± 13 19 ± 2 25 ± 3 46 ± 2 5 A/B

1 Systems containing only the CYP globular domain, residues 47–490 for both proteins, without the TM and
linker regions.

2.2. The Globular Domain Converges to the Same Orientations and Positions with Respect to the Membrane in
CG Simulations of Full Length and of N-Terminally Truncated Protein

In order to ensure that the initial modelled structures did not bias the results, two separate
simulations of CYP 2C9 and CYP 2C19 were performed using the N-terminally truncated form
with only the globular domain (S3). In these simulations, the globular domain could explore more
configurations before reaching a stable orientation. For both isoforms, the final orientations of the
globular domains in the phospholipid bilayer were stabilized by insertion of the F’–G’ helices in the
bilayer. Snapshots from these CG simulations are shown in Figure 3A,B. The region of the F’–G’ helices
is one of the hydrophobic regions in CYPs that keep the globular domain anchored in the membrane,
even after truncation of the TM-helix. In the simulations of truncated CYP 2C9, the orientation of the
globular domain converged in 3.5 μs with a sharp decrease in the CoM distance of the F’–G’ helices,
shown by the arrow in Figure 3D. The orientation of the CYP 2C19 globular domain converged quickly
in 200 ns and remained stable throughout the simulation (Figure 3B,F). In both CYPs, after the F’–G’
helices developed contacts with the membrane, no further change was observed in the orientation of
the globular domain. For both isoforms, the converged orientation of the globular domain was the
same in the simulations of the globular domain only (S3) and of the full-length protein (S1, S2) (Table 1
and Figure 3C,E). The difference in the orientations of the two CYP isoforms in the membrane was
maintained in the simulations of both the full length and truncated forms of the proteins. However,
in the simulations of the truncated proteins (S3), the CoM distance was the same for both proteins
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(46 ± 2 Å). Overall, the CYP 2C9 CG simulations showed final orientations differing from CYP 2C19
despite using the same simulation parameters, water models, and protein components, whether full
length or globular domain only.

Figure 3. (A,B) Snapshots from CG simulations of globular domains (S3) of (A) CYP 2C9 and (B) CYP2
C19 showing exploration of different orientations followed by convergence to the same orientation
as observed for CG simulations of the full-length wild-type proteins. The globular domain is shown
with a silver surface representation, with the F’–G’ helices shown as green VDW spheres and the
I-helix (residues 286–316) shown as a blue cylinder with an arrow and a red sphere at the C-terminal
end. The 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) bilayer is shown in cyan, with the
phosphate atoms in the head groups shown as red spheres. (C–F) Convergence of the orientation
and position of the globular domain during CG simulations of CYP 2C9 (C,D) and CYP 2C19 (E,F).
The angles (◦) and distance (Å) values vs time (μs) are shown for selected trajectories from CG systems:
(C,E) S1 (full-length proteins); (D,F) S3 (globular domain only). The angles α (black), β (red), and the
TM-helix tilt angle (cyan) (defined in Figure 2 and Materials and Methods) are shown along with the
axial distances of the bilayer CoM to the CoM of the globular domain (blue) and the F’–G’ helices
(green). The thick black arrows point to the decrease in the distance of the F’–G’ helices from the
membrane center, which is coincident with convergence to stable orientations.
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2.3. Structural Differences in the Interfacial Residues Affect the Protein-Membrane Interactions and Globular
Domain Orientations in CG Simulations

To test the effect of the initial structure of the globular domain on its positioning in the membrane,
we next performed CG simulations starting with four different models of CYP 2C9 (systems: M1–M4
(see Table S1). These full-length models of CYP 2C9 differed slightly in the side chain conformations
over the whole globular domain, and more significantly in the membrane-interacting regions due to
the different templates used for modeling the protein (see Appendix A). We focused on CYP 2C9 for
these tests because the F’–G’ helices were missing in the crystal structure used (PDB 1R9O), and this
region shows high structural variability in the crystal structures of CYP 2C9. Models M1 and M2
were built by employing two different strategies to use the template information from the structures
of both CYP 2C9 and CYP 2C19, whereas M3 was built using the CYP 2C19 structure as a template,
and M4 was built using a previous model [22] for the CYP 2C9 F’–G’ helices. Important differences
were observed in the conformations of β-hairpin 1, the B–C loop, and the F’–G’ helices, which are
critical for developing CYP-membrane interactions and thereby influence the final orientation of the
globular domain in the membrane. The differences in the orientations in the CG simulations of the
different models of CYP 2C9 are shown in Table 1, Table S2, and Figure S2.

In all these CG simulations (M1–M4), the distance of the CoM of the globular domain to the CoM
of the lipid bilayer increased from 43 ± 2 to 46–48 ± 2 Å. The new CoM distance value for CYP 2C9
was the same as observed for CYP 2C19. The angles α and β increased in the CG simulations using
modeled structures compared to those starting with the crystal structure of CYP 2C9 (S1, S2). In the CG
simulations of M3, for which the CYP 2C19 crystal structure was the template, 50% of the simulations
(three out of six trajectories) showed higher angles (class B), resembling the orientation of CYP 2C19 in
the membrane (Table S2, Figure S2). The increased angle and distance values were attributed to the
initial conformations of the globular domain, due to the selection of the modeling template. The CG
simulations of the four CYP 2C9 models (M1–M4) indicated that it is not only the primary sequence
but also the initial conformational differences in the linker, B–C loop, and F’–G’ helix regions that
influence the final positioning of the CYP globular domain in the membrane. However, it should be
borne in mind that the different conformations come from templates with different sequences, and that
conformational preferences are dependent on sequence.

2.4. CG Simulations of Chimeric Mutant Models Show Sequence Differences in the Interfacial Residues Affect
the Protein-Membrane Interactions and Globular Domain Orientations

To identify the residues contributing to the differing position of the globular domain in the
membrane, structures of chimeric mutants of CYP 2C9 (mt2C9) and CYP 2C19 (mt2C19) were prepared
by swapping residues mainly at the membrane interface in the linker (G46D), β-strand 1–2 (K72E
and P73R), the B–C loop (I99H), and the F’–G’ helices (S220P and P221T) (see Table S1 and Figure 1).
In CG simulations of mt2C9, two out of five trajectories converged to a CYP 2C19-like orientation
(class B), one converged to an intermediate orientation (class A/B), and two converged to the same
orientation as wild-type CYP 2C9 (class A). In CG simulations of mt2C19, two out of five trajectories
converged to a CYP 2C9-like orientation (class A), one to an intermediate orientation (class A/B),
and two retained wild-type CYP 2C19 orientations (class B), as shown in Table S3 and Figure S3.
On average, the orientation changed to the intermediate class A/B for both mt2C9 and mt2C19 (see
Table 1). The membrane insertion depths of the globular domain and F’–G’ region of the chimeras
showed small shifts towards the depths of the other protein.

2.5. All-Atom MD Simulations Based on the CG Simulations Result in Stable Systems for Both Isoforms.

We next performed all-atom (AA) MD simulations to obtain refined atomic-level interactions
between the membrane and the proteins. Two different initial configurations obtained from the CG
simulations (S1 and S2) were used for AA simulations of each isoform. In each case, two simulations
(SIM1, SIM2) were performed starting with different initial velocities assigned from the CG:S1
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configuration, one for the apo from and one for a ligand-bound form, and one simulation (SIM3) was
performed starting from the CG:S2 configuration.

For both proteins, the structure of the globular domain was well preserved in these simulations,
as indicated by the Cα-atom root mean squared deviation (RMSD) of the globular domain with respect
to the initial energy minimized structure (see Figure S4). The structures stabilized with an RMSD of
about 2–2.5 Å during the simulations. Furthermore, comparison of computed and crystallographic
B-factors showed that the regions of the globular domain with large fluctuations were regions with
high crystallographic B-factors (see Figure S5). This was the case for both isoforms, even though the
crystallographic B-factors indicated somewhat different flexible regions in the crystal structures (see
Figure S6). In CYP 2C19, the HI loop, the meander region (consisting β-bulge region and the K′ helix
region), and β-strand 3 (residues 460–475) had higher B-factors (see Figures S5 and S6). The presence
of the membrane did not restrict the flexibility of the membrane interacting regions, such as the linker
preceding the A-helix, the B–C loop, and the F’–G’ region, and strands β1-1, β1-2, β2-1, and β2-2.
Indeed, partial unwinding of the G’-helix was observed in the simulations of CYP 2C19 (2C19:SIM1).
The high linker flexibility contributed to higher fluctuations in the transmembrane helix angle, γ,
in this particular simulation (see Table 2).

Table 2. Positioning of the CYP globular domain with respect to the membrane in the AA MD
simulations of CYP 2C9 and CYP 2C19. Values of the mean and standard deviations of angles (as
defined in Figure 2) and distances characterizing the positioning of the globular and TM domains were
calculated for the last 50 ns of all-atom simulations, with different starting configurations from CG
simulations and with different initial velocities assigned. The orientations of the globular domain were
assigned to class A, A/B, or B.

AA MD
Simulation

Residues Angles (◦) Globular
Domain-Bilayer

Distance (Å)
Class

Time
(ns)TM-Helix

Flexible
Linker

α β γ Heme-tilt

2C9:CG:S1 3–21 22–36 91.9 111.9 17.6 30.2 45.0 A 10,000 2

2C9:SIM1 3–21 74.8 ± 4.3 119.9 ± 4.5 11.9 ± 5.3 43.2 ± 4.8 45.5 ± 1.5 A 216.88
2C9:SIM2 1 3–21 95.9 ± 4.4 123.3 ± 4.9 13.5 ± 4.1 39.8 ± 4.9 48.3 ± 2.3 A 156.1
2C9:CG:S2 3–21 26–38 90.5 111.8 13.9 33.8 42.3 A 10,000 2

2C9:SIM3 3–21 86.6 ± 4.1 126.8 ± 3.0 5.9 ± 2.7 40.1 ± 5.5 44.2 ± 0.9 A/B 50.6
2C19:CG:S1 2–23 26–38 99.6 135.3 13.0 52.4 46.7 B 10,000 2

2C19:SIM1 2–23 – 106.3 ± 4.2 148.6 ± 5.1 25.4 ± 7.8 60.5 ± 4.5 46.2 ± 2.6 B 108.4
2C19:SIM2 1 2–23 – 97.0 ± 5.0 140.1 ± 4.2 25.3 ± 4.6 58.1 ± 5.3 45.8 ± 1.6 B 113.4
2C19:CG:S2 3–21 22–36 99.5 133.3 10.2 45.9 50.3 B 10,000 2

2C19:SIM3 3–21 – 94.9 ± 4.8 135.8 ± 6.6 17.2 ± 4.1 55.4 ± 6.5 46.0 ± 1.6 B 95.2
1 Simulated with a ligand in the active site (all other simulations were for the apoproteins). For CYP 2C9, the ligand
was flurbiprofen from the crystal structure, and for CYP 2C19, it was the inhibitor from the crystal structure (Protein
Data Bank chemical component 0XV). 2 CG simulations were run for an average of 10 μs. The angles were computed
for the representative structure that was selected for starting AA MD simulations.

2.6. All-Atom MD Simulations Confirm Differences in the Positioning of the Globular Domain on the
Membrane Between CYP 2C9 and CYP 2C19

The positioning of the globular domain with respect to the membrane was analyzed by calculating
the heme-tilt angle in addition to the angles and distances computed for the CG simulations.
The computed values are given in Table 2. The normalized angle and distance distribution
plots characterizing the position of the globular domain observed in the simulations are shown
in Figure 4. The simulations of CYP 2C9 showed some readjustment in the orientations from the
starting configurations in which the β angle increased from about 112◦ to 120–127◦, corresponding to
remaining in class A in two cases (for the apoprotein and for the holoprotein with a substrate, the drug
flurbiprofen, bound in the active site) and transitioning to class A/B in one case (SIM3), in which the
globular domain structure was slightly less stable (see Figures S4 and S5). Concomitantly, the heme-tilt
angle increased from 30–34◦ to 40–43◦. The average axial distance of the globular domain CoM from
the membrane CoM increased by 0.5 to 3 Å during the simulations. Compared to previous simulations
conducted with the GAFF lipid force field [22], in which the globular domain CoM distance from the
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bilayer center decreased from 39.5 ± 2.5 Å (from CG simulations) to 34.1 ± 1.0 Å during AA simulations,
the globular domain was less immersed in the membrane, facilitating the slightly lower observed
values of the α and β angles. These differences can be attributed in large part to differences in both the
protein and the lipid force field used. Our studies have shown that the force field used in the current
work produces results in better agreement with experimental data for simulations of CYP-membrane
systems, including excellent agreement with linear dichroism measurements of the heme-tilt angle of
CYPs in Nanodiscs [25–27].

Figure 4. Plots of the distance and angle distributions defining the positioning of the globular domain
with respect to the membrane in CG and AA MD simulations of CYP 2C9 (A) and CYP 2C19 (B).
The globular domain of CYP 2C9 tended to be more immersed in the membrane than CYP 2C19 and
the two adopted distinct orientations: class A (angle β < 125◦) for CYP 2C9, and class B (angle β > 130◦)
for CYP 2C19.

The starting structures of the two AA models of CYP 2C19 in the membrane (for the apoprotein
and for the holoprotein with the inhibitor 0XV bound in the active site) varied slightly in the heme-tilt
angle: 52◦ in the structure from CG:S1 and 46◦ in the structure from CG:S2. The distance of the CoM
of the globular domain to the bilayer center was also different in the two starting structures: 47 Å in
CG:S1 and 50 Å in CG:S2. During all three AA simulations, the globular domain fluctuated around the
starting position. The angles ranged between 95 ± 5◦ to 106 ± 4◦ for α and 136 ± 7◦ to 149 ± 5◦ for β
(corresponding to class B), with an increase during the simulations of the heme-tilt angle to 55 ± 7◦ to
61 ± 5◦. The axial distance of the CoM of the globular domain from the bilayer center stayed constant
at about 46 ± 2 Å in the AA simulations, independently of whether a ligand was present (SIM2) or the
TM-helix was truncated (SIM3).

43



Int. J. Mol. Sci. 2019, 20, 4328

In summary, the differences in the orientations and interactions of the two proteins (CYP 2C9
and CYP 2C19) observed in the CG simulations were maintained and, in some cases, became more
pronounced during the AA simulations. Comparison of simulations of the apo- and holo- forms of the
proteins indicate that the orientation of the proteins in the membrane was not significantly affected by
the presence of a compound in the active site.

2.7. Key Residues Contribute to Differences in the Membrane-Protein Interactions of CYP 2C9 and CYP 2C19

From the CG and AA MD simulations, we found that despite high sequence conservation (92%
sequence identity), the two isoforms of the CYP2C subfamily, CYP 2C9 and CYP 2C19, maintained
differences in the interactions, orientations, and degree of insertion in the membrane of the globular
domain. The most important differences in residues were found in the substrate recognition sites
(SRSs). For example, the SRS1′a, SRS1′b, SRS1 and SRS2,3 regions defined by Zawaira et al. [24]
covered residue differences in the linker region (G46D), between strands β1-1 and β1-2 (72–73 KP-ER),
in the B–C loop (I99H) and between the F’ and G’ helices (220–221 SP-PT) (see Figure 1).

We therefore analyzed the trajectories to differentiate residues interacting with the membrane
head or tail regions, calculated by defining a 5 Å distance cutoff between protein and lipid head
group (phosphate atoms) and hydrophobic tail, separately. The % contact time or occupancy of
these residues with the membrane components in the trajectories is shown in Figure 5A. In the
simulations, the interactions of the globular domains of both isoforms with the membrane were mainly
developed through strands β1-1 and β1-2 (residues 64–74), and the F’–G’ region (residues 210–226) (see
Figure 5A,B). However, CYP 2C9 showed further interactions with the membrane through the A-helix
(residues 50–60), the B–C loop (residues 95–110) and the C-terminal β-sheet 2 (residues 370–385).
The peripheral interactions developed by CYP 2C9 were similar to the hydrophobic surface identified
in CYP 2C5 (residues 30–45, 60–69 after the A-helix, 376–379 in β-strand 2-1 and the F’–G’ helices) [28].
These secondary interactions, with either lipid tail or head regions, were established by the SRS regions
that showed primary sequence differences in the two CYP isoforms studied here. Therefore, differences
in the above-mentioned SRS regions can be crucial for CYP-membrane interactions and the orientation
of the globular domain, and may lead to distinct substrate specificity.

We extended our sequence comparison to include the four main human CYP2C family members,
CYP 2C8, 2C9, 2C18, and 2C19, and rabbit CYP 2C5 to examine the residues differing at the interface
region (see Figure 5C). Sequence comparison showed that only CYP 2C19 had a positively charged
residue, R73, at this position, as all other CYP2C members had P73. Furthermore, only CYP 2C9
had a positively charged residue at position 72 (K72) when compared to the other CYPs; this residue
could play a role as a selectivity filter for attracting the acidic substrates preferred by CYP 2C9 and
repelling basic compounds. In the F’–G’ region, the S220 and P221 residues were only found in CYP
2C9, whereas the polar residue T221 was present only in CYP 2C19. Substitution of S220P and P221A
in the CYP 2C9m7 structure (PDB 1OG2) shifted the position of P221 to that of P220, as in all other
CYP2C members, which resulted in a turn between the F’–G’ helices and further stabilized the G’-helix.
Experimentally, it has been observed that the substitution of CYP 2C9 residues I99H, S220P, and
P221T enhanced omeprazole 5′-hydroxylation activity of CYP 2C9 [18]. In another experimental study,
E72K substitution in CYP 2C19 decreased the metabolic activity, whereas the K72E substitution in CYP
2C9 increased the binding affinity of tricyclic antidepressant (TCA) drugs such as imipramine [21].
Together, the analysis of primary sequence, protein-membrane orientation and interactions, and
experimental findings, supports the role of different residues in SRS regions in determining the distinct
orientations of the two CYPs, leading to differences in substrate access and selectivity.
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Figure 5. Differences in the arrangements of the CYP 2C9 and CYP 2C19 residues at the membrane
interface. (A) Residues in contact with the lipid head group (blue) and tail region (red) during the AA
MD simulations of CYP 2C9 (above) and CYP 2C19 (below). The percentage of snapshots in which
a contact was present is shown on the y-axis, and the residues interacting with the membrane are
given on the x-axis. The secondary structures and substrate recognition sites are shown on the top.
The residues differing in the interacting regions between CYP 2C9 and CYP 2C19 are labeled. (B) For
CYP 2C9 (left) and CYP 2C19 (right), the last frames from AA MD simulations of the apo form (SIM1)
are shown for the full system and for the membrane interface region. The protein is shown in cartoon
representation with selected side chains in ball-and-stick representation colored by atom type with cyan
carbons. The linker is shown in orange, β-sheets 1 and 2 in magenta, the B–C loop in yellow, the F and
G helices in red, the F’ and G’ helices in green, the central I-helix in blue, and the heme and key residues
in cyan licorice representation. The POPC bilayer is shown in grey line representation with phosphate
atoms as red spheres. The magenta arrows indicate differences in β-sheet 2 (residues 370–380). (C) Part
of a sequence alignment of human CYP2C subfamily members (2C9, 2C19, 2C18, 2C8) and rabbit CYP
2C5. The conserved residues are shown in red for similar residues or with a red background and in
white for identical residues. The residues outside the blue boxes differed amongst the aligned CYPs.
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2.8. Structural Differences Result in Different Membrane-Protein Interactions

Structural analysis of CYP 2C9 and CYP 2C19 (PDB 1R90 and 4GQS, respectively) revealed
different conformations of β-sheets 1 and 2 and the B–C loop (highlighted by rings in Figure 5B and
which were observed in simulations of apo and ligand-bound proteins (Figure S7). During simulations,
strands β1-1 and β1-2 remained inserted in the membrane or interacted with lipid head groups in CYP
2C9, whereas these strands made far fewer contacts in CYP 2C19. The conformation and orientation of
strands β1-1 and β1-2 favored the interaction of β-sheet 2 (residues 370–385) with the membrane head
groups in CYP 2C9, whereas this interaction was almost completely absent in CYP2 C19 (Figure 5A).

β-sheet 1 in CYP 2C9 differed in sequence (residues K72–P73) from CYP 2C19, (residues E72–R73),
as well as in conformation (see Figure 5C). The turn between strands β1-1 and β1-2 in CYP 2C9 pointed
away from the globular domain towards the membrane surface (see Figure 5B). K72 in CYP 2C9
pointed towards the binding pocket and, during the simulations, its positively charged ε-amino group
transiently formed a hydrogen bond with S220 in the F’–G’ helices and with the phosphate head groups
of lipid molecules (see Figure 6C). The interaction with the lipid head groups resulted in the further
insertion of the β1-hairpin residues into the membrane (Figure 6). K72 has been suggested to play an
important role in the selection of anionic substrates in CYP 2C9, and is positioned along pathway 2b
(Figure 6, a description of ligand pathways is given by Cojocaru et al. [29]) for ligand entrance into the
binding pocket from the membrane [21]; it is replaced by E72 in CYP 2C19. Besides K72, the presence
of P73 in CYP 2C9 favored interactions with the hydrophobic interior of the membrane (also seen in
the % occupancy contact plot, Figure 5A). Thus, the K72 and P73 residues of the β-hairpin (between
the β1-1 and β1-2 strands) in CYP 2C9 could be determinants of the difference in the orientation of the
globular domain in the membrane compared to CYP 2C19.

In the simulations of CYP 2C19, the β1-1 and β1-2 strands showed fewer interactions with the
membrane surface, which could be attributed partly to its charged residues E72 and R73 and the
conformational differences observed in the crystal structure. In various studies on membrane–protein
interactions, it has been found that arginine has a propensity to stay in the lipid head group region [30–33].
In CYP 2C19, the R73 sidechain pointed towards the membrane and, thereby, appeared to restrict
insertion of the β-strands in the membrane. Together, the differences in the interactions with the
membrane resulted in greater tilting of the distal side of the globular domain towards the membrane,
resulting in higher β angles and higher heme-tilt angles, for CYP 2C19 than for CYP 2C9 (see Figure 5B).

An important difference between CYP 2C9 and CYP 2C19 was seen in the B–C loop, which differed
in only one residue, residue 99 (I in CYP 2C9, H99 in CYP 2C19). The B–C loop in CYP 2C9 was highly
mobile compared to CYP 2C19, in which a B’–C’ helical conformation was present. The B–C loop
also differed in the side chain conformations of R105 and R108 in the two CYPs. R105 in CYP 2C19
pointed outward and showed electrostatic interactions with D224 in the G’ helix. In the CYP 2C9
crystal structure (PDB 1R9O), R105 had a different conformation and no interactions were reported
with D224 due to the missing G’-helix. However, after modeling of the F’–G’ helices and simulations,
similar interactions between R105 and D224 were observed in most simulations.

From the CG simulations, we identified a role for the F’–G’ helices in stabilizing the interactions
and orientation of the globular domain in the membrane. The AA simulations showed differences
between the two CYPs in the F’–G’ helices (S220P and P221T). P221 in CYP 2C9 was located on the outer
surface of the G’-helix, which is in direct contact with the membrane and thereby favored insertion
of P221 into the lipid tail region, whereas T221 at the same position in CYP 2C19 made slightly less
contact with the bilayer.

Together, these results imply that not only sequence differences but also conformational differences
in the regions involved in membrane-protein interactions contribute to the differences in the orientations
adopted by the two isoforms in the membrane.
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Figure 6. Initial (A) and final (B) snapshots of the AA MD simulation (SIM1) of the apo form of CYP
2C9, showing tunnels accessible to a water molecule probe between the active site and the protein
surface. Tunnel 2b (green) connects the active site and the membrane and is present in both snapshots,
as is tunnel S (cyan). Tunnel 3 (yellow) is present in the initial snapshot and tunnel 2c (blue) is
present in the final snapshot. The protein and bilayer are shown with the same color scheme as in
Figure 5. (C) Close-up view of the entrance to the 2b tunnel showing how the phosphate group of a
phospholipid molecule (shown in stick representation colored by atom type with cyan carbons) makes
a hydrogen bond with the amino group of K72 (all other lipid molecules are represented by spheres for
the phorphorous atoms only; the protein is represented and colored as in Figure 5). This interaction is
important for pulling the phospholipid molecule somewhat out of the membrane towards the tunnel
to the active site. This motion leads to partial opening of the β-sheet and the F’–G’ regions; further
opening would be required for a substrate molecule to access the active site. (D) K72 may interact
analogously with acidic substrates, such as flurbiprofen, a drug that is a substrate of CYP 2C9 (left),
and may repel basic substrates such as the tricyclic antidepressant (TCA) drug, imipramine, which is a
substrate of CYP 2C19 (right).

2.9. Comparison with Experiments and Previous Simulations

There are no experimental data characterizing full length CYPs and their interactions with
the membrane in atomic detail. However, various experiments have been performed to study the
membrane topology of CYPs and their interactions beyond the N-terminal transmembrane helix.
Engineered CYP 2C9 without an N-terminal helix remained membrane-associated through the catalytic
domain, as seen by atomic force microscopy (AFM) [34]. The height of the catalytic domain above
the membrane was reported as 35 ± 9 Å using atomic force microscopy [35], consistent with our
simulations. The binding orientation and height were also reasonably consistent with site-directed
antibody-antipeptide studies [36] and the surface hydrophobicity pattern in the crystal structure of
mammalian CYP 2C5 [28], the first mammalian CYP to have its 3D structure determined.

The insertion depth of the catalytic domain in the membrane was studied by tryptophan
fluorescence scanning of CYP 2C2, which suggested that L36 at the start of the A’-helix, F69 at the
end of the β1-1 strand, and L380 in the β2-2 strand were inserted in the lipid bilayer, whereas Y225
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in the F’–G’ region is in or near the phospholipid head groups [37]. Primary sequence analysis of
CYP 2C2, CYP 2C9, and CYP 2C19 showed that the CYP 2C2 residues identified by tryptophan
fluorescence scanning are conserved in all three CYPs. Similar interactions were observed in our
simulations of CYP 2C9 where residues L36 and L380 showed interactions with the lipid tail region
(100% occupancy), while residue F69 interacted with the tail region for 40% of the simulation time
(see Figure 5A). In CYP 2C19, residue L36 was buried in the membrane, while residue F69 showed
interactions with the membrane tail region for 49% of the simulation time. Due to the difference in the
orientation of the globular domain, strands β2-1 and β2-2 did not interact with the membrane in CYP
2C19, and therefore residue L380 remained outside the membrane. In both CYPs, the F’–G’ helices
formed a strong anchoring point and residue Y225 remained buried in the membrane.

The rearrangement of the linker region in the two CYPs during the simulations to expose polar
residues in the flexible region next to the TM-helix (see Figure 5A) is consistent with the observed
cytoplasmic accessibility of rat CYP 2B2 in rough microsomes to an antibody raised against residues
24–38 [36]. The linker region consists of a patch of polar residues, including several positively charged
residues (22–30), a hydrophobic proline-rich patch (residues 30–40), and a patch of polar residues
(40–49). The linker orientation and interactions in the two CYPs, the distribution of amino acid residues
in the lipid bilayer and their propensity to reside in the lipid head or tail region matched well with
the hydrophobicity scale for amino acids determined by various experiments and MD simulation
studies [38,39]. During simulations, the linker remained highly mobile and changed conformation
to keep polar residues in the polar patches outside the membrane core, including polar residues and
charged residues that were buried in the hydrophobic core of the bilayer in the initial structure.

The orientations of CYP 2C9 in the membrane in the current study using the LIPID14 forcefield
matched well with previously our published work on CYP 2C9 [22] (see Table 3 for heme-tilt angles).
MD simulations of CYP 2C9 in a 1,2-dioleoyl-sn-glycero-3-phosphocholine (DOPC) bilayer by Berka
et al. [40,41] resulted in orientations with a higher heme-tilt angle and greater burial of the globular
domain in the bilayer, with more ligand pathways leading from the heme into the bilayer. The authors
used a different initial crystal structure of CYP 2C9 (PDB 1OG2), and a different procedure to model and
generate starting orientations. The Berger united atom forcefield for lipids was used, which could also
contribute to different membrane-protein interactions and orientations. A bilayer of DOPC is slightly
thinner than a bilayer of POPC (by 0.3 Å) and has a larger area per lipid (by 4 Å2) [42]. These small
differences might lead to slightly more tilting of the TM-helix in DOPC than POPC, but we would
expect the dipping of the CYP globular domain into the bilayer to be similar for DOPC and POPC,
as they have the same head group. Interestingly, however, Berka et al. observed that the globular
domain of CYP 2C9 was immersed in a depression in the bilayer, surrounded by phospholipid head
groups [41].

Table 3. Comparison of the computed heme-tilt angle from AA MD simulations of CYP 2C9 and CYP
2C19 with previously reported values. The heme-tilt angle is the angle between the heme plane and the
membrane normal (see Materials and Methods and Figure 2).

Source Reference Lipid/Force Field Protein PDB ID Heme-Tilt Angle (◦)
CYP 2C9

MD Simulation

Current Study POPC/LIPID14 1R9O 40–43 ± 5

[22] POPC/GAFF lipid 1R9O (1) 44 ± 4
1R9O (2) 41 ± 4

[40] DOPC/Berger 1OG2 55 ± 5
[41] DOPC/Berger 1OG2 61 ± 4

OPM Database [43] DOPC/OPM 1R9O 59.8
1OG5 71.9

CYP 2C19

MD Simulation Current Study POPC/LIPID14 4GQS 55–61 ± 5
OPM Database [43] DOPC/OPM 4GQS 74.0
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The predicted orientation of CYPs in a DOPC bilayer has been reported in the OPM (orientation of
proteins in membranes) database (https://opm.phar.umich.edu/). The heme-tilt angle of the orientation
of CYP 2C19 (PDB: 4GQS) reported in the OPM database is 74◦, notably higher than that observed in
our MD simulations (see Table 3). A similar orientation with a heme-tilt angle of 72◦ is given in the
OPM database for the CYP 2C9 crystal structure with PDB ID 1OG5, whereas the 1R9O structure has
an orientation with a heme-tilt angle of 60◦. These discrepancies may have arisen because the OPM
uses the crystal structure as is to predict the protein orientation in the membrane, and therefore the
orientation may be affected by the missing (PDB 1R9O) or mutated (PDB 1OG5) residues in the F’–G’
loop region, or the lack of flexible linker and TM-helix residues.

3. Concluding Discussion

The two isoforms of the CYP2C subfamily CYP 2C9 and CYP 2C19 exhibit ~92% sequence
identity, yet they show distinct substrate specificity. Since mammalian CYPs are anchored in the
endoplasmic reticulum membrane by an N-terminal helix and secondary contacts from the catalytic
domain, differences in the sequence and 3D structure in the membrane-interacting region in the
catalytic domain can lead to different membrane-protein interactions. As it has been hypothesized that
lipophilic substrates enter into the binding pockets of CYPs from the membrane core, determining the
orientation of CYPs in the membrane can provide insights into differences in the opening of ligand
entrance tunnels to the membrane, substrate specificity, and the mechanism of drug selectivity. Here,
we have used a multiscale simulation methodology to understand the differences in primary sequence
and 3D structure of two CYPs and their impact on their interactions and orientations in the membrane.

The results of multiple CG and AA simulations showed consistency and a clear tendency for
the two CYPs to adopt different orientations and positions with respect to the membrane bilayer.
The orientations adopted by the globular domains of the two CYPs were classified into classes A, B,
or A/B (intermediate orientation). CYP 2C9 mainly adopted a class A orientation, which has lower α, β
and heme-tilt angles, and CYP 2C19 adopted a class B orientation. The class B orientation is similar to the
orientations observed in simulations with the same bilayer and force field for CYP 3A4 and N-terminal
mutants of CYP 17A1 and CYP 19A1, with measured heme-tilt angles of about 60◦ [27]. CYP 2C9
thus appears to be unusual in this set of CYPs (simulated under the same conditions) in adopting
an orientation with a lower heme-tilt angle. Berka et al. simulated the six major drug-metabolizing
CYPs (which vary much more in sequence than the CYP 2C9/CYP 2C19 pair studied here) in a DOPC
bilayer [41]. The computed heme-tilt angle varied over the six proteins between 56 ± 5◦ and 72 ± 6◦,
with CYP 2C9 having a heme-tilt angle of 61◦: at the lower end of this range, although higher than
found in our simulations. The tendency to a low heme-tilt angle for CYP 2C9 was also observed by
Cojocaru et al. [22], with a slightly lower heme-tilt angle when an F–G loop was present instead of
the F’–G’ helices. It is reasonable to expect that ligand passage may involve unwinding of the F’–G’
helices into a loop extending further into the membrane that can open up the entrance to the ligand
access route from the membrane. However, we do not expect this change in conformation to result in
an increase in the heme-tilt angle.

The difference in the sequence and in conformations in the SRSs near the membrane interface
resulted in different orientations and insertion depths in the membrane of the globular domains of
the two CYPs. A mutational swap of the key residues differing at the membrane interface in CYP
2C9 (or 2C19) in the CG simulations resulted in similar orientations (about 50% of simulation results)
to the wild-type CYP 2C19 (or 2C9) orientation. Therefore, we concluded that altering a few key
residues that differ in the linker, the β1-1 strand, and the F’–G’ region through mutation or a change in
conformation can significantly influence the orientation and interactions of CYP-membrane systems.
McDougle et al. showed that a double mutant in the F–G loop of CYP 2J2 lowered membrane insertion
in MD simulations and tryptophan fluorescence studies [44]. Notably, despite the importance of the
F’–G’ region, we found that mutating residues in the F–G loop alone was not sufficient to switch the
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orientation of CYP 2C9 to that of CYP 2C19 or vice versa. The mutation of additional residues in the
β1-1 and 1-2 (K72E and P73R) and B–C loop (I99H) was necessary.

The orientation of the CYP globular domain in a membrane may be affected by simulation
parameters such as the force field used and the procedure used to model and sample the conformational
space of the simulated systems. We have shown previously that the force field and procedure employed
here can give good agreement with experiments [25,27]. However, other factors relevant in vivo may
affect the orientation of the CYP globular domain, such as homodimerization [37], heterodimerization,
or the binding of redox partner proteins. Indeed, the orientational preferences of the different CYPs may
affect their ability to present the proximal binding face for effective electron transfer from cytochrome
P450 reductase, or to engage in CYP oligomers. The orientation of the protein also affects the access of
substrates from the membrane to the active site. We have here observed the opening of tunnels to
a water probe. Further exploration would require simulation of the passage of substrate molecules
by standard or enhanced sampling approaches [26,29,45]. Furthermore, allosteric ligands may affect
protein orientation and substrate tunnel opening, e.g., in CYP 3A4, the allosteric ligand binds at the
protein-membrane interface [46].

The membrane composition may also have an influence on protein positioning in the membrane.
We have here simulated the proteins in a pure POPC bilayer. Phosphatidylcholine is the main lipid
component of the mammalian ER membrane [47], and POPC bilayers are often used as a simple ER
mimic in in vitro studies. For example, we previously compared the heme-tilt angle computed from
simulations of three different CYPs in a POPC bilayer with that measured in experiments done on these
CYPs in a Nanodisc containing a POPC bilayer and found very good agreement [27]. However, the ER
membrane in fact contains a variety of glycerophospholipids, as well as cholesterol and ceramide.
This more heterogeneous membrane composition may affect protein positioning and dynamics as
well as ligand entrance to the active site. Indeed, Navratilova et al. [48] found that the orientation
of CYP 3A4 changed as the cholesterol content of a DOPC bilayer was changed, with the heme-tilt
angle increasing with increasing cholesterol. The addition of cholesterol also altered the substrate
access tunnel opening patterns due to interactions of the protein with the cholesterol and the ordering
and thickening of the membrane due to cholesterol. Molecular simulation studies with more realistic
membrane compositions, such as that employed by Park et al. in their simulation of CYP 19A1 to
mimic the rat liver endoplasmic reticulum membrane [49], will be necessary to fully understand the
structural and dynamics interplay between the CYP proteins, substrates, and the membrane.

In conclusion, our MD simulations demonstrate that small sequence changes at key positions
can result in distinct orientations of CYP proteins in a phospholipid bilayer. These differences affect
substrate access tunnels to the active site from the membrane. The differences observed for CYP 2C9
and CYP 2C19 are consistent with their differences in substrate selectivity, providing further evidence
that substrate selectivity is governed by the residues lining the substrate access route as well as those
in the active site.

4. Materials and Methods

Preparation of structures of full-length models of CYP 2C9 and CYP 2C19—Our simulations of CYP
2C9 (Uniprot id P11712) were based on the crystal structure of CYP 2C9 (PDB 1R9O, in the Protein Data
Bank http://www.rcsb.org), resolved at 2.0 Å resolution in complex with flurbiprofen. This structure of
the globular domain of CYP 2C9 was chosen because it was the highest resolution structure available
that was determined with the wild-type sequence (apart from removal of the N-terminal residues
1–25 and addition of terminal expression tags). The structure had missing residues in the linker
region (residues 38–42) and in the F’–G’ region (residues 214–220). The crystal structure of CYP 2C19
(Uniprot id P33261) (PDB 4GQS: chain A) in complex with the inhibitor (2-methyl-1-benzofuran-3-yl)
(4-hydroxy-3,5-dimethylphenyl) methanone (Protein Data Bank chemical component 0XV) was used.
It was resolved at 2.87 Å, after truncating residues 1–28 from the N-terminus and adding expression
tags [9]. The missing residues in the linker and globular domain of CYP 2C9 were similar to those in
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CYP 2C19 as shown in Figure 1, where the sequence alignment and secondary structure were generated
using the online tool ESPript3.0 (http://espript.ibcp.fr/ESPript/ESPript) [50]. Therefore, the crystal
structure of CYP 2C19 was used as a template for modeling the missing linker residues and F’–G’
residues in CYP 2C9. The TM-helix (residues 3–21) and missing linker (residues 22–25) of CYP 2C9 were
modeled similarly to Cojocaru et al. [22], who modeled and simulated CYP 2C9 in a POPC membrane
starting from the crystal structure (PDB 1R9O). The TM-helix of CYP 2C19 was predicted to span from
residues 4–20 or 3–22 by the online server Psipred (http://bioinf.cs.ucl.ac.uk/psipred/), which uses the
membrane protein structure and topology (MEMSAT3) software and transmembrane protein topology
prediction using support vector machines (SVM-MEMSAT) software [51]. The PredictProtein server
(https://www.predictprotein.org/) [52] suggested an N-terminal alpha-helical conformation spanning
residues 2–23, and this assignment was used for the simulations of CYP 2C19, along with additional
simulations with assignment of the TM-helix to residues 3–21 for consistency with the simulations of
CYP 2C9. The final models of each protein consisted of the crystal structure of the globular domain
with modeled missing regions (we have referred to these below as systems with the letter S). For each
of the proteins, 10 different starting orientations of the globular domains above the membrane were
generated by changing the dihedral angles in the linker regions to generate a diverse set of initial
structures with the CYP globular domain positioned to ensure that it was outside the membrane bilayer
when the protein is immersed in a bilayer (see below). These structures were used for the construction
of CG models.

Preparation of additional models of CYP 2C9—Additional CG systems of CYP 2C9 were prepared
by using four modeled structures. Since the crystal structure (PDB 1R9O) of CYP 2C9 lacks the
F’–G’ helices (or F–G loop), different modeling approaches with different template structures were
used to assemble four structures of full-length CYP 2C9 (see Appendix A). The CG systems (M1–M4)
prepared with these modeled structures of CYP 2C9 have been designated by the letter M for “models”,
which differ from the CG systems indicated by S, for which crystal structures were used (with modeled
missing regions only) (Table S1).

Modeling of chimeric mutants of CYP 2C9 and CYP 2C19—The residues at the protein-membrane
interface differing between CYP 2C9 and CYP 2C19 were substituted to create chimeric CYP 2C9/2C19
structures. The residues of CYP 2C9 substituted by CYP 2C19 residues were in the linker (G46D),
β-strand 1–2 (K72E and P73R), B–C loop (I99H), and F’–G’ helices (S220P and P221T). The corresponding
substitutions were also made in CYP 2C19. Five different orientations of the wild-type all-atom models
(S1) were selected to make the substitution mutations, while keeping the initial orientations of the
globular domain of the mutant and wild-type structures the same. These modeled mutants are referred
to as mt2C9 and mt2C19.

Preparation of coarse-grained systems—The MARTINI CG forcefield was used for CG simulations.
A similar procedure was used to generate CG models of CYP 2C9 and CYP 2C19 in a POPC bilayer in
water, as described in our previous work [25]. All-atom protein models were converted to MARTINI
CG models using the martinize.py script (http://cgmartini.nl) and the TM-helix was immersed in a
pre-equilibrated modeled CG POPC lipid bilayer consisting of 594 POPC molecules. The MARTINI
version 2.2 forcefield with the standard non-polarizable water model (NPW) was used [53]. The elastic
network model was used to apply additional harmonic restraints with an elastic force constant of
500 kJ·mol−1·nm−2 and a distance cut-off of 5 to 9 Å to preserve the secondary and tertiary structure
of the protein during simulation. The secondary structure information was provided in a DSSP file
obtained from the DSSP server (www.cmbi.ru.nl/dssp.html).

The effects of differing linker flexibility on the final orientations of CYP 2C9 and CYP 2C19 were
checked by defining two different flexible linker regions: residues 22–36 and residues 26–38. The linker
was kept flexible by removing the restraints on specified residues in the elastic network. CG systems
consisting of the globular domain only (S3), residues 47–490, were prepared for CYP 2C9 and CYP 2C19
to allow an unbiased conformational search of the protein orientation and to evaluate convergence of
the orientations in the membrane. The CG systems were solvated using the MARTINI standard water
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model (NPW) (S1–S3). Tests were also performed for the MARTINI polarizable water (PW) model
(S4–S5) (see SI, Table 1).

Coarse-grained simulations—After preparation of the CG models, several different CG simulations
were performed with the Gromacs software [54]. The MARTINI standard water model (NPW) was
used and the non-bonded interactions were treated with a reaction field (RF) for Coulomb interactions,
and the cut-off distance for these and for van der Waals’ interactions was set to 1.1 nm. We also tested
the polarizable water (PW) model with electrostatic and van der Waals interactions calculated by the
Shift method (Gromacs 4.5.5), PME and a cut-off, or RF and a cut-off (using Gromacs 5.0.4), as in
Mustafa et al. [25]. Similar positioning of the globular domain with respect to the membrane was
obtained as that in simulations with the NPW model, but simulation times to achieve convergence
were much longer with the PW model, and convergence was not always achieved.

Each simulation started with a short steepest-descent energy minimization until the maximum
force on a CG particle was less than 10 kJ·mol−1·nm−1. A 40 ns equilibration simulation at a constant
temperature of 310 K and pressure of 1 atm was performed in the NPT ensemble, using velocity
rescale (v-rescale) and the Berendsen procedure for pressure coupling before switching to the
Parrinello–Rahman barostat method for production simulations of 12–20 μs. A coupling constant
of 12 ps was used to maintain semi-isotropic pressure coupling with a compressibility of 3.0 × 10−5.
A time step of 20 fs was applied.

Convergence of coarse-grained simulations—The CG simulations were considered converged when
no further significant changes in the orientations of the CYP globular domains above the membrane
were observed. The orientation and position of the CYP globular domain was specified by the angles
and distances defined previously [22,25,55] (see Figure 2). The angles were computed by defining
the following vectors: v1, from the center of mass (CoM) of the backbone particles/atoms of the first
four residues to the CoM of the last four residues of the I-helix; v2, from the CoM of the first four
residues of the C-helix to the CoM of the last four residues of the F-helix; v3, the vector between the
CoMs of the first and last four residues of the TM-helix; and the z-axis perpendicular to the membrane.
The angle α was then defined as the angle between v1 and the z-axis and angle β was defined as the
angle between v2 and the z-axis. Angles α and β define the orientation of the globular domain above
the lipid membrane. Similarly, the TM-helix tilt angle (γ) in the lipid membrane was defined as the
angle between v3 and the z-axis. The axial distances of the CoM of the globular domain (residues
50–490), the linker region (residues 22–49), and the F’–G’ helices (residues 210–220) to the CoM of the
lipid bilayer were monitored during the trajectories.

Back conversion from CG to AA models—For each system, representative frames from the converged
parts of each set of CG production runs were selected for back-conversion to an all-atom model.
The representative frame was chosen to have angle and distance values within 1% of their mean
value over the converged parts of the production runs [55]. The back-conversion of the POPC bilayer
was performed as described in Cojocaru et al. [22], whereas the protein back-conversion was done
using scripts backward.py and initram.sh, available at the MARTINI website (http://cgmartini.nl) [56].
In the absence of the heme cofactor in the CG model, conformational changes in the side chains of
the heme-binding pocket residues were observed. Therefore, the globular domain (residues 50–490)
from the crystal structure was superimposed on the back-mapped structure and used in subsequent
AA simulations. The AA model of the globular domain contained the heme-cofactor. If there was a
co-crystallized ligand in the crystal structure, it was also reincorporated in the model. The TM-helix
and flexible linker region obtained from the back-conversion procedure were then connected to the
globular domain, resulting in a full-length all-atom model. Finally, the all-atom model of the CYP was
placed into the all-atom model of the POPC bilayer to obtain a complete CYP-membrane complex.

All-atom molecular dynamics simulations of CYP 2C9 and CYP 2C19—AA MD simulations were
performed with two different starting orientations of the CYPs in the membrane for each CYP. Different
orientations were obtained for each CYP from two different CG simulation systems, S1 and S2.
AA forcefields AMBER ff14SB [57] and LIPID14 [58] were used for the protein residues and for the

52



Int. J. Mol. Sci. 2019, 20, 4328

POPC lipids, respectively. The heme parameters were provided by D. Harris with the partial atomic
charges derived from DFT calculations [59]. The ionic concentration was maintained at 150 mM
using Na+ and Cl− ions in a periodic box of TIP3P [60] water molecules. The same procedure for
AA MD simulation was used as described by Cojocaru et al. [22]. The simulation protocol began
with energy minimization with a decreasing harmonic force constant of 1000 to 0 kcal/mol.Å2 on
non-hydrogen atoms of the protein and lipid residues, as described in Reference [22]. The system was
then equilibrated using NAMD 2.10 [61] in a constant surface area, pressure, and temperature (NPAT)
ensemble, for 1.5 ns with a gradual decrease in the harmonic restraints from 100 to 0 kcal/mol.Å2 on
non-hydrogen atoms of the protein and lipid residues. The equilibration simulations in the NPAT
ensemble were extended to 10 ns without harmonic restraints with a 1 fs integration time, keeping
water molecules rigid. During subsequent production simulations, all bonds were kept rigid and the
time step was increased to 2 fs. Anisotropic pressure coupling was applied, in which the cell fluctuates
independently in the x, y, and z cell dimensions.

Control calculations were also performed with the GAFF lipid force field which was used in
previous work [22]. The GAFF lipid forcefield requires surface tension to maintain the structural
properties of the membrane bilayer, whereas the LIPID14 parameters are optimized for use without
application of surface tension. We also assessed semi-isotropic pressure coupling for the simulations
with the LIPID14 force field. The results show that the alternative simulation parameters gave the same
class of orientation of the globular domain in the bilayer as obtained with LIPID14 and anisotropic
pressure coupling. We have previously found that the combination of AMBERff14SB and LIPID14
gives better agreement with experiment than the GAFF force field and that it results in heme-tilt angles
for CYPs in bilayers in excellent agreement with linear dichroism data for CYPs in Nanodiscs [27].

The orientation and position of the CYP globular domain in the AA MD simulations was
characterized by computing the same angles and distances as for the CG MD simulations. In addition,
the heme-tilt angle, the angle between the heme plane defined by the four nitrogen atoms coordinating
the iron and the z-axis, was computed (see Figure 2). VMD (www.ks.uiuc.edu/Research/vmd/) [62]
was used for the analysis and to generate the molecular graphics figures. Tunnels accessible to a
water molecule probe were computed using the MOLEonline webserver (mole.upol.cz/) [63] with
default parameters.

Supplementary Materials: Supplementary materials can be found at http://www.mdpi.com/1422-0067/20/18/
4328/s1. Supplementary information is provided as a separate document containing Tables S1–S3 and Figures
S1–S7, as well as coordinates from AA MD simulations.
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Abbreviations

AA all-atom
CG coarse-grained
CoM center of mass
CYP cytochrome P450
DOPC 1,2-dioleoyl-sn-glycero-3-phosphocholine
MD molecular dynamics
POPC 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine
PDB Protein Data Bank
RMSD root mean squared deviation
SRS substrate recognition site
TCA tricyclic antidepressant
TM Transmembrane

Appendix A

Preparation of additional models of CYP 2C9
Four additional models of CYP 2C9 were built to investigate sensitivity of the CG simulations to the initial

structures used.
CYP 2C9 model 1: The CYP 2C9 model was generated using the CYP 2C9 crystal structure (PDB 1R9O) as a

template. For modeling the missing residues in the linker region (residues 38–42) and in the F’–G’ helices region
(residues 214–220), CYP 2C19 was used as a template only for these missing regions. The corresponding CG
system is referred to as M1.

CYP 2C9 model 2: Another model of CYP 2C9 was generated using the complete 1R9O and 4GQS crystal
structures as templates, which generated intermediate side chain conformations between the CYP 2C9 and CYP
2C19 structures. The corresponding CG system is referred to as M2.

CYP 2C9 model 3: Modeling of CYP 2C9 was also performed by using only a single template of the CYP
2C19 crystal structure (PDB 4GQS). This model of CYP 2C9 resembles CYP 2C19 in side chain conformations and
the corresponding CG system is called M3.

CYP 2C9 model 4: Modeled structure of CYP 2C9 (residues 26–490) with the F’–G’ helices taken from
previous studies by Cojocaru et al. [22]. The details of the modeling procedure are given in that paper. The missing
TM-helix was modeled as for the other models. The corresponding CG system is referred to as M4.
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Abstract: Cytochrome P450 2C8 (CYP2C8) epoxygenase is responsible for the metabolism of over
60 clinically relevant drugs, notably the anticancer drug Taxol (paclitaxel, PAC). Specifically, there are
naturally occurring polymorphisms, CYP2C8*2 and CYP2C8*3, that display altered PAC hydroxylation
rates despite these mutations not being located in the active site. Herein, we demonstrate that these
polymorphisms result in a greater uncoupling of PAC metabolism by increasing the amount of
hydrogen peroxide formed per PAC turnover. Anaerobic stopped-flow measurements determined
that these polymorphisms have altered first electron transfer kinetics, compared to CYP2C8*1
(wildtype), that suggest electron transfer from cytochrome P450 reductase (CPR) is disfavored.
Therefore, these data demonstrate that these polymorphisms affect the catalytic cycle of CYP2C8 and
suggest that redox interactions with CPR are disrupted.

Keywords: CYP2C8; polymorphisms; reactive oxygen species; paclitaxel; cytochrome P450 reductase;
electron transfer

1. Introduction

Cytochrome P450 2C8 (CYP2C8) is a member of the cytochrome P450 (CYP) epoxygenase family
that metabolizes over 60 clinically relevant drugs on the market [1–3]. For example, CYP2C8 is
the primary enzyme involved in the metabolism of paclitaxel (PAC), a common chemotherapeutic
that works by interfering with microtubule function [4]. CYP2C8 is primarily expressed hepatically,
though it is also present in the vasculature and kidneys [5–7], where it metabolizes lipids, such as
arachidonic acid (AA), to form biologically active epoxyeicosatrienoic acids (EETs). EETs are known to
be anti-inflammatory [8], angiogenic [9], and inhibit vascular smooth muscle cell migration, implicating
CYP2C8 in regulating kidney and vascular function [10].

Polymorphic variations in CYPs have been of clinical interest due to individual differences in drug
metabolism. For example, CYP2D6 is among the most highly polymorphic CYPs that greatly contributes
to the poor, intermediate, extensive, and ultra-rapid metabolizer phenotypes [11,12]. Two common,
naturally occurring polymorphic variants of CYP2C8—CYP2C8*2 and CYP2C8*3—display altered drug
elimination rates and EET production compared to CYP2C8*1 (wildtype, WT) [13,14]. The CYP2C8*3
polymorphism (R139K/K399R) is present in 2% of African-American and 13% of Caucasian
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populations [13]. CYP2C8*3 is associated with an increase in peripheral neuropathy in patients
treated with PAC, presumably a result of slower PAC elimination by CYP2C8*3 [15,16]. However,
some studies have suggested PAC metabolism is increased with CYP2C8*3 [17]. In vitro studies
corroborate that CYP2C8*3 has only 30% and 15% of the activity compared to WT for the turnover
of AA and PAC, respectively [13]. However, others report that PAC metabolism is not significantly
affected by these polymorphisms [14,18], and one study observed greater PAC turnover by *3 as
compared to WT [19]. Therefore, from previous reports, the effects of CYP2C8*3 on PAC metabolism are
convoluted. The CYP2C8*2 (I269F) polymorphism, present in 18% of African-American populations [13],
shows lower, albeit not always statistically significant, in vitro PAC turnover compared to WT [13,14,20].

Importantly, the amino acid residues that are different in the CYP2C8*2 and CYP2C8*3 (R139, K399,
and I269) are not located within the enzyme active site of CYP2C8 but on the surface of the protein
(Figure 1) [2,13,18,19]. This suggests that these mutations disrupt mechanisms of substrate metabolism
that are not directly related to substrate binding. Indeed, CYP2C8*3 showed WT activity for the
deethylation of amiodarone, and so it appears that this polymorphism does not affect substrate binding
as a whole [21]. The CYP catalytic cycle is a complex series of redox reactions that require assistance
from redox partners such as cytochrome P450 reductase (CPR) (Figure 1). The details of this complex
cycle can be found in many reviews [22–25]. Therefore, these mutations may be affecting other steps
in the CYP catalytic cycle, such as electron transfer from redox partners. Earlier work demonstrated
that CYP2C8*3 has different binding affinities to its redox partners compared to WT. Particularly,
CPR interacts with PAC-bound CYP2C8*3 better than WT as determined indirectly by PAC metabolism
assays using varying CPR concentrations (apparent Km = 5.5 ± 1.5 nM for CYP2C8*3 versus 35 ± 10 nM
for WT) [19]. The greater apparent interaction with CPR ought to lead to a faster transfer of electrons
and a greater substrate turnover. In the same study, the authors determined that PAC metabolism was
increased with CYP2C8*3 compared to WT [19]. However, the consensus through other studies is that
PAC metabolism is either lower or similar to WT [13,14,18]. Taken together, these data suggest that the
CYP-CPR interaction may be disrupted in CYP2C8*3 and affects PAC metabolism.

CPR transfers two electrons to CYPs during the CYP catalytic cycle, with the first electron reducing
the ferric heme to a ferrous heme and the second reducing the dioxygen-heme to a peroxy-heme
(Figure 1). Many reactive oxidized intermediates are involved in the CYP catalytic cycle en route to
substrate oxidation. These intermediates can sometimes decompose to form reactive oxygen species
(ROS) instead of progressing towards substrate oxidation, a process known as uncoupling. These ROS,
namely hydrogen peroxide (HOOH) and superoxide, are formed in large quantities by CYP2C
enzymes [26,27]. ROS can induce mitochondrial dysfunction in cardiomyocytes, induce coronary artery
vasoconstriction, and promote carcinogenesis [26,28–30], and ROS specifically generated by endothelial
CYP2C8 has been shown to impair functional recovery after ischemia/reperfusion injury [27]. Another
potential effect of these polymorphisms may therefore be on the coupling efficiency of PAC metabolism.

Herein, we determined the effects of the CYP2C8*2 and CYP2C8*3 polymorphisms in regards to
first-electron transfer (FET) kinetics and PAC metabolism uncoupling. We tested CYP2C8*1, CYP2C8*2,
and CYP2C8*3, as well as the single mutations of the CYP2C8*3 polymorphism (R139K and K399R).
To study these polymorphisms, we utilized the Nanodisc technology to solubilize these CYP2C8
variants in a membrane mimic [31,32]. We find that CYP2C8*2 has a lower PAC turnover rate compared
to WT. We further determined that CYP2C8*3 produces significantly more HOOH compared to WT,
indicating a greater uncoupling of the catalytic cycle. Using stopped-flow measurements of the
FET, we determined that the CYP2C8*2 and CYP2C8*3 have profoundly distinct and slower FET
kinetics compared to WT. We determined that there is no change in the reduction potential of the
polymorphisms compared to WT, which supports that the altered FET kinetics is due to an altered
redox interaction with CPR. None of the single-mutant variants of CYP2C8*3 (R139K and K399R)
reproduce the effects of the CYP2C8*3, indicating that the effects of this polymorphism are a synergism
of both mutations. Taken together, these data demonstrate that these polymorphisms have altered FET
kinetics, leading to an increase in HOOH production and greater PAC metabolism uncoupling.
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Figure 1. Schematic of the CYP catalytic cycle. Inset shows the structure of CYP2C8 with residues
R139 (blue), I269 (orange), and K399 (light blue) highlighted. Structure was generated in PyMol v1.3r1
using the PDB entry 1PQ2. A schematic of CYP2C8 (grey) and CPR (black) incorporated into nanodiscs
is shown in the center of the cycles. Catalytic cycle. Substrate (PAC) binds to the CYP active site,
which perturbs the H2O coordination to the iron heme. H2O unbinds leaving a pentacoordinated
high-spin iron heme. CPR reduces the iron heme using an electron obtained from NADPH. Under
anaerobic conditions, CO ligates the heme to terminate the cycle. Under aerobic conditions, O2 ligates
the heme, followed by another one-electron reduction by CPR and the addition of a proton to produce
a peroxy-heme. The peroxy-heme can decompose forming HOOH or eliminate an H2O molecule to
produce the catalytic ferryl iron heme radical (Compound I). Compound I can oxidize substrate (PAC)
to product (PAC-OH, red box), followed by the coordination of an H2O molecule to begin the cycle
again. Spectroscopically visible species are indicated with their characteristic absorbance wavelength.
More details of the cycle can be found in previous reviews [22–25].
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2. Results and Discussion

2.1. P450 Characterization of CYP2C8*1/*2/*3/R139/K399-ND

In order to assess if these variants of CYP2C8 lead to unfolding of the protein and improper
ligation of the heme group, we performed anaerobic CO-binding assays. All the variants showed a
90%–100% shift in the heme absorbance to 450 nm and resemble CYP2C8*1 characteristics (Figure 2
and Table S2). Therefore, these variants are well-folded.

Figure 2. CO-binding difference spectra. (A) CYP2C8*1, (B) CYP2C8*2, (C) CYP2C8*3, (D) CYP2C8-R139K,
and (E) CYP2C8-K399R.

2.2. Effect of Polymorphisms on PAC Metabolism

Next, we sought to examine the effect that these polymorphisms have on PAC turnover rates.
Previous studies reported a poor solubility of PAC that precluded Vmax determination for in vitro
CYP2C8 [33], and so we analyzed our data based on the time linearity. Linearity was established for the
hydroxylation of 70 μM PAC to 6α-hydroxypaclitaxel (PAC-OH) over a 20 min period. We can estimate
the catalytic efficiency of the PAC metabolism among the variants by fitting the data to Equation (1)

[S] = [S0]e−kt (1)

where [S0] is the initial concentration of the substrate and k = kcat
Km

[E] (Figure S1) [34]. The catalytic
efficiencies of these variants range from 0.207 to 1.02 min−1 nM−1 (Figure S1, Table 1), which are
lower than previously reported rates for CYP2C8-mediated in vitro PAC metabolism using a lipid-
reconstituted system [33]. CYP2C8*2 showed a marked decrease in turnover rate (47.2% WT), consistent
with earlier reports of its inefficient PAC metabolism [13,14]. Compared to WT, CYP2C8*3 had slightly,
albeit not significantly, lower PAC turnover rates. These results for CYP2C8*3 agree with the findings
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of Yu et al. [14] and Soyama et al. [18]. However, they contradict the findings of Dai et al. [13], who were
unable to measure PAC metabolism, and contradict the findings of Kaspera et al., who reported
higher PAC metabolism [19]. The CYP2C8-K399R variant metabolized PAC with rates similar to
WT, but interestingly the CYP2C8-R139K variant showed a remarkable increase in PAC turnover
(265% compared to WT). Therefore, the effects of the CYP2C8*3 single mutations do not additively
contribute to the CYP2C8*3 activity. Overall, we observed that the CYP2C8*3 polymorphism does not
significantly affect PAC turnover, but CYP2C8*2 is half as efficient as WT. Since these polymorphisms
do not occur in the active site of CYP2C8, it is unlikely that they directly affect PAC binding. Therefore,
we further probed other steps of the CYP catalytic cycle to determine the mechanism through which
these polymorphisms affect CYP2C8 activity.

Table 1. Paclitaxel (PAC) metabolism by CYP2C8 variants. Linear rates of 70 μM PAC metabolism by
each CYP2C8 variant to PAC–OH was determined over a 20 min period. Estimates of the catalytic
efficiencies were determined using Equation (1) as stated in the text. Error represents the SEM of
three experiments.

Variant Rate (pmol/min/nmolprot) %WT
kcat/Km

(min−1 nM−1)
%WT

CYP2C8*1
(WT) 38.8 ± 0.2 100 0.381 100

CYP2C8*2 18.3 ± 3.5 47.2 0.207 54.4
CYP2C8*3 34.0 ± 3.0 88 0.321 84.4
CYP2C8-R139K 103 ± 2 265 1.02 269
CYP2C8-K399R 47.1 ± 4.3 121 0.441 116

2.3. Polymorphisms in CYP2C8 Lead to Greater HOOH Uncoupling

To assess the uncoupling efficiency of PAC metabolism, we next measured the rate of HOOH
production over time by each variant. None of the variants showed a significant difference in the HOOH
production rates in the presence of 70 μM PAC compared to without. This is likely due to the high
amounts of HOOH produced compared to PAC turnover (Figure S2). The overall amount of HOOH
linearly decreased for all CYP2C8 variants over time, indicating a burst of activity at the initiation of
the reaction followed by decomposition of HOOH (Figure 3). For all time points, CYP2C8*3 displayed
nearly 200% higher HOOH production compared to WT. Therefore, the CYP2C8*3 polymorphism leads
to a greater ROS production and catalytic uncoupling. PAC and ROS have both been implicated in the
pathogenesis of neuropathic pain [35,36], and therefore it would be interesting to see if the increase
in HOOH production contributes to the neuropathy observed with CYP2C8*3 [15,16]. There was an
increase in HOOH production with the CYP2C8-K399R variant at the start of the reaction and a minor
decrease in HOOH production over time with the CYP2C8-R139K variant. Therefore, likewise to the
PAC metabolism experiments, the individual mutations of the CYP2C8*3 do not additively contribute
to the CYP2C8*3 phenotype. CYP2C8*2 did not have a significant difference in the HOOH production
compared to WT, but this polymorphism also displayed half the PAC turnover as WT. By normalizing
the amount of HOOH produced to the activity of the enzyme by looking at the HOOH produced per
PAC turnover, we see that both CYP2C8*2 and CYP2C8*3 produce almost 200% more HOOH per
PAC turnover than WT (Table 2). The CYP2C8*2 and CYP2C8*3 polymorphisms, therefore, are about
twofold more uncoupled (i.e., produce twofold more ROS), with CYP2C8*3 producing significantly
more HOOH than WT. ROS uncoupling can be caused by altered redox kinetics during the CYP2C8
catalytic cycle or electron transfer from CPR to CYP2C8 (Figure 1). Therefore, we next proceeded to
determine if these polymorphisms alter the intrinsic redox potential of the CY2C8 heme.
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Table 2. Hydrogen peroxide (HOOH) production per PAC turnover. The amount of HOOH formed at
20 min was divided by the amount of PAC–OH produced at 20 min. These values are compared to WT.

Variant nmolHOOH/pmolPAC-OH (at 20 min) %WT

CYP2C8*1 (WT) 1.58 100

CYP2C8*2 2.96 187
CYP2C8*3 3.25 206
CYP2C8-R139K 0.46 29.6
CYP2C8-K399R 1.24 78.4

Figure 3. HOOH production rates. The rate of HOOH production by each CYP2C8 variant was
measured using an Amplex Red peroxidase kit at 10, 15, and 20 min reaction times, in the presence of
70 μM PAC. Error represents the SEM of 3–4 experiments. Statistical significance was determined by
comparing experiments to their respective WT controls. ** p < 0.01; *** p = 0.0001; **** p < 0.0001.

2.4. Spectral Characterization of Substrate Binding and Reduction Potentials of CYP2C8 Polymorphisms

We determined the reduction potential of the CYP2C8 variants using safranin T as a redox
indicator as previously described [37]. Substrates binding to CYPs, such as CYP3A4, often perturbs
water binding at the 6th coordinate position to produce a pentacoordinated high-spin heme (Figure 1).
This results in an increase in the reduction potential of the heme and helps facilitate electron transfer
from CPR [38]. The high-spin content can be observed as a shift in the heme absorbance from ~417
to ~390 nm. We did not observe a significant high-spin shift upon PAC binding to CYP2C8 in any of
the variants, as was similarly observed for PUFAs binding to CYP2J2 [39]. We also determined that
there is not a significant change in the reduction potential of CYP2C8*1 upon PAC binding (Figure 4A,
Table 3), which correlates to the poor high-spin content of the PAC-bound protein. The poor high-spin
content and minimal change to the reduction potential together support the slow metabolism of PAC
by CYP2C8 compared to other CYP-mediated drug metabolisms. Compared to the polymorphisms,
CYP2C8*2 had a slightly albeit not significantly lower reduction potential, and the reduction potential
of CYP2C8*3 was similar to WT (Figure 4, Table 3). Altogether, there is not a significant change to the
intrinsic redox properties of the heme in these polymorphisms. We next proceeded to measure the
first-electron transfer (FET) kinetics between CPR and CYP2C8.
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Figure 4. Reduction potential of CYP2C8 variants. Redox titration of CYP2C8 variants was conducted
in 0.1 M phosphate buffer (pH 7.4 at 25 ◦C) with or without 70 μM PAC. The potential was measured
spectroscopically by using a safranin T as the redox indicator. Reduction was achieved using light
and dithionite and oxidation was achieved using K3[Fe(CN)6)] as stated in the Methods section.
Representative Nernst plots for (A) CYP2C8*1 without paclitaxel (open black) and with paclitaxel
(solid black), (B) CYP2C8*2, and (C) CYP2C8*3 from two experiments are shown. Data obtained from
reduction is given as squares and data from oxidation is given as triangles. The zero intercept gives E◦′,
the redox potential of the protein.

Table 3. Reduction potentials. Reduction potentials of the CYP2C8 variants was determined as
described in the text. Error represents the SEM of two experiments.

Variant Reduction Potential (V)

CYP2C8*1 No PAC −0.283 ± 0.002

CYP2C8*1 −0.279 ± 0.002
CYP2C8*2 −0.297 ± 0.021
CYP2C8*3 −0.281 ± 0.001

2.5. Polymorphisms Show Altered First Electron Transfer (FET) Kinetics as Determined by CO Stopped-Flow

To further probe the effect of these polymorphisms on the CYP2C8 catalytic mechanism,
we determined the kinetics of the FET from CPR to the CYP2C8 variants during the metabolism of
70 μM PAC. We firstly determined that there is not a significant change in the NADPH oxidation rates
among the variants (Figure S3), which supports previous findings [19]. As NADPH is the initial step in
the reaction, we then proceeded to conduct stopped-flow measurements in order to determine how
CPR transfers electrons to the CYP2C8 variants.

CYPs display a characteristic shift in the heme absorbance to 450 nm upon CO binding to the heme.
In order for CO to bind, the heme must be reduced to the ferrous state by CPR, which we determine by
the appearance of the 450 nm absorbance band over time (Figure 5A). Therefore, the rate at which CO
binds to the heme is directly related to the FET rate. The rate of CO binding was monophasic across
all variants (Figure 5B–F). Compared to WT, CYP2C8*2 and CYP2C8*3 showed higher rates of CO
binding, which may also explain the greater HOOH uncoupling and/or the higher levels of HOOH
production by CYP2C8*3. Contrariwise, the CYP2C8-R139K and CYP2C8-K399R variants showed
lower rates compared to WT (Table 4).
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Figure 5. Stopped-flow electron transfer rate to CYP2C8 variants. (A) Three-dimensional plot of
representative absorbance spectra from 0 to 500 s showing the increase in absorbance near 450 nm
following the mixing of NADPH with a pre-incubated complex of paclitaxel-bound CYP2C8 and CPR.
(B–F) Representative plots of the change in peak absorbance at 450 nm from 0 s to 500 s. Experiments
were conducted at either a 1:1 CPR:CYP or a 3:1 CPR:CYP ratio. Data points (grey squares) are overlaid
with the line of best fit (solid black line) derived from a fit of the data to either monophasic (single
exponential) or biphasic (two exponential) kinetic equations in OriginLab as indicated.

Table 4. Stopped-flow CO binding kinetics. Fast (k1) and slow (k2) rates are in units of ms−1.
Experiments were conducted using a 1:1 and a 1:3 CYP:CPR ratios. Error represents the SEM of
3–6 experiments. Statistical significance compares to WT. ** p < 0.01, *** p = 0.001, **** p < 0.0001.

Variant
1:1 CPR:CYP 3:1 CPR:CYP

k1 (ms−1) k2 (ms−1) k2 (ms−1)

CYP2C8*1 468 ± 21 20.7 ± 0.4 9.70 ± 0.98
CYP2C8*2 — 8.67 ± 0.49 **** 17.4 ± 1.6 ***
CYP2C8*3 — 10.8 ± 1.84 **** 13.7 ± 0.7 ****

CYP2C8-R139K 406 ± 52 18.2 ± 0.65 6.02 ± 0.19 **
CYP2C8-K399R 445 ± 51 19.4 ± 0.99 3.90 ± 0.10 ***

CYP metabolism studies are typically performed using a saturating 3:1 CPR:CYP ratio in order to
achieve a maximum pseudo-zero-order electron transport kinetics between CPR and the CYP. Hitherto,
we have used a 3:1 CPR:CYP ratio in our experiments. To determine if the FET is dependent on the
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interactions of CYP2C8 with CPR, we repeated the experiments by lowering the CPR:CYP ratio from
3:1 to 1:1. CYP2C8*1, CYP2C8-R139K, and CYP2C8-K399R all showed biphasic CO binding at the
1:1 CPR:CYP ratio and had similar fast (k1) and slow (k2) kinetics compared (Figure 5B,E,F, Table 4).
Altering the CPR:CYP ratio has previously been shown to change the number of phases of the FET in
certain situations likely by forcing CPR to associate with CYPs in unproductive confirmations at higher
CPR:CYP ratios [40]. Likewise, the 3:1 ratio with CYP2C8*1, CYP2C8-R139K, and CYP2C8-K399R may
be promoting unproductive confirmations with CPR to produce these observations.

Interestingly, CYP2C8*2 and CYP2C8*3 only show the slow phase of the CO binding at the 1:1 ratio
(Figure 5C,D, Table 4). The values of k2 for these polymorphisms are about half that compared to WT.
However, the FET rate of CYP2C8*2 and CYP2C8*3 rates in the 3:1 CPR:CYP experiments resemble
those of the WT slow phase in the 1:1 ratio. Therefore, it appears that more CPR is required for the
CYP2C8*2 and CYP2C8*3 polymorphisms to rescue the WT activity of this slow phase. Together,
these data suggest that these polymorphisms reduce either the binding of CPR to CYP2C8 or the
transfer of electrons from CPR to CYP2C8. We will refer to these two events as the CYP–CPR redox
interaction. Kaspera, et al. had previously determined that the apparent affinity of CPR for CYP2C8*3
is greater than WT; however, the study also used a different recombinant system with cytochrome b5 as
an auxiliary redox partner [19]. Homology modeling (Figure S4) reveals that R139, K399, and I269 all lie
on the putative CYP-CPR binding interface, which means these mutations may be directly interfering
with the CYP–CPR interaction. Further, K399 is located near the N-terminus at the protein-membrane
interface (Figure 1A), and we showed previously that the N-terminus is essential for the CPR-mediated
reduction of CYP2J2, which has a close homology to CYP2C8 [41].

3. Conclusions

CYP2C8*2 and CYP2C8*3 contain mutations that are not in the active site of CYP2C8.
These mutations are instead located on the periphery of the protein. Therefore, these residues
do not directly contribute to substrate binding and instead must affect CYP2C8 activity through their
modulation of other steps in the CYP catalytic cycle. These mutations lie on the putative CYP–CPR
interface and thus may be affecting the redox interactions between these proteins. We determined
that CYP2C8*2 is 47% as active towards PAC turnover compared to WT and that CYP2C8*3 shows
WT activity. The metabolism of PAC is 200% more uncoupled in the CYP2C8*2 and CYP2C8*3
polymorphisms, and CYP2C8*3 produces significantly more HOOH compared to WT. Stopped-flow
kinetics of the FET suggest that the polymorphisms reduce the transfer of electrons by CPR to CYP2C8.
In conclusion, these in vitro studies demonstrate that these polymorphisms of CYP2C8 do not directly
affect PAC binding to CYP2C8 but may, in fact, be affecting the redox interaction between CYP2C8
and CPR. The CYP2C8*2 and CYP2C8*3 polymorphisms reduce the CYP–CPR redox interaction
and promote greater uncoupling of PAC metabolism. Therefore, not only is the FET disrupted
in these polymorphisms, the electrons are being utilized towards ROS formation in lieu of PAC
turnover. However, we were unable to definitively determine how the redox interaction is being
altered, i.e., whether the polymorphisms affect the ability of CPR to bind and dock to CYP2C8, how the
electrons are shuttled through CYP2C8, or both.

Another important finding is that the effects of the CYP2C8*3 polymorphism on CYP2C8 activity
cannot be explained by the additive contribution of the individual mutations themselves. In all
experiments, CYP2C8*3 had distinct activities compared to the linear combination of the R139K and
K399R individual data. In fact, the single mutations either showed WT activity (especially concerning
FET kinetics) or were significantly different than either WT or CYP2C8*3 (e.g., the 265% increase in
PAC metabolism by CYP2C8-R139K). Therefore, the mutation of these two residues do not additively
contribute to the CYP2C8*3 phenotype.

There are many mechanisms by which these polymorphisms effect the CYP2C8 redox interaction.
They may be directly affecting the binding of CPR to CYP2C8. The mutations may also be altering the
architecture of CYP2C8 such that it disfavors redox interactions with CPR while also destabilizing

67



Int. J. Mol. Sci. 2019, 20, 4626

the peroxy-heme intermediate to produce HOOH. CYP2C8*2 contains an I269F mutation, which is
a significant change to the physical and chemical properties of the residue. It is possible that this
mutation has a profound effect on the folding of CYP2C8 and the interaction with CPR. CYP2C8*3
contains a R139K/K399R double mutation, which interestingly swaps the Lys and Arg residues. While
Lys and Arg are both positively charged residues, they differ significantly in their physical properties.
For instance, Arg can form a greater number of electrostatic interactions and better maintains a
positive charge compared to Lys. It has been shown that Arg substitution can increase the stability of
GFP, which was shown in silico to be facilitated by a greater number of salt bridge interactions [42].
Arg also interacts differently to phospholipids and increases interfacial binding and perturbations to
membranes [43]. Therefore, this polymorphism may be affecting how CYP2C8 associates with lipids as
well as how it interacts with CPR.

4. Materials and Methods

4.1. Materials

The human CYP2C8 gene cloned into the AmpR pAr5 (modified pCWOri+) plasmid was a gift
from Dr. Eric Johnson. PCR reagents were purchased from New England Biolabs (Ipswich, MA,
USA). Molecular biology enzymes and E. coli DH5α were purchased from Invitrogen (Waltham,
MA, USA). Plasmid DNA was purified using a Qiagen Gel Extraction kit. Ampicillin (Amp),
arabinose, chloramphenicol (Chlr), isopropyl β-D-1- thiogalactopyranoside (IPTG), and Ni-NTA resin
were purchased from Gold Biotechnology (St. Louis, MO, USA). δ-Aminolevulinic acid (δ-ALA)
was purchased from Frontier Scientific (Emeryville, CA, USA). 1-palmitoyl-2-oleoyl-sn-glycero-
3-phosphocholine (POPC) and 1-palmitoyl-2-oleoyl-sn-glycero-3-phospho-L-serine (POPS) were
purchased from Avanti Polar Lipids (Alabaster, AL, USA). Carbamazepine and paclitaxel were
purchased from Cayman Chemicals (Ann Arbor, MI, USA). NADPH was purchased from P212121 Store.

4.2. Protein Engineering of CYP2C8*1/*2/*3/R139K/K399R

The CYP2C8 plasmid from Dr. Johnson was used directly for engineering the CYP2C8 variants.
Plasmids were amplified and purified using a Qiagen Plasmid mini-prep kit (Valencia, CA, USA).
The R139K and K399R single nucleotide substitutions were made using forward and reverse primers
containing each mutation and an inserted BspQI restriction enzyme site (New England Biolabs)
(Table S1). BspQI is a class II restriction enzyme that will create a unique sticky-end cut one nucleotide
removed from the restriction enzyme site. The resulting gene of the R139K amplification and the K399R
primers were then used to construct the CYP2C8*3 gene. A single *2 mutation was made similarly
containing a single substitution at I269F. The PCR reaction consisted of 1 μM of forward and reverse
primers in HF reaction buffer (New England Biolabs) containing 50 pg/μL CYP2C8-containg plasmid,
200 μM dNTPs, 5% DMSO, and Phusion DNA polymerase (10 U/mL). The PCR thermocycler was set
to 95 ◦C for 3 min, 20 cycles (95 ◦C for 30 sec, 65 ◦C for 30 sec), and then 72 ◦C for 4 min. The mutated
plasmids were then digested with BspQI and the resulting sticky ends were ligated to make complete
plasmids. Chemically competent DH5α cells were transformed by heat shock at 42 ◦C for 45 min, and
then set on ice. The addition of 1 mL of warm Super Optimal Broth (SOC) media was followed by
shaking (250 rpm, 37 ◦C) for 1 hr. Cells were plated on an LB Amp plate to screen for the desired mutant
plasmid. Mutant dsDNA was confirmed by DNA sequencing at the UIUC Core Sequencing Facility.
Cells were co-transformed with pTGro7 plasmid containing the GroES-GroEL chaperonin system.

4.3. Protein Expression and Purification of CYP2C8*1/*2/*3/R139K/K399R

All CYP2C8 proteins were expressed according to the protocol used in CYP2J2 expression,
as previously described [41,44]. The protein concentrations were determined using a UV–vis
spectrophotometer (Agilent Technologies, Santa Clara, CA, USA) (ε = 108 mM−1·cm−1).
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4.4. Expression of Cytochrome P450 Reductase

Expression of CPR from Rattus norvegicus was performed as previously described [41,44].

4.5. Assembly of CYP2C8-Nanodiscs

CYP2C8-ND were assembled as previously described [37,44,45] by mixing CYP2C8, membrane
scaffold protein (MSP1E3D1), an 80:20 ratio of POPC:POPS lipids, and cholate, followed by detergent
removal using Amberlite® beads, and purification by size exclusion chromatography [31,32].

4.6. Carbon Monoxide Binding Assay

The heme content of the purified CYP2C8 proteins was analyzed using UV–vis spectroscopy
(Agilent Technologies) as previously described [37].

4.7. Paclitaxel Metabolism

Samples containing 0.1 μM of CYP2C8-ND (*1/*2/*3/R139K/ K399R) were incubated with CPR
(0.3 μM), and PAC (70 μM) in 0.3 mL of 0.1 M potassium phosphate buffer (pH 7.4) for 5 min
at 37 ◦C. NADPH (200 μM) was added and the mixture was incubated for 5, 10, and 20 min at
37 ◦C, then quenched with equivolume ethyl acetate. Samples were vortexed and thrice-extracted
with ethyl acetate, dried under a stream of N2 gas, and then resuspended in 180 proof ethanol for
LC–MS/MS quantification.

4.8. Tandem LC–MS/MS for the Quantification of 6α-Hydroxypaclitaxel

Samples were analyzed with the 5500 QTRAP LC/MS/MS system (Sciex, Framingham, MA, USA)
in Metabolomics Lab of Roy J. Carver Biotechnology Center, University of Illinois at Urbana-Champaign.
Software Analyst 1.6.2 was used for data acquisition and analysis. The 1200 series HPLC system
(Agilent Technologies) includes a degasser, an autosampler, and a binary pump. The LC separation was
performed on an Agilent Eclipse XDB-C18 (4.6 × 150 mm, 5 μm) with mobile phase A (0.1% formic acid
in water) and mobile phase B (0.1% formic acid in acetontrile). The flow rate was 0.4 mL/min. The linear
gradient was as follows: 0–2 min, 95%A; 8–15 min, 5%A; 15.5–22 min, 95%A. The autosampler was
set at 15 ◦C. The injection volume was 5 μL. Mass spectra were acquired under positive electrospray
ionization (ESI) with the ion spray voltage at +5000 V. The source temperature was 450 ◦C. The curtain
gas, ion source gas 1, and ion source gas 2 were 32, 50, and 65, respectively. Multiple reaction monitoring
(MRM) was used for quantitation: Paclitaxel m/z 854.4→ m/z 569.2; 6α-hydroxypaclitaxel m/z 870.4→
m/z 286.2. Internal standard carbamazepine was monitored at m/z 237.1→ m/z 194.0.

4.9. HOOH Measurements

Hydrogen peroxide measurements were made using an Amplex Red Hydrogen Peroxide/
Horseradish peroxidase (HRP) Kit (Life Technologies, Waltham, MA, USA) according to the published
protocol. Amplex Red combined with HRP reacts with HOOH in a 1:1 stoichiometry producing the
red-fluorescent oxidation product, resorufin (A560nm). Samples containing 0.1 μM of CYP2C8-ND
(*1/*2/*3/R139K/ K399R) were incubated with CPR (0.3 μM) in 0.3 mL of 0.1 M potassium phosphate
buffer (pH 7.4), ± paclitaxel (70 μM), for 5 min at 37 ◦C. NADPH (200 μM) was added and the mixture
was incubated for 10, 15, and 20 min at 37 ◦C, then quenched with equivolume ethyl acetate, vortexed
thoroughly, and centrifuged at 3000 rpm at 4 ◦C for 5 min. The aqueous fraction containing HOOH
was extracted and centrifuged at 10,000 rpm at 4 ◦C for 10 min to remove precipitated protein and
lipids. Next, 50 μL of each sample was diluted eight-fold and sixteen-fold and combined with Amplex
Red/HRP (10 mM Amplex Red, 10 U/mL HRP in 1× reaction buffer) in a clean, dry 96-well plate.
Each sample was analyzed in triplicate. The reactions were incubated at room temperature for 30 min
in the dark. The UV A560nm was measured using a microplate reader. Baseline corrected absorbance
values of each sample were compared to a standard curve ([HOOH] = 0 to 20 μM).
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4.10. NADPH Assay

The rate of NADPH (ε = 6.2 108 mM−1·cm−1 at A340nm) consumption by each CYP2C8 variant
(0.2 μM) incubated with CPR (0.6 μM) and PAC (70 μM) in 0.1 M potassium phosphate buffer and
200 μM NADPH was determined via UV–vis spectroscopy using a Cary 300 UV–vis spectrometer in
kinetics mode (Agilent Technologies), as previously described [41,44].

4.11. Stopped-flow Kinetics of Electron Transfer

An Applied Photophysics SX-17 MV Spectrophotometer (Leatherhead UK) was used to
monitor the reduction of CYP2C8*1/*2/*3/R139K/K399R, as previously described with the following
modifications [41]. Reaction cell 1 containing CYP2C8 (2 μM) in 0.1% cholate, CPR (2 or 6 μM),
paclitaxel (70 μM), glucose oxidase (1 U/mL), and glucose (10 mM) dissolved in 100 mM potassium
phosphate buffer was kept anaerobic and CO-saturated. Reaction cell 2 containing excess NADPH
(1 mM), paclitaxel (70 μM), glucose oxidase (1 U/mL), and glucose (10 mM) dissolved in 100 mM
potassium phosphate buffer was also kept anaerobic. The reaction cells were kept at 4 ◦C until rapid
mixing followed by absorbance readings at 37 ◦C.

4.12. Data Analysis of Stopped-Flow Experiments

The reduction of ferric CYP2C8 to a ferrous–CO complex was monitored near A450nm upon mixing
the two separate reaction cells in logarithmic mode and analyzed as described previously, with the
following changes [41]. All data indicate the average of 3–6 individual reactions fitted using either a
monophasic or biphasic exponential equation using OriginPro 2017. The initial decrease in absorbance
at 450 nm (A450nm) corresponding to the rapid reduction of CPR were not included in these analyses
due to spectroscopic noise. R2 values for fits exceeded 0.99 in most cases. The errors reported are SEM.

4.13. Reduction Potential

Reduction potential of the CYP2C8 proteins was determined using safranin T as a redox probe
as previously described [37]. Samples containing 5 μM of CYP2C8 variant, 20 nM paraquat (methyl
viologen), 0.5 μM safarinin T, 10 mM EDTA, 50 μM of a 20% lipid reconstituted system [46], with or
without 70 μM paclitaxel were prepared in 0.1 M potassium phosphate buffer, pH 7.4, in glass vials
capped with septa. Samples were purged with N2 (g) for 20 min and then loaded into a Coy anaerobic
glove box. 0.5 mL of each samples was loaded into UV–invisible plastic cuvettes stopped with a
septa. Reduction potential was determined spectroscopically using a Cary 300 UV–vis spectrometer
(Agilent Technologies). Cuvettes were equilibrated at 25 ◦C for each reading. Safranin T was used as
the redox indicator to measure the reduction potential of the solution. Oxidation of the protein was
monitored at 417 nm (reduction at 408 nm) and compared to the oxidation of safranin T at 535 nm.
Reduction of the samples was initially achieved by irradiating samples on ice with time points up to
5 min with a 250 W tungsten lamp. Samples were further reduced by titrating anaerobic dithionite
from 8 and 80 mM stocks. Re-oxidation was achieved by titrating anaerobic K3[Fe(CN)6] from 10 mM
stocks. Spectral data were then processed using a MATLAB (R2014a) subroutine and analyzed using
the Nernst equation as previously described [37].

Supplementary Materials: Supplementary materials can be found at http://www.mdpi.com/1422-0067/20/18/
4626/s1.
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Abbreviations

Amp Ampicillin
AA Arachidonic acid
Chlr Chloramphenicol
CYP Cytochrome P450
CYP2C8 Cytochrome P450 2C8
CYP2C8*3 Cytochrome P450 2C8 R139K/K399R
CYP2C8*2 Cytochrome P450 2C8 I269F
CPR Cytochrome P450 reductase
δ-ALA δ-Aminolevulinic acid
EETs Epoxyeicosatrienoic acids
FET First electron transfer
HOOH Hydrogen peroxide
IPTG Isopropyl β-D-1-thiogalactopyranoside
ND Nanodisc
POPC 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine
PAC Paclitaxel
PAC-OH 6α-Hydroxypaclitaxel
POPS 1-Palmitoyl-2-oleoyl-sn-glycero-3-phospho-L-serine
ROS Reactive oxygen species
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Abstract: NADPH-cytochrome P450 reductase (CPR) is the unique redox partner of microsomal
cytochrome P450s (CYPs). CPR exists in a conformational equilibrium between open and closed
conformations throughout its electron transfer (ET) function. Previously, we have shown that
electrostatic and flexibility properties of the hinge segment of CPR are critical for ET. Three mutants
of human CPR were studied (S243P, I245P and R246A) and combined with representative human
drug-metabolizing CYPs (isoforms 1A2, 2A6 and 3A4). To probe the effect of these hinge mutations
different experimental approaches were employed: CYP bioactivation capacity of pre-carcinogens,
enzyme kinetic analysis, and effect of the ionic strength and cytochrome b5 (CYB5) on CYP activity.
The hinge mutations influenced the bioactivation of pre-carcinogens, which seemed CYP isoform
and substrate dependent. The deviations of Michaelis-Menten kinetic parameters uncovered tend
to confirm this discrepancy, which was confirmed by CYP and hinge mutant specific salt/activity
profiles. CPR/CYB5 competition experiments indicated a less important role of affinity in CPR/CYP
interaction. Overall, our data suggest that the highly flexible hinge of CPR is responsible for the
existence of a conformational aggregate of different open CPR conformers enabling ET-interaction
with structural varied redox partners.

Keywords: NADPH-cytochrome P450 reductase (CPR); microsomal cytochrome P450 (CYP);
Cytochrome b5 (CYB5); protein dynamics; electron-transfer (ET); protein–protein interaction

1. Introduction

Microsomal cytochrome P450 (CYP) metabolism requires a coupled supply of electrons, which are
donated by the auxiliary protein NADPH cytochrome P450 oxidoreductase (CPR). CPR, encoded
by the POR gene, is a ~78-kDa electron-transferring diflavin enzyme anchored to the membrane
of the endoplasmic reticulum [1]. CPR mediates a two-electron transfer (ET) per reaction cycle,
originated from NADPH enabling CYP-mediated metabolism of many compounds. These include
endobiotics, e.g., steroids, bile acids, vitamins and arachidonic acid metabolites, as well as many
xenobiotics, including therapeutic drugs and environmental toxins [2,3]. Moreover, CPR is the unique
electron supplier of heme oxygenase, squalene monooxygenase and fatty acid elongase [4], sustaining
exclusively the activity of these enzymes. Cytochrome b5 (CYB5) can donate the second electron to
CYP, competing with CPR for the binding site on the proximal side of CYP [5]. CYB5’s interaction may
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have either a stimulating, inhibiting or having no effect over CYP catalytic activity, which seems to be
CYP isoform and even substrate dependent [6].

CPR comprises a number of structurally distinct domains namely an N-terminal hydrophobic
membrane anchoring domain; two flavin binding domains for flavin adenine dinucleotide (FAD) and
flavin mononucleotide (FMN); a linker domain joining the FMN and FAD domains, as the provider of
structural flexibility; and an NADPH binding domain [7]. The hinge segment, a highly flexible stretch
with no defined secondary structure links the FMN and the connecting/FAD domain [8–10]. Electrons
are transferred from NADPH through FAD (reductase) and FMN (transporter) coenzymes of CPR to
redox partners, such as to the heme group in the reactive center of CYP [11].

Initial structural studies of CPR identified compact conformations that allowed internal
(inter-flavin) ET, but were unable to reduce external acceptors [8,12,13]. Subsequently, three separate
studies identified different open structures of CPR that allowed ET to redox partners, indicative of
domain motion of CPR [10,14,15]. It is now fairly established that CPR exists in a conformational
equilibrium between open and closed states in its ET function, which is highly dependent on ionic
strength conditions [10,16,17]. The transition between these states appears to occur through a rapid
swinging and rotational movement [17,18]. Certain residues in the hinge region have been suggested
to be of importance for these large conformational changes [19], and seem to form a conformational
axis, involved in a partial rotational movement of the FMN domain relative to the remainder of the
protein [10,18].

Analysis of CPR domain dynamics is pertinent to understand its role in the interactions with
its natural redox partners and its gated ET function. The affinities between CPR and CYP have been
indicated among the factors modulating the protein dynamics of CPR. Different CYP isoforms may be
differently served by CPR gating its ET differentially [20,21]. Although advances obtained during the
last decade, CPR’s structural features controlling ET are not yet properly identified. CPR mutations
may perturb specific structural requisites, necessary for the optimal transition between open and
closed conformations, as well as disturb the interaction of CPR with its redox partners [10,20–22].

Previously, we have studied the effect of mutations in CPR on its redox partners [20,22,23] and the
effect of alterations in the hinge segment in CPR-dependent cytochrome c reduction [24]. These hinge
mutations showed differential effects on the conformational equilibrium of CPR and ET efficiency to
cytochrome c, a non-physiological redox partner of CPR. Through modulation of the ionic strength
conditions we demonstrated that electrostatic and flexibility properties of the hinge are critical for ET
function, in which CPR’s membrane anchoring was shown to play an important role [24]. Although
frequently used as a surrogate, the soluble cytochrome c has been indicated to interact differently
with CPR, when compared with interactions of natural membrane-bound partners, such as CYP [25].
The use of cytochrome c as redox partner may have obscured additional important clues on structural
features of the hinge segment involved in CPR’s open/closed dynamics and its gated ET function.
To address this issue, three hinge mutants were selected from the initial eight mutants of our former
study, based on their specific phenotypes in cytochrome c reduction. Human membrane bound CPR
mutants S243P, I245P and R246A (numbering according to the human CPR consensus amino acid
sequence NP_000932) were each combined with three different human CYPs, namely CYP1A2, 2A6 or
3A4, representatives of three major CYP families involved in drug metabolism [2,3]. The effect of the
structural deviations of the three mutants was probed to obtain further insights on the role of the hinge
segment of CPR in the interaction and ET with these physiological redox partners, using different
experimental approaches.

2. Results

2.1. Bacterial Coexpression of CPR Mutants and CYP

Wild-type CPR and CPR hinge mutants S243P, I245P and R246A were separately introduced
in the E. coli BTC strain and co-expressed with CYP1A2, 2A6 or 3A4, using methods described
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previously [26,27]. CYP expression levels were determined in bacterial whole-cells (Table 1).
When co-expressed with CPR variants, CYP expression levels varied between 109–241 nM, 96–130 nM
and 105–143 nM for CYP1A2, 2A6 and 3A4, respectively. Expression levels for these CYPs were
comparable with those found previously with BTC strains [22,28,29]. More importantly, no large
deviations were found in the CPR:CYP ratio between the four CPR variants, when expressed with
each of the three CYPs (see Table 1). This enabled us to ascribe differences in activities of the CPR
variants to the mutations, and not to variations in the stoichiometry between the two enzymes. These
ratios were actually similar to those observed in our previous studies [22,28,29] and are in the range of
those observed in human liver microsomes [30,31].

Table 1. Microsomal cytochrome P450 (CYP) and NADPH cytochrome P450 oxidoreductase (CPR)
contents of BTC cultures and membrane fractions.

CYP Isoform CPR Form

Whole-Cells Membrane Fractions

CYP 1 CYP 1 CPR 1 CPR:CYP Ratios
(nM) (pmol/mg Protein)

CYP1A2

WT 109 ± 4 54 ± 1 4.1 ± 1.5 1:13
S243P 241 ± 4 73 ± 4 7.7 ± 0.2 1:9
I245P 206 ± 11 102 ± 1 6.1 ± 0.5 1:17

R246A 176 ± 3 91 ± 2 5.4 ± 0.2 1:17

CYP2A6

WT 130 ± 2 139 ± 1 10.5 ± 1.3 1:13
S243P 98 ± 1 106 ± 3 11.2 ± 0.5 1:9
I245P 96 ± 7 102 ± 1 9.5 ± 0.9 1:11

R246A 98 ± 2 146 ± 1 10.6 ± 1.5 1:14

CYP3A4

WT 105 ± 2 83 ± 3 19.8 ± 0.2 1:4
S243P 122 ± 3 77 ± 2 22.5 ± 2.6 1:3
I245P 128 ± 3 78 ± 2 18.3 ± 0.7 1:4

R246A 143 ± 5 78 ± 1 21.4 ± 0.3 1:4
1 CYP and CPR contents are mean ± sd.

2.2. CYP-Activities When Combined with the Three CPR Hinge Domain Mutant

2.2.1. Whole-Cell Bioactivation Assays

A whole cell/bioactivation assay was used for the first evaluation of the effect of the three hinge
mutations on the activity of the three CYPs. This approach made use of the applicability of the BTC-CYP
bacteria in mutagenicity testing [26,28]. The levels in CYP-dependent bioactivation of different
pre-carcinogens, namely 2AA (2-aminoanthracene), IQ (2-amino-3-methylimidazo(4,5-f )quinolone),
NNdEA (N-nitrosodiethylamine), NNK (4-(methylnitrosamino)-1-(3-pyridyl)-1-butanone) and AfB1
(aflatoxin B1)) were determined (Table 2; Figure 1). Interestingly, two of the three CPR hinge mutants
lead to bioactivation capacities, which were either stimulated or equal, in comparison when CYPs
were sustained by WT CPR, except for mutant I245P. This hinge mutant demonstrated a decrease for
CYP1A2 and CYP3A4 mediated bioactivation of 2AA and AfB1, respectively. In contrast, CYP1A2 and
CYP2A6 bioactivation capacities (for IQ and NNdEA, respectively) were increased when assayed with
this mutant, with no significant differences in CYP2A6 bioactivation of NNK. Seemingly, the effect
of CPR mutant I245P was CYP isoform and substrate dependent. The bioactivation capacity of
all three CYPs was consistently augmented when assayed with CPR mutant R246A, i.e., all tested
compounds demonstrated increased mutagenicity levels, in comparison with CYPs sustained by WT
CPR. Mutant S243P demonstrated no significant differences in the bioactivation capacity of the three
CYPs for the tested compounds, when compared with WT CPR.
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Table 2. CYP-mediated bioactivation of pre-carcinogens.

CYP Isoform Mutagen
CPR Form

WT S243P I245P R246A

CYP1A2
2AA 1 5643 ± 271 5666 ± 177 3339 ± 145 6274 ± 106
IQ 1 335 ± 8 323 ± 7 521 ± 104 1103 ± 253

CYP2A6
NNdEA 2 537 ± 14 543 ± 21 885 ± 122 929 ± 118

NNK 2 770 ± 121 799 ± 110 788 ± 57 1014 ± 29

CYP3A4 AfB1 1 1129 ± 97 1109 ± 115 661 ± 185 1616 ± 163

Values are mean ± sd of three independent experiments, expressed as the number of revertant colonies per nmol 1

or per μmol 2 of pre-carcinogen.

 

Figure 1. Bioactivation of pre-carcinogens mediated by CYP 1A2, 2A6 or 3A4 when combined with the
three CPR hinge mutants. Bioactivation capacities were normalized with the one observed when CYPs
were combined with WT CPR. (2AA: 2-aminoanthracene; IQ: 2-amino-3-methylimidazo(4,5-f )quinoline;
NNdEA: N-nitrosodiethylamine; NNK: 4-(methylnitrosamino)-1-(3-pyridyl)-1-butanone;
AfB1: aflatoxin B1).

2.2.2. Membrane Preparations

CYP-Enzyme Kinetic Analysis

Enzyme activities of CYP1A2, 2A6 and 3A4 were measured using specific fluorogenic probe
substrates ethoxyresorufin (EthR), coumarin and dibenzylfluorescein (DBF), respectively). Reaction
velocities could be plotted according to the Michaelis-Menten equation and kinetic parameters (kcat

and KM) could be derived (Table 3). In general, CYP activities promoted by CPR mutants showed lower
turn-over rates (kcat) and affinities (KM) when compared with WT that were also CYP form dependent.
However, differences were minor in both constants and kcat/KM values were not significantly different
from WT values for all tested CYPs (Table 3).
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Table 3. Michaelis-Menten kinetic parameters of CYP activities.

CYP Isoform CPR Form

kcat
1 KM

1 Efficiency

(Product Formed
pmol·min−1·pmol−1 CYP)

(μM) (kcat/KM) (% WT)

CYP1A2

WT 0.62 ± 0.02 1.94 ± 0.16 0.32 (1.00)
S243P 0.63 ± 0.01 1.23 ± 0.05 0.51 (1.59)
I245P 0.40 ± 0.01 0.89 ± 0.04 0.46 (1.44)

R246A 0.43 ± 0.01 0.74 ± 0.06 0.59 (1.84)

CYP2A6

WT 1.37 ± 0.07 1.99 ± 0.34 0.69 (1.00)
S243P 1.17 ± 0.08 2.03 ± 0.40 0.58 (0.84)
I245P 1.20 ± 0.09 1.78 ± 0.39 0.67 (0.97)

R246A 1.53 ± 0.08 1.98 ± 0.33 0.77 (1.12)

CYP3A4

WT 2.53 ± 0.16 3.75 ± 0.55 0.67 (1.00)
S243P 1.83 ± 0.08 3.07 ± 0.34 0.60 (0.88)
I245P 1.89 ± 0.13 2.85 ± 0.50 0.66 (0.98)

R246A 2.18 ± 0.22 3.82 ± 0.87 0.57 (0.85)
1 kcat and KM values are expressed as mean values of three independent experiments ± sd, determined at 0 M NaCl.

Ionic Strength Effect on CYP:CPR Interaction

We previously demonstrated that mutations in the hinge region of human CPR strongly influences
ionic strength profiles of ET to cytochrome c [24]. Ionic strength dependency of CPR’s ET was thus
analyzed via CYP activities measurement in presence of increasing NaCl concentrations (0–1.25 M)
(Figures 2 and 3). Control experiments showed no effect of the salt concentration on the fluorescence
of the formed products (Figure S2) or on the pH of the reaction mixture (data not shown). Interestingly,
the maximum velocities of the three CYPs seem to occur at lower ionic strength conditions for all CPR
(WT or variants) when compared to their maximum velocities in cytochrome c reduction reported in
our previous study [24].

The salt dependence of CYP1A2 activity demonstrated a bell-shaped EthR O-deethylase activity
curve with all CPR tested (Figure 2A), analogous to the ones described in our former study when
measuring cytochrome c reduction [24]. The maximum activity (maximum kobs) was obtained,
on average, at 100 mM NaCl. CYP1A2 activities dropped close to zero at the highest salt concentrations
(1.25 M) for all CPR variants. CPR mutant S243P was more active than the WT, while other mutants
showed lower activities when compared with WT.

For CYP2A6 (Figure 2B), the coumarin hydroxylase activity profiles showed less dependence
on ionic strength as with CYP1A2 and showed no drop in activity at the highest salt concentrations.
Maximum velocities were obtained approximately at 150 mM NaCl. All CPR mutants presented lower
activities when compared with WT CPR.

CYP3A4 DBF O-debenzylase activity profiles (Figure 2C) were also bell-shaped, like CYP1A2,
except for the CPR mutant R246A. The maximum activity was obtained, on average, at 100 mM
NaCl. The activity dropped close to zero at the highest salt concentrations as was observed with
CYP1A2. Interestingly, the CPR mutant R246A revealed a different salt profile with CYP3A4, leading
to a continuous decrease of activity with increasing salt concentration, the maximal activity being even
greater that the one obtained with WT CPR.
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Figure 2. CYP reaction velocity (kobs) in function of the NaCl concentration, for the WT and mutant
forms of CPR with CYP1A2 (A), CYP2A6 (B) or CYP3A4 (C).

  
 

  

Figure 3. Relative CYP-reaction velocities (kobs) of CYP1A2, 2A6 and 3A4 in function of the NaCl
concentration, when combined with CPR WT (A) or mutants S234P (B), I245P (C) and R246A (D).
Velocities were normalized with the one observed when combined with WT CPR at 0 M NaCl.
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CYB5 Effect on Activity of CYP1A2, 2A6 and 3A4

CYB5 may act as an alternative donor of the second electron in the CYP catalytic cycle. We thus
studied the effect of CPR hinge mutations when associated with CYB5, to determine if the presence
of an alternative electron donor partner, capable of competing with CPR for CYPs is an important
issue in the function of the hinge segment. The effects of CYB5 on CPR/CYP combinations were
analyzed through enzyme activity assays in the presence of increasing concentrations of CYB5 and
thus different CYB5:CPR ratios (Figure 4 and Table 4). Enzyme activities were normalized to the
activity measured in the absence of CYB5. While the effect of CYB5 on CYP activities was not major,
some interesting differences could be seen, notably in the CYB5 concentration giving the best stimulus.
While for CYP1A2, the maximal effect was observed at 150 nM of CYB5, for CYP2A6 the concentration
of CYB5 giving this maximal effect was dependent on the mutation, ranging from 50 nM with the
WT CPR to 400 nM for the R246A mutant of CPR. For CYP3A4, the effect was relatively constant
between all CPR mutants, but the concentration of CYB5 needed to obtain the maximal stimulation
was much higher (400 nM). Overall, while CYP1A2 does not seem very sensitive to the presence of
CYB5, a slight inhibition could be observed at high concentrations of CYB5. For the two other CYPs,
the stimulation was quite pronounced, ranging from 2.6 to 3.4 or 1.8 to 2.6 for CYP2A6 and CYP3A4,
respectively (Figure 4). No major differences were observed between CPR WT and mutants for each
CPR/CYP combinations in term of the concentration of CYB5 to achieve the maximal effect, however,
the intensity of the stimuli was different between CPR mutants.

(a) (b) 

 
(c) 

Figure 4. Effect of CYB5 concentration on maximum reaction velocities of CYP1A2 (A), 2A6 (B) and
3A4 (C) when sustained by WT CPR and the three hinge mutants. Activities were normalized to the
one without CYB5 for each CPR mutant in comparison to WT.

81



Int. J. Mol. Sci. 2018, 19, 3914

Table 4. Effect of CYB5 on CPR/CYP combinations.

CYP Isoform CPR Form Maximal kobs
1

CYB5 Stimulus 2

CYB5:CPR Ratio 3

(%)

CYP1A2

WT 1.04 ± 0.01 100 163
S243P 1.11 ± 0.02 107 118
I245P 1.12 ± 0.04 108 208

R246A 1.12 ± 0.02 108 211

CYP2A6

WT 3.40 ± 0.04 100 26
S243P 2.72 ± 0.05 80 106
I245P 2.69 ± 0.04 79 43

R246A 3.15 ± 0.04 93 211

CYP3A4

WT 2.60 ± 0.01 100 66
S243P 1.87 ± 0.02 72 55
I245P 1.92 ± 0.01 74 68

R246A 2.06 ± 0.02 79 67
1 Normalized maximum enzyme activity: (kobs)/(kobs at 0 nM CYB5). Values are expressed as the mean of three
independent experiments ± sd. 2 Maximum CYB5 stimulus of enzyme activity when CYPs were combined
with mutant CPRs, relative to the ones obtained with CPR WT. 3 The ratio at which maximum kobs was reached.
Grey shaded values: Maximum fold stimulation of enzyme activity by CYB5 when CYPs were combined with
WT CPR.

3. Discussion

Microsomal CYP-mediated metabolism is dependent on ET through protein:protein interaction
with its primary redox partner CPR. Traditionally, membrane anchoring and a negatively-charged
surface patch of CPR have been considered to be major determinants of the proper alignment in this
interaction, in which hydrophobic interactions have also been implicated [32,33]. Still, the view on
CPR:CYP interaction for ET has become increasingly more complex with the recognition of CPR protein
dynamics in ET, presenting an equilibrium between closed/locked and open/unlocked conformers in
its function, in which the flexible hinge region seems to have a determinant role [10,16–18]. In a recent
report we have shown the importance of this hinge segment and the effect of ionic strength in ET to
the non-physiological redox partner cytochrome c, using eight different CPR mutants targeting four
critical residues [24]. Data from this report lead us to hypothesize a hydrogen H-bond network around
R246, important for the function of the open/closed dynamics.

Although the use of the soluble surrogate redox partner cytochrome c has been informative,
the open/closed dynamics and thus ET may occur differently with CPR’s natural membrane-bound
electron acceptors, such as CYPs. Three hinge mutants were selected from our former set, namely
mutant R246A, for R246’s role in the suggested H-bond network, and mutants S243P and I245P
demonstrating augmented cytochrome c reduction capabilities when compared with WT CPR. The CPR
variants were combined with three different CYPs, representatives of three major CYP-families
involved in drug metabolism. CYP families 1, 2 and 3 are responsible for 75% of all phase I metabolism
of clinically used drugs: CYP3A4 is the major enzyme, and together these three CYPs are involved in
almost 50% of metabolism of drugs [34]. Different experimental approaches were used to probe the
effect of these hinge mutations.

The first general observation is that none of the three mutations caused a complete inactivation of
CYP activity (i.e., obliterated CPR electron transfer to CYP), consistent with the data obtained using
cytochrome c as electron acceptor [24]. We thus confirm that the three targeted positions in the hinge
region are certainly part of a set of residues capable of controlling the CPR function and thus the effects
of the mutations on internal and external ET are partially compensated by a larger network involved
in the structural transitions (opening/closing).

The second interesting feature that these mutants demonstrated was their relative selectivity in
inducing CYP-isoform dependent effects. This was first observed with CYP mediated bioactivation
of pre-carcinogens, which seemed CYP isoform and in some cases substrate dependent. Still,
the measurement of mutagenicity might be a quite indirect measurement of CYP activity, in generating
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DNA damaging metabolites. However, the specific features of CPR hinge mutants were more clearly
demonstrated by the ionic strength dependency of CYP activities. Salt activity profiles were deviated
differently by the three CPR hinge mutations, in a CYP-isoform dependent manner (Figures 2 and 3).
We previously demonstrated that the salt concentration at which the overall CPR to acceptor ET
occurs depends on the relative difference in the rate of reduction of CPR and the rate of reduction
of the electron acceptor [17]. The fact that all hinge mutations affect the salt concentration at which
this maximal activity occur indicate that these CPR mutations modify the conformational equilibria.
However, as noted above, all mutations have distinct salt-dependent signatures (Figure 3). We can
thus hypothesize that the induced differences in conformational equilibria affect differently the three
tested CYPs. Interestingly, all Vmax and KM values measured for the three CYPs were nearly identical
between CPR mutants. This reinforces our current hypotheses addressing the conformational equilibria:
The single hinge CPR mutants modify the salt-dependent conformational equilibria and not the
intrinsic CYP properties. As such, they uncover the dependence of CYPs toward these conformational
equilibria and provide a potential explanation of the mechanism by which CPR could, in certain
conditions, favor one CYP over another.

An additional interesting feature of these salt profiles concerns the optimal salt concentration for
CYP activity. Previously, when membrane-bound, WT CPR and the three mutants demonstrated very
different salt concentrations for optimal cytochrome c reduction (ranging from 220–550 mM NaCl [24]).
However, in the current study when combined with CYP1A2, 2A6 or 3A4, optimal activities were
found at 100–200 mM NaCl, which together with the K/P reaction buffer approaches the ionic strength
of physiological serum (154 mM KCl). This current data set exemplifies the difference in ET between
the soluble surrogate electron acceptor cytochrome c and CPR’s natural membrane-bound redox
partners. Maximum ET rates of soluble WT CPR in cytochrome c reduction was found to occur when
CPR was equally distributed between open and closed conformers at approximately 375 mM NaCl [17].
With membrane bound WT CPR, maximum cytochrome c reduction rates were shifted above 500 mM
NaCl, namely at 527 mM [24]. As such, data from our previous and current study suggests that optimal
ET to various acceptors, either natural or artificial, occurs at very different ionic strengths. However,
under physiological conditions, membrane bound CPR is present in an equilibrium, which is mostly
in the locked state, however maintaining a very fast rate in alternating between open and closed
conformations. This reinforce the idea that additional factors, such as the presence of membrane
bound redox-partners, with stoichiometry’s favoring the electron acceptors (as is the case for CYPs,
outnumbering CPR by a factor of 5–10), modulate the open/closed dynamics, as we put forward in
our previous study [24].

As mentioned above, our data showed differences in the salt effect of the three different CYPs
when combined with WT CPR, corroborating the study by Yun et al. [35] that ascribed the ionic strength
effect observed mostly to CPR:CYP “interaction” while having relative minor effects on CYP protein
conformation [36]. Still, results of the study of Voznesensky and Schenkman [37] indicated that charge
pairing between CPR and CYP may not be the major determinant of the salt effect. Our current data„
as well as that of our previous study [24] confirms that the CPR:CYP interaction (i.e., electronic flow)
dependency on ionic strength is mainly determined by its effect on the conformational equilibrium
between locked and unlocked states of CPR and only in a minor manner by electrostatic interactions
(affinity) between the FMN domain and the acceptor. Due to this major salt effect on CPR’s open/closed
dynamics, the identification of potential electrostatic interactions between CPR and CYP have therefore
been obscured. In retrospect, the seminal studies of Voznesensky and Schenkman [37,38] and of others
(reviewed in [32]) on the salt effect of CYP catalysis in the quest for electrostatic interactions between
CPR and CYP have been hampered by the lack of knowledge, at that time, on the salt-dependent
protein dynamics of CPR.

In vivo, under constant ionic strengths conditions, affinity parameters may become determining
in the CPR:CYP interaction, modulating the open/closed dynamics as indicated above. CYB5,
the optional electron donor, demonstrated also stimulation/inhibition profiles that were dependent on
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CYPs, as well as on the various CPR used. This may also sign a relatively minor role for the affinity
between CPR/CYP and CYB5/CYP interactions. Although CPR and CYB5 share similar, but not
identical, binding-sites on the proximal side of CYP [39], the competition between the two electron
donors does not seem to be a major factor in controlling CYP activities. Still, subtle differences in
electrostatic interactions between the CPR/CYP and CYB5/CYP complexes have been shown [40,41],
which seem even to be depending on substrate binding [42], indicating specific features in the sampling
of the ensemble of open conformers of CPR.

Overall, our data point out that salt profiles are specific to CYP isoforms dependent interaction
with CPR. The idea emerges for the existence of an ensemble of different unlocked CPR conformers
that may be required for CYP-specific interactions. The highly flexible hinge region allows for a
large ensemble of open conformations from which only a few or a subset may be required for ET to
CYPs. CPR hinge mutants, by modifying the conformational equilibrium (as seen in salt profiles) may
either promote or hinder specific conformations of the unlocked state, thus allowing or preventing
interactions with (structurally) different redox partners. Such a selection of specific open conformations
could explain the differential effect of the three hinge mutations on the activity of the different CYPs.
Moreover, the soluble cytochrome c will sample these conformers quite differently when compared
with the membrane-bound CYP redox partner, a plausible explanation for the difference in effects of
the three hinge mutants when measuring ET to cytochrome c [24] or CYPs (this study).

From a structural perspective, it is clear that different CYP isoforms must share a common
functional CPR binding surface. Although mitochondrial CYPs seem to have a signature of key basic
amino acids on the proximal side for their interaction with the iron–sulfur protein adrenodoxin,
such signature sequences do not exist for microsomal CYPs in their interaction with CPR [43].
This implies diversity in critical amino acids on their proximal side and suggests the possibility
of affinity differences of microsomal CYPs for CPR, a plausible key element in the sampling of the
open CPR conformers.

The conformational plasticity of CYPs could additionally play a role in this respect. Substrate
binding has been shown to cause (subtle) conformational changes at the proximal site of CYPs,
reviewed in Kandel and Lampe, 2014 [33], which may influence the affinity and thus sampling of
open conformers of CPR for effective ET. In fact, this seems to be corroborated by our data of the
hinge mutations, causing beside CYP-isoform dependent seemingly also substrate dependent effects,
as described above.

It is tempting to speculate that CPR’s protein dynamics, containing different ensembles of closed
and open conformations, was Nature’s way to enable CPR to be the “degenerated” electron supplier of
so many (structural and functional) different redox-partners. In this respect it would be of interest to
obtain insight on the evolutionary gain and thus the physiological relevance of such a universal electron
donor for enzymes, involved in some many different and crucial metabolic pathways. In parallel to
other central enzymes, the possibility may exist of a central hub- or central controller-function of CPR,
for the fine tuning of multiple metabolic pathways and energy (NADPH) usage.

4. Materials and Methods

4.1. Reagents

L-Arginine, thiamine, chloramphenicol, ampicillin, kanamycin sulfate, isopropyl
β-D-thiogalactoside (IPTG) (dioxane-free), δ-aminolevulinic acid, cytochrome c (horse heart),
glucose 6-phosphate, glucose 6-phosphate dehydrogenase, nicotinamide adenine dinucleotide
phosphate (NADP+ and NADPH), 2-aminoanthracene (2AA), N-nitrosodiethylamine (NNdEA),
4-(methylnitrosamino)-1-(3-pyridyl)-1-butanone (NNK), aflatoxin B1 (AfB1), resorufin, 7-hydroxy
coumarine and fluorescein were obtained from Sigma-Aldrich (St. Louis, MO, USA).
2-amino-3-methylimidazo(4,5-f)quinoline (IQ) was obtained from Toronto Research Chemicals
(North York, ON, Canada). LB Broth (Formedium, Norfolk, UK), bacto tryptone and bacto peptone

84



Int. J. Mol. Sci. 2018, 19, 3914

were purchased from BD Biosciences (San Jose, CA, USA). Bacto yeast extract was obtained from
Formedium (Norwich, England). EthR and coumarin were obtained from BD Biosciences (San Jose,
CA, USA) and DBF from Santa Cruz Biotechnology (Santa Cruz, CA, USA). A polyclonal antibody
from rabbit serum raised against recombinant human CPR obtained from Genetex (GTX101099)
(Irvine, CA, USA) was used for immunodetection of the membrane-bound CPR.

4.2. Bacterial Expression of Human CYB5 and Purification

The cDNA of the open reading frame of human full length CYB5 was cloned in pET15b,
as described in Nunez et al., 2010 [44], except that the full sequence was used instead of only the
soluble part of it. The resulting plasmid was transformed into BL21-DE3 for expression. A single
colony was grown in Terrific Browth medium containing 100 μg/mL ampicillin for 72 h with shaking
at 22 ◦C. Cells were harvested by centrifugation at 4000× g, and the resulting pellet was resuspended
and incubated for 30 min in 50 mM Tris-HCl, pH 7.4, containing 1 mM PMSF and 1 mg/mL lysozyme.
Cells were lysed by sonication. Then 0.02 mg/mL RNase and 0.05 mg/mL DNase were added,
and CYB5 was solubilized at 4 ◦C with 1% (w/v) sodium cholate, pH 7.4, for 1 h with moderate
shaking. Supernatant was loaded onto a DEAE-cellulose anion-exchange column equilibrated with
0.2% (w/v) sodium cholate, 20 mM sodium/potassium phosphate buffer, pH 7.4. CYB5 was eluted
with 0.5 M NaCl, 0.2% cholate, and 20 mM sodium/potassium phosphate buffer, pH 7.4. Fractions
containing CYB5 were applied to a hydroxylapatite column equilibrated with 0.5 M NaCl and 20 mM
sodium/potassium phosphate buffer, pH 7.4. Pure CYB5 was eluted with 0.1% (w/v) sodium cholate
and 0.5 M sodium/potassium phosphate buffer and dialyzed against 0.1% (w/v) sodium cholate, 1 mM
PMSF, and 20 mM sodium/potassium phosphate buffer. CYB5 content of samples was determined by
spectrophotometric techniques as described previously [28,29]. CYB5 was concentrated and stored at
−20 ◦C.

4.3. Bacterial Co-Expression of Human CPR Mutants and CYPs

CPR forms were expressed as a full-length membrane bound proteins using a dedicated E. coli
host, the BTC strain, using the specialized bi-plasmid system adequate for co-expression of CPR
with representative human CYP [26,27]. Plasmid pLCM_POR [20] was used for the expression of the
membrane-bound, full-length WT form and mutants of human CPR [24]. The expression of human
CYP-isoforms in the cell model was accomplished with plasmid pCWori containing human wildtype
CYP cDNA (pCWh_1A2, pCWh_2A6 or pCWh_3A4) [45]. The pLCM_POR and the CYP plasmids
pCWh were transfected through standard electroporation procedures [22]. Each strain was cultured
in TB medium supplemented with peptone (2 g/L), thiamine (1 μg/mL), ampicillin (50 μg/mL),
kanamycin (15 μg/mL), chloramphenicol (10 μg/mL), trace elements solution [46] (0.4 μL/mL), IPTG
(0.2 mmol/L) and δ-Ala (100 μmol/L), final concentrations. Cultures were started with −80 ◦C
glycerol stocks and cells were grown for 16 h at 28 ◦C with moderate agitation. CYP content of bacterial
whole-cells preparations was determined using standard CO-difference spectrophotometry [47].

4.4. Whole-Cell Mutagenicity Assays

The mutagenicity assays were performed as described previously [20,23,45,47] using the
liquid pre-incubation assay technique [48,49]). Briefly, BTC bacteria were grown for 18 h in
TB medium supplemented with peptone (2 g/L), thiamine (1 μg/mL), ampicillin (50 μg/mL),
kanamycin (15 μg/mL), a mixture of trace elements solution [46] (0.4 μL/mL) and IPTG (0.2 μmol/L),
final concentrations. Pre-incubation was performed for 45 min in an orbital shaker at 37 ◦C before
plating. Incubation buffer contained 10 mM glucose. Stock solutions of carcinogens were freshly
made in dimethyl sulfoxide (DMSO) and working solutions were obtained by dilution in water.
DMSO concentration in preincubations were ≤1.3%. Experiments were performed at least in triplicate.
Revertant colonies on L-Arg selector plates were counted after 48 h incubation at 37 ◦C. Revertant
colonies were determined by ProtoCOL 3 colony counter (Synbiosis, Cambridge, UK) using ProtoCOL
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V0 1.0.6 Software. CYP-mediated bioactivation was expressed in terms of mutagenic activity [L-arginine
prototrophic (revertant) colonies per nmole of test compound, or in revertant colonies per μmole of
test compound], determined from the slope of the linear portion of the dose–response curve.

4.5. Membrane Preparation and Characterization

Membrane preparations were isolated as previously described [22,24]. Briefly, cultures were
harvested at 2772× g for 20 min at 4 ◦C. The pellet was resuspended in Tris-sucrose buffer (50 mM
Tris-HCl, 250 mM sucrose, pH 7.8). Lysozyme was added to a final concentration of 0.5 mg/mL, EDTA
(0.5 mM), phenylmethanesulfonyl fluoride (0.5 mM) and benzonase (12.5 U/mL). Cells were incubated
on a roller bench for 30 min at 4 ◦C. Cell lyses was performed by freezing (−80 ◦C) and thawing
(1 cycle) and by subsequent several short rounds (30 s) of low-intensity sonication, interspersed with
60 s of ice-bath submersion. The suspension was centrifuged at 2772× g, for 20 min at 4 ◦C to eliminate
unbroken cells. Membranes were pelleted by ultracentrifugation of the supernatant at 100,000× g at
4 ◦C for 60 min. Membranes were resuspended in TGE buffer (75 mM Tris-HCl, 10% (v/v) glycerol,
25 mM EDTA, pH 7.5) using a Potter homogenizer and stored at −80 ◦C. Protein concentrations were
determined using the method described by Bradford, following the manufacturer’s protocol from
Bio-Rad (San Francisco, CA, USA), using bovine serum albumin as the standard. CYP contents of
membrane preparations were determined using CO-difference spectrophotometry. Membrane proteins
were separated by SDS–PAGE gel electrophoresis (10% polyacrylamide gel) and either stained with
Coomassie blue or electro-transferred to PVDF membranes and further processed. CPR content of
membrane fractions was quantified by immunodetection against a standard curve of purified human,
full-length WT CPR, using polyclonal rabbit anti-CPR primary antibody and biotin-goat anti-rabbit
antibody in combination with the fluorescent streptavidin conjugate (WesternDot 625 Western Blot
Kit; Invitrogen, Eugene, OR, USA) (see Figure S1). Densitometry of CPR signals was performed using
LabWorks 4.6 software (UVP, Cambridge, UK).

4.6. CYP-Enzyme Assays

Using membrane preparations, CYP-activities were assessed through determination of product
formation by EthR O-deethylation (EROD; CYP1A2) (excitation 530 nm; emission 580 nm), coumarin
7-hydroxylation (CYP2A6) (excitation 330 nm; emission 460 nm) or O-debenzylation of DBF (CYP3A4)
(excitation 485 nm; emission 535 nm) [20,22,26]. Assays were performed in 96-well format with a
multi-mode microtiter plate reader (SpectraMax®i3x, Molecular Devices, USA) using SoftMax Pro 2.0
Software. Experiments were conducted with 8 nM CYP1A2, 100 nM CYP2A6, and 25 nM CYP3A4 (final
well concentrations). Reactions were performed in 100 mM potassium phosphate buffer (without NaCl)
(pH 7.6) supplemented with 3 mM MgCl2 and an NADPH regenerating system (NADPH 200 μM,
glucose 6-phosphate 500 μM and glucose 6-phosphate dehydrogenase 40 U·L−1, final concentrations).
Stock solutions of EthR were prepared in DMSO, while coumarin and DBF were prepared in acetonitrile
(ACN). Final solvents concentrations were maintained constant throughout the experiment (0.2% (v/v)
DMSO or 0.1% (v/v) ACN). Product formation was followed for 10 min at 37 ◦C and rates were
calculated by using a standard curve of the products. Reactions were performed in triplicate with
substrate concentrations ranging up to 5 μM EthR (CYP1A2), 20 μM coumarin (CYP2A6) or 10 μM
DBF (CYP3A4). Velocity data were plotted according to the Michaelis–Menten equation with high
confidence (r2 > 0.95) using GraphPad Prism 5.01 Software (La Jolla, CA, USA) and kinetic parameters
(kcat and KM) were derived [20,22,47]. Variance in data was analyzed using one-way ANOVA with
Bonferroni’s multiple comparison tests, with 95% confidence interval—GraphPad Prism 5.01 Software
(La Jolla, CA, USA).

4.7. Ionic Strength Effect

Catalytic activity of CYP1A2, 2A6, and 3A4, sustained by WT CPR and CPR mutants, was assessed
at various NaCl concentrations (0–1.25 M), using 5 μM EthR, 20 μM coumarin and 10 μM DBF,
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respectively, in 100 mM potassium phosphate buffer (pH 7.6), and NADPH regenerating system
(NADPH 200 μM, glucose 6-phosphate 500 μM and glucose 6-phosphate dehydrogenase 40 U L−1,
final concentrations). Velocities were measured in triplicate in 96-well format using multi-mode
microtiter plate reader (SpectraMax®i3x, Molecular Devices, San José, CA, USA; SoftMax Pro 2.0).
Initial rates (picomoles of fluorescent product formed per picomoles of CYP per minute) were derived
from the linear part of the kinetic traces using a standard curve of the respective products. Control
experiments were conducted to assess the effect of ionic strength on the pH of the reaction matrix and
the fluorescence of products.

4.8. CYP Activity Titration with CYB5

The CYB5 titration assay was performed in microplate format (96 wells) using the same enzyme
assay conditions as described above (without NaCl), except substrate concentrations were hold
constant (5 μM EthR, 20 μM coumarin or 7.5 μM DBF), applying a gradient of CYB5 (0–2000, 0–800
and 0–1000 nM for CYP1A2, 2A6 and 3A4, respectively).

Supplementary Materials: Supplementary materials can be found at http://www.mdpi.com/1422-0067/19/12/
3914/s1.
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Abbreviations

2AA 2-Aminoanthracene
ACN Acetonitrile
AfB1 Aflatoxin B1
CPR NADPH-cytochrome P450 reductase
CYB5 Cytochrome b5
CYP Microsomal cytochrome P450
DBF Dibenzylfluorescein
DMSO Dimethyl sulfoxide
EROD Ethoxyresorufin O-deethylation
ET Electron transfer
EthR Ethoxyresorufin
FAD Flavin adenine dinucleotide
FMN Flavin adenine dinucleotide
IPTG Isopropyl β-D-thiogalactoside
IQ 2-Amino-3-methylimidazo(4,5-f)quinoline
NADP+/NADPH Nicotinamide adenine dinucleotide phosphate
NNdEA N-nitrosodiethylamine
NNK 4-(Methylnitrosamino)-1-(3-pyridyl)-1-butanone
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Abstract: As many novel cancer therapies continue to emerge, the field of Cardio-Oncology
(or onco-cardiology) has become crucial to prevent, monitor and treat cancer therapy-related
cardiovascular toxicity. Furthermore, given the narrow therapeutic window of most cancer therapies,
drug-drug interactions are prevalent in the cancer population. Consequently, there is an increased
risk of affecting drug efficacy or predisposing individual patients to adverse side effects. Here we
review the role of cytochrome P450 (CYP450) enzymes in the field of Cardio-Oncology. We highlight
the importance of cardiac medications in preventive Cardio-Oncology for high-risk patients or in the
management of cardiotoxicities during or following cancer treatment. Common interactions between
Oncology and Cardiology drugs are catalogued, emphasizing the impact of differential metabolism of
each substrate drug on unpredictable drug bioavailability and consequent inter-individual variability
in treatment response or development of cardiovascular toxicity. This inter-individual variability in
bioavailability and subsequent response can be further enhanced by genomic variants in CYP450, or
by modifications of CYP450 gene, RNA or protein expression or function in various ‘omics’ related
to precision medicine. Thus, we advocate for an individualized approach to each patient by a
multidisciplinary team with clinical pharmacists evaluating a treatment plan tailored to a practice of
precision Cardio-Oncology. This review may increase awareness of these key concepts in the rapidly
evolving field of Cardio-Oncology.

Keywords: CYP450; drug metabolism; precision Cardio-Oncology; precision medicine;
systems medicine

1. Introduction

Cardio-Oncology is an emerging field that sits at the interface of Cardiology and Oncology and
has close relationships with primary care specialties. A variety of oncology drugs can injure the
cardiovascular system, causing various forms of cardiovascular toxicities. Further, cardiology drugs
are widely used by the general population and by individuals with cancer. Many of these drugs
are also frequently used for preventive cardioprotection or for the management of cardiotoxicity
that has already occurred. In this review, we highlight several cytochrome P450 (CYP450) enzymes
relevant to Cardio-Oncology (Figure 1). We classify drugs as CYP450 substrates, inducers or inhibitors,
with an explanation of the three types of drug-enzyme interaction. Drug-drug interactions between
Oncology and Cardiology drugs mediated by CYP450 enzymes are also surveyed. In addition, we
discuss the fact that differential metabolism of each substrate drug in each specific individual can
determine bioavailability. Examples from precision Cardio-Oncology are integrated to illustrate that
inter-individual bioavailability can be further enhanced by genomic variation in CYP450 enzymes.
Some variants enhance enzyme activity, while others do just the opposite. This helps to determine the
level of drug available in the body. Not only genomic variants but also other modifications of the enzyme
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gene, RNA or protein, including those due to gene-environment interactions, can alter drug levels and
individual response in precision medicine. We hope that this review can assist multidisciplinary teams
in Cardio-Oncology with difficult drug-related decisions relevant to metabolism and bioavailability.

 
Figure 1. The pie chart depicts the various P450 isoforms, the percentage of clinically used drugs
metabolized by the isoform and factors inducing or inhibiting the respective P450 enzyme, thereby
influencing variability. The most important factors influencing variability are in bold, with a vertical
arrow indicating increased activity (↑), decreased activity (↓) or both (↑↓). Biologic sex (female (f) or male
(m)) and rarely polymorphism (CYP1A2) can be of controversial significance. In total, 248 CYP-related
drug metabolism pathways were analyzed (excluding chemicals and endogenous substrates). Used
with permission [1].

2. CYP450 Class of Enzymes

The CYP450 monooxygenase system consists of a family of enzymes that metabolize a variety
of medications relevant to Cardiology and Oncology. The CYP450 enzymes are primarily located in
the liver but can also be found in the small intestines, lungs, kidneys and even the heart [1–4]. These
enzymes are responsible for the first pass metabolism and largely explain the higher pharmacokinetic
variability of oral drugs compared to intravenous medications [5,6]. Their etymology derives from
their intracellular, membrane-bound localization (i.e., cyto-), with a heme pigment forming part of
the protein (i.e., chrome). The heme portion of the enzymes absorbs light at a maximum wavelength
of 450 nm when complexed with carbon monoxide in the reduced state. In humans, more than 100
collective genes and pseudogenes encode over 50 CYP450 enzymes. CYP1A2, CYP2C9, CYP2C19,
CYP2D6 and CYP3A4/5 metabolize over 90% of the substrate drugs and are the most extensively
studied CYP450 enzymes [1–3,7] (Table 1).

Drug metabolism in the liver occurs in three major steps: hepatic (transporter-mediated) uptake,
phase I reactions and phase II reactions. Hepatic uptake is responsible for a trivial amount of
pharmacokinetic variability. In phase I reactions, the CYP450 enzymes oxidize, reduce or hydrolyze
their substrates, resulting in loss of pharmacological activity or activation of prodrugs [3]. In phase II
reactions, non-CYP450 enzymes conjugate phase I products by adding glucuronide, acetyl, methyl or
sulphate groups to form usually inactive polar derivatives for renal or biliary elimination [3,8].
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Table 1. Most common cytochrome P450 (CYP450) enzymes in humans.

Enzyme
Upper Limit of Normal

Percentage of Total Hepatic CYP450 (%)

CYP3A4 37
CYP3A5 1
CYP2C9 29
CYP1A2 16.3
CYP2A6 14
CYP2B6 5.3
CYP2D6 4.3
CYP2C19 3.8

Note: As this is a range, values do not completely sum to 100%. Adapted from [1] with permission.

2.1. Phase I Enzymes

The most predominant CYP450 enzyme class involved in phase I reactions is the CYP3A family.
CYP3A drugs metabolize 45–60% of all drugs currently in use [9,10], with CYP3A4 representing the
most common allele. CYP3A4 is predominantly found in the liver [11,12] and intestines [13,14] and
can also be found in the stomach, brain, breast and prostate [15]. A second phase I enzyme CYP3A5
is present in the liver and small intestine of 25–30% of individuals [1,3]. A third enzyme CYP3A7
is present predominantly in fetuses (50% of total expression), with expression typically shifting to
CYP3A4 in adulthood [1]. CYP1A2 is constitutively expressed primarily in the liver, in significant
quantities, measuring up to 16% of the total hepatic P450 pool in some individuals [1]. CYP2C9 is
the second most common CYP450 enzyme found in the liver and extrahepatic tissues such as the
intestines and endothelial cells; many CYP2C9 substrates (e.g., warfarin) have narrow therapeutic
indices, requiring careful monitoring in patients taking these drugs. CYP2C19 is expressed in the liver
and kidneys and is responsible for the metabolism clopidogrel, a drug commonly used in cardiology
and with relevance for Cardio-Oncology; genetic variation is often associated with adverse drug
effects. The CYP2D6 enzyme is primarily expressed outside of the liver and metabolizes approximately
15–25% of drugs from all therapeutic areas, including Cardiology (e.g., beta-blockers, antiarrhythmics)
and Oncology (e.g., tamoxifen). There is substantial inter-individual variability with hepatic CYP450
enzyme activity, ranging from 30- to 40-fold variation for collective CYP3A enzymes [16–19] to 100-fold
variation for CYP2D6 [16,19].

2.2. Phase II Enzymes

Phase II enzymes are non-CYP450 proteins that can indirectly exert influence on CYP450 enzyme
activity. The most commonly occurring phase II reactions are glucoronidation and sulfonation (or
sulfurylation), which are catalyzed by the enzymes uridine diphosphate glucoronysltransferase (UGTs)
and sulfotransferases (SULTs), respectively. These enzymes are located throughout the gastrointestinal
and genitourinary tracts.

The UGTs catalyze transfer of glucuronic acid to onto oxygen, nitrogen or sulfur on substrate
drugs. Substrates range from endogenous substances (e.g., bilirubin, estradiol, serotonin) to exogenous
substances (e.g., propofol, morphine). Interindividual variability in levels of UGT, stemming from
a patient’s age, sex, presence of enzyme inhibitors/inducers can contribute to drug-induced toxicity
(slow metabolism) or ineffectual drug levels (rapid metabolism) [20].

Toxic drug metabolites of UGTs levels can lead to additive toxicity with P450 (phase I) drug-drug
interactions. For example, the glucoronated products of gemfibrozil can inactivate CYP2C8, causing
toxic levels of statins and significant rhabdomyolysis [21]. Likewise, clopidogrel can also inactivate
CYP2C8, resulting in toxic levels of gemfibrozil [22]. Finally, UGT1 levels have been shown to inversely
associate with development of a number of cancers (i.e., colon cancer, breast, bladder and biliary) in
conditional UGT1 knockout mice [23].
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Sulfonation reactions result in increased hydrophilicity and (usually) decreased pharmacological
activity or inactivation of certain endogenous substances, such as thyroid hormones, steroids and
monoamine transmitters. Inhibition of sulfonation by some compounds or metabolites can increase
the toxicity of these substances [24,25]. Conversely, sulfonation can also bioactivate some substrates.
This can result in a benign, more metabolically active form (e.g., minoxidil, morphine) [25] or can
produce certain toxic metabolites, thereby increasing drug toxicity (e.g., tamoxifen) [24,26]. There are
three main SULTs supergene families in humans—SULT1, SULT2, SULT4 [24–26]. SULT1A is most
concentrated in the liver and has also been found in the kidney, lung, brain and gastrointestinal and
genitourinary systems. The extensive expression of SULT1A1 and SULT1A3 in the intestines and
lungs suggest they may play a role in extrahepatic drug detoxification and metabolism. SULT1B
functions in thyroid hormone metabolism. SULT2A and SULT2B family are active in the metabolism of
steroids and bile acids and are present throughout the body. Notably, products of sulfonation reactions
catalyzed by various SULT enzymes (e.g., 1A1, 1A2, 1A3, 1C2, 1C4 and 2A1) can result in chemically
reactive intermediate compounds that bind DNA, eliciting mutagenicity and carcinogenicity [25].
Interindividual variation in human sulfotransferase activity varies from 5- to 36-fold, largely explained
by single nucleotide polymorphisms (SNPs) in the coding regions of SULT genes. This variation can
play a complementary role to phase I reactions (largely catalyzed by P450 enzymes) in determining an
individual’s response to therapeutics.

2.3. Substrates, Inducers and Inhibitors

Drugs that interact with the CYP450 enzymes can be divided into three categories: substrates,
inhibitors and inducers. Substrates are drugs upon which specific CYP450 enzyme acts. Inducers are
drugs that increase enzyme activity. Inhibitors are drugs that decrease enzyme activity. Inhibitors
compete with other drugs (typically substrates) for enzyme active sites, therefore altering the optimal
level of a given substrate drug in the plasma. This alters the intended drug pharmacokinetics, rendering
many prodrugs ineffective or conversely, potentially raising other drugs’ plasma concentrations to
toxic levels. A strong inhibitor is defined as one that increases plasma AUC substrate values greater
than 5-fold or decreases substrate clearance to more than 80% of normal levels. A moderate inhibitor
causes a greater than 2-fold increase in the plasma AUC values or a 50–80% decrease in drug clearance.
A weak inhibitor causes a greater than 1.25-fold increase in plasma AUC values or a 20–50% decrease in
drug clearance. Drugs commonly used in cardiology fall into all three categories (substrates, inducers
and inhibitors) (Table 2) and can potentially interact with oncology drug substrates; the converse is also
true. Being mindful of drug-drug interactions due to CYP450 activity related to substrates, inducers
and inhibitors may help protect the hearts of patients undergoing cancer therapies.
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3. Drug-Drug Interactions

Drug-drug interactions are fairly common in the oncologic patient with cardiac disease (Tables 2
and 3). In one study [42], 16% of patients receiving oral antineoplastic agents developed at least one
major drug-drug interaction. This is of particular concern, given the narrow therapeutic window of
many antineoplastic agents and some cardiology medications. In another study, a range of drug-drug
interactions involving chemotherapeutic and common cardiac medications resulting from either
pharmacokinetic (PK) interactions, pharmacodynamic (PD) interactions or a combination of the two
was described [3,43]. The most common PK interactions in oncology involve the CYP450 enzymes
and the efflux pump P-glycoprotein located in the intestine [43,44]. In essence, PK interactions
describe the body’s effect on a drug or substance, especially its absorption, distribution, metabolism or
elimination [44,45]. On the other hand, PD interactions describe a drug’s effect on the body. Drug-drug
interactions in this arena are due to often unintentional additive effects of two agents with similar
molecular targets, resulting in toxicity.

An example of a PD interaction in Cardio-Oncology occurs with concurrent use of beta-blockers
(in Cardiology) and ceritinib/crizotinib (in Oncology); the latter is a combination chemotherapeutic
drug used to treat metastatic (ALK-/ROS1-positive) non-small cell lung cancer. Co-administration of
these medications can lead to symptomatic bradycardia, which can potentially be life-threatening [43].
Additionally, ceritinib/crizotinib can prolong the QT interval. Therefore, administration with other
QT-prolonging medications that are often administered with chemotherapy, such as antiemetics,
antibiotics and antidepressants, can potentially lead to malignant arrhythmias, including polymorphic
ventricular tachycardia or ‘torsades de pointes.’ [43,46]. Consequently, beta-blockers or QT-prolonging
medications should be used judiciously with ceritinib/crizotinib if co-administered with any drugs
that inhibit CYP3A, as both ceritinib and crizotinib are extensively metabolized by CYP3A in the
liver [47,48].

An example of a PK interaction in Cardio-Oncology involves the moderate inhibition of CYP3A4
by diltiazem/verapamil. When co-administered with chemotherapeutic agents metabolized by the
same pathway, such as doxorubicin, imatinib or ibrutinib, this could lead to increased chemotherapy
drug concentration. This can be accompanied by several adverse effects, including QT prolongation,
gastrointestinal symptoms, shortness of breath, edema, chest pain, hepatotoxicity or bone marrow
suppression [43]. This can be managed by using alternative medications for chronotropy or blood
pressure control during the expected course of chemotherapy or appropriately decreasing the dose of
administered chemotherapy if absolutely necessary [43,46].

Antiplatelet agents are a mainstay of atherosclerotic cardiovascular disease treatment and
account for 40.4% of drug sales in cardiovascular disease [49]. PK interactions between
antiplatelet agents and chemotherapeutics can alter the level of functioning of one or both drugs.
For example, the chemotherapeutic combination agent enzalutamide/dasatinib can decrease the level
of antiplatelet medication in the blood, causing disastrous/catastrophic consequences following cardiac
catheterization [43]. When doxorubicin is administered with ticagrelor, CYP3A4 inhibition by ticagrelor
can lead to an increase in doxorubicin exposure, placing patients at increased risk for known toxicities
of the drug [43]. Based on the indicated chemotherapy regimen, the antiplatelet agent can usually be
adjusted, taking into account patient characteristics.

Anticoagulants are indicated for patients with malignancies who develop deep venous thromboses
(DVT) or pulmonary emboli (PE), which complicate the clinical course of approximately 5–10% of all
cancer patients [50]. In patients with malignancies who also have cardiovascular disease requiring
anticoagulation (e.g., atrial fibrillation, mechanical valves, mechanical support devices), the number of
concurrent medications can increase the risk of drug-drug interaction. Historically, warfarin has been
the most commonly used anticoagulant and remains in frequent use due to familiarity, cost and patient
preference. Most drug-drug interactions involving chemotherapeutic agents and warfarin are due to a
reduction in warfarin metabolism, often from CYP450 inhibition, leading to increased risk of bleeding
(Table 2) [43]. As warfarin operates via vitamin K inhibition, oncologic patients with numerous reasons
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for vitamin K deficiency, such as diarrhea from chemotherapy or radiation or antibiotics for infections
due to immunosuppression, face an additionally increased risk of bleeding [43]. The current standard
of care for management of cancer-associated venous thromboembolism (VTE) is low molecular weight
heparin [51–55]. Direct oral anticoagulants (DOACs) are emerging as potentially equally efficacious
alternatives to low molecular weight heparin, with ideal bioavailability and mode of administration
(orally) [29]. However, DOACs should be used cautiously in certain populations at increased risk for
bleeding complications (e.g., gastrointestinal malignancies, advanced age and frailty) [43,50]. It is
of note that DOACs are variably metabolized by CYP450 enzymes (dabigatran 0%, edoxaban < 4%,
apixaban 15%, rivaroxaban 66%) [29]. Therefore, in cancer patients concurrently treated with strong
CYP3A4 inducers or inhibitors (Table 2), dabigatran (or possibly edoxaban) may become the DOAC of
choice; such decision-making may benefit from close collaboration with a clinical pharmacist [29,56].
Nevertheless, both LMWH and DOACs have fewer drug-drug interactions than warfarin [43,56–58].

4. Precision Cardio-Oncology

4.1. Variability in Concentration and Activity

There can be wide variation in the concentration levels and activity of CYP450 between and
within populations, as illustrated in the following examples. In the general population, there is up to
50-fold variation in the levels of CYP3A4 among individuals [15,59]. In a small study investigating
the metabolism of cyclophosphamide in patients with lung, breast and gastrointestinal malignancies,
the level of CYP2C19 was lower in patients with cancer compared to the general population [60].
Conversely, in a study investigating the role of miRNA in the regulation of CYP1B1, higher levels of
CYP1B1 were noted particularly among individuals with estrogen-sensitive cancers [60,61]. Indeed,
some CYP450 enzymes are preferentially upregulated by cancerous cells. For example, CYP1B1, mainly
expressed in the ovary, uterus and breast tissue [61,62], is upregulated in malignant cells [63] to catalyze
the metabolic activation of pro-carcinogens such as polycyclic aromatic hydrocarbons, aryl nitrate and
4-hydroxyestradiol [61]; 4-hydroxyestradiol is a catechol metabolite of 17β-estradiol, which generates
free radicals, resulting in DNA damage [64,65]. Additionally, among patients with cancer, there can be
wide variation in CYP450 enzyme activity.

4.2. Interindividual and Genetic Variability

Genetic variability, for example, of promoter or coding regions, may in part explain why different
individuals have varying responses to the same drugs. Single nucleotide polymorphisms among
CYP450 enzymes affect metabolism and therefore bioavailability of substrate drugs. Polymorphisms in
CYP1A2 and CYP2B6 can result in decreased nicotine metabolism in smokers and have been associated
with increased susceptibility to cancers and possibly atherosclerotic cardiovascular disease [1]. In
particular, different combinations of alleles of CYP450 enzymes resulting in absent, low or high levels
of enzymatic activity can lead to differential responses (e.g., toxicity, underdosing) to drug regimens,
due to variable drug clearance [1,42,43].

4.3. Genomic Profiling

Genomic profiling in general characterizes an individual’s complement of genes [66]. Next
generation sequencing and genome-wide association studies (GWAS), which correlate SNPs with
disease phenotypes, have revolutionized the speed at which such information can be analyzed,
investigated and translated into a component of clinical care [67]. Genomic profiling is most commonly
utilized in oncology—particularly for breast, ovarian, colon and lung cancers [67]. The applicability in
cardiology is increasing, from medication metabolism to treatment of cardiomyopathy and inherited
arrhythmias [67]. Genomic profiling has a number of potential applications, including the study of
genetic variations that influence individual response to drugs (i.e., pharmacogenomics), precision
medicine and new modalities to diagnose and treat disease.
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4.3.1. Genomic Variation in CYP450

CYP450 genomics examine how modifications in the genes encoding the CYP450 complex
affect enzyme function in metabolism and downstream drug therapeutic response. This has
direct clinical applicability. This can be illustrated by examining two CYP450 enzymes relevant
to Cardio-Oncology—CYP2C19 and CYP2D6 [7,16,68].

4.3.2. Genomic Variation in CYP2C19

Over 50 CYP2C19 genomic variants have been identified [7]. The CYP2C19 gene is located
on chromosome 10q24.1q24.3, is composed of nine exons and produces a medium-sized protein
(55.93 kDa) from 490 amino acids [7]. Homozygosity for loss-of-function alleles confers poor metabolism,
heterozygosity for loss-of-function (LOF) alleles confers intermediate metabolism, wild type alleles
(*1/*1) confer what may be considered ‘normal’ metabolism and homozygosity for a gain-of-function
(GOF) allele confers ultra-rapid metabolism [7]. The four major phenotypes listed above correspond
to selected permutations of the most common CYP2C19 genetic variants (*1, *2, *3, *17) in the
dose-response relationship (Table 3). The frequency of these phenotypes seems to differ with ethnicity.
Approximately 2% of Europeans (the most widely studied population) are poor CYP2C19 metabolizers,
while up to 20% of Asians are poor metabolizers [1,2,69], underscoring the need for further study in all
populations. Poor or intermediate metabolism of clopidogrel may lead to persistently elevated platelet
function in spite of treatment (i.e., high on-treatment platelet reactivity or HTPR) in individuals treated
for acute coronary syndromes (ACS) [7]. These individuals remain at high-risk for ischemia, limited
post-PCI myocardial flow and adverse cardiovascular outcomes (e.g., stent thrombosis, myocardial
infarction, stroke and death) [7]. The most common SNPs responsible for the poor metabolizer
phenotype result from premature stop codons due to the presence of Adenine in lieu of Guanine on
nucleotide 681 of exon 5 (CYP2C19*2) and on nucleotide 636 of exon 3 (CYP2C19*2). While there are
other alleles associated with CYP2C19 LOF (CYP2C19*4, *5, *6, *7, *8), they comprise less than one
percent of the known CYP2C19 alleles [7]. Only one GOF variant (CYP2C19*17) has been identified.

Table 3. Anticipated CYP2C19 phenotypes corresponding to genotypes. Used with permission of
Creative Commons [7], copyright 2019; and adapted from Reference [70], used with permission of John
Wiley and Sons; copyright 2013.

Phenotype Example Genotypes Enzyme Activity

Ultra-rapid metabolizer (UM) *1/*17
*17/*17 Normal or increased

Extensive metabolizer (EM) *1/*1 (wild type) Normal

Intermediate metabolizer (IM)

*1/*2
*1/*3
*2/*17
*3/17

Intermediate

Likely intermediate
Likely intermediate

Poor metabolizer (PM)
*2/*2
*3/*3
*2/*3

Low or absent

4.3.3. Genomic Variation in CYP2D6

CYP2D6 phenotypes can also be categorized into 4 different groups based on enzyme activity: poor
metabolizer, intermediate metabolizer, extensive metabolizer and ultra-rapid metabolizer [16,71–75].
The poor metabolizer phenotype is in part explained by genetic alterations, namely frame-shift
mutations or splicing defects, yielding minimal expression of the CYP2D6 protein or a nonfunctional
CYP2D6 protein [16]. There are over 100 CYP2D6 genomic variants, of which nearly half—through
either decreased (CYP2D6*9, *17, *41, etc.) or no functional enzyme (CYP2D6 *4, *6, *15, etc.)—are
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phenotypically poor metabolizers [68]. The remaining known variants are phenotypically normal or as
of yet undetermined. Less than 10% of the population possesses the 2D6 poor metabolizer phenotype
and CYP2D6 metabolizes up to 20% of medications currently in use in the general population [16].
More research is needed to similarly characterize mechanisms behind the extensive and ultra-rapid
CYP2D6 metabolizer phenotypes [16]. Further, translational and post-translational modifications
may complement the contribution of genomics to interindividual variability. Among individuals
with confirmed wild type (‘normal’) gene copies of CYP2D6, a remarkable extent of interindividual
variability of phenotypic CYP2D6 activity was noted [16,76].

4.4. Systems Approach

While genetic variation plays a distinct role, this does not completely account for interindividual
differences in CYP450 enzyme concentration level and activity [7,16]. The contribution of
variation in transcriptional regulators and (more recently) posttranscriptional protein modifications
(especially alterations in microRNA) affecting CYP450 expression are gaining increasing recognition [15].
Further, ontogenic changes to CYP450 activity, due to xenobiotic exposure (e.g., phenobarbital) during
early development and the early postnatal period, have been shown to have long-lasting effects in
mouse models. Importantly, efforts to achieve both early diagnosis and optimal treatment of disease
as well as prevent and mitigate cardiac adverse effects in oncology patients has led to study and
potential application of multi-omic disciplines to the field of Cardio-Oncology [7,77]. Genomics,
epigenomics, transcriptomics, proteomics, miRNAomics, metabolomics and microbiomics have the
potential to more precisely guide the clinical management of these patients [7,78]. The integration
of multi-omics with systems biology and incorporating disciplines such as mobile health (mHealth),
pharmacogenomics, mathematical and computational modeling is depicted in Figures 2 and 3 and has
been well described [7,77,78].

Figure 2. Multi-level systems-based approach to CYP450 expression, activity and regulation in Precision
Cardio-Oncology. These multi-omics and additionally epigenomics, metabolomics, microbiomics and
other personalization tools will likely be integrated in the future with mobile health, informatics and other
emerging technologies for precision patient care relevant to Cardiology, Oncology and Cardio-Oncology.
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Figure 3. The P*3 Precision Medicine approach to individualizing therapy involving P450 enzymes.
P1, Pre-empt: Pre-emption encompasses incorporation of elements of systems-based medicine, such
as patients’ at-risk genetic polymorphisms, into the EHR seamlessly alongside clinical data. P2,
Predict: Prediction describes the process of utilizing systems medicine data to estimate patients’ risk of
developing cardiotoxicity. P3, Prevent: Prevention is proactively adjusting patients’ treatment plans
based on their cardiovascular toxicity risk to prevent de novo damage or mitigate further damage from
antineoplastic therapy. Adapted with permission [78]. CYP450 = cytochrome P450; EHR = electronic
health record.

4.4.1. Transcriptomics

Transcriptomics or gene expression profiling, is the study of the complement of genes expressed,
that is, mRNA [79]. Transcribed gene expression profiles can exhibit wide variability, depending
on the physiologic stimuli. Genetic variation in promotor regions and transcriptional regulators of
P450 enzymes can result in altered rates of gene expression and in turn, drug metabolism [16,80].
Approximately 10% of variation in target P450 enzyme expression is explained by shared hepatic P450s
transcriptional regulators (e.g., hepatocyte nuclear factor (HNF) 4β, forkhead box proteins (FOX) A2
and A3 and pregnane X receptor (PXR) polymorphisms) [16,80].

4.4.2. Epigenomics

Epigenomics is the study of physical modifications made to DNA molecules without alterations
in DNA sequence. These modifications are most commonly but not limited to, acetylation and histone
modification, methylation and transcription factor binding of DNA [7]. Both intrinsic and extrinsic
factors can lead to epigenomic modifications of genes encoding CYP450 enzymes, thereby contributing
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to interindividual variability of therapeutic response [16,81]. Intrinsic factors include old age, congestive
heart failure, cancer or pregnancy [7,82–84], while extrinsic factors include xenobiotics, tobacco smoke
and air pollution [79]. Drugs can act as ligands to activate transcription factors, consequently inducing
the expression of P450 genes. Phenobarbital and rifampin, for example, induce CYP2B6, CYP2C9 or
CYP3A4 via activation of the nuclear receptors PXR or constitutive androstane receptor (CAR) [16]. It
is hypothesized that epigenetic modifications in the promotor or coding region, in response to certain
physiologic or pathophysiologic states, can either activate or silence certain CYP450 enzymes. For
example, methylation of CpG motifs (CpG11, CpG12, CpG13) in the promoter region for CYP2C19
was associated with HTPR and increased risk of ischemic events on clopidogrel [7,85,86]. If an allele is
preferentially silenced via epigenetic modifications in the coding region, the complementary allele
will be predominantly expressed. Notably, DNA methylation and histone acetylation modification
patterns have been found to be heritable in certain cases [79].

4.4.3. Proteomics

Proteomics is the study of the complement of proteins and can also sometimes refer to chemical
modifications (e.g., phosphorylation, acetylation, nitrosylation, etc.) undergone by proteins during
and after translation, due to specific (patho)physiological states and their effects on protein structure
and function [7,79]. These changes can occur hours following an exposure (e.g., drug administration).
In one study, a decrease in peroxiredoxin-4 (a molecule associated with HTPR) was observed just 24 h
following the administration of a loading dose of clopidogrel [7,87].

4.4.4. Metabolomics

Proteins with enzymatic activity produce metabolites. Metabolomics is the study of all measurable
metabolites resulting from biotransformation of compounds, often by CYP450 enzymes, corresponding
to specific physiologic or pathophysiologic states [7,88]. Homeostasis of an individual’s metabolome
is impacted by both intrinsic (e.g., resting metabolic rate, age, genotype, etc.) and extrinsic
(e.g., xenobiotics, microbiome, surrounding environment, etc.) factors [7,84,87,88]. In cardioncology
patients, metabolic analysis can identify a specific metabolic pattern—a metabotype—corresponding
to specific (patho)physiologic states (e.g., heart failure, myocardial infarction, myocarditis, etc.) and
may serve as a ‘yellow-brick road,’ of sorts, offering insights into the present state and potentially,
the future arc of disease [7,77]. Indeed, changes in a patient’s metabolic profile over time may help
identify predictive biomarkers associated with different clinical trajectories, while helping to identify
an individual’s response to therapy (or lack thereof), preceding phenotypic changes, helping to guide
therapy [7,77].

4.4.5. Microbiomics

Microbiomics studies the impact of the human microbiome on disease states. As 70% of the
millions of bacteria inhabiting the human body reside in the gut, the metabolic products of these
bacteria play a role in modulating the body’s inflammatory response and impacting chronic disease [7].
For example, trimethylamine N-oxide (TMAO) is a product of dietary phosphatidylcholine and gut
microbe metabolism of carnitine and betaine [7,88]. High levels of TMAO are independently associated
with platelet hyperactivity and thrombosis of atherosclerotic plaques [7,89–91], increasing risk of
cardiovascular events [7,89] and predicting all-cause mortality [7,91]. Additionally, aspirin has been
observed to alter the composition of the gut microbiota. This likely accounts for its ability to abate the
effect of TMAO on platelets [7,91,92].

4.4.6. MicroRNAomics

The field of miRNAomics is quickly emerging and encompasses a diverse array of applications
ranging from regulation of translation by noncoding miRNAs to small RNA therapies for challenging
drug targets. Micro-RNAs (miRNAs) are a class of noncoding RNAs that play an important role
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in selective gene silencing, through which miRNAs regulate the diverse functions of target genes
ranging from proliferation and apoptosis to differentiation. Specifically, mature miRNAs function by
binding to complementary regions of transcripts (via the RNA induced silencing complex or RISC) to
either (mechanically) prevent translation by the ribosome or cut target mRNAs into fragments, thereby
precipitating their degradation inside the cell [15,61]. The former regulatory method of translational
prevention is the predominant one in mammals (i.e., humans), while the latter method resulting in
mRNA degradation is used in plants [15]. Over 1900 miRNAs have been identified in humans [15,93].
As a class, miRNAs are predicted to regulate up to 60% of the human genome [15,94,95], with miRNAs
acting on one or multiple genes and single genes often targeted by one or more miRNAs [15,96].

The role of miRNAs in regulating CYP450 enzymes was first demonstrated nearly 15 years ago [61].
Since that time, the number of known miRNAs has nearly doubled and innovative techniques such as
computer modeling (i.e., in silico) studies are being used to discover more miRNAs and determine their
associated function at an exponential rate [15,80]. Data from such computer modeling, integrated with
in vitro and in vivo techniques, revealed that translation of CYP3A4 mRNA is repressed by multiple
miRNAs, including hsa-miR-577, hsa-miR-1, hsa-miR-532-3p and hsa-miR-627 [15]. Notably, another
study found that specific miRNA profiles affected response to chemotherapy, with hsa-miR-577 and
hsa-miR-1 significantly improving chemosensitivity following administration of chemotherapy for
gastric cancer [15,97]. More studies are needed to confirm whether this increase in chemosensitivity is
related to an inhibitory effect of hsa-miR-577 and hsa-miR-1 on CYP3A4 transcripts.

Various miRNAs are generally downregulated in various cancers, often to limit translation
and promulgate the action of CYP450 enzymes promoting metabolic production of pro-carcinogens,
facilitating cancer growth [61]. For example, expression of CYP1B1 is post-transcriptionally regulated
by miR-27b. Studies have found that the downregulation [61] or actual deletion [98] of the 9q22.1 gene
locus coding for miR-27b allows for the high expression of CYP1B1, which can facilitate tumor growth.
While this inverse relationship of miR-27b downregulation and CYP1B1 upregulation expression mainly
occurs in estrogen-sensitive malignancies, it is also found in urothelial or bladder cancers [61,98,99].

In addition, miR-34a has an inverse relationship with expression of CYP3A4 and CYP2C19
proteins, as well as transcription factors and other proteins that indirectly affect CYP450 levels or
activity (e.g., AKR1D1 and SLC10A1) and is generally found at higher levels in females than males [80].
Females are also known to have higher CYP3A4 levels than males, suggesting miR-34a as a possible
etiology for intersex differences in CYP3A4 activity [80]. The miR-34a is upregulated in several cancers,
including hepatocellular cancer [80,100]. Given the inhibition of CYP3A4 and CYP2C19 by miR-34a,
patients with high levels of miR-34a are potentially at an increased risk of drug toxicity. Conversely,
miR148a increases levels of CYP3A4 and CYP2C19 and is downregulated in a number of cancers,
including most of the lower gastrointestinal (GI) tumors, along with head & neck cancers, breast cancer,
lung cancer and melanoma [80].

A myriad of miRNAs are being considered for clinical application as biomarkers or therapeutics
for a variety of diseases [101]. Perhaps miRNAs that repress CYP450 enzymes to enhance tumor
growth could be used as biomarkers if homeostatically their levels vary with concentration or activity
of CYP450 induced by exogenous methods. For example, hsa-miR-577, hsa-miR-1, hsa-miR-532-3p
and hsa-miR-627, could be used as a biomarker to gauge response to any therapeutics involving
CYP3A4. Similarly miR-27b could be used as a biomarker for therapeutics related to CYP1B1 and
miR-34a for CYP3A4 and CYP2C19 in addition to transcription factors and other proteins that indirectly
affect CYP450 levels or activity (e.g., AKR1D1 and SLC10A1). Conversely, perhaps miRNAs that are
endogenously downregulated to increase levels of CYP450 enzymes (thereby enhancing tumor growth)
could be used as therapeutic options in various cancers. For instance, exogenous miR148a could be
administered to boost its levels and effect on CYP3A4 and CYP2C19 in GI tumors, head & neck cancers,
breast cancer, lung cancer and melanoma [80].
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4.4.7. Small RNA Therapeutics

In addition to miRNA, the entities antisense oligonucleotides (ASOs), aptamers, siRNAs
and synthetic mRNAs are collectively termed small RNAs and are used in the development of
RNA interference therapeutics [102]. ASOs are single-stranded deoxyribonucleotides, which bind
complementary mRNA targets [103]. This leads to cleavage of the mRNA-DNA heteroduplex by
RNase H endonuclease, which prevents translation of the target mRNA and thereby downregulates
expression of the corresponding target protein [103]. Aptamers are single-stranded oligonucleotides
that bind target mRNA with high affinity and specificity, through physiochemical mechanisms such
as hydrophobic, electrostatic, hydrogen bonding, van der Waals forces, base stacking and shape
complementarity interactions [104,105]. Due to their desirable tissue penetrability and high affinity
and specificity target-binding, aptamers are expected to become a widely used platform for delivery of
therapeutic small RNAs [105]. Synthetic small interfering RNAs (siRNAs) are short double-stranded
RNAs that contain a guiding strand that binds target mRNA more completely than miRNA and
similarly limit translation of the target mRNA [106].

Small RNAs are currently being investigated for RNA-targeting therapeutics to treat (or prevent)
illness by limiting translation of mRNA destined to become disease-relevant proteins [102].
Downregulation of disease-causing genes, that is, gene silencing, occurs via binding of the RISC
complex to endogenous mRNA. Small RNA can be introduced into the cell via viral vectors or by
directly insertion into cytoplasm, where the antisense siRNA-RISC complex then forms and blocks
translation of target complementary mRNA. The direct interaction of these small RNA (in the RISC
complex) with endogenous mRNA vastly expands the repertoire of possible therapeutics for previously
‘undruggable’ targets. Traditionally, drugs have been developed based on their interactions as ligands
for proteins, particularly those with enzyme binding sites [107]. Expanding drug development to
small RNAs opens up a new frontier in therapeutics targeting nucleic acids instead of proteins, with
potential for overcoming barriers to treating previously intractable diseases [102]. The promise of small
RNAs therefore may address close to 85% of the human proteome lacking ligand-binding domains or
enzyme binding sites [108,109]. Development of small RNA therapeutics is not without challenges. For
decades, development of ASOs and siRNAs has been tempered by immunogenicity, limited potency
and poor focused delivery to the cytoplasm of the right cells and tissue [102]. Other setbacks for
small RNA therapeutics have included unintended off-target effects on homologous RNA sequences
and premature metabolism and excretion of the small RNA. Dozens of trials have been designed to
addresses these limitations. While progress is being made to reduce these barriers, more research is
needed for application of siRNA therapies to become more widespread [110]. The Food and Drug
Administration (FDA) has begun to approve small RNAs as biomarkers to gauge response to therapy
or as therapeutics specifically targeting previously undruggable targets, such as the RAS oncogene,
with ramification for patients with lung and pancreatic cancer. This is only the beginning of a new era.

4.4.8. Integration of ‘Omics’

In summary, multiple ‘omics’ systems within the individual operate independently and
synergistically to modulate various states of health and disease. While it has been known for
some time that variations in genomics incompletely account for interindividual variability and
genotype-phenotype discordance in P450 enzyme expression, the underlying mechanisms have been
unclear. The effect of multiple ‘omics’ on various states of health and disease is slowly being elucidated
with continued investigation. The application of systematic multi-omics approaches to precision
medicine and systems biology has great potential to improve the care of patients in Cardio-Oncology.
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5. Clinical Implementation

5.1. Pharmacogenomics

Interindividual variability is largely heritable [1,2,7,69,111], thus stimulating interest in utilizing
personalization tools such as pharmacogenomics (i.e., the impact of genome variations on individual
response to therapeutics) in patient care [2,7,112–116].

5.1.1. Master Regulators

Studies identifying the polymorphisms of “master regulator” genes (affecting multiple CYP
enzymes) have revealed key insights, as follows [16]. The 3′-untranslated region (UTR) of the aldo-keto
reductase 1D1 (AKR1D1) gene is significantly associated with mRNA expression and enzyme activity
of CYP2B6, CYP2C19, CYP2C8 and CYP3A4; the AKR1D1 SNP (rs1872930) yields higher constitutive
mRNA expression [16]. Identifying such master regulator genes and categorizing notable SNPs may
help clinicians and pharmacists predict levels and activity of CYP450 enzymes and corresponding
therapeutic consequences. As CYP450 enzymes metabolize a significant majority of medications,
there is a potential role for pharmacogenomics to optimize each individual’s therapeutic response and
prevent adverse effects.

5.1.2. Warfarin

To illustrate, a notable example in precision cardiovascular medicine is CYP2C9 genotype-guided
dosing of the commonly used anticoagulant warfarin [112,117]. The Clinical Pharmacogenetic
Implementation Consortium (CPIC) is an initiative focused on integrating pharmacogenomics
into routine clinical care. The consortium has provided guidelines recommending the use of
pharmacogenetic dosing algorithms to assist with warfarin dose based on CYP2C9 and VKORC1
genotypes, with consideration of clinical factors. Specifically, CYP2C9 alleles *2 and *3 in addition to
*5, *6, *8 and *11 are associated with lower warfarin dosing requirements, due to decreased clearance
of the S-enantiomer of warfarin [117,118]. While more is known about alleles *2 and *3, alleles *5,
*6, *8 and *11 occur more frequently in the African American populations [117,119]. In spite of these
guidelines, at present, patient dosing across much of clinical practice is guided by a dose—response
—adjust cycle.

Typically, an empiric dose of warfarin is administered and patient response is tracked by measuring
the international normalized ratio (INR). The dose is subsequently adjusted to fit a target threshold
depending on the indication for anticoagulation. This may be, at least in part, due to the seemingly
inconsistent results of various studies examining the potential impact of genetic testing to guide warfarin
dosing. For example, the EU-PACT, GIFT and COAG studies are studies all investigating the utility,
efficacy, cost and benefit of genetic testing to guide warfarin dosing decisions [112,117,118,120,121].
The two former studies were conducted largely in homogenous populations (>90% European ancestry),
whereas the COAG study was conducted in a more diverse population in the US (28% of trial participants
were African American) and did not show a great benefit to warfarin pharmacogenomics [117,120].
However, while EU-PACT administered a loading dose (according to American College of Chest
Physicians guidelines) upon initiation of warfarin, the COAG study did not [121–123]. Warfarin-related
variants have been less studied among African and Hispanic populations, which is notable as there
is higher dose variability in these ethnic populations [112,117]. To date, no study has accounted for
CYP2C9 variants more common in African Americans (*5, *6, *8, *11). It is unclear whether genetic
samples currently in use for warfarin pharmacogenomics accurately represent a diverse US population.
The generalizability of these trials may therefore be limited. While guidelines of governing clinical
bodies at best recommend weak support of pharmacogenomic testing of warfarin dosing (Class IIB
recommendation for primary stroke prevention by the American Heart Association) [124], a small study
has shown promise (efficient achievement of therapeutic anticoagulation, fewer supratherapeutic INR
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values and a shorter duration of low molecular weight heparin) using genotype-guided dosing [117,125].
Further investigation is required.

5.1.3. Clopidogrel

To further illustrate this the potential impact of pharmacogenomics in precision medicine,
some individuals with specific CYP2C19 gene mutations are poor metabolizers of the clopidogrel
prodrug (the most commonly used antiplatelet agent), which can limit safety of coronary stents after
percutaneous coronary intervention [7]. Some studies have demonstrated the possible cost-effectiveness
of genotype-guided antiplatelet strategy [126–129], underscoring the potential utility of precision
medicine to tailor medication regimens and achieve optimal patient care. In the genotype-guided
antiplatelet strategy, antiplatelet utilization following acute coronary syndrome (ACS) and percutaneous
coronary intervention (PCI) would be determined based on CYP2C19 genotype obtained prior to
the procedure.

The desire to incorporate genotyping in routine clinical care arose from reports of clopidogrel
resistance due to polymorphisms in CYP2C19 [7,117]. The CYP2C19 allele primarily responsible for
decreased clopidogrel metabolism is CYP2C19*2. Additionally, multiple alleles encoding deficient
enzyme activity can manifest as a true loss-of-function and an inability to metabolize the clopidogrel
prodrug. Recently, results of the POPular Genetics trial—a multicenter randomized, open label study
of almost 2500 patients based in the Netherlands—demonstrated noninferiority between performing
genetic testing for clopidogrel resistance prior to clinical use and using another P2Y12 inhibitor
(e.g., ticagrelor or prasugrel) among patients undergoing PCI [130]. As clopidogrel (available as a
generic medication) is the least expensive P2Y12 inhibitor, with the lowest bleeding risk [131,132], these
results represent a promising option to reduce rates of clopidogrel treatment failure, a boon particularly
to those with limited financial resources. TAILOR-PCI is a currently ongoing trial, investigating the
effect of the knowledge of genotype to help guide choice of P2Y12 inhibitor In one arm of the trial
prospective genotyping is pursued, with individuals possessing loss-of-function (LOF) mutations
receiving an alternative P2Y12 inhibitor (e.g., ticagrelor). In the control or conventional care arm,
all patients received clopidogrel after PCI and their genotype is only obtained 12 months later after
completing therapy. The results of this trial could shed more light on the effect of precision medicine
on patient outcomes.

On a population level, CYP450 enzyme polymorphisms can account for part of the variations
in drug response common among different ethnic groups. For example, 20% of Asians are poor
metabolizers of CYP2C19 (responsible for metabolizing clopidogrel, as well as phenytoin/phenobarbital,
omeprazole and so on), while 7% of whites are poor metabolizers of CYP2D6 (responsible for
metabolizing beta-blockers, antidepressants, opioids and so on) [1,2,69]. Discussion of CYP450
variations between ethnic groups also underscores the disparities in current literature. For example,
while CYP2C9 variants are more frequent in populations of African ancestry, this population is
infrequently included in clinical trials [112].

It is important to note that genetic polymorphisms in CYP2C19 do not cause clopidogrel resistance
in a vacuum. Comprehensive interactions among pharmacogenomics, patient characteristics and
other factors affecting the activity of P450 enzymes largely determine the level of platelet response to
inhibition [7]. In addition to the presence of two or more CYP2C19 LOF alleles, type 2 diabetes and
increased body mass index (BMI) are likely the most important risk factors, as they independently
predict and synergistically contribute to clopidogrel resistance [7,133]. Other important modifiers
include chronic kidney disease, hyperlipidemia and age > 65. Lifestyle factors can either potentiate
(e.g., diet, caffeine and smoking) or interfere with (e.g., grapefruit) platelet response to clopidogrel,
due to interactions with CYP450 enzyme activity [7,133]. Interestingly, a large study in patients with
advanced solid tumors showed a 14-fold variation in CYP3A activity, not entirely explained by genetic
polymorphisms alone [134]. Potential etiologies include increased chronic inflammatory response
((IL)-1β, TNF-α and IL-6 and cytokine activity), as well as decreased liver function [3,135,136]. This
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differential CYP450 enzyme activity contributes to interindividual variation, medication bioavailability
and therapeutic, null or toxic effects of medications.

5.2. Modified P*3 Pathway

An illustration of the optimal interactions of these myriad patient characteristics with the P450
enzyme system is the P*3 pathway [78] (Figure 3). The individual elements of the P*3 pathway—P1,
Pre-empt; P2, Predict; P3, Prevent—represent a systems-based approach to patient care. In the pathway,
a patient first receives precision counseling, which is akin to genetic counseling but involves digestible
information about a suite of tests in precision medicine that can coalesce to form a comprehensive
risk assessment. For example, after receiving precision counseling, a patient with breast cancer
may in the future receive test results that include a high-risk genetic profile—mutations in TOP2A/B
(mediate response to chemotherapy), RAC2 (associates with acute cardiotoxicity phenotype) and NCF4
(associates with chronic cardiotoxicity phenotype) [137]. Systems-based techniques could integrate
these separate pieces of information via mathematical modeling into a single risk factor profile accessible
by clinicians to help guide the patient towards optimal therapy while minimizing cardiovascular
risk [78]. This information would be made available to the patient’s oncologist, cardiologist and
primary care provider, all of whom ideally use the same electronic medical record (EMR). With shared
decision-making, prior to chemotherapy, her cardiologist may recommend cardioprotective measures
with potential clinical utility, such as prophylactic angiotensin converting enzyme inhibitor, statin,
beta-blocker or dexrazoxane administered prior to each course of doxorubicin. Her oncologist can also
take additional precautions, including using liposomal doxorubicin preparations, avoiding concurrent
trastuzumab and anthracycline use or considering alternative therapies [78]. Patient data can then be
fed back into the predictive computational models to ensure continuous learning to identify actionable
items for implementation in precision Cardio-Oncology. Further, patients at high versus low risk for
toxicity from various anti-neoplastic agents (e.g., tyrosine kinase inhibitors, anthracyclines, monoclonal
antibodies, immunotherapies) and responders versus non-responders to cardioprotective therapy,
could be stratified and identified [137].

In the case of differential metabolism, genomic and other variation leading to altered P450 enzyme
activity potentially resulting in drug toxicity may serve as a single hit along the path to cardiotoxicity.
The presence of patient characteristics and baseline cardiovascular risk factors or existing cardiovascular
disease can increase the risk for cardiovascular toxicity. When a patient’s genotype, drug exposure
and other factors accumulate, such multiple hits can further increase the risk of drug toxicity and
consequent cardiovascular toxicity [137,138]. Using precision medicine to, for example, uncover
known causes of cardiomyopathy (e.g., Titin-truncation mutations) or other cardiovascular diseases in
phenotypically normal individuals, may alert patients’ cardiologists and oncologists to take measures
to avoid incurring additional hits. In addition to consideration of prophylactic use of ACE inhibitors,
statins, beta-blockers or dexrazoxane prior to each course of doxorubicin, other cardioprotective
measures may include liposomal doxorubicin preparations, avoiding multiple cardiotoxic regimens or
discussion of alternative therapies, thus potentially preventing cardiotoxicity [78,139].

Data from the entire genome can potentially eventually be combined with information about a
patient’s transcriptome, proteome, methylome, microbiome, metabolome, environmentome, mutanome,
interactome and so on in the P*3 pathway to potentially facilitate delivery of the right therapy to the
right patient or group of patients at the right time [112]. Advances in the fields of Cardio-Oncology,
precision medicine and Information Technology are therefore coalescing to create new possibilities
for prevention and management of cardiac dysfunction from cancer therapy-related adverse effects.
Cardioprotection in the oncologic patient involves initiation of cardiac medications in order to minimize
or treat cardiotoxicity from cancer therapies, while maximizing administration of indicated cancer
treatment. These medications—beta-blockers, angiotensin converting enzyme inhibitors or angiotensin
receptor blockers and statins—comprise the cornerstone of cardiovascular disease risk management
and treatment in the general population as well as in Cardio-Oncology [140,141]. Perhaps using
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systems-based approaches in precision medicine to guide the use of these cardioprotective therapies is
the panacea of prevention in Cardio-Oncology—in Preventive Cardio-Oncology.

Precision Cardio-Oncology is thus a burgeoning field that seeks to further personalize the
cardiovascular care of patients in oncology for decisions related to both management and prevention
of cardiovascular toxicities [142]. The goal is to achieve a maximal amount of indicated chemotherapy
administered with minimal interruption, while avoiding toxicity. Other notable goals include delivering
more effective and efficient care, reducing patient harm and limiting healthcare costs from inappropriate
treatment [43]. Indeed, precision medicine has great potential in the care of patients taking medications
metabolized by CYP450 enzymes, not only in Cardio-Oncology but in all fields of medicine.

6. Conclusions

Metabolism by CYP450 enzymes can determine the bioavailability and thereby efficacy of several
drugs in Cardiology and Oncology and in the emergent field of Cardio-Oncology. These enzymes
can also affect drug-drug interactions between Oncology and Cardiology drugs. This can compound
the use of cardiology drugs for protection from or treatment of cardiovascular toxicity. Differential
metabolism of each drug can determine to a certain degree unpredictable bioavailability of the drugs
in a specific individual. This can be further impacted by variations in the genome, in the context of
the broader epigenome, transcriptome, proteome, microRNA regulome, microbiome, metabolome,
environmentome, populome and other components of the individual as a whole organism or system,
with multiple parts that can be perturbed by various cardiology or oncology drugs. Increasing
knowledge and implementation of the multidimensional impact of endogenous regulatory systems
on CYP450-mediated drug metabolism may help preempt drug-drug interactions, predict variations
in CYP450 enzymes and prevent complications from subtherapeutic or supratherapeutic drug levels.
Such a systems-based view should be considered as we move towards clinical and research practice of
Precision Cardiovascular oncology, with particular attention to the role of CYP450 enzymes.
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Abstract: Enzymes in the cytochrome P450 4 (CYP4) family are involved in the metabolism of fatty
acids, xenobiotics, therapeutic drugs, and signaling molecules, including eicosanoids, leukotrienes,
and prostanoids. As CYP4 enzymes play a role in the maintenance of fatty acids and fatty-acid-derived
bioactive molecules within a normal range, they have been implicated in various biological functions,
including inflammation, skin barrier, eye function, cardiovascular health, and cancer. Numerous
studies have indicated that genetic variants of CYP4 genes cause inter-individual variations in
metabolism and disease susceptibility. Genetic variants of CYP4A11, 4F2 genes are associated with
cardiovascular diseases. Mutations of CYP4B1, CYP4Z1, and other CYP4 genes that generate 20-HETE
are a potential risk for cancer. CYP4V2 gene variants are associated with ocular disease, while those
of CYP4F22 are linked to skin disease and CYP4F3B is associated with the inflammatory response.
The present study comprehensively collected research to provide an updated view of the molecular
functionality of CYP4 genes and their associations with human diseases. Functional analysis of CYP4
genes with clinical implications is necessary to understand inter-individual variations in disease
susceptibility and for the development of alternative treatment strategies.

Keywords: CYP4 genes; genetic polymorphisms; 20-HETE; fatty acid; arachidonic acid; SNPs;
molecular functionality; metabolism; lamellar ichthyosis; Bietti’s crystalline dystrophy

1. Introduction

Cytochrome P450s (CYPs) are a superfamily of enzymes located either in the inner membrane
of mitochondria or in the endoplasmic reticulum membrane of eukaryotic cells. There are 57 CYP
proteins encoded in the human genome, which are responsible for the metabolism of numerous
endogenous and exogenous compounds [1–3]. CYPs mainly oxidize these compounds to generate
more hydrophilic metabolites, enhancing their excretion outside the body and thus playing a major
role in the detoxification of toxic chemicals [1]. Generally, CYP families 1, 2, and 3 include major
xenobiotic-metabolizing enzymes responsible for their major roles in pharmacogenomics risk, while
CYP4 enzymes are involved in the metabolism of fatty acids, with their close links to genetic disease
risk. Fatty acid metabolism by CYP4 enzymes is responsible for the elimination of excess free fatty
acids from the body, as well as for the synthesis of proper levels of bioactive fatty acid molecules [4].
The present review focused on the CYP4 family of enzymes in terms of their functional roles, genetic
variations, and influences on human diseases.
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2. Classification and Tissue Distribution of the CYP4 Family

Although there are more than 11 subfamilies of CYP4 in different species, only 6 subfamilies
of CYP4 genes have been reported in humans. The human CYP4 subfamilies are CYP4A, B, F, V, X,
and Z [2]. Seven CYP4F isoforms, CYP4F2, CYP4F3A, CYP4F3B, CYP4F8, CYP4F11, CYP4F12, and
CYP4F22, are clustered on chromosome 19 and are encoded by six genes. CYP4A isoforms include
CYP4A11 and CYP4A22 on chromosome 1 [3], and the remaining CYP4 subfamily genes are CYP4B1,
CYP4V2, CYP4X1, and CYP4Z1 [4]. The major sites of CYP4A11 expression are the liver and kidney [5].
However, Jarrar et al. found that CYP4A11 protein was also highly expressed in human platelets to a
similar level as in the human liver [6]. CYP4A22 expression has been reported in the human liver at
very low levels, with poor enzyme activity compared to that of CYP4A11 [7]. Among the seven CYP4F
genes, CYP4F2, CYP4F3B, CYP4F11, and CYP4F12 are mainly expressed in the liver and kidney [8–12].
However, their relative contributions to the total amount of CYP4 enzymes in tissues are difficult to
determine, as the high structural homology of these four enzymes has hampered the production of
specific antibodies for the detection of each enzyme. In addition to the lack of specific antibodies,
genetic polymorphisms and differing profiles of up- and downregulation among CYP4 enzymes have
further complicated determination of the intrinsic amount of each enzyme in tissues. Currently, mass
spectrometry is used to detect target proteins through measurement of specific peptides of the target
protein [13,14]. The total amount of CYP4F protein in human liver was estimated as 18–128 pmol/mg
liver microsomal protein [15]. One of the most abundant P450s, CYP3A4, was estimated at 64 pmol/mg
liver microsomal protein [13], indicating that the contribution of CYP4F to the total P450 level is large.
CYP4F3A is expressed in neutrophils and plays a major role in inflammation [16]. CYP4F8 is expressed
in the prostate and seminal vesicles [17]. CYP4F22 is expressed in human skin and plays a major role in
formation of the skin lipid barrier [18]. CYP4V2 is widely expressed in the liver and ophthalmic tissues
and CYP4V2 defect has been linked to ophthalmic diseases, such as Bietti’s crystalline dystrophy [19].
CYP4B1 is expressed mainly in the lung and bladder tissues, and in smaller amounts in the liver [20].
CYP4X1 is expressed in the brain and bronchial airways [21], while CYP4Z1 is expressed in mammary
tissue; these proteins are also overexpressed in cancer compared to normal cells [22]. Expression levels
of CYP4 proteins are summarized in Table 1.
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3. Role of the CYP4 Family in the Metabolism of Endogenous Compounds

The CYP4 family plays a major role in the metabolism of fatty acids, in most cases through
oxidation of fatty acids and subsequent catalysis in the mitochondria to produce cellular energy. CYP4B
metabolizes short-chain fatty acids (approximately 7 to 10 carbon fatty acids) [20], while CYP4A and
CYP4V metabolize intermediate-chain fatty acids (C10 to 16) [19] and CYP4F catalyzes long-chain fatty
acids (C16 to 26), such as prostanoids [43]. Decreasing the expression levels of the CYP4 family was
associated with accumulation of fats in tissues such as the liver [44]. Therefore, decreased levels of
CYP4 family proteins reduce the capacity for fat removal from tissues. Jarrar et al. [44] found that
non-steroidal anti-inflammatory drugs caused fatty livers in treated mice, which were associated with
significant downregulation of mouse cyp4a12 gene expression in liver tissues. CYP4F2, 4F3B, 4A11, and
4V2 were found to oxidize arachidonic acid through ω-hydroxylation to 20-hydroxyeicosatetraenoic
acid (20-HETE) [6,9,45,46], which is a vasoconstrictor and activator of platelet aggregation [47]. Several
studies have reported that CYP4F and CYP4A are overexpressed in cardiovascular diseases, wherein
they are correlated with 20-HETE production [48–50]. In addition, doxorubicin-induced cardiotoxicity
was associated with increased 20-HETE production due to increased mRNA expression of rat CYP4A
and CYP4F enzymes [51]. CYP4A11 and 4V2 oxidize saturated fatty acids such as lauric acid [23,41,52].
In addition to the metabolism of arachidonic acid and omega-3 polyunsaturated fatty acids, CYP4F2
has been reported to ω-hydroxylate leukotriene (LTA) 4 [53]. CYP4F3A in white blood cells catalyzes
the ω-hydroxylation of leukotriene B4 to 20-hydroxy leukotriene B4, which is an important regulatory
step of the inflammatory response [54]. Instead of ω-hydroxylation, CYP4F8 has been reported to
hydroxylate prostaglandin (PG) E2 at position 19 [17]. Although epoxyeicosatrienoic acids (EETs) are
synthesized by the CYP2C subfamily [55], they can be further ω-hydroxylated by CYP4 enzymes to
20-hydroxyepoxyeicosatrienoic acids (HEETs) [56].

4. Role of the CYP4 Family in the Metabolism of Drugs

The roles of most CYP4 family proteins in the metabolism of drugs and xenobiotic compounds
appear to be minor compared to those of CYP1, 2, and 3. However, CYP4F2 metabolizes the ester
prodrug of gemcitabine and the antiparasitic pafuramidine [57]. In addition, CYP4A11 exhibited
metabolism of the immune suppressant tacrolimus to an inactive form [58]. Although the turnover
rates were low compared to those of CYP3A4, CYP4F11 exhibited catalytic activity towards commonly
used drugs such as erythromycin, benzphetamine, and chlorpromazine [36,37,59]. CYP4F12 has been
reported to slowly metabolize the antihistamine ebastine [60] and the antifungal terfenadine [61].
CYP4 enzymes are indirectly involved in drug metabolism and drug responses. For example, CYP4F2
and CYP4F11 are involved in the metabolism of vitamin K, facilitating vitamin K inactivation and
elimination [29,62]. The amount of active vitamin K is important for maintenance of warfarin dosing,
as it is metabolized strongly by CYP2C9 [63,64], indicating that CYP4 enzymes are indirectly involved
in warfarin dose maintenance. CYP4 enzymes show catalytic activity toward various fatty acids
and their metabolites have the potential to act as ligands or activators of nuclear receptors, such as
peroxisome proliferator-activated receptors (PPARs) [65,66]. Therefore, drugs targeting the activation
or inactivation of PPARs may show altered pharmacokinetics or toxic responses [67,68]. Such indirect
involvement may affect the drug response to conditions such as fatty liver diseases, diabetic diseases,
and inflammatory diseases.

5. The CYP4 Family and Inflammation

CYP4 enzymes are involved in inflammation through the metabolism of inflammatory molecules.
They metabolize inflammatory mediators such as leukotrienes (LTs) and also produce 20-HETE [53].
While CYP4F11 possesses lower affinity toward leukotriene B4 (LTB4), neutrophilic CYP4F3A has
the highest affinity for LTB4 ω-hydroxylation [36]. CYP4F3A metabolizes LTB4 into the inactive
form 20-hydroxy leukotriene B4, mediating a critical step in regulation of the inflammatory response.
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However, CYP4A11 has shown low activity toward LTB4 using in vitro methods [69]. CYP4F3B
ω-hydroxylates omega-3 eicosapentaenoic acid (EPA) and docosahexaenoic acid (DHA) to their
20-hydroxy and 22-hydroxy metabolites, respectively [32], which are lipid mediators that can activate
inflammatory PPARs [70]. Studies have shown that hepatic and renal rat CYP4F genes were upregulated
under inflammatory conditions following treatment with barium sulfate [71]. On the other hand, rat
hepatic CYP4A mRNAs were downregulated in response to lipopolysaccharides used as a model of
inflammation [72]. Human CYP4V2 was first identified in inflammatory cell macrophages, and its
gene expression was reduced following selective treatment with a PPARγ agonist [41]. Depending on
the clinical situation, ω-hydroxylase activity associated with the CYP4 family could be considered as a
potential drug target for reducing the inflammatory response, providing a novel mechanism for future
anti-inflammatory drugs.

6. The CYP4 Family and Cancers

Induction of CYP4 family members, including CYP4F2, CYP4F3, CYP4A11, and CYP4Z1, has
been reported in various types of cancer [73,74]. Upregulation of CYPF2 and CYP4A11 was confirmed
through Western blot assays in human thyroid, ovarian, breast, pancreatic, and colon cancer tissues [75].
CYP4Z1 is expressed in mammary tissue and upregulated in breast cancer tissue [74]. These findings
suggest that ω-hydroxylase activity may be a biomarker of cancer prognosis. Evaluation of the
CYP4 expression profile in hepatocellular carcinoma (HCC) showed that CYP4F2, CYP4F12, and
CYP4V2 mRNA levels were negatively correlated with cell-cycle-associated genes, suggesting that
these CYP4 genes are favorable prognostic factors in HCC [76]. In addition, expression of CYP4 has
been reported to be associated with angiogenesis through production of 20-HETE, which activates
vascular endothelial receptors in arteries and thus increases blood supply to cancer cells [77]. Among
CYP4 enzymes, CYP4F3B, CYP4A11, and CYP4F2 are major enzymes involved in the generation of
20-HETE, which plays an important role in tumor progression and angiogenesis. Therefore, their
tissue expression and omega-hydroxylase activity levels play roles in cancer progression. CYP4B1
metabolizes several protoxic xenobiotics, including 2-aminofluorine, 2-naphthylamine, 4-ipomeanol,
and benzidine [78–81]. Therefore, CYP4B1 involvement in cancers has been suggested based on its
expression levels and metabolism of pro-carcinogens in the bladder and lung [78,82]. CYP4B1 may
play a role in detoxification or activation in tissues. Sasaki et al. reported that the individuals carrying
the CYP4B1*2 allele have an increased risk of bladder cancer [27]. However, it has also been reported
that there is no association between the CYP4B1 genotype and the risk of lung cancer in the Japanese
population [83]. Downregulation of CYP4B1 proteins represented an unfavorable indicator in patients
with urothelial carcinomas of the upper urinary tract and bladder, indicating a protective role of
CYP4B1 in patients with urotherial carcinomas [84]. Involvement of CYP4Z1 in breast cancer has been
suggested, as it was identified in breast tissue and upregulated in breast carcinoma [74,76]. Therefore,
CYP4Z1 was proposed as a biomarker for malignancy and/or progression of ovarian and prostate
cancer [85]. It was reported that breast cancer cells exhibited the abnormal translocation of CYP4Z1
protein to the plasma membrane instead of targeting to the intracellular membrane of the endoplasmic
reticulum, which caused the CYP4Z1 autoantibody production that might serve as a biomarker for the
diagnosis [86]. Expression of CYP4Z1 has been reported to promote angiogenesis and tumor growth
by increasing 20-HETE synthesis [74]. However, a recent functional study of CYP4Z1 in a recombinant
enzyme system indicated that 20-HETE was not detected in the CYP4Z1 reaction with arachidonic
acid, and suggested that CYP4Z1 may modulate breast cancer without direct 20-HETE synthesis [87].
Further studies are needed to clarify the roles of CYP4Z1 in carcinogenesis in various tissues.

7. The CYP4 Family and Cardiovascular Diseases

Several studies have shown that CYP4 family genes are associated with cardiovascular diseases,
including hypertension and myocardial infarction, through the production of 20-HETE or perturbation
of fatty acid metabolism [88,89]. Multiple aspects of the mechanism underlying the effect of 20-HETE
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on the cardiovascular complex have been reported. In a metabolomics study in mice, increased
20-HETE levels in the blood (>120-fold) with chronic rofecoxib treatment were associated with reduced
bleeding time and increased platelet aggregation [47]. Additionally, 20-HETE has been suggested to
mediate androgen-induced hypertension through increasing the level of Cyp4a12 in a mouse study [90],
wherein the increased level of Cyp4a12 produced more eicosanoids, which were predicted to mediate
androgen-induced hypertension. In the kidney, however, 20-HETE exerts anti-hypertensive effects
through inhibition of sodium reabsorption in the proximal tubule and thick ascending limb of Henle [91].
Furthermore, 20-HETE was found to act as a vasoconstrictor of vascular smooth muscle cells by allowing
increased calcium entry into cells and enhanced phosphorylation of contractile elements [92–94]. Several
studies have suggested interplay between 20-HETE and the renin–angiotensin aldosterone system
(RAAS) in hypertension. Briefly, angiotensinogen II has been reported to increase renal production of
20-HETE [95], and 20-HETE can activate the RAAS by inducing angiotensin-converting enzyme [96,97].
Further investigations are needed to fully elucidate the mechanistic link between 20-HETE and the
RAAS in humans. Rat CYP4A was downregulated in the kidney of hypertensive rats, which was
associated with reduced formation of 20-HETE in the kidney and reduction of the diuretic effect [98].
CYP4A was upregulated in studies of doxorubicin-induced cardiotoxicity, where it was associated
with myocardial infarction and increased 20-HETE synthesis [51]. Furthermore, Jarrar et al. found
that heart cyp4a12 was highly upregulated in mice after cardiac toxicity induced by non-steroidal
anti-inflammatory drugs [44]. Thus, targeting of 20-HETE synthesis or modulation of eicosanoid levels
through manipulation of CYP4 enzymes can decrease the cardiotoxicity of such drugs. This application
should be considered in future development of the drug for cardiovascular health care.

8. Role of the CYP4 Family in Other Diseases

Bietti’s crystalline dystrophy (BCD) is an autosomal recessive disease characterized by the presence
of numerous small, yellow or white crystal-like deposits of fatty compounds in the light-sensitive
retina tissue [52,99,100]. These deposits damage the retina, resulting in progressive atrophy of the
retinal pigment epithelium and progressive vision loss at approximately 40 or 50 years of age [101,102].
The occurrence of BCD is more common in East Asian populations than other ethnic groups [103,104].
BCD is caused by mutations in the CYP4V2 gene, which is comprised of 11 exons encoding a 525
amino acid protein on chromosome 4 [99,105,106]. CYP4V2 is known to metabolize fatty acids,
and thus CYP4V2 in the retina is most likely involved in the breakdown and elimination of fatty
acids from the retina [52]. Impaired CYP4V2 function due to genetic mutations may affect lipid
metabolism and elimination from the retina. The severity and progression of BCD symptoms varies
widely among patients. These variations may be influenced by differing levels of defectiveness in
CYP4V2 function caused by mutations of different severities. Various mutations in CYP4V2 have
been found, including stop codon creation, an amino acid change in an important region, destruction
of a splice site, and a frameshift in the CYP4V2 protein-coding cDNA. More than 60 mutations of
the CYP4V2 gene have been reported in BCD patients [99,103,105,107–112]. A number of mutations
of CYP4V2 have significant impacts on CYP4V2 activity. The most common mutation in BCD is an
insertion–deletion mutation at the end of intron 6 and the beginning of exon 7 (IVS6-8del17insGC,
c.802-8del17/insGC) [103,105,106,108,109,111–125]. This mutation causes the deletion of exon 7 in the
CYP4V2 protein, resulting in a major structural change and the complete loss of CYP4V2 activity.

Type 3 lamellar ichthyosis, a skin keratinization disease, was found to be caused by genetic
mutation of CYP4F22 [126]. Since the discovery that CYP4F22 is one of the causative genes for
ichthyosis, the molecular mechanisms underlying the role of CYP4F22 in the etiology of ichthyosis have
remained largely unknown until recently. Acylceramide is an important lipid of the skin permeability
barrier, and patients with ichthyosis show strongly repressed acylceramide production [127–130].
Ohno et al. (2015) reported that CYP4F22 is responsible for the generation of acylceramide through
ω-hydroxylation of long-chain fatty acids [18]. Recently, a CYP4F22 genetic variant associated with
lamellar ichthyosis was reported in a Tunisian family [131]. A missense mutation in exon 8, CYP4F22
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Arg243Leu, was suggested to be linked to lamellar ichthyosis and predicted to be a functionally
defective variant based on in silico analysis. Genetic screening for CYP4F22 mutations associated with
lamellar ichthyosis should be extended in future works.

9. Genetic Variants of the CYP4 Family

9.1. Genetic Variants of CYP4B1

The first screening study for genetic polymorphism of CYP4B1 was performed in French Caucasians
and identified the new CYP4B1 alleles CYP4B1*2, *3, *4, and *5 based on the P450 Nomenclature
Committee [132]. Among them, CYP4B1*2 caused a frameshift and premature stop codon, resulting in
complete loss of CYP4B1 function. Two more alleles with frequencies <1%, CYP4B1*6 and CYP4B1*7,
were identified using a denaturing high-performance liquid chromatography method for 192 Japanese
individuals [133]. Since CYP4B1 is involved in the metabolism of pro-carcinogens, its association
with bladder cancer was investigated in a Japanese population, and subjects carrying the CYP4B1*1/*2
or CYP4B1*2/*2 genotypes exhibited a 1.75-fold increased risk of bladder cancer [27]. This finding
might be explained as the loss of function allele CYP4B1*2 providing lower capacity for activation of
carcinogenic compounds. However, a lung cancer risk study of CYP4B1*1–*7 showed no association
with lung cancer in a Japanese population [83]. Further studies are needed to determine its association
with lung cancer using a large cohort. Study of structure–function relationships has been essential
to understanding the efficiency of catalytic activity as well as to explaining the varying degrees
of molecular defectiveness of the protein mutants. Investigation of local peptide structures on the
CYP4B1 protein and their roles in heme stability with catalytic function has been reported [134–136],
and these data will be important to understand inter-individual variations in the activity of CYP4B1
coding variants.

9.2. Genetic Variants of CYP4A11, CYP4F2, 4F11, and CYP4F22

Among CYP4 family genes, CYP4A11 and CYP4F2 have been extensively studied in association
with warfarin dosage and the cardiovascular complex. Genetic variants of CYP4F2 and CYP4A11 genes
are reportedly associated with cardiovascular diseases such as hypertension [137–139]. More than 3400
single nucleotide polymorphisms (SNPs) of human CYP4A11 and 5900 SNPs of the CYP4F2 gene have
been reported in the NCBI database to date. However, only a small number of the SNPs have been
shown to have clinical associations with functional changes. One of the most extensively studied SNPs
of CYP4A11 is a variant of rs1126742 that causes an amino acid change of Phe434 to Ser, leading to
reduced 20-HETE synthesis from arachidonic acid [140,141]. Since the discovery of the functional role of
CYP4A11 in the synthesis of 20-HETE, the association of CYP4A11 polymorphisms with cardiovascular
risk has been studied extensively in humans [142–148]. The US Food and Drug Administration
recommends genotyping of CYP4F2 variants for determination of warfarin doses [149,150]. The CYP4F2
genetic variant rs2108622 is a non-synonymous variant that causes a change in the amino acid sequence
of valine to methionine and exhibits reduced enzymatic activity toward the metabolism of vitamin
K [62]. Since individuals with reduced activity of CYP4F2 for vitamin K inactivation may have higher
levels of warfarin than individuals with CYP4F2*1/*1, higher maintenance dosages of warfarin have
been recommended for individuals with reduced CYP4F2 alleles [149]. Many studies have attempted
to develop an accurate warfarin dosing algorithm using multiple genes, such as CYP2C9, VKORC1, and
CYP4F2 [151–155]. Studies regarding CYP4A22 genetic polymorphisms have been limited to certain
populations, such as Japanese and French populations [25,156]. The association of CYP4A22 variants
with human diseases has still not been investigated, which might be due to low expression levels of the
CYP4A22 gene. The CYP4F3 gene undergoes alternative splicing to form the CYP4F3A and CYP4F3B
enzymes, depending on the cell type [157]. Genome-wide investigation showed that the functional
SNP CYP4F3 rs4646904 was associated with lung cancer, especially in smokers [30]. However, the
functionality of this SNP in lung cancer pathology remains unidentified. In addition, a high intake

123



Int. J. Mol. Sci. 2019, 20, 4274

of polyunsaturated fatty acids was associated with reduced risk of ulcerative colitis in patients with
CYP4F3 rs4646904 GG/AG, but not those with the AA genotype [158]. Regarding the CYP4F11 gene, Yi
et al. found through in vitro methods that CYP4F11 D315N protein showed approximately 50% and
32% decreases in intrinsic clearance of erythromycin and arachidonic acid, respectively, compared to
the wild type [37]. The CYP4F11 variant (rs1060463) was associated with small bowel bleeding risk
induced by aspirin [159]. Seven variants with amino acid changes in the CYP4F12 gene were identified
and functional changes were investigated using ebastine as a substrate [160]. In their report, two
coding variants, Val90Ile and Arg188Cys, exhibited significantly decreased activity toward ebastine
hydroxylation. The intronic variant CYP4F12 rs11085971, which contains a nucleotide substitution
of guanine to thymine, was identified as a candidate oxidative-stress-related genetic marker for the
development of type 1 lesions in cerebral cavernous malformation, and could serve as an early objective
predictor of disease outcome [161]. Since the discovery of CYP4F22 was linked to its association with
lamellar ichthyosis [18], genetic studies of CYP4F22 polymorphisms have been undertaken. A CYP4F22
variant, CYP4F22 Arg243Leu, was associated with lamellar ichthyosis in a Tunisian family [131], and
further genetic studies should be conducted in clinical settings.

9.3. Genetic Variants of Other CYP4 Genes

Genetic polymorphism studies of CYP4V2 with respect to BCD are described above. In addition
to BCD, genome-wide analysis found that a CYP4V2 genetic variant was strongly associated with
deep vein thrombosis [162], which was confirmed later in multiple studies [163,164]. Association
of the genetic variant 7234C>A (rs13146272) on exon 6 of the CYP4V2 gene with the risk of deep
venous thrombosis and tamoxifen-induced venous thrombosis has been reported [165]. The exact
mechanism through which the CYP4V2 gene defect increases the risk of deep vein thrombosis remains
poorly understood. This genetic variant substitutes polar glutamine with basic lysine at position 259
of the CYP4V2 amino acid sequence, which may influence its activity. Genetic studies of 4Z1 and
4X1 are scarce, as these genes were recently identified and their physiological roles remain unclear.
CYP4X1 was found to convert the endocannabinoid anandamide, an important signaling molecule
in the neurovascular cascade, into a single monooxygenated product (14,15-epoxyeicosatrienoic
ethanolamide), suggesting a potential role in brain signaling [40]. High levels of mRNA expression
of CYP4X1 were found in the skin, brain, heart, liver, prostate, and breast [40] and CYP4Z1 mRNA
was preferentially expressed in mammary tissue [21]. Functional analysis of CYP4Z1 indicated that
CYP4Z1 has catalytic activity toward lauric and arachidonic acids, but 20-HETE was not detected in
arachidonic acid metabolism [87]. Major genetic polymorphisms in CYP4 genes with clinical impact
were summarized in Table 2.
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10. Linkage Disequilibrium among CYP4 Genes

Five CYP4 genes, CYP4A22, CYP4A11, CYP4B1, CYP4X1, and CYP4Z1, are located on chromosome
1 [4]. A number of studies based on next generation sequencing tools and a 1000-genome project have
identified SNPs in these genes. However, their functional roles, clinical relationships, and linkage
disequilibrium (LD) are poorly characterized. From the 1000-genome database, a total of 14 coding
SNPs with > 5% global minimum allele frequency were identified for CYP4A22, CYP4A11, and CYP4B1,
and this LD block was analyzed (Figure 1A). Ethnically distinct populations exhibited differing LD
blocks and haplotype structures. No strong LD was found among these three CYP4 genes that are
clustered on chromosome 1. Six CYP4F genes, including CYP4F2, CYP4F3, CYP4F8, CYP5F11, CYP4F12,
and CYP4F22, are located on the same chromatid of chromosome 19 [4]. Using the same method,
coding variants with > 5% global frequency were selected from a 1000-genome database and their
haplotypes and LD were analyzed (Figure 1B). As illustrated in Figure 1A, ethnically distinct groups
showed differing frequencies and LD structures. An LD block covering more than one CYP4 gene was
not observed for CYP4F genes in coding variant analysis. Instead, a strong linkage was found between
CYP4F2 (rs2074900) and CYP4F11 (rs8104361) in a Western European population. Since CYP4 genes on
the same chromosome with highly similar DNA structures can act as a linkage unit or as independent
genes, further linkage analysis using more validated SNPs over all regions of CYP4 genes is needed to
improve the current knowledge of CYP4 genetics.

  

Figure 1. Cont.
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Figure 1. Linkage disequilibrium (LD) plots of CYP4 genetic variants in African, Caucasian, and
Asian populations. Populations in Yoruba, Utah, and Beijing represent African, Caucasian, and Asian
populations, respectively. The coding single nucleotide polymorphisms (SNPs) with a minor allele
frequency (MAF) of 0.05 or greater in the 1000 genome data base were selected to avoid estimation
errors in linkage analysis. (A) LD structures of CYP4A11, CYP4A22, and CYP4B1 with common coding
SNPs. CYP4A11, CYP4A22, and CYP4B1 are clustered on chromosome 1. The SNPs, shown from left to
right within the figure, are as follows: rs4646487, rs2297810, rs4646491, rs2297809, rs1126743, rs1126742,
rs12564525, rs2056900, rs2056899, rs113777592, rs10789501, rs149718343, rs2405599, and rs4926600.
(B) LD structures of CYP4F2, CYP4F3, CYP4F11, and CYP4F12 using common coding SNPs. CYP4F2,
CYP4F3, CYP4F11, and CYP4F12 are clustered on chromosome 19. The SNPs, shown from left to right
within the figure, are as follows: rs1805040, rs7254013, rs16995376, rs16995378, rs609636, rs609290,
rs2285888, rs593818, rs3093200, rs2108622, rs2074900, rs3093105, rs1060463, and rs8104361. The numbers
in squares refer to pairwise LD values, measured as D’ (coefficient of linkage disequilibrium). Red
depicts a significant linkage between a pair of SNPs. Numbers inside squares indicate the D’ value
multiplied by 100.

11. Conclusions and Future Prospects

CYP4 enzymes are responsible for the metabolism of fatty acids and play important roles in
the homeostasis of fatty acids and fatty-acid-derived biomolecules such as leukotriene, prostanoid,
and 20-HETE. Thus, CYP4 enzymes make important contributions to human health, including
cardiovascular health, skin barrier maintenance, eye function, and cancer protection. However, the lack
of research into certain aspects of the CYP4 family must be overcome. First, a specific antibody for the
detection of each CYP4 protein and a specific substrate for each enzyme function must be developed to
clearly determine the expression levels of these enzymes in different tissues under various induction,
inhibition, and genetic conditions. High similarity of protein structures, overlapping substrates,
co-expression in the same tissues, and genetic differences among individuals have interfered with the
identification and characterization of CYP4 genes. For targeted therapy and targeted delivery of drugs
into cells or specific tissues, accurate measurement of CYP4 activity in tissues is essential. Second,
further functional studies of CYP4 genetic variants are needed. A growing number of genetic mutations
of CYP4 genes have been identified using high-throughput sequencing techniques. However, most
of their functional changes compared to the wild type remain unknown. Only a small number of
high-frequency genetic variants with known functional information have been investigated in multiple
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populations, likely due to their high statistical power, which enables publication. Although in silico
tools are useful for the prediction of functional changes, in silico prediction does not yet perfectly
reflect in vivo conditions. Therefore, various commercial software programs often provide inconsistent
predictions for the same genetic mutations. Development of high-throughput techniques for in vitro
functional study and improvement of in silico methods are needed to elucidate the functional changes
caused by mutations. Third, globally standardized values for CYP4 activity must be developed for
application in artificial intelligence technology and algorithms used for the prediction of CYP4-related
human diseases or the progression of disease states. As shown in Figure 2, large variations in
CYP4-mediated metabolism, genetic variants of CYP4 and other genes, and differing environmental
conditions have been observed among individuals. Data integration to support correct diagnosis
in humans is currently not possible, but is the ultimate goal of such research. To achieve this goal,
accurate molecular tools for characterization of each CYP4 enzyme, functional information about CYP4
genetic variants, and a standardized system for the application of CYP4 functional values in artificial
intelligence or machine-learning tools are needed for personalized health care.

 

Figure 2. Correlation of CYP4 genes with phenotypic outcomes. Most CYP4 genes share similar
structures and overlapping metabolic substrates. Phenotypic outcome prediction is difficult with a
single or few CYP4 genetic studies. Phenotypic outcomes are affected by genetic polymorphisms of
various genes and dynamic environmental factors. Fundamental research into CYP4 genes is essential
to provide the data integration necessary for more accurate phenotype prediction than can be obtained
using conventional methods.
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Abstract: The cytochrome P450 (CYP) family of enzymes is known to metabolize the majority of
xenobiotics. Hepatocytes, powerhouses of CYP enzymes, are where most drugs are metabolized into
non-toxic metabolites. Additional tissues/cells such as gut, kidneys, lungs, blood, and brain cells
express selective CYP enzymes. Extrahepatic CYP enzymes, especially in kidneys, also metabolize
drugs into excretable forms. However, extrahepatic cells express a much lower level of CYPs than
hepatocytes. It is possible that the liver secretes CYP enzymes, which circulate via plasma and
are eventually delivered to extrahepatic cells (e.g., brain cells). CYP circulation likely occurs via
extracellular vesicles (EVs), which carry important biomolecules for delivery to distant cells. Recent
studies have revealed an abundance of several CYPs in plasma EVs and other cell-derived EVs,
and have demonstrated the role of CYP-containing EVs in xenobiotic-induced toxicity via cell–cell
interactions. Thus, it is important to study the mechanism for packaging CYP into EVs, their circulation
via plasma, and their role in extrahepatic cells. Future studies could help to find novel EV biomarkers
and help to utilize EVs in novel interventions via CYP-containing EV drug delivery. This review
mainly covers the abundance of CYPs in plasma EVs and EVs derived from CYP-expressing cells,
as well as the potential role of EV CYPs in cell–cell communication and their application with respect
to novel biomarkers and therapeutic interventions.

Keywords: extracellular vesicles; exosomes; cytochrome P450; extrahepatic tissues; plasma;
circulatory CYPs

1. Introduction

The cytochrome P450 (CYP) superfamily is a group of Phase I mono-oxidase enzymes with broad
substrate specificity that is responsible for the majority of xenobiotic metabolism [1]. CYP enzymes
are also involved in vital endogenous pathways, including prostaglandin metabolism and steroid
hormone biosynthesis [2]. Gene names are determined according to a standardized nomenclature.
Using CYP3A4 as an example, “CYP” refers to the superfamily of cytochrome P450 genes, “3” refers
to the family designation (<40% amino acid identity with other CYPs), “A” refers to the subfamily
designation (40–55% amino acid identity with other CYPs in that family), and “4” refers to the specific
gene within the subfamily with >55% sequence identity [3]. This enzyme superfamily is ubiquitous in
nature—it is present in bacteria, fungi, plants, and animals—with varying expression patterns [4]. In
fact, many drug metabolizing isoforms including CYP 1A, 2C, and 3A show significant interspecies
differences in enzymatic activity while CYP 2E1 does not [5].
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Hepatocytes express an abundance of drug metabolizing CYP enzymes and demonstrate the
greatest capacity for Phase I xenobiotic biotransformation, followed by the small intestine and
kidneys [6–8]. Of the 57 known human CYP enzymes, five CYP isoenzymes from CYP 1–3 families
metabolize the majority of clinically used drugs—CYP3A4/5, CYP2D6, CYP2C9, CYP2C19, and
CYP1A2 [9]. Although CYP 1–3 families predominantly aid in xenobiotic detoxification, CYP
enzymes are also involved in the bioactivation of xenobiotics, resulting in the formation of toxic
intermediates. CYPs 1B1, 1A1, and 2A6 are involved in the bioactivation pathways of cigarette smoke
constituents [10,11], while CYP2E1 is involved in the metabolism of alcohol and acetaminophen [12].
These are associated with the generation of hepatotoxic or carcinogenic metabolites and promote
reactive oxygen species (ROS) production in vitro and in vivo [13–15], which eventually causes organ
damage and cancers.

CYP enzymes are generally upregulated by their own substrates/drugs, resulting in enhanced
metabolism and suboptimal plasma concentrations of concurrent drugs [16]. Conversely, CYP
inhibition by various drugs contributes to supratherapeutic drug levels and drug-induced toxicity,
thus preventing CYPs from performing their protective role in detoxification [16]. In the case of
prodrugs that require CYP-mediated conversion to their active form, the reverse is true. Prototypical
pharmacologic CYP enzyme inducers and inhibitors that are commonly implicated in drug–drug
interactions include rifampin (inducer) and azole antifungals (inhibitors), which may interact with
multiple CYP isoenzymes to varying degrees [9]. Further, pharmacogenetic variations in CYP activity
may result in reduced, absent or increased metabolic capacity. Drug metabolizing isoforms with
functionally relevant polymorphisms include CYPs 1A2, 2B6, 2C8, 2C9, 2C19, 2D6, and 3A4/5 [17,18].
Certain isoforms are more highly polymorphic than others [17] and are associated with clinically
significant effects, such as toxicity or lack of therapeutic response [17]. Furthermore, while CYP enzymes
are most abundantly expressed in the liver, they are also found in extrahepatic tissues throughout
the body. Although the majority of extrahepatic CYPs are involved in endogenous pathways [2],
drug metabolism also occurs outside the liver. The small intestine and kidneys are the primary sites
of extrahepatic drug metabolizing CYP enzymes [6,7]; however, drug metabolizing CYPs are also
expressed in the lungs, blood (monocytes, lymphocytes), brain, and heart [19–22]. Extrahepatic CYP
enzymes contribute to cell-specific biotransformation, albeit to a lesser extent than hepatic CYPs. While
extrahepatic CYP expression and metabolic capacity are not able to mediate total body clearance of
xenobiotics, the enzymes may play a significant role in local tissue exposure and toxicity [19].

Recently, we provided the first evidence that functional CYP isoforms are packaged into
extracellular vesicles (EVs) derived from human plasma of healthy volunteers, as well as in EVs derived
from hepatic cell lines [23]. Extracellular vesicles (EVs) are nanosized, membrane-bound particles that
are secreted from most cell types into biological fluids, namely plasma, and are taken up by other
cells [24]. EV cargo includes a heterogeneous array of biomolecules, e.g., lipids, carbohydrates, cytokines,
proteins, and nucleic acids—mRNAs, miRNAs, etc. [24–26]. Thus, EVs are thought to be critical
in cell-to-cell signaling, protein transfer, and nucleic acid shuttling [24,27,28]. These characteristics
suggest that EVs might be potential biomarkers, therapeutic targets, and drug-delivery systems [24].

It is important to note that exosomes are a subgroup of extracellular vesicles with a distinct
biogenesis pathway [29]. Although much of the literature prior to 2018 refers to “exosomes”,
distinguishing exosomes from other EVs has proved challenging due to overlaps in size, composition,
and marker proteins [30]. Therefore, in accordance with current ISEV guidelines [30], this review will
exclusively refer to “EVs” even when published reports refer to “exosomes”.

As drug metabolic capacity is limited in extrahepatic tissues, it is possible that CYP-containing
plasma EVs are secreted from the liver, circulate via plasma, and are delivered to distant sites (e.g.,
brain cells), where they may aid in extrahepatic drug metabolism, detoxification, and may also
influence toxicity at these sites (Figure 1). It is also possible that extrahepatic cells in the kidneys, lungs,
blood, heart, and brain also secrete EVs that are pooled in the plasma and cerebral spinal fluid (CSF),
making an “EV-depot”. These EVs may then be delivered to other cells as needed and under specific
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conditions, to perform biological functions. This review will provide an overview of the contribution
of CYPs to drug metabolism in extrahepatic tissues. Since our primary goal is to discuss relevant
drug-metabolizing CYP enzymes and their xenobiotic substrates, discussion pertaining to endogenous
pathways is largely outside the scope of this review. Importantly, we will summarize the most recent
literature pertaining to CYPs and EVs, the relative abundance of CYPs in human plasma-derived
EVs, and potential implications of CYP-containing EVs in xenobiotic biotransformation/bioactivation.
Further, we will discuss the potential role of EV CYP enzymes as biomarkers in various pathological
conditions and xenobiotic exposure/drug use, as well as suggest novel therapeutic interventions.

Figure 1. Cytochrome P450 (CYP)-containing plasma extracellular vesicles (EVs)/exosomes are secreted
from the liver and other peripheral organs, circulate via plasma, and are delivered to distant sites
(e.g., brain cells), where they may aid in extrahepatic drug metabolism, detoxification, and may also
influence toxicity at these sites. Similarly, secretion of EVs from extrahepatic cells, including brain cells
are also likely to contain CYPs in addition to other biomolecules, which would also be circulated via
plasma and delivered to other distant cells.

2. Expression of CYP Enzymes in Extrahepatic Tissues

Although the metabolic capacity of extrahepatic CYPs is relatively low compared to the capacity of
hepatic CYPs, extrahepatic CYPs may still influence local tissue function and drug exposure, as well as
drug biotransformation and bioactivation at these sites. Further, extrahepatic CYP enzymes may alter
overall systemic exposure to xenobiotics, with corresponding elevations in toxicity [19,31]. Interestingly,
some CYPs are expressed preferentially in extrahepatic tissues, which may lead to unique extrahepatic
metabolites and tissue-specific consequences in cellular toxicity and organ pathology. The CYPs
expressed in extrahepatic tissues are shown in Table 1.
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Table 1. Select xenobiotic metabolizing cytochrome P450 enzymes expressed in human
extrahepatic tissues.

Tissues/Organs CYPs Detected References

Small intestine 3A4/5+/++/+++, 1A1+/++, 1B1+, 2C9+/++/+++,
2C19+/++/+++, 2D6+, 2E1+

[32–34]

Kidney 2B6+/++/+++, 3A5+/++/+++ [6,35–37]

Lungs
1A1+/++/+++,1A2+/++/+++, 1B1+/++, 2A6+/++/+++,

2B6+, 2C+/++, 2D6+/++/+++,
2E1+/++/+++3A4/5+/++/+++

[38–44]

Heart 1A1+, 1A2+/++, 1B1+, 2C8+/++, 2C9+/++, 2J2+/++,
2B6/7+, 2D6+, 2E1+/++, 3A4++

[31,45–48]

Blood
(monocytes and lymphocytes)

1A1+/++, 1B1+/++, 2A6+/++/+++, 2B6+/++, 2D6+/++,
2E1+/++, and 3A4/5+/++/+++

[13,49–52]

Brain 1A1+/++, 1A2+/++, 1B1+/++, 2A6+/++/+++, 2B6++,
2C8+, 2D6+/++/+++, 2E1+/++/+++, 3A4/5+/++

[13–15,53]

Key: +mRNA, ++ protein, +++ activity.

2.1. Small Intestine

CYP3A4 is the main CYP isoform in the small intestine, accounting for roughly 82% of CYP
enzymes expressed in gut tissue [8]. Many drugs, which are 3A4 substrates, have low oral bioavailability
due in part to CYP-mediated intestinal first pass metabolism [8]. Due to CYP3A4’s broad substrate
specificity and high expression in gut tissue, certain foods and dietary supplements can cause significant
drug interactions. Grapefruit juice, a potent inhibitor of intestinal 3A4, is known to increase the plasma
concentration of common 3A4 substrates, e.g., statins, calcium channel blockers, protease inhibitors,
and many others [54]. Inhibition by grapefruit juice does not affect hepatic 3A4 but may decrease
intestinal 3A4 function by 62% [32].

2.2. Kidneys

It has been estimated that the human kidney contains anywhere from 4–20% of hepatic CYP
protein content [8]. Only CYPs 2B6 and 3A5 have been confirmed in the human kidney, and evidence
for CYPs 3A4, 2C9, and 2C8 is equivocal [6]. Of these, CYP3A5 is the most prevalent isoform [19].
Renal CYP3A5 is highly polymorphic [19]. In fact, genetic variations in renal 3A5 expression may
influence nephrotoxicity associated with the immunosuppressive agent, tacrolimus [55], as well as with
the anticancer agent, ifosfamide [56]. Further, CYP3A forms are expressed consistently in renal cancer
cells and may be involved in renal cancer development and multidrug resistance [57]. Nevertheless,
renal CYP3A enzymes may also help suppress cancer via bioactivation of certain agents, forming
metabolites that are cytotoxic to tumor cells and benign in noncancer cells [57].

2.3. Lungs

Lung tissue expresses CYPs 1A1, 1B1, 2A6, 2E1, 3A4, and 3A5 among others [8]. Many respiratory
tract CYPs are linked to bioactivation of the constituents of cigarette smoke and enhanced toxicity and
carcinogenicity. CYP1A1 is mostly expressed in smokers [8]. Both CYPs 1A1 and 1B1 isoforms are
induced by compounds found in tobacco smoke, particularly Benzo(a)pyrene (Bap) [10,58]. Bap is a
polycyclic aromatic hydrocarbon (PAH) carcinogen that is converted to DNA-reactive intermediates in
a process dependent on CYP1A1 and CYP1B1 metabolic pathways [10]. CYP2A6 is mostly expressed
in the trachea and is also thought to be involved in bioactivation of carcinogens from tobacco smoke [8].
CYP2A6 mainly metabolizes nicotine, the primary constituent in cigarette smoke, into cotinine and
nicotine-derived nitrosamine ketone (NNK) [59]. Of note, CYP2A6 polymorphisms are involved in the
development of lung cancer and nicotine dependence [8,60].
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2.4. Heart

Multiple CYP enzymes relevant to drug metabolism or bioactivation are present in cardiac tissue
in low or moderate amounts, including CYPs 1A1, 1B1, 2C8, 2C9, 2D6, 2E1, and 3A4 [31]. Interestingly,
higher CYP mRNA expression (e.g., 2D6, 2C) in right ventricular tissue vs. left ventricular tissue,
which is indicative of increased drug inactivation at this site, has led some researchers to suggest that
differential expression may contribute to therapeutic failure in pharmacological treatment of right
ventricular hypertrophy [45]. However, the most prevalent CYP isoform in the heart is CYP2J2, an
enzyme involved in metabolizing the anticancer drug, doxorubicin [31]. One common adverse effect
of doxorubicin is cardiotoxicity, an effect that may be mitigated in cases of CYP2J2 over-production
in cardiomyocytes [61]. Further, cardiac CYPs 1A1 and 2J2 have been shown to be induced in mice
following treatment with cocaine and Bap [62].

2.5. Blood

CYP mRNA and protein, including that of CYPs 3A4, 2A6, 2E1, 1A1, and 1B1, have been observed
in human monocytic and lymphocytic cells [13,21,22,50,51], with 2A6 being the most abundantly
expressed isoform in monocyte-derived macrophages [21]. Monocytes are part of the mononuclear
phagocyte system, a family of myeloid lineage that also includes macrophages and dendritic cells [63].
These blood cells are critical in host defenses against pathogens, as well as in maintaining tissue
homeostasis [64]. Blood monocytes may mature into macrophages under inflammatory conditions
and migrate to tissues, where they can synthesize and secrete inflammatory mediators [63]. CYP2A6
induction has been observed in monocytes derived from the plasma of smokers [50], and 2A6-mediated
metabolism of nicotine is associated with increased oxidative stress and DNA damage in monocytic
cells [13,50]. Similarly, cigarette smoke condensate (CSC) induced CYPs 1A1 and 1B1 in in vitro
monocyte studies [51]. In addition, alcohol-inducible CYP2E1, which is known to metabolize alcohol in
the liver, was also found to be expressed and induced by alcohol in monocytes/macrophages, leading
to oxidative stress [21].

2.6. Brain

Total CYP protein content in the brain is substantially lower compared to the liver and is estimated
at 0.5%–2% of hepatic CYP content [65]. Although the contribution to systemic drug metabolism may
be minimal, brain CYP activity and variation may have a significant impact on local metabolism and
the therapeutic efficacy of centrally acting drugs, including antidepressants, antipsychotics, drugs of
abuse, and carcinogens [66]. CYP enzymes are differentially expressed in some regions of the brain
and in neurons and glial cells. The highest CYP content is found in the brain stem and cerebellum, and
the lowest in the striatum and hippocampus [67]. The proposed functions of cerebral CYPs vary by
cell type and location.

2.6.1. Neurons

Drug metabolizing CYPs 1A1, 2B6, 2E1, and 3A4 are found primarily in neurons [65], while
CYP2D6 is expressed in pyramidal neurons in addition to glial cells [68]. CYP3A4 is involved in
psychotropic drug metabolism, including antiepileptic metabolism [65,68]. Considering that alcohol
dehydrogenase (ADH) is not expressed in the brain, while CYP2E1 is constitutively expressed in
various brain regions, it is probable that CYP2E1 is the brain’s major alcohol metabolizing enzyme [69].

2.6.2. Monocytes and Glial Cells

CYPs are abundant in astrocytes at the blood–brain barrier (BBB), aiding in the regulation
of xenobiotic influx into the CNS, blood flow modulation, and signaling during inflammatory
conditions [70]. Notably, CYP1B1 is expressed on cerebral micro-vessels and astrocytes at the BBB
interface [71,72], and in conjunction with membrane transporters, may aid in regulating xenobiotic
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passage into and out of the brain. CYP2D6 is expressed in neurons and glial cells [68]. CYP2D6 is
involved in opioid metabolism and that of many antidepressants, antipsychotics, and detoxification of
pesticides [66,73]. Further, in vitro studies have shown that CYPs 3A4, 2A6, 1A1, and 2E1 are expressed
in human monocyte-derived-macrophages as well as in astrocytic cell lines [13,49–52]. CYPs 1A1 and
2A6 account for the majority of CYP content in SVGA astrocytes, while CYP2A6 is the predominant
isoform in U937 macrophages [13,21]. Monocytes are known to enter the brain from the periphery and
differentiate into perivascular macrophages and microglia [74], making their presence in the CNS an
important target for CYP activity.

Relatively low levels of brain CYP content may have neurotoxic ramifications. For example,
low cerebral 3A4 may make brain tissue more sensitive to pharmaceutical inhibition of psychotropic
drug metabolism, as illustrated by ritonavir-mediated inhibition of carbamazepine and consequent
ataxia [75]. Moreover, a possible explanation for nicotine-mediated induction of 1A1 and 2A6 observed
in astrocytes, but not hepatocytes, may be that hepatic 1A1 and 2A6 are already expressed at maximal
levels [13]. Indeed, brain CYPs seem to be particularly sensitive to xenobiotic-mediated induction.
Increased expression of CYPs 2E1, 2B6, and 2D6 has been observed in the brain tissue of smokers and
alcoholics [14,69,76–78], but changes in hepatic 2B6 and 2D6 are undetectable [78,79]. Our in vitro
study showed that CYP2E1 is induced by alcohol exposure in both astrocytes and monocytes via
oxidative stress-mediated protein kinase C/c-Jun N-terminal kinase/specificity protein1 (PKC/JNK/SP1)
pathways, which eventually causes cellular toxicity. Although evidence suggests CYP2E1-mediated
mechanisms of cellular toxicity, including neurotoxicity and contribution to neurological diseases
(HAND, PD), it is possible that that cellular CYP content in the CNS is insufficient to meditate these
effects. Therefore, it is worth considering the possibility of additional sources of CYP enzymes, which
may be transferred to brain cells, when evaluating xenobiotic-induced toxicities and therapeutic efficacy
in brain cells.

3. Circulating CYP Enzymes and Their Role in Cell–Cell Communication

3.1. EVs and Their Origin

EVs are small, membrane-bound vehicles of intercellular communication that carry various
types of cellular information throughout the body. The role of EVs in cell–cell interactions is rather
complicated; thus, EVs may influence the pathophysiology of recipient cells in either positive or
negative ways [80]. EVs comprise a heterogenous group and are therefore classified into three major
categories based on their biogenesis pathway: exosomes, micro-vesicles, and apoptotic bodies [29].
Exosomes (<200 nm), which originate from endosomal compartments, are secreted from cells when
micro-vesicular bodies (MVBs) fuse with the plasma membrane, whereas micro-vesicles (50–1000 nm)
are routinely shed from cell membranes, and apoptotic bodies (50–5000 nm) are released during
membrane blebbing upon programed cell death [29]. Due to overlaps in size, composition, and marker
proteins, exosome characterization has proved to be challenging for researchers [30]. Therefore, we
will exclusively refer to “EVs”, even when published data refers to “exosomes”.

3.2. Role of Circulatory CYPs in Drug Metabolism and in Cell–Cell Communication

Produced by and secreted from cells into extracellular plasma, EVs transmit genetic material,
proteins, and other biological cargos that reflects the function of the organ from which they
originate [24,81]. Once EVs exit the cell by exocytosis, they travel to distant cells via biological
fluids such as plasma, cerebrospinal fluid, and urine, where they fuse with recipient cells [81].
The cargo is then released and is free to exert its effects on target cells [81,82]. This transmission of EVs
throughout the body provides a means of communication between cells—offering a new source of
biomarkers, as well as a potential tool in characterizing variability in drug exposure and therapeutic
intervention [24,82].
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Furthermore, studies have revealed that EVs carry a multitude of drug metabolizing enzymes,
including members of the CYP enzyme group [23,83,84] (Table 2). However, the presence and amount
of CYP enzymes is likely to vary greatly depending on the EV source, whether the EVs are isolated
from plasma or a specific cell line, as well as the physiological condition of the cells from which they
originate [85].

Table 2. Select xenobiotic metabolizing cytochrome P450 enzymes expressed in EVs.

Tissue/Organ/Fluid Human/Animal CYPs Detected
Isolation

Method/References

Plasma

Human

1A1++, 1A2+/++, 1B1+/++,
2B6+/++, 2A6+/++,
2C8+/++, 2C9+/++,

2C19+/++, 2D6+/++,
2E1+/++/+++, 2 J2+/++,

3A4/5+/++/+++

Total Exosome Isolation
Kit (from plasma) [23],

exoEasy Kit (membrane
affinity spin column) [86]

Mouse 2E1++, 3A4++
Total Exosome Isolation
Kit (from plasma) [87]

(unpublished data)

Rat 1A1++, 1A2++, 2E1++,
4A++, 4B++ Ultracentrifugation [88]

Hepatocytes

Human 2E1+/++
Total Exosome Isolation

Kit (from cell culture
media) [23]

Rat

2A1++, 2A2++, 4A2++,
2B3++, 2C11++,

2D1++/+++, 2D3++,
2D18++, 2D10++, 2D26++

ExoQuick Kit [89]
Ultracentrifugation

[84,90,91]

Monocytes/Macrophages Human 2E1+/++/+++, 1A1+/++,
2A6+/++

Total Exosome Isolation
Kit (from cell culture

media [23,92]

Key: +mRNA, ++ protein, +++ activit.

Our group recently detected CYPs 1B1, 2A6, 2E1, and 3A4 mRNA in plasma-derived EVs from
healthy subjects, with 2E1 displaying > 500-fold higher expression than the other CYPs identified.
We also detected CYPs 1A1, 1B1, 2A6, 2E1, and 3A4 at the protein level [23]. In our studies, plasma
EVs were isolated using 0.22 μm filtration, followed by different methods including single and double
isolations with a commercial kit [23,26], in addition to the ultracentrifugation method [92]. Further,
absolute spectra revealed a higher level of CYPs in plasma-derived EVs versus plasma alone, which
indicates specific packaging of CYPs within circulating plasma EVs. Importantly, activity assays
confirmed the enzymatic activity of EV CYP2E1 and 3A4. Interestingly, our finding indicated a higher
level of CYP2E1 in plasma EVs than in liver cells/EVs, which is the powerhouse of CYP enzymes.
The plasma EV CYP2E1 level was also higher than alcohol-induced CYP2E1 in monocytes. Together,
these findings suggest that EV packaging is carefully regulated. A study performed by Rowland et
al. further strengthened our findings, demonstrating the presence of peptides and mRNA of CYPs,
1A2, 2B6, 2C8, 2C9, 2C19, 2D6, 2E1, 2 J2, 3A4 and 3A5, UGT 1A1, 1A3, 1A4, 1A6, 1A9, 2B4, 2B7, 2B10
and 2B15, and NADPH-cytochrome CYP reductase in plasma-derived exosomes [86]. As EVs act as
intercellular messengers, this differential packaging has a crucial impact on the pathophysiology of
the recipient cells, and an abundance of CYP enzymes in EVs suggests their necessity at points across
the body.

3.2.1. Alcohol, Acetaminophen and EV CYP2E1

Circulating CYPs likely play a role in extrahepatic metabolism. Once secreted from the liver, EVs
can deliver CYP enzymes to distant sites, where they then affect the target cells by influencing the
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metabolism of pharmaceutical drugs, drugs of abuse, and other xenobiotics [23]. CYP2E1 is mainly
found in the liver, where it is known to be a major metabolizer of alcohol and acetaminophen (APAP) [12].
Importantly, CYP2E1-mediated metabolism produces reactive oxygen species (ROS) responsible for
oxidative liver damage and cellular toxicity [12]. While alcohol and APAP misuse are significant
contributors to liver damage, they also affect extrahepatic tissues [93]. Moreover, alcohol induces EV
release from hepatocytes in association with ROS [94]. Our study has also shown that alcohol-exposure
to mice induces the level of EV CYP2E1 in the plasma [87]. We have further demonstrated that when
plasma EVs containing increased levels of CYP2E1 are exposed to hepatic and monocytic cells, they
exacerbate alcohol- and APAP-induced toxicity [87]. We have also shown that the toxicity is mainly
caused by CYP2E1, as a CYP2E1-selective inhibitor significantly reduced EV-exacerbated toxicity by
both alcohol and APAP. Together, the results suggest that EVs containing CYP2E1 can cause both intra-
and intercellular communication. Thus, CYP2E1’s presence extrahepatically and its role in cell–cell
communication suggests that alcohol and APAP are also being metabolized at different locations
throughout the body. It is likely that plasma EVs transmit CYP2E1 from the liver to targets throughout
the body, e.g., the brain, where 2E1 can then participate in xenobiotic metabolism and bioactivation
of toxic metabolites. EVs carrying CYP2E1 to distant cells may help explain alcohol-induced cellular
injury occurring outside the liver.

3.2.2. Tobacco Smoking and EV CYP2A6, 1B1, 1A1

CYP2A6, CYP1B1, and CYP1A1, all of which play a vital role in the metabolism and bioactivation
of tobacco/cigarette smoke constituents, were also detected in EVs [23]. Although CYP2A6 and 1B1 are
mainly expressed in the respiratory system, they can also be found in liver cells. Thus, EV CYP2A6 and
1B1 may originate from either organ. Both produce toxic metabolites in association with their roles
in metabolizing nicotine and PAHs, respectively [10]. Our recent studies suggest that EVs may also
play a defensive role, specifically in protecting against smoking-induced HIV-1 pathogenesis [92,95].
CYP-mediated elevations in oxidative stress that accompany tobacco smoking, also promote HIV-1
replication [13,14,50,51]. Additionally, cigarette smoking is associated with EV release in smokers and
in various cell types in vitro [96]. Our study revealed that EVs from CSC-treated cells were found to
alter their antioxidant capacity and packaging—showing a protective effect against toxicity and viral
replication in the early stages of HIV-1 replication [92].

3.2.3. Drug Metabolism and EV CYP3A4

Importantly, we also detected metabolically active CYP3A4 enzyme in plasma exosomes [23]. Being
the major drug-metabolizing CYP enzyme, the presence of CYP3A4 in EVs has clinical significance in
terms of therapeutics. During drug development, the focus is traditionally on hepatic drug metabolism;
however, failing to account for circulating CYPs may result in unintended drug–drug interactions or
toxicity. Furthermore, EV CYP3A4 can be used as a biological marker, specifically in examining the
metabolism of pharmacological or illicit drugs. Rowland et al. demonstrated a strong relationship
between EV CYP3A4 and drug clearance in patients, which suggests that EVs can be a potential tool
for identifying variability in drug exposure [86]. The study also found that EV CYP3A4 exhibits
comparable kinetics to microsomes taken from liver samples [86]. The circulation of EVs in bodily
fluids allows for greater accessibility in terms of isolating these biomarkers. Sometimes called “liquid
biopsy,” this form of sample collection does not require the use of invasive techniques such as tissue
biopsy or liver resection. Rather, to assess the expression of CYP3A4 mRNAs, they can simply be
isolated from a blood sample. These findings suggest that EV CYPs may provide a new and easier way
to explore variability in pharmaceutical drug metabolism and exposure.

3.2.4. Biological and Clinical Significance of CYP Packaging/Circulation in Plasma EVs

Although it is recognized that EVs can envelope functionally active CYP enzymes, the specific
mechanistic pathway of this differential packaging is still under investigation. Circulating EVs with
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metabolically active CYP enzymes may have a considerable impact on neighboring and distant cells
and tissue systems. For example, CYP enzymes carried within EVs might influence the metabolism of
endogenous and xenobiotic compounds. EVs could be way of removing unwanted CYP enzymes from
the cells. Further investigations are warranted to fully appreciate the impact that these modified EVs
may have in the body [83]. EVs derived from patient hepatocytes can be utilized as a non-invasive
tool to characterize variability in drug response—one way in which EVs may be used as potential
biomarkers [83]. Further, EVs are already under investigation to be used as drug delivery systems,
designed to contain specific content for transport to different cell types [97]. Thus, EVs might be a
useful tool in combating xenobiotic-induced toxicity by controlled alteration of their contents.

4. Potential Applications of EVs Containing CYP Enzymes

4.1. Circulating CYP Enzymes as Biological Markers of Drug-Induced Toxicity

The current gold standard biomarkers for hepatic injury are based on the measurements of hepatic
enzymes levels, including ALT, AST, etc., in plasma or serum. However, the ALT levels do not always
correlate with various stages of liver disease due to its relatively short half-life [98]. Therefore, specific
components in circulating EVs may have great utility as non-invasive biomarkers for diagnosis and
during treatment of hepatic injury. For example, alcohol use increases CYP2E1 expression in plasma
EVs [88] and there is a correlation between increased CYP2E1 level and alcohol-induced liver injury [99].
Furthermore, alcohol exposure increases EV release into the circulation [88], making circulatory EVs a
potential source of biomarkers in the setting of drug-induced liver injury [84,100].

Recent studies show that much like alcohol’s effect on the liver, alcohol can also alter EV
cargo [93]. Furthermore, EVs derived from alcohol-treated cells have been shown to exacerbate
disease progression through the delivery of altered cellular material to target cells. We previously
observed that EVs collected from mouse and human plasma aggravated alcohol and APAP-induced
toxicity [87]. In a similar study, Cho et al. demonstrated that CYP2E1-rich EVs from alcohol-exposed
rats and patients induced hepatic cell death [88]. These findings further highlight the potential value
of CYP2E1-containing EVs as noninvasive, diagnostic biomarkers in alcoholism and microsomal
stress [101].

Similarly, smoking induces CYP1A1 [58], CYP1B1 [102], and the activity of these enzymes can
exacerbate smoking-related toxicity by providing additional oxidative stress [58]. Since these CYPs
are present in EVs [23,86], EVs can serve as markers to diagnose smoking-induced tissue toxicity.
Similarly, a strong relationship between EV-derived CYP3A4 and drug clearance in patients [86]
suggests that EV CYP3A4 can be used as a biological marker, specifically in examining the metabolism
of pharmacological or illicit drugs.

4.2. Use of EV CYPs in Synthetic Biology

CYPs can catalyze the specific addition of oxygen atoms to chemical scaffolds, which would be
very challenging and expensive by traditional methods. Several CYPs and engineered variants are
now used to synthesize and produce various compounds on a larger scale and for diverse purposes,
including drug discovery and development [1]. For instance, artemisinic acid, a precursor for the
Artemisia annua-derived antimalarial drug, artemisinin, has been synthesized using an engineered
form of the plant’s CYP71AV1 enzyme [103]. Furthermore, engineered CYPs have utility in statin
synthesis. Compactin is a naturally-occurring HMG-CoA reductase inhibitor originally isolated
from Penicillium citrinium by Endo et al., 1976 [104]. Using an engineered version of Amycolatopsis
orientalis-derived CYP105AS1 in Penicillium chrysogenum fungi, researchers are now able to synthesize
pravastatin from compactin [105]. Moreover, as the proteins packaged in EVs are stable and protected
from degradation [106], engineered CYPs can be loaded in EVs (Figure 2), a step that would improve
their stability and subsequent activity in the production of various therapeutic molecules.
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Figure 2. Potential applications of extracellular vesicles containing CYP enzymes include drug
metabolism, prodrug activation, supplementation of CYP to subjects with genetic polymorphisms, and
industrial synthesis of biomolecules.

4.3. Targeted Delivery of EV CYPs for Prodrug Activation

The ability of EVs to package and transport a variety of biological cargos has prompted investigators
to examine the possibility of loading EVs with specific therapeutic content [107]. Several methods
of EV loading have been developed, including electroporation, transfection, and incubation, among
others [108]. Utilizing one of these methods, it is conceivable that EVs may be loaded with CYP
enzyme, along with CPR. The EV-loaded CYP and prodrugs can be directly administered to the site
of disease. For example, in the case of solid cancer, EV CYP can activate anticancer prodrugs at the
disease site, reducing toxicity in healthy cells caused by anticancer drugs. Engineering such a delivery
system could enhance the efficacy and bioavailability of certain prodrugs, cancer treatments (including
brain cancer), and neurological disease therapies.

Previously, gene-directed enzyme prodrug therapy (GDEPT), which utilizes gene transfer of CYP
enzyme and cytochrome CPR within a viral vector, has been proposed as a novel way to increase
therapeutic efficacy and decrease systemic side effects of anticancer prodrugs, e.g., cyclophosphamide
(CPA) and ifosfamide (IFA) [1]. The purpose of CYP-based GDEPT is to facilitate local CPA/IFA
bioactivation by expressing CYP enzymes directly within tumor cells [109]. While initial trials of
CYP-based GDEPT systems have demonstrated safety and enhanced chemosensitivity to tumors, no
GDEPT products are currently on the market [110,111]. As EVs are already under investigation as
potential delivery systems [97], it is possible that EVs loaded with CYP and CPR could replace the
viral vector in CYP-based GDEPT systems (Figure 2). The approach of loading EVs with CYP and CPR
would be safe and economical due to the biological origin of EVs. Moreover, several therapeutics fail
to achieve optimal concentrations in the CNS due to their inability to cross the BBB. In such instances,
EVs can be engineered to target CNS cells and deliver their contents. For example, in delivering
a prodrug along with its activating CYP enzyme to microglial cells, EVs could be conjugated with
anti-TEME119 antibody [112], which is specific to microglia, to target and deliver EV cargo to these
cells. Further, bacterial CYP enzymes have been expressed and engineered to activate prodrugs [1].
Loading of these CYPs in EVs targeted to a particular tissue can increase their stability and further
promote their prodrug-converting activity in target sites.
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4.4. Delivery of EV CYPs to Supplement Naturally Inactive CYPs

EV-loaded CYPs can also be administered to subjects with loss of function polymorphisms
for particular CYP enzymes (Figure 2). Genetic polymorphisms of drug-metabolizing enzymes can
result in either decreased, increased, or complete lack of activity of an enzyme, leading to disease
susceptibility [113,114] or variability in drug response [115–117]. CYP2D6, which is known to
metabolize approximately 20% of drugs, is the most polymorphic CYP enzyme in many ethnic
populations and varies from 1–50% [118]. Several CYP2D6 variants cause very low to no activity
with several drugs [119]. Similarly, CYP3A5 contributes significantly to drug metabolism in humans
and is not expressed in 90% of Caucasians [120]. Thus, certain drugs, e.g., tacrolimus and sirolimus,
that are metabolized by CYP3A5, tend to accumulate and cause toxicity in most Caucasians [120].
Thus, administrating EVs loaded with CYP3A5 to Caucasians could be helpful in metabolizing 3A5
substrates and decreasing their respective toxicities.

4.5. Current Challenges Associated with Using EVs as Therapeutics

Although EVs have advantageous properties over synthetic delivery systems in terms of their
biological source and ability to deliver functional cargo, clinical translation of EVs as diagnostic or
prognostic markers of pathological states remains a challenge due to various reasons. One reason might
be the lack of uniformity in isolation, characterization and analysis methods of EVs. This can lead
to variations in EV counts and phenotypes between different laboratories, making data analysis and
clinical translation difficult. Furthermore, the half-life of exosomes in athymic nude mice was reported
to be 30 min, and clearance was estimated to be 6 h after intravenous injections [121]. However, due to
compartmental changes as EVs travel throughout the human body, it is difficult to estimate the half-life
of EVs in blood. Moreover, EVs from different cells and EVs with different sizes possess different
biodistribution profiles. In addition to all these concerns, most studies regarding the physiological
or pathological effects of EVs have been done in cell culture models. However, cells under in vivo
conditions are under a constant steady-state exposure to EVs. Therefore, the extent to which controlled
EV exposures under in vitro conditions corresponds to the in vivo environment remains unclear.

The purification and detection of EVs is improving with the help of technological advancements.
Moreover, International Society for Extracellular Vesicles (ISEV) attempts to provide guidelines to isolate
and characterize EVs in order to improve reproducibility and to avoid ambiguity in the identification
of EVs [122,123]. EVs can be engineered in order to increase their circulation time and improve their
delivery to target tissues. For example, EVs can be coated with polyethylene glycol, which is known to
increase the half-life of nanoparticles [124]. Increased expression of CD47 on the EV surface can also
improve the circulation time of EVs by opposing the actions of phosphatidylserine, which promotes
the initiation of phagocytosis and subsequent removal from the circulation by macrophages [125,126].
Therefore, exploring EV circulation kinetics, targeting, internalization, and cell–cell trafficking routes
will be useful in engineering EVs for therapeutic purposes.

5. Conclusions

Considering the profound contribution of CYP enzymes in mediating xenobiotic metabolism and
bioactivation of toxicants, the presence of CYP enzymes in EVs and their biological significance cannot
be ignored. As EVs circulate throughout the body via biological fluids and participate in cellular
communication, they may be clinically useful as biomarkers for drug-induced toxicity, synthesis of
drug/metabolite synthesis, and targeted prodrug activation. Thus, further investigating the roles of
circulating CYPs in extrahepatic cells would help generate novel treatment options for neurological
diseases, cancer, and more.

Funding: The authors acknowledge the funding from the National Institutes of Health Grant DA047178 to S.Ku.

Conflicts of Interest: The authors declare no conflict of interest.

149



Int. J. Mol. Sci. 2019, 20, 6178

Abbreviations

EVs Extracellular vesicles
CYP Cytochrome P450
CPR CYP reductase
APAP Acetaminophen
ROS Reactive oxygen species
CSF Cerebral spinal fluid
Bap Benzo(a)pyrene
PAH Polycyclic aromatic hydrocarbon
NNK Nicotine-derived nitrosamine ketone
CSC Cigarette smoke condensate
ADH Alcohol dehydrogenase
BBB Blood-brain barrier
CNS Central nervous system
HAND HIV-associated neurocognitive disorders
PD Parkinson’s disease
MVBs Micro-vesicular bodies
ALT Alanine aminotransferase
AST Aspartate aminotransferase
GDEPT Gene-directed enzyme prodrug therapy
CPA Cyclophosphamide
IFA Ifosfamide
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Abstract: Cytochrome P450 monooxygenases (CYPs/P450s) are among the most catalytically-diverse
enzymes, capable of performing enzymatic reactions with chemo-, regio-, and stereo-selectivity.
Our understanding of P450s’ role in secondary metabolite biosynthesis is becoming broader.
Among bacteria, Bacillus species are known to produce secondary metabolites, and recent studies
have revealed the presence of secondary metabolite biosynthetic gene clusters (BGCs) in these species.
However, a comprehensive comparative analysis of P450s and P450s involved in the synthesis of
secondary metabolites in Bacillus species has not been reported. This study intends to address these
two research gaps. In silico analysis of P450s in 128 Bacillus species revealed the presence of 507
P450s that can be grouped into 13 P450 families and 28 subfamilies. No P450 family was found
to be conserved in Bacillus species. Bacillus species were found to have lower numbers of P450s,
P450 families and subfamilies, and a lower P450 diversity percentage compared to mycobacterial
species. This study revealed that a large number of P450s (112 P450s) are part of different secondary
metabolite BGCs, and also identified an association between a specific P450 family and secondary
metabolite BGCs in Bacillus species. This study opened new vistas for further characterization of
secondary metabolite BGCs, especially P450s in Bacillus species.

Keywords: Antibiotics; Bacillus; biosynthetic gene clusters; comparative analysis; cytochrome P450
monooxygenase; Mycobacterium; P450 diversity percentage; P450 profiling; secondary metabolites

1. Introduction

Cytochrome P450 monooxygenases, also known as CYPs/P450s, are undoubtedly among
the most catalytically-diverse enzymes, performing enzymatic reactions with chemo-, regio- and
stereo-selectivity [1–6]. The catalytic diversity combined with chemo-, regio- and stereo-specific
oxidation of substrates exerted by P450s are used in diverse biotechnological applications ranging
from drug discovery to bioethanol production and synthesis of different secondary metabolites [7–12].
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P450s are heme-thiolate proteins ubiquitously found in species belonging to different biological
kingdoms, including non-living entities such as viruses [13,14]. In bacteria, P450s have been found to
play a key role in enzymatic reactions, leading to the biosynthesis of physiological compounds or the
biodegradation of xenobiotics [9,11,15,16].

P450s’ role in the synthesis of a diverse array of secondary metabolites has been thoroughly
reviewed [8,12]. Secondary metabolites are natural products that are widely-used in human and
veterinary medicine, agriculture, and manufacturing, and are known to mediate a variety of
microbe-host and microbe-microbe interactions [17]. P450s were found to play a key role in the
synthesis of different secondary metabolites, including terpenes, alkaloids, shikimates, polyketides,
and peptides [12]. The coding sequences (genes) of enzymes involved in the synthesis of different
secondary metabolites, including P450s, were found to be part of gene clusters named biosynthetic
gene clusters (BGCs) [17]. Bacterial species have been found to have more than 1000 different types of
BGCs involved in the synthesis of known and unknown secondary metabolites [17].

Among bacteria, species belonging to the genus Bacillus are ubiquitously present in the biosphere,
and are well known for their distinct features with one common characteristic, i.e., making dormant
endospores during unfavorable growth conditions [18,19]. Applications of Bacillus species across
different spectra have been well explored in the industrial, agricultural, and ecological fields, and by
academics, against a backdrop of being a well-known human pathogen [18,19]. Comprehensive in silico
studies detailing Bacillus species’ ability to produce different secondary metabolites and different types
of BGCs have frequently been reported [20,21]. Analysis of 1566 Bacillus species’ genomes revealed the
presence of 20,000 BGCs, most of which were found to produce known secondary metabolites that play
a key role in the physiology and development of Bacillus species [21]. The study by Grubbs et al. [21]
also reported that secondary metabolite alkylpyrones play a key role in inhibiting spore development
in Bacillus species.

Despite comprehensive analysis of Bacillus species’ secondary metabolite BGCs, P450s that are
part of different BGCs have not been reported. Analysis of P450s in Bacillus species date back to 2009,
when the authors performed a comparative analysis of P450s in 29 Bacillus species, and identified
a few P450s belonging to a limited number of P450 families such as CYP102, CYP106, CYP107,
CYP109, CYP134, CYP152, and CYP197 [22]. Among the P450 families identified in Bacillus species,
the CYP102 P450 family has a special place in P450 research, being one of the most extensively-studied
bacterial P450s, for its structural, functional, and biotechnological potential. Even the Bacillus
species B. megaterium has become very famous owing to the identification of CYP102 P450 from
this organism [23,24]. In silico comparative analysis of P450s in bacterial species is gaining momentum.
Recently, a comprehensive comparative analysis of P450s in 60 mycobacterial species has been
reported; the authors identified that mycobacteria possess a large number of P450s, and that different
mycobacterial categories have characteristic P450 families that can be used as biomarkers to identify
different mycobacterial species [25].

The current trend of whole-genome sequencing of organisms resulted in the genome sequencing
of a large number of Bacillus species genomes. Quite a large number of Bacillus species genome
sequences are available for public use at Kyoto Encyclopedia of Genes and Genomes—GenomeNet
(KEGG) [26]. This gives us the opportunity to perform comprehensive a comparative analysis of P450s
in Bacillus species as per international P450 nomenclature committee rules [27–29], and to identify
P450s involved in the synthesis of different secondary metabolites. Here, we report genome data
mining, annotation, phylogenetic and comparative analysis of P450s in 128 Bacillus species, including
identification of P450s involved in the synthesis of different secondary metabolites. This study also
reports comparative analysis of P450s between the genera Bacillus and Mycobacterium. Last but not
least, a previous study reporting BGCs in Bacillus species did not clearly indicate BGCs on genomic
DNA (gDNA) and plasmid DNA [21]; thus, in this study, gDNA and plasmid DNAs were individually
subjected to BGC analysis.
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2. Results and Discussion

2.1. Bacillus Species Have the Lowest Number of P450s

Genome data-mining and annotation of P450s in 128 Bacillus species revealed the presence of
the lowest number of P450s in their genomes (Figures 1 and 2). In total, 507 P450s were found in 114
Bacillus species, where 14 species did not have P450s in their genomes (Figures 1 and 2). On average,
four P450s were found in Bacillus species, with the highest number, 11, found in Bacillus subtilis
subsp. spizizenii TU-B-10. The number of P450s found in Bacillus species is very low compared to
mycobacterial species (60 species); the latter species have, on average, 35 P450s in their genomes [25].
The P450 count in Bacillus species, apart from B. subtilis subsp. spizizenii TU-B-10, which has 16, is as
follows: 9 in 2 species, 8 in 4 species, 7 in 20 species, 6 in 21 species, 5 in 10 species, 4 in 9 species, 3 in
28 species, 2 in 7 species, and a single in 14 species (Figures 1 and 2). This indicates that most Bacillus
species (28 species) have three P450s in their genomes. P450s identified in each Bacillus species and
respective P450 sequences were presented in Supplementary datasets 1 and 2.

 

Figure 1. Phylogenetic analysis of Bacillus species P450s. Dominant P450 families were indicated
in different colors. CYP51B1 from Mycobacterium tuberculosis H37Rv is used as an outgroup.
A high-resolution phylogenetic tree is provided in the supplementary Figure S1.
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Figure 2. Comparative analysis of P450s in Bacillus species. The numbers next to bars indicate the
number of P450s in Bacillus species. Bacillus species’ names with respect to their codes can be found in
Supplementary Dataset 1.

2.2. Bacillus Species Have the Lowest Number of P450 Families and Subfamilies’

As per the International P450 Nomenclature Committee rules [27–29], all 507 P450s found
in 114 Bacillus species can be grouped into 13 P450 families and 28 subfamilies (Figures 3 and 4).
Phylogenetic analysis of Bacillus P450s revealed P450s belonging to the same family grouped together,
suggesting that the annotation of P450s in this study is accurate (Figure 1). The number of P450 families
and subfamilies found in Bacillus species is lower compared to mycobacterial species (60 species),
which have 77 P450 families and 132 subfamilies [25]. Because of the presence of the lowest number
of P450 families, the P450 diversity percentage in Bacillus species was found to be lowest (3.9%)
compared to mycobacterial species (72%) [25]. Among 13 P450 families, the CYP107 P450 family
has the highest number of P450s (165 P450s) contributing 31.5% of 507 P450s (Figure 3), followed by
CYP102 (143 P450s), CYP109 (79 P450s), CYP106 (40 P450s), CYP152 (36 P450s), CYP113 (18 P450s),
CYP134 (13 P450s), CYP1756 (4 P450s), CYP1221 (3 P450s), CYP1179 and CYP223 (2 P450s), CYP1341
and CYP197 (single P450s) (Figure 3).

Figure 3. Comparative analysis of P450 families in Bacillus species. The numbers next to the family bar
indicate the total number of P450s and percentage contribution (parenthesis) by a respective family to
the total number of P450s. The data on the number of P450s in each P450 family in Bacillus species is
presented in Table S1.

Figure 4. Comparative analysis of P450 subfamilies in Bacillus species. The numbers next to bars
indicate the total number of members in a particular subfamily. Data on the number of P450s in each
P450 subfamily in Bacillus species is presented in Table S1.

P450 subfamily analysis revealed that most P450 families have a single subfamily (Figure 4).
Among P450 families, CYP107 has the highest number of P450 subfamilies (eight subfamilies) followed
by CYP109 (six subfamilies), CYP152 (three subfamilies), and CYP106 (two subfamilies) (Figure 4).
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The remaining nine P450 families, CYP102, CYP113, CYP1179, CYP1221, CYP1341, CYP134, CYP1756,
CYP197, and CYP223, all have a single subfamily (Figure 4). It is interesting to note that the CYP102
P450 family, despite having the second largest number of P450s, has a single subfamily “A”. Analysis of
P450 subfamily profiles revealed that specific subfamilies are dominant in a particular family (Figure 4).
Subfamily “J” is dominant in the CYP107 family, subfamily “B” is dominant in the CYP109 family and
subfamily “A” is dominant in the CYP152 family (Figure 4). Analysis of P450 family profiles revealed
that no P450 family is conserved across Bacillus species (Figure 5). Most Bacillus species have CYP102,
CYP107, CYP109, CYP106, and CYP152 P450 families (Figure 5). CYP197, CYP223, and CYP1341 are
present in a single Bacillus species (Supplementary Dataset 1).

Figure 5. Heatmap of presence or absence of cytochrome P450 families in 128 species of Bacillus.
The data have been represented as −3 for family presence (green) and 3 for family absence (red).
A hundred and twenty-eight Bacillus species form the horizontal axis and CYP family numbers form
the vertical axis. The respective data used in the generation of Figure 5 is presented in Supplementary
Dataset 3.

2.3. Bacillus Species Have the Lowest Number of Secondary Metabolite BGCs

In order to identify P450s involved in the biosynthesis of secondary metabolites, the gDNA and
plasmid DNA of each Bacillus species (Table S2) has been subjected to secondary metabolite BGCs
analysis using anti-SMASH [30]. In total, 203 plasmids were identified in 60 Bacillus species (Table S2).
Analysis of 128 Bacillus species genomes revealed the presence of 1098 and 26 secondary metabolite
BGCs on gDNA and plasmid DNA, respectively (Figure 6 and Table S3).

Figure 6. Comparative analysis of secondary metabolite BGCs in 128 Bacillus species (gDNA and
plasmid DNA). Numbers next to bars indicate the number of secondary metabolite BGCs. Detailed
analysis of secondary metabolite BGCs in each species is presented in Table S3.

The number of secondary metabolite BGCs varied from a maximum of 14 to one in Bacillus species
gDNA. Interestingly, among 203 plasmid DNAs from 60 Bacillus species (Table S3), only 21 plasmid
DNAs from 18 Bacillus species were found to have secondary metabolite BGCs (Figure 6 and Table S3).
The number of secondary metabolites BGCs on plasmid DNAs varied from a maximum of four to one
(Figure 6 and Table S3).

Analysis of types of secondary metabolite BGCs revealed the presence of 33 and 10 types of BGCs
on gDNA and plasmid DNAs in Bacillus species (Figure 7 and Supplementary Dataset 4). The types of
BGCs in individual Bacillus species varied from a maximum of 10 types to one (Figure 7). Among types
of BGCs, Nonribosomal peptides secondary metabolite (Nrps) BGCs were dominant in Bacillus species,
both on gDNA and plasmid DNAs (Figure 7).
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Figure 7. Comparative analysis of types of secondary metabolite BGCs in Bacillus species. (A) The
number of types of secondary metabolite BGCs in Bacillus species. (B,C). Comparative analysis of types
of secondary metabolite BGCs on gDNA and plasmid DNAs. Standard abbreviations representing
secondary metabolite BGCs as indicated in anti-SMASH [30] were used in the figure.

Analysis of types of BGCs on gDNA and plasmid DNAs revealed the presence of seven
types of common BGCs between gDNA and plasmid DNAs (Figure 7). This suggests that these
plasmids might be involved in horizontal gene transfer of different BGCs among Bacillus species.
It is important to note that horizontal gene transfer of BGCs is a common phenomenon among
Bacillus species [21]. Interestingly, three distinct types of secondary metabolite gene clusters,
namely Sactipeptide-Lantipeptide-T1pks-Nrps, Arylpolyene-Nrps, and Lantipeptide-T1pks-Nrps,
were only identified on plasmid DNAs (Figure 7).

2.4. Large Number of P450s Found to Be Part of Secondary Metabolites BGCs in Bacillus Species

Among 507 P450s identified in 128 Bacillus species, 112 P450s (22%) from 50 Bacillus species were
found to be part of secondary metabolite BGCs (Table 1). Among 13 P450 families, only seven families,
namely CYP107, CYP113, CYP134, CYP152, CYP102, CYP109, and CYP1179, were found to be part
of different secondary metabolite BGCs (Figure 8). P450 subfamily level analysis revealed that P450s
belonging to the subfamilies H and K in the CYP107 family were part of secondary metabolite BGCs,
despite subfamily J being dominant in that family (Figure 4). In the CYP152 family, P450s belonging to
subfamily A were found to be part of the secondary metabolite BGCs. Analysis of P450s involving
secondary metabolite biosynthesis revealed that P450s belonging to the CYP107 family are dominant
by 61% (68 P450s) of all P450s (112 P450s) involved in secondary metabolite BGCs, followed by CYP113,
CYP152, CYP102, CYP109, and CYP1179 (Figure 8). It is interesting to note that these P450 families are
highly-populated in Bacillus species (Figures 3 and 5). This further supports the previous hypothesis
that species populate specific P450s if they are useful in their adaptation to certain ecological niches or
useful in their physiology [31–35]. Considering the large number of P450s, their widespread nature,
and part in secondary metabolite BGCs, it can be hypothesized that the P450s belonging to the CYP107,
CYP102, CYP109, CYP152, and CYP113 families play a key role in Bacillus species’ physiology, including
synthesis of different secondary metabolites. Despite secondary metabolite BGCs being found on
plasmid DNA, no P450 was found to be part of these clusters. Analysis of association between P450
families and secondary metabolite BGCs revealed that CYP107 family P450s were mostly associated
with BGCs Nrps-Transatpks-Otherks and Transatpks-Nrps; CYP113 family P450s are associated with
Transatpks BGC, and CYP134 family P450s are associated with other, a putative gene cluster (Table 1).
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Table 1. Identification of P450s that are involved in secondary metabolite BGCs in Bacillus species.
BGCs in each species and P450 identified as part of a particular cluster are presented in Supplementary
Dataset 5.

Species Name Cluster Number Type of BGCs P450 Name

Bacillus subtilis subsp. subtilis 168 4 Nrps-Transatpks-Otherks CYP134A1
10 Other CYP134A1

Bacillus subtilis subsp. subtilis RO-NN-1 3 Nrps-Transatpks-Otherks CYP107K1

Bacillus subtilis subsp. subtilis BSP1 8 Transatpks-Otherks-Nrps CYP107K1

Bacillus subtilis subsp. subtilis
6051-HGW

4 Nrps-Transatpks-Otherks CYP107K1
10 Other CYP107K1

Bacillus subtilis subsp. subtilis BAB-1 4 Nrps-Transatpks-Otherks CYP107K1

Bacillus subtilis subsp. subtilis AG1839 4 Nrps-Transatpks-Otherks CYP107K1
10 Other CYP107K1

Bacillus subtilis subsp. subtilis JH642 4 Nrps-Transatpks-Otherks CYP107K1
10 Other CYP134A1

Bacillus subtilis subsp. subtilis OH 131.1
1 Lantipeptide CYP152A1
4 Nrps-Transatpks-Otherks CYP107K1
9 Other CYP134A1

Bacillus subtilis subsp. spizizenii W23
1 Phosphonate CYP152A1
4 Nrps-Transatpks-Otherks CYP107K1
10 Other CYP134A1

Bacillus subtilis subsp. spizizenii TU-B-10 3 Nrps-Transatpks-Otherks CYP107K1
9 Other CYP134A1

Bacillus subtilis BSn5
4 Other CYP102A48
8 Lantipeptide CYP152A1
11 Nrps-Transatpks-Otherks CYP107K1

Bacillus subtilis QB928
4 Nrps-Transatpks-Otherks CYP107K1
10 Other CYP134A1

Bacillus subtilis XF-1 4 Nrps-Transatpks-Otherks CYP107K1

Bacillus subtilis PY79
4 Nrps-Transatpks-Otherks CYP107K1
9 Other CYP134A1

Bacillus licheniformis ATCC 14580 7 Other CYP134A5

Bacillus licheniformis DSM 13 = ATCC
14580 7 Other CYP134A5

Bacillus paralicheniformis 10 Other CYP134A5

Bacillus velezensis FZB42
5 Transatpks-Nrps CYP107K3
6 Transatpks-Nrps CYP107H4
9 Transatpks CYP113L1

Bacillus velezensis CAU B946
5 Transatpks-Nrps CYP107K3
6 Transatpks-Nrps CYP107H4
9 Transatpks CYP113L1

Bacillus velezensis YAU B9601-Y2

5 Transatpks CYP107K3
6 Transatpks-Nrps CYP107K3
7 Transatpks-Nrps CYP107H4
10 Transatpks CYP113L1

Bacillus velezensis AS43.3
6 Transatpks CYP107K3
7 Transatpks-Nrps CYP113L1
10 Transatpks CYP113L1

Bacillus velezensis UCMB5036
5 Transatpks-Nrps CYP107K3
6 Transatpks-Nrps CYP107H4
9 Bacteriocin-Nrps CYP113L1

Bacillus velezensis UCMB5033
6 Transatpks-Nrps CYP107K3
7 Transatpks-Nrps CYP107H4
10 Transatpks CYP113L1
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Table 1. Cont.

Species Name Cluster Number Type of BGCs P450 Name

Bacillus velezensis UCMB5113
7 Transatpks-Nrps CYP107K3
8 Transatpks-Nrps CYP107H4
11 Transatpks CYP113L1

Bacillus velezensis NAU-B3
3 Transatpks CYP113L1
6 Transatpks-Nrps CYP107H4
7 Transatpks-Nrps CYP107K3

Bacillus velezensis TrigoCor1448 5 Transatpks-Nrps CYP107K3
6 Transatpks-Nrps CYP107H4

Bacillus velezensis SQR9
6 Transatpks-Nrps CYP107K3
7 Transatpks-Nrps CYP107H4
10 Transatpks CYP113L1

Bacillus velezensis
6 Transatpks-Nrps CYP107K3
7 Transatpks-Nrps CYP107H4
10 Transatpks CYP113L1

Bacillus amyloliquefaciens DSM 7 5 Transatpks-Nrps CYP107K3
6 Transatpks-Nrps CYP107H2

Bacillus amyloliquefaciens TA208 7 Transatpks-Nrps CYP107H2
8 Transatpks-Nrps CYP107K3

Bacillus amyloliquefaciens LL3 5 Transatpks-Nrps CYP107K3
6 Transatpks-Nrps CYP107H2

Bacillus amyloliquefaciens XH7 7 Transatpks-Nrps CYP107H2
8 Transatpks-Nrps CYP107K3

Bacillus amyloliquefaciens Y2
6 Transatpks-Nrps CYP107K3
7 Transatpks-Nrps CYP107H4
10 Transatpks CYP113L1

Bacillus amyloliquefaciens IT-45
3 Transatpks CYP113L1
6 Transatpks-Nrps CYP107H4
7 Transatpks-Nrps CYP107K3

Bacillus amyloliquefaciens CC178 6 Transatpks-Nrps CYP107H4
9 Transatpks CYP113L1

Bacillus amyloliquefaciens LFB112
7 Transatpks-Nrps CYP107K3
8 Transatpks-Nrps CYP107H4
11 Transatpks CYP113L1

Bacillus atrophaeus 1942 3 Nrps-Transatpks-Otherks CYP107K2
10 Nrps CYP152A9

Bacillus atrophaeus NRS 1221A 3 Nrps-Transatpks-Otherks CYP107K2
10 Nrps CYP152A9

Bacillus vallismortis
6 Transatpks-Nrps CYP107K3
7 Transatpks-Nrps CYP107H4
10 Transatpks CYP113L1

Bacillus pumilus SH-B9 8 Nrps CYP109B6

Bacillus sp. JS 4 Nrps-Transatpks-Otherks CYP107K1

Bacillus sp. Pc3
1 Bacteriocin-Transatpks-Nrps CYP107H4
2 Transatpks-Nrps CYP107K3
10 Transatpks CYP113L1

Bacillus sp. BH072
8 Transatpks-Nrps CYP107K3
9 Transatpks-Nrps CYP107H4
12 Transatpks CYP107H4

Bacillus sp. YP1 4 Nrps-Transatpks-Otherks CYP107K1

Bacillus sp. BS34A 4 Nrps-Transatpks-Otherks CYP107K1
10 Other CYP134A1

Bacillus sp. LM 4-2
3 Nrps-Transatpks-Otherks CYP107K1
7 Other CYP102A48
9 Other CYP134A1
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Table 1. Cont.

Species Name Cluster Number Type of BGCs P450 Name

Bacillus gibsonii
1 Nrps-Transatpks-Otherks CYP107K1
6 Other CYP134A1
9 Lantipeptide CYP152A1

Bacillus xiamenensis 2 Nrps CYP1179A4

Bacillus altitudinis
2 Nrps CYP1179A4
8 Nrps CYP109B5

Bacillus sp. SDLI1
3 Transatpks-Nrps CYP107H4
4 Transatpks-Nrps CYP107K3
11 Transatpks CYP113L1

Figure 8. Comparative analysis of P450 families involved in secondary metabolite biosynthesis.
The P450 family name, number of P450s and their percentage of the total number of 112 P450s are
presented in the figure.

2.5. Bacillus P450s Indeed Involved in the Synthesis of Secondary Metabolites

Based on in silico analysis (in this study), seven P450 families, namely CYP107, CYP113, CYP134,
CYP152, CYP102, CYP109, and CYP1179, were identified as part of secondary metabolite BGCs in
Bacillus species (Figure 8). Functional data available for some P450s confirms that the predicted P450s,
in this study, are indeed involved in biosynthesis of different secondary metabolites, and some of
the P450 families, such as CYP105, CYP107, and CYP109, have been found to display highly-diverse
functions [9,12,36]. CYP102A1 from B. megaterium [24,37,38] and CYP152A1 from B. subtilis [39,40] were
found to be fatty acid hydroxylases. P450s belonging to the CYP106, CYP107, CYP109, and CYP134
families were found to hydroxylate different steroids, albeit with different substrate specificities [22].
CYP134A1 is involved in the synthesis of pulcherriminic acid, a natural product [41], and CYP107H1
(P450 biol) is involved in the synthesis of polyketides [42]. Based on functionally characterized homolog
P450s from other organisms, CYP105, CYP107, and CYP109 family P450s have been found to be
associated with the degradation and biotransformation of a diverse array of xenobiotics and secondary
metabolites [36,43,44]. CYP113 P450s are involved in the biosynthesis of secondary metabolites
such as erythromycin [45,46] and tylosin [47,48]. Despite CYP102 and CYP152 P450s being found in
secondary metabolite BGCs (in this study), their role in secondary metabolites biosynthesis has not
been yet elucidated.
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3. Materials and Methods

3.1. Species and Database

In total, 128 Bacillus species genomes available for public use at KEGG (https://www.genome.
jp/kegg-bin/show_organism?category=Bacillus) were used in this study (Table S4). Bacillus species
used in this study, along with their names, species codes, and individual genome database links,
were presented in Table S4.

3.2. Genome Data Mining and Annotation of P450s

P450 mining in Bacillus species was carried out following the methods described elsewhere [25].
Briefly, the whole proteome of Bacillus species was downloaded from the databases listed in Table
S4, and subjected to the NCBI Batch Web CD-Search Tool (http://www.ncbi.nlm.nih.gov/Structure/
bwrpsb/bwrpsb.cgi). Proteins that belong to a P450 superfamily were selected and based on the
International P450 Nomenclature Committee rule; proteins with >40% identity and >55% identity
were grouped under the same family and subfamily, respectively [27–29]. Proteins with less than 40%
identity were assigned to a new P450 family.

3.3. Phylogenetic Analysis of P450s

The phylogenetic tree of Bacillus species P450s was built as described elsewhere [25], with slight
modifications. Briefly, the Bacillus P450s protein sequences along with the outgroup M. tuberculosis
CYP51B1 (Rv0764c) protein were aligned by MAFFT v6.864 [49], embedded on the Trex web
server [50]. Then, the alignments were automatically subjected to tree inferring and optimization by
the Trex web server. Finally, the best-inferred trees were visualized, colored, and generated by iTOL
(http://itol.embl.de/about.cgi) [51].

3.4. P450 Diversity Percentage Analysis

P450 diversity percentage analysis was carried out as described elsewhere [25,34]. Briefly, the P450
diversity percentage in Bacillus species was measured as a percentage contribution of the number of
P450 families in the total number of P450s.

3.5. Generation of P450 Profile Heat-Maps

The presence or absence of P450s in Bacillus species was shown with heat-maps generated using
P450 family data. The data was represented as −3 for family presence (green) and 3 for family absence
(red). A tab-delimited file was imported into Mev (Multi-experiment viewer) [52]. Hierarchical
clustering using a Euclidean distance metric was used to cluster the data. A hundred and twenty-eight
Bacillus species formed the horizontal axis (see Supplementary dataset 3 for codes) and CYP family
numbers formed the vertical axis.

3.6. Secondary Metabolite BGCs Analysis

Individual Bacillus species genome ID and plasmids IDs from the various species databases
(Table S2) were submitted to anti-SMASH [30] for identification of secondary metabolite BGCs. Results
were downloaded both in the form of gene cluster sequences and Excel spreadsheets representing
species-wise cluster information, and finally, P450s that are part of a specific gene cluster were identified.
Standard gene cluster abbreviation terminology available at anti-SMASH database [30] was maintained
in this study.
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3.7. Comparative Analysis of P450s

Mycobacterial P450s were retrieved from a published article [25] and used for comparative
analysis with Bacillus species P450s. P450 families and subfamilies and the P450 diversity percentage
were compared between the genera Mycobacterium and Bacillus.

4. Conclusions

Comparative analysis of P450s in bacterial species is gaining momentum and the availability
of a large number of bacterial genome sequences is fueling this process. This study is an attempt
to perform a comprehensive comparative analysis of P450s and to identify the P450s involved in
secondary metabolite synthesis in Bacillus species. Future work involves understanding the role of
different Bacillus P450s, identified in this study, in the synthesis of various secondary metabolites.

Supplementary Materials: Supplementary materials can be found at http://www.mdpi.com/1422-0067/19/11/
3623/s1.
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Abstract: Tuberculosis (TB) is one of the top infectious diseases causing numerous human deaths
in the world. Despite enormous efforts, the physiology of the causative agent, Mycobacterium
tuberculosis, is poorly understood. To contribute to better understanding the physiological capacity of
these microbes, we have carried out extensive in silico analyses of the 1111 mycobacterial species
genomes focusing on revealing the role of the orphan cytochrome P450 monooxygenase (CYP)
CYP139 family. We have found that CYP139 members are present in 894 species belonging to
three mycobacterial groups: M. tuberculosis complex (850-species), Mycobacterium avium complex
(34-species), and non-tuberculosis mycobacteria (10-species), with all CYP139 members belonging to
the subfamily “A”. CYP139 members have unique amino acid patterns at the CXG motif. Amino
acid conservation analysis placed this family in the 8th among CYP families belonging to different
biological domains and kingdoms. Biosynthetic gene cluster analyses have revealed that 92% of
CYP139As might be associated with producing different secondary metabolites. Such enhanced
secondary metabolic potentials with the involvement of CYP139A members might have provided
mycobacterial species with advantageous traits in diverse niches competing with other microbial or
viral agents, and might help these microbes infect hosts by interfering with the hosts’ metabolism
and immune system.

Keywords: biosynthetic gene clusters; cytochrome P450 monooxygenase; CYP139A1; genome data
mining; host metabolism; Mycobacterium tuberculosis; polyketides; secondary metabolites; tuberculosis

1. Introduction

Tuberculosis (TB), a prehistoric disease, remains one of the top 10 causes of death and the leading
cause from a single infectious agent, Mycobacterium tuberculosis, despite global efforts in disease control
programs during the past 20 years [1]. TB is a global disease, found in every country in the world [1].
It became mankind’s oldest and worst enemy owing to its widespread nature across the world and
developing resistance to known and available drugs [1]. In 2017, 10 million people developed TB, and
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an estimated 1.3 million deaths among human immunodeficiency virus (HIV)-negative people and an
additional 300,000 deaths from TB among HIV-positive people occurred [1]. The latest data from the
Statistics South Africa show that TB is one of the top killers in South Africa [2], suggesting an urgent
need to understand M. tuberculosis physiology to be able to come up with novel drugs and drug targets.

Despite living in the most advanced medicine era, TB remains a major threat to human health [1].
After 21 years of M. tuberculosis genome sequencing [3], to date its physiology is poorly understood
and many proteins remain orphans. Genome sequencing analysis of M. tuberculosis H37Rv revealed
the presence of 20 cytochrome P450 monooxygenases (CYPs/P450s) in its genome [3]. P450s are mixed
function oxidoreductases ubiquitously distributed across the biological kingdoms [4]. P450s are well
known for their role in essential cellular anabolic and catabolic processes.

Among 20 P450s, to date, the role of only six M. tuberculosis H37Rv P450s in its physiology
have been elucidated [5]. CYP51B1, highly conserved P450 family across microbes, has been found
to catalyse the 14α-demethylation of lanosterol [6–8]; CYP121A1 catalyses oxidative crosslinking of
the two tyrosines in a cyclodipeptide [9]; CYP125A1 and CYP142A1 catalyse the 26-hydroxylation
of cholesterol and cholest-4-en-3-one [10,11]; CYP124A1 catalyses the terminal hydroxylation of
methyl-branched hydrocarbons such as those of phytanic acid and farnesol [12], cholesterol and related
sterols [10,13], and vitamin D3 and CYP128A1 is involved in oxidation of menaquinone MK9 [14].

Among M. tuberculosis H37Rv P450s, the CYP139A1 gene was found downstream of polyketide
synthase genes (pks10, pks7, pks8, pks17, pks9 and pks11) and situated next to macrolide transport
protein [15,16]. Two of the polyketide synthases, pks7 and pks8, were found to be essential for the
survival of M. tuberculosis [17,18]. Polyketide synthases along with other genes were found to be part
of biosynthetic gene clusters (BGCs). As per Medema et al. [19], a BGC can be defined as a physically
clustered group of two or more genes in a particular genome that together encode a biosynthetic
pathway for the production of a specialised metabolite (including its chemical variants). Bacteria,
fungi and plants are known to possess different types of BGCs producing a variety of secondary
metabolites that are beneficial to humans. Among the genes that are part of a BGC, P450s play a key
role in contributing to the diversity of a secondary metabolite owing to their regio and stereo-specific
oxidation [20]. Recently, comprehensive comparative analysis of P450s and those associated with
secondary metabolism revealed a large number of P450s involved in the production of secondary
metabolites in different bacterial species [21,22].

Based on CYP139A1 location, this P450 is assumed to be involved in oxidative tailoring of the
macrolide structure. In the latest study, involving comprehensive comparative analysis of P450s in
bacterial species belonging to the genera Mycobacterium and Streptomyces, CYP139 P450s were found to
be dominantly located in different secondary metabolite BGCs [22]. This strongly indicates that CYP139
P450s are possibly involved in the synthesis of secondary metabolites. This study is aimed at using an
in silico approach to unravel the CYP139 P450 family’s role in mycobacterial species physiology.

2. Results and Discussion

2.1. CYP139 P450s Are Present Only in Certain Mycobacterial Category Species

Comprehensive comparative analysis of CYP139 P450s in 1111 mycobacterial species belonging
to six different categories (Table S1) revealed that CYP139 P450s are present in 894 mycobacterial
species belonging to three categories, namely the Mycobacterium tuberculosis complex (MTBC), M. avium
complex (MAV) and non-tuberculosis mycobacteria (NTM) (Figure 1 and Table S2). This phenomenon
of identifying CYP139 P450s only in these three mycobacterial categories was also observed previously
when 60 mycobacterial species were analysed [23]. Results from this study, which involved such a large
data set, not only supported, but also confirmed that mycobacterial species belonging to categories such
as Mycobacterium causing leprosy (MCL), Saprophytes (SAP) and the Mycobacterium chelonae-abscessus
complex (MCAC) do not have CYP139 P450s in their genomes, as seen in Figure 1. Interestingly, not all
mycobacterial species of MTBC, NTM and MAC categories have CYP139 P450 (Figure 1). Among 956
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mycobacterial species, only 850 mycobacterial species of MTBC have CYP139 P450; 10 of 14 and 34 of
57 mycobacterial species of NTM and MAC, respectively, have this P450 (Figure 1 and Table S2). A
detailed analysis of CYP139 P450s along with species names and protein ID is presented in Table S2
and the CYP139 P450 sequences are presented in Supplementary Dataset 1.

Figure 1. Comparative analysis of CYP139A P450s in species belonging to six different mycobacterial
categories. Abbreviations: MTBC, Mycobacterium tuberculosis complex; MAV, M. avium complex; NTM,
non-tuberculosis mycobacteria; MCL, Mycobacterium causing leprosy; SAP, Saprophytes and MCAC,
Mycobacterium chelonae-abscessus complex. Information on mycobacterial species and CYP139A P450s is
presented in Supplementary Tables S1 and S2, respectively.

Analysis of CYP139 P450s in the genomes of mycobacterial species revealed that only a single
copy of the CYP139 P450 gene is present in all mycobacterial species (Table S2). Furthermore, P450
subfamily analysis revealed that all CYP139 P450s found in 894 mycobacterial species belong to the
subfamily “A” (Figure 2). Phylogenetic analysis of CYP139A P450s revealed that CYP139A P450s
grouped per their mycobacterial category, indicating after speciation CYP139A P450s were subjected to
amino acid changes specific to their category (Figure 1), similar to what was observed for other P450s
described elsewhere [23,24]. However, four CYP139A P450s belonging to M. genavense ATCC 51234 and
Mycobacterium sp. JDM601 of NTM and Mycobacterium sp. UM CSW and M. avium avium Env 77 of MAC
were aligned separately, suggesting that these CYP139A P450s had deviated from their counterparts
(Figure 2). Percentage identity among CYP139 P450s further confirmed that CYP139A P450s from these
species have a low percentage identity with their counterparts (Supplementary Dataset 2). CYP139A
P450s of Mycobacterium sp. UM CSW and M. avium avium Env 77 have an average of ~77% and ~63%
identity, whereas CYP139A P450s of M. genavense ATCC 51234 and Mycobacterium sp. JDM601 have an
average of 75% and 60% with their counterparts (Supplementary Dataset 2) suggesting these P450s
have been subjected to significant amino acid changes. The phenomenon of P450s not grouping with
their counterpart species was also observed in fungal species, where CYP53D1 has been subjected
to extensive amino acid changes [24], the same as what was observed for the four CYP139A P450s
identified in this study. Determining the effect of these amino acid changes on functional specificity of
four CYP139A P450s, if any, will be interesting future work.

2.2. CYP139 P450 Family Ranked among Top 10 P450 Families

Ranking of P450 families belonging to different biological kingdoms, based on the number of
conserved amino acids in their protein sequence, placed the CYP139 P450 family in the twelfth
rank [23,25]. While ranking the CYP139 P450 family, only 54 CYP139A P450s were used [23,25].
Identification of quite a large number of CYP139A P450s in this study necessitated re-analysis of the
ranking of this P450 family. In order to identify the conservation rank, CYP139A P450s were subjected
to PROfile Multiple Alignment with Local Structures and 3D constraints (PROMALS3D) [26] analysis
(Supplementary Dataset 3). PROMALS3D analysis revealed the presence of 165 amino acids invariantly
conserved in CYP139 P450s (Table 1). Comparative analysis with other P450 families from different
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biological kingdoms revealed that the CYP139 P450 family now occupies the eighth rank compared to
the twelfth rank as assigned previously (Table 1).

Figure 2. Phylogenetic analysis of CYP139A P450s. Different mycobacterial categories were indicated in
different colours. CYP51B1 from Mycobacterium tuberculosis H37Rv is used as an outgroup. Abbreviations:
MTBC, Mycobacterium tuberculosis complex; MAV, M. avium complex; NTM, non-tuberculosis mycobacteria.
A high-resolution phylogenetic tree is provided in Supplementary Figure S1.

Table 1. Comparative amino acid conservation analysis of CYP139 P450 family with top 10 ranked
P450 families [23,25]. The conservation index score is obtained as described in the section on materials
and methods, following the procedure described elsewhere [27]. The conservation score (5–9) obtained
via PROMALS3D is presented in the table, where the number 9 indicates invariantly conserved amino
acids in P450 members. P450 families were arranged from the highest to the lowest number of amino
acids conserved. CYP139 P450 family is indicated in bold.

P450
Family

Number of
Member P450s

Kingdom
PROMALS3D Conservation Index

Rank (Highest to
Lowest Conservation)

5 6 7 8 9

CYP141 29 Bacteria 0 0 0 0 389 1

CYP51 50 Bacteria 11 102 0 0 264 2

CYP137 38 Bacteria 145 0 0 0 251 3

CYP121 34 Bacteria 0 0 0 0 233 4

CYP132 39 Bacteria 175 0 0 0 217 5

CYP5619 23 Stramenopila
(oomycetes) 118 38 170 0 199 6

CYP124 71 Bacteria 52 35 59 0 170 7

CYP139 894 Bacteria 0 127 0 0 165 8 (formerly 12)

CYP188 67 Bacteria 62 0 100 0 141 9

CYP123 74 Bacteria 62 0 82 0 137 10
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2.3. CYP139 Family Has Unique Amino Acid Patterns at CXG Motif

In a study by Syed and Mashele [28], analysis of the P450 signature motifs, EXXR and CXG,
among different P450 families led to the discovery of amino acid patterns characteristic of a P450 family.
The authors proposed that “during the divergence of P450 families from a common ancestor, these
amino acids patterns evolved and are retained in each P450 family as a signature of that family” [28].
However, in that study, the CYP139 P450 family is not included. Furthermore, identification of a large
number of CYP139A P450s, in this study, gives us an opportunity to identify CYP139 P450 family
characteristic amino acid patterns at EXXR and CXG motifs, if any.

Analysis of EXXR and CXG motifs in 894 CYP139A P450s revealed that the CYP139
P450 family EXXR domain is absolutely conserved with amino acid patterns E-T-L-R, whereas,
eight amino acids are invariantly conserved in CXG motifs with amino acid patterns of
F-S-G(96%)/A(4%)-G-L-H-R-C-I(96%)/V(4%)-G (Figure 3). It is interesting to note that the CYP139
P450 family EXXR motif amino acid pattern absolutely matched with the CYP5 family [28] and amino
acid patterns at the CXG motif were unique and not matched with any P450 families described in the
literature [25,28,29]. The CYP139 P450 family amino acid patterns at the EXXR and CXG motifs further
strongly support the above hypothesis proposed by Syed and Mashele [28].

Figure 3. Analysis of amino acid patterns at the EXXR and CXG motif in CYP139 P450 family. In total
894 CYP139 P450 sequences were analysed for EXXR and CXG signature sequences.

2.4. Most CYP139A P450s Are Part of Secondary Metabolite Biosynthetic Gene Clusters

Analysis of CYP139A P450s as part of secondary metabolite BGCs in mycobacterial species
revealed that most of the CYP139A P450s are part of different BGCs (Figure 4A and Table S2). Among
894 CYP139A P450s, 824 CYP139A P450s (92%) were found to be part of secondary metabolic BGCs
(Figure 4A). This means 70 CYP139A P450s were not found to be part of any secondary metabolite
BGCs. Comparison of CYP139A P450s that are part of BGCs in three categories revealed that most
of the CYP139A P450s in MTBC and NTM species were part of BGCs, compared to species of MAC,
where fewer than half of CYP139A P450s were part of secondary metabolite BGCs (Figure 4B).
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Figure 4. CYP139A P450s secondary metabolite BGCs analysis in mycobacterial species. (A) Analysis
of CYP139A P450s that are part of BGCs. (B) Comparative analysis of CYP139A P450s that are part of
BGCs and types of BGCs in different mycobacterial categories. Abbreviations: MTBC, Mycobacterium
tuberculosis complex; MAV, M. avium complex; NTM, non-tuberculosis mycobacteria. (C) Comparative
analysis of CYP139A P450 cluster types. The type of cluster and the number of CYP139A P450s and
their percentage in the total number of P450s were presented in the figure. Abbreviation: T1pks, Type 1
polyketide synthase; T2pks, Type 2 polyketide synthase.

Analysis of secondary metabolite BGCs revealed that CYP139A P450s were part of only three
different cluster types (Figure 4C and Table S2). Among three different cluster types, CYP139A P450s
were found to be present dominantly as part of Type 3-Type 1 polyketide synthase (T3PKS-T1PKS)
(97%) compared to T3 PKS (2%) and T1 PKS (1%) (Figure 4C and Table S2). There were 796 CYP139A
P450s found to be part of T3PKS-T1PKS, followed by 17 and 11 CYP139 P450s found to be part of
T3 PKS and T1 PKS, respectively (Figure 4C and Table S2). Analysis of gene clusters revealed that
824 CYP139A P450s were part of 39 different gene clusters (Figure 4). There were 34 CYP139A P450
gene clusters found in MTBC species, followed by seven gene clusters in NTM species and six gene
clusters in MAC (Figure 4B). Among different gene clusters, ML-449 was dominant, with 349 CYP139A
P450s followed by methylated alkyl-resorcinol/methylated acyl-phloroglucinol (MAR/MAP) with 104
CYP139A P450s, Nystatin with 74 CYP139A P450s and Jerangolid with 55 CYP139A P450s (Figure 5).
Among 39 gene clusters only 11 gene clusters were found to have 10 or more CYP139A P450s (Figure 5).
Analysis of DNA sequence percentage identity between CYP139A P450 gene clusters compared to
known gene clusters revealed that some of the gene clusters have 100% identity, such as Leucanicidin,
MAR/MAP and Micromonolactam (Figure 5), indicating CYP139A P450s are indeed involved in the
synthesis of these secondary metabolites.
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Figure 5. CYP139A P450 gene cluster analysis in mycobacterial species. The 39 gene clusters were
presented with their standard abbreviated names as per anti-SMASH. The number next to bars
represents the number of CYP139A P450s that is part of that gene cluster. The inset figure shows the
percentage identity of CYP139A P450 gene clusters to the known gene clusters available at anti-SMASH.
The number next to the bars represents the percentage identity. For some gene clusters the percentage
identity is represented with standard deviation (indicated with bars).

2.5. CYP139A P450s Involved in the Synthesis of Secondary Metabolites in Mycobacterial Species

Comprehensive comparative analysis of CYP139A P450s secondary BGCs in mycobacterial species
revealed that CYP139A P450s are indeed involved in the synthesis of different secondary metabolites,
as 92% of CYP139A P450s were found to be part of secondary metabolite BGCs (Figures 4 and 5 and
Table S2). To understand the role of CYP139A P450s in mycobacterial species’ physiology well, a
functional comparison of CYP139A P450s gene clusters’ homolog secondary metabolites was carried
out (Table 2). As shown in Table 2, it is clear that CYP139A P450s are involved in the production of
chemicals that have antibacterial, antifungal, antiviral and antitumor properties. Interestingly, some of
these metabolites in fact showed antimycobacterial activity (Table 2). This indicates that CYP139A
P450s are possibly helping mycobacterial species to kill other bacteria, including other mycobacterial
species, thus gaining the upper hand in the niche area for their survival. It is interesting to note that
CYP139A P450s are present only in MTBC, NTM and MAC categories, but not present in SAP, MCAC or
MCL. This necessitates understanding its role in mycobacterial species when they are surviving in hosts
such as humans or other animals. In this direction, analysis of some secondary metabolite functions
pointed out that some secondary metabolites are certainly helping mycobacterial species to survive in
their hosts. For example, MAR/MAP BGC products are found to be part of the cell envelope in M.
marinum, possibly complicating its access to host immune system or drug actions [30]; Akaeolide has
cytotoxic activity against fibroblasts, suggesting it may play a role in tissue weakening in the host [31];
JBIR-100 exhibits cytotoxic activities and inhibition of proton pumps such as vacuolar-type ATPases
(V-ATPases) activities and is thus linked with an increasing number of diseases such as osteopetrosis,
male infertility and renal acidosis [32,33]. Lorneic acid A inhibits phosphodiesterase PDE5 blocking the
degradation of cGMP [34] and thus it might be playing a role in pulmonary hypertension. Meridamycin
has been found to bind FK506-binding proteins (FKBP12) [35]. FKBP12 proteins play a key role in

177



Int. J. Mol. Sci. 2019, 20, 2690

regulating fundamental aspects of cell biology and have been found to be critical in mice survival [36].
Nigericin inhibits the Golgi functions in eukaryotic cells and is a well-known activator of the NLRP3
inflammasome [37–39], indicating bacterial infection. One secondary metabolite, namely mycolactone,
a lipid-like toxin with cytotoxic, immunosuppressive and tissue necrosis activity, has been shown to be
involved in the development of Buruli ulcer by M. ulcerans [40].

Table 2. Functional analysis of homolog CYP139A P450 gene clusters.

Gene Cluster Function Reference

ML-449 Macrolactam antifungal-antibiotic production. [41]

MAR/MAP Synthesis of methylated alkyl-resorcinol and methylated acyl-phloroglucinol products found to be part of
cell envelope in M. marinum. [30]

Nystatin Polyene antifungal antibiotic. [42]

Jerangolid Antifungal polyketide. [43]

Piericidin A1
A member of α-pyridone antibiotics, exhibits various biological activities such as antimicrobial,

antifungal, and antitumour properties and possesses potent respiration-inhibitory activity against insects
owing to its competitive binding capacity to mitochondrial complex I.

[44]

Streptomycin Antibiotic used to treat bacterial infections, including tuberculosis. [45]

Nanchangmycin A polyether ionophore antibiotic produced by Streptomyces nanchangensis NS3226 that has insecticidal
and in vitro antibacterial properties. Nanchangmycin exhibits antiviral properties against the Zika virus. [46–48]

Neoaureothin Neoaureothin is an unusual chain-extended analog of aureothin. It was first reported as a co-metabolite
of neoantimycin in Streptomyces orinoci. It has been reported to have anti-HIV and antifungal activity. [49]

Akaeolide A carbocyclic polyketide with moderate antimicrobial activity and cytotoxicity to rat fibroblasts. [31]

Kendomycin Macrolide antibiotic with antibacterial activity. [50]

ECO-02301 Antifungal agent. [51]

Tiacumicin B Macrolide antibiotic, which is used for the treatment of Clostridium difficile infections. [52,53]

Apoptolidin Macrolide antibiotic well known as apoptosis inducer and inhibitor of F0F1-ATPase. It is a promising
new therapeutic lead that exhibits remarkable selectivity against cancer cells relative to normal cells. [54–56]

Abyssomicin
A novel spirotetronate polyketide Class I antimicrobial. The biological activity of abyssomicins includes

their antimicrobial activity against Gram-positive bacteria and mycobacteria, antitumour properties,
latent HIV reactivator, anti-HIV and HIV replication inducer properties

[57]

JBIR-100

A new 16-membered tetraene macrolide from the Streptomyces species. Its structure is identical to TS155-2,
which is an inhibitor of the thrombin-induced calcium influx. It exhibits cytotoxic and V-ATPases

inhibition activities. V-ATPases are ubiquitous proton pumps present in the endomembrane system of all
eukaryotic cells and in the plasma membranes of many animal cells that have been correlated with an

increasing number of diseases such as osteopetrosis, male infertility and renal acidosis.

[32,33]

Micromonolactam A new polyene macrolactam antibiotic [58]

Lorneic acid A
It has a fatty acid-like structure in which a benzene ring is embedded. It inhibits phosphodiesterases
(PDE) with selectivity toward PDE5, thus, blocking the degradation of cGMP and having a possible

linkage to pulmonary hypertension
[34]

Leucanicidin A potent nematocide and insecticide macrolide [59]

Oligomycin A natural antibiotic that inhibits mitochondrial ATP synthase, thus affecting the electron transport chain. [60]

Spirangien Highly cytotoxic and antifungal spiroketal [61]

Stenothricin A peptide antibiotic inhibiting bacterial cell wall synthesis [62]

Borrelidin
A small molecule nitrile-containing macrolide, which is an inhibitor of bacterial and eukaryal

threonyl-tRNA synthetase. It exhibits among others antibacterial and anti-angiogenesis activities,
suppresses growth and induces apoptosis in malignant acute lymphoblastic leukemia cells.

[63,64]

FD-891 Profoundly blocked both perforin- and FasL-dependent cytotoxicity by cytotoxic T
lymphocytes—immunosuppressive. [65]

FR-008 Macrolide antibiotic with antifungal activity. [66]

Meridamycin A 27-membered macrolide that acts as non-immunosuppressive FK506-binding proteins (FKBP12) ligand. [35]

Ambruticin Antifungal polyketide [67]

Nigericin

Nigericin acts as an H+, K+, Pb2+ ionophore. Most commonly it is an antiporter of H+ and K+. In the
past nigericin was used as an antibiotic active against Gram-positive bacteria. It inhibits Golgi functions

in eukaryotic cells. Its ability to induce K+ efflux also makes it a potent activator of the NLRP3
inflammasome.

[37–39]

Mycolactone Lipid-like toxin with cytotoxic, immunosuppressive and tissue necrosis activity. It plays a key role in the
development of Buruli ulcer by M. ulcerans. [40]
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3. Materials and Methods

3.1. Mycobacterial Species and Genome Databases

In total, 1111 mycobacterial species genomes that are available for public use (as of 12 June 2018)
at Integrated Microbial Genomes & Microbiomes (IMG/M) [68] were used in the study (Table S1).
Mycobacterial species used in the study, along with their name, genome ID and individual genome
database links, were presented in Table S1.

3.2. Genome Data Mining and Annotation of CYP139 P450s

The M. tuberculosis H37Rv CYP139A1 (Rv1666c) P450 sequence has been blasted with the
default settings against individual mycobacterial species genomes at IMG/M [68]. However, each
time, only 20 mycobacterial species were selected for BLAST analysis. The hit proteins with more
than 40% identity were selected and then subjected to BLAST analysis at the P450 BLAST server
(https://ksyed.weebly.com/p450-blast.html) to identify the homolog P450. Hit proteins were then
grouped into families and subfamilies based on the International Cytochrome P450 Nomenclature
criteria, i.e., P450s showing >40% identity were assigned to the same P450 family and P450s that
showed >55% identity were grouped under the same P450 subfamily [69–71]. Protein with more than
90% identity considered as ortholog and assigned the same subfamily number.

3.3. Phylogenetic Analysis of CYP139A P450s

The phylogenetic tree of CYP139 family members was built with M. tuberculosis CYP51B1 (Rv0764c)
protein as outgroup. First, the protein sequences were aligned by MAFFT v6.864 [72], embedded on
the Trex web serve [73]. Then, the alignments were automatically subjected to infer the best tree by the
Trex web server with its embedded weighting procedure. Finally, the tree was visualised and colored
by iTOL (http://itol.embl.de/about.cgi) [74].

3.4. Analysis of Homology and Amino Acid Conservation

Analysis of percentage identity among CYP139A P450s from species belonging to MAC and NTM
categories was carried out as described elsewhere [23,29]. Briefly, the percentage identity between
CYP139 P450s was determined using the Clustal Omega [75]. The Clustal Omega percentage identity
matrix was downloaded and pasted into an Excel sheet by converting the text into a column option.

Amino acid conservation among CYP139A P450s was carried out following the method described
elsewhere [23,25,29]. Briefly, CYP139 P450s were subjected to PROMALS3D [26] to identify invariantly
conserved amino acids [27]. The conservation index follows numbers from 5–9, where 9 is the
invariantly conserved amino acid across the sequences. The total number of conserved residues
indicated by number 9 was recorded. The conserved nature of the CYP139 family was compared to
other P450 families from different biological kingdoms, as reported elsewhere [23,25].

3.5. Generation of EXXR and CXG Sequence Logo

CYP139 P450 family EXXR and CXG sequence logos were generated following the method
described elsewhere [25,28,29]. Briefly, CYP139 P450 sequences were aligned using ClustalW
multiple alignments using MEGA7 [76]. After sequence alignment the EXXR and CXG region
amino acids (4 and 10 amino acids, respectively), were selected and entered in the WebLogo program
(http://weblogo.berkeley.edu/logo.cgi). As a selection parameter, the image format was selected as PNG
(bitmap) at 300 dpi resolution. The percentage predominance of amino acids at particular positions is
calculated considering the total number of amino acids as 100%. The generated EXXR and CXG logos
were used for analysis and compared to the different P450 family EXXR and CXG logos that have been
published and are available to the public [25,28,29].
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3.6. Identification of CYP139 P450 Secondary Metabolite BGCs

BGCs listed on the IMG/M [68] website for each of the mycobacterial species were manually
searched for the presence of CYP139 P450s using the protein ID. The BGCs that have CYP139 P450
were selected for further study. The listed BGCs at IMG/M are general [68] and in order to identify the
specific type of BGCs, the selected BGCs genome sequences were subjected to secondary metabolite
BGCs analysis, as described elsewhere [21]. Briefly, the individual BGC genome sequences downloaded
from IMG/M [68] were submitted to anti-SMASH [77]. The type of BGC, percentage similarity to a
known cluster and the cluster name were noted. Standard BGC abbreviation terminology developed
by anti-SMASH [77] was used in the study.

4. Conclusions

The advancement of genome sequencing and bioinformatics tools helps significantly in
understanding the role of orphan proteins in organisms. This study is an attempt to utilize the availability
of quite a large number of mycobacterial species genome sequences and different bioinformatics tools
to understand the role of the orphan CYP139 family in mycobacterial species. This study revealed
that the CYP139 family indeed plays a role in the synthesis of secondary metabolites in mycobacterial
species. Based on the functions of homolog CYP139 P450 gene clusters’ secondary metabolites, it can
be assumed that these metabolites indeed help mycobacterial species to survive in the host, being part
of the cell envelope and inhibiting fibroblast, thus causing tissue weakening and causing ulcers via
tissue necrosis. The metabolites that exhibit antibacterial (including antimycobacterial), antifungal
and antiviral properties certainly help mycobacterial species to gain the upper hand in the niche area
compared to those agents. It would be interesting to determine the roles of CYP139A P450s that are not
part of gene clusters. Predictions made in the study are based on the functions of homolog secondary
metabolites. However, wet laboratory biosynthesis and functional analysis of secondary metabolites
should be carried out to understand the role of these metabolites in mycobacterial physiology. Study
results can be used as a reference for future experimental studies.

Supplementary Materials: Supplementary materials can be found at http://www.mdpi.com/1422-0067/20/11/
2690/s1.
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Abstract: Tremellomycetes, a fungal class in the subphylum Agaricomycotina, contain well-known
opportunistic and emerging human pathogens. The azole drug fluconazole, used in the treatment of
diseases caused by some species of Tremellomycetes, inhibits cytochrome P450 monooxygenase CYP51,
an enzyme that converts lanosterol into an essential component of the fungal cell membrane ergosterol.
Studies indicate that mutations and over-expression of CYP51 in species of Tremellomycetes are one of
the reasons for fluconazole resistance. Moreover, the novel drug, VT-1129, that is in the pipeline is
reported to exert its effect by binding and inhibiting CYP51. Despite the importance of CYPs, the CYP
repertoire in species of Tremellomycetes has not been reported to date. This study intends to address
this research gap. Comprehensive genome-wide CYP analysis revealed the presence of 203 CYPs
(excluding 16 pseudo-CYPs) in 23 species of Tremellomycetes that can be grouped into 38 CYP families
and 72 CYP subfamilies. Twenty-three CYP families are new and three CYP families (CYP5139,
CYP51 and CYP61) were conserved across 23 species of Tremellomycetes. Pathogenic cryptococcal
species have 50% fewer CYP genes than non-pathogenic species. The results of this study will serve
as reference for future annotation and characterization of CYPs in species of Tremellomycetes.

Keywords: cryptococcus; cryptococcus neoformans; cytochrome P450 monooxygenase; CYP51; fungal
pathogens; genome data-mining; human pathogens; CYP diversity analysis; tremellomycetes; trichosporon

1. Introduction

Cryptococcosis is a fungal infectious disease ubiquitously distributed around the world [1].
Two fungal species, Cryptococcus neoformans and C. gattii, are the main infectious agents causing
cryptococcal meningitis in both immunocompetent and immunocompromised humans [1–4].
This disease is the major cause of morbidity and mortality among people living with advanced HIV
and annually accounts for 15% of all HIV-related deaths globally [5,6]. The burden of HIV-associated
cryptococcal disease in Sub-Saharan Africa is alarming, as 73% of deaths in the world are reported in
this region [5,6]. Apart from these opportunistic pathogens, the genus Cryptococcus contains species
with biotechnological potential (Table 1). Among the cryptococcal species, C. amylolentus is closely
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related to the pathogenic C. neoformans and is extensively used for comparative studies to identify the
pathogenic traits in C. neoformans [7].

The genus Cryptococcus belongs to Tremellomycetes, a fungal class in the subphylum Agaricomycotina,
which contains organisms adapted to different niches and/or having different lifestyles (Table 1). Some of
the organisms in this class are now regarded as emerging opportunistic human pathogens and some
species are adapted to extreme ecological niches, such as cold regions (Table 1). Despite being fungi,
Naematella encephala and Tremella mesenterica Fries exhibit fungal parasitism. The diverse lifestyles or
characteristics of some species of Tremellomycetes are summarized in Table 1.

Table 1. Some species of Tremellomycetes and their well-known characteristics.

Species Name Information References

Cryptococcus neoformans

C. neoformans causes meningitis in immunocompromised
and apparently in immunocompetent humans.

This organism is considered a major opportunistic
pathogen and a leading cause of mortality in patients

infected with HIV.

[2]

Cryptococcus gattii
C. gattii causes respiratory (pneumonia) and neurological
(meningoencephalitis) diseases in humans and animals

and it can infect immunocompetent hosts.
[3,4]

Cryptococcus terricola JCM 24523

C. terricola is oleaginous yeast and has been suggested as a
candidate for the consolidated bioprocessing of

hydrocarbon chemicals. It has the ability to accumulate
unsaturated 18 carbon chain length fatty acids, with

additional minor contributions of saturated 18 carbon and
16 carbon fatty acids.

[8–10]

Cryptococcus curvatus

C. curvatus is oleaginous yeast capable of accumulating 18
carbon chain length fatty acids while growing on low or

negative cost feedstock. Thus, it is a potential candidate for
the use in industrial fermentation processes. In a rare case

C. curvatus was found to be involved in peritonitis
associated with gastric lymphoma.

[8,11,12]

Naganishia vishniacii (formerly
known as Cryptococcus vishniacii)

N. vishniacii is psychrophilic yeast adapted to live in
extreme conditions, such as low-temperature oligotrophic

deserts. It also has the ability to grow in a low-nutrient
environment, without added vitamins.

[8,13,14]

Cryptococcus wieringae
This is associated with pectin hydrolysis during the

dew-wetting process of flax and found at the beginning of
grape wine fermentation.

[8,15]

Cryptococcus amylolentus CBS 6273
C. amylolentus is the most closely known related species of

the pathogenic Cryptococcus species complex,
and is non-pathogenic.

[7,16]

Kockovaella imperatae
NRRL Y-17943

K. imperatae is a non-pathogenic fungus used in the
analysis of widespread adenine N6-methylation of active

genes in fungal species.
[17]

Naematella encephela UCDFST

It is a parasite of another fungus, Stereum sanguinolentum.
This fungus’ genome sequencing was carried out for the
analysis of widespread adenine N6-methylation of active

genes in fungal species.

[17]
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Table 1. Cont.

Species Name Information References

Trichosporon asahii

Some species belonging to the genus Trichosporon are
considered emerging opportunistic human pathogens and
are the third most commonly isolated non-Candida yeasts
from humans. They live in soil and are adapted to colonize
the skin, gastrointestinal, respiratory and urinary tracts of

humans. T. asahii is the most important species causing
disseminated disease in immunocompromised patients,

while the inhalation of T. asahii spores is the most
important cause of summer-type hypersensitivity

pneumonitis in healthy individuals. Some Trichosporon
species have also emerged as rare but frequently fatal

pathogens causing disseminated infections
(trichosporonosis) in immunocompromised individuals

and intensive care unit patients.

[18–20]

Trichosporon oleaginosus
IBC0246

T. oleaginosus is oleaginous yeast with the ability to
accumulate lipids equivalent to biosynthetic kerosene,
and thus is a biotechnologically valuable player for the
generation of environmentally friendly (carbon-neutral)

energy by converting agro-industrial waste to
fuel (biodiesel).

[8,21]

Tremella mesenterica Fries
It is a parasite of crust fungus of the genus Peniophora and

has a false appearance, as if it were growing on wood.
Whereas in fact, it grows on the crust of fungal mycelium.

[22]

In countering cryptococcosis, three classes of antifungal agents are available: polyenes (such as
amphotericin B), azoles (such as fluconazole) and the pyrimidine analogue to flucytosine [1]. The gold
standard induction treatment includes giving amphotericin B along with flucytosine [23]. However,
this combination therapy has substantial side effects and the need for intravenous medications poses
a problem, as these are not readily available in developing countries, which are most affected by
cryptococcosis [24]. To overcome this problem, a combination of fluconazole along with flucytosine
has been recommended after initial therapy with amphotericin B and flucytosine [1,23].

Fluconazole binds to the fungal cytochrome P450 monooxygenase (CYP/P450) enzyme
14α-demethylase, named CYP51, which converts lanosterol into ergosterol, an essential component
of the fungal cell membrane [25]. C. neoformans also has CYP51 and quite a number of studies have
indicated that the development of drug resistance to fluconazole is due to the mutations in the CYP51
gene and to the elevated levels of CYP51 in cryptococcal species [26–30]. In addition to C. neoformans,
drug resistance in other species of Tremellomycetes has also been reported owing to mutations in
CYP51 [31,32]. Recent studies have demonstrated that the new anti-cryptococcosis drug named
VT-1129 that is in the pipeline strongly binds and inhibits CYP51 of C. neoformans and C. gattii [33–35].

Despite the importance of CYPs as drug targets, to date, the CYP repertoire in cryptococcal
species or in other species of Tremellomycetes has not been elucidated. A few studies reported the CYP
contingent of C. neoformans and T. mesenterica Fries with the purpose of comparing the CYP profiles
with wood-degrading fungi [22,36,37]. Thus, in this study we present a comparative analysis of CYPs
in species of Tremellomycetes.

2. Results and Discussion

2.1. Pathogenic Cryptococcal Species Have Few CYPs in Their Genomes

Genome-wide data mining of CYPs in 16 cryptococcal species revealed the presence of 112 CYPs
in their genomes (Figure 1). C. curvatus and C. terricola have the highest number of CYPs (16 CYPs
each), and C. gattii VGIV IND107 has the lowest number of CYPs (Figure 1). An interesting pattern was
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observed when comparing the CYP count among cryptococcal species. Almost 50% fewer CYPs were
found in pathogenic cryptococcal species compared to non-pathogenic cryptococcal species (Figure 1).
This suggests that adaptation to survive in a host (mainly animals) that has a rich source of simple
nutrients might have led to the loss of CYPs. The same phenomenon was observed in fungal species
belonging to the subphylum Saccharomycotina, where species lost a considerable number of CYPs
owing to their adaptation to simpler carbon sources [38].

 
Figure 1. Comparative analysis of CYPs in the species of Tremellomycetes.

The comparison of cryptococcal species’ CYP count with other species belonging to the same
subphylum Agaricomycotina, especially the well-studied wood-degrading fungi, is not logical, since the
wood-degrading species have quite a large number of CYPs in their genomes [22]. As cryptococcal
species fall under Tremellomycetes, in this study, a comprehensive comparative analysis of CYPs in
Tremellomycetes was carried out (Figure 1). As shown in Figure 1, the comparison of CYPs among
species of Tremellomycetes indicated that pathogenic cryptococcal species have a lower number of
CYPs compared to other species of Tremellomycetes. Fungal parasites such as T. mesenterica Fries and
N. encephela have eight and 10 CYPs in their genomes, somewhat lower than non-pathogens. It is
interesting to note that the species belonging to the genus Trichosporon have the highest number
of CYPs in their genomes, both pathogenic and non-pathogenic (Figure 1). It is well-known that
most of the species belonging to this genus are considered commensals of the human skin and
gastrointestinal tract, and these species are now increasingly causing superficial and invasive diseases
in immunocompromised individuals and intensive care unit patients [18,39]. This indicates that these
organisms have a long way to go to adapt better, similar to the cryptococcal species, and thus, in this
process they may lose CYPs as well.

2.2. New CYP Families Were Found in Tremellomycetes

A total of 203 CYPs were found in 23 species of Tremellomycetes (Figure 2 and Supplementary
Dataset 1). Sixteen CYPs were found to be pseudo/false positives, as they lack one of the CYP
characteristic motifs and/or short fragments (listed in Supplementary Dataset 1). Thus, these CYPs

188



Int. J. Mol. Sci. 2019, 20, 2889

were not included in the study. The annotation of CYPs as per International P450 Nomenclature
Committee rules [40–42] in combination with phylogenetic analysis (Figure 2) revealed that 203
Tremellomycetes CYPs could be grouped into 38 CYP families and 72 CYP subfamilies (Figure 2 and
Supplementary Dataset 2, sheet 1). Phylogenetic analysis of CYPs is critical in assigning the CYP family
and subfamily for the CYPs that have a borderline percentage identity of around 40–41% (for a family)
and 55–56% (for a subfamily) with the named fungal CYPs.

 
Figure 2. Phylogenetic analysis of CYPs from the species of Tremellomycetes. CYP families that are
highly populated in species of Tremellomycetes are indicated in different colors. A high-resolution
phylogenetic tree is provided in Supplementary Figure S1.

A total of 23 new CYP families, named CYP5215, CYP5216, CYP5393, CYP5394, CYP5698-CYP5702,
CYP5878-CYP5882, and CYP5886-CYP5894A1, were identified in species of Tremellomycetes. Kockovaella
imperatae NRRL Y-17943 have the highest number of new CYP families (six CYP families:
CYP5888-CYP5893) followed by Naganishia vishniacii (five new CYP families: CYP5698-CYP5702),
C. terricola (three new CYP families: CYP5879-CYP5881), T. mesenterica Fries (two new CYP families:
CYP5393 and CYP5394), T. oleaginosus IBC0246 (CYP5878 and CYP5882) and two new CYP families
(CYP5886 and CYP5887) were found in T. asahii var. asahii CBS 2479 and T. asahii var. asahii CBS 8904.
Three species of Tremellomycetes have only one new CYP family: C. neoformans var. grubii H99 (CYP5215),
C. neoformans var. neoformans B-3501A (CYP5216), and N. encephela UCDFST 68-887.2 (CYP5894).
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2.3. Four CYP Families Are Conserved in Pathogenic Cryptococcal Species

CYP family-level comparative analysis revealed that among 38 CYP families, the CYP5139 family
was found to be dominant in species of Tremellomycetes with 51 members, following the CYP51 and
CYP61 families each with 23 members, the CYP5216 family with 14 members, the CYP5215 family with
13 members, and the CYP505 family with 12 members (Figure 3). Analysis of CYP family conservation
revealed that three CYP families, namely CYP5139, CYP51, and CYP61, are conserved in all 23 species
of Tremellomycetes (Figure 4). CYP family comparison among pathogenic cryptococcal species revealed
conservation of two more CYP families, CYP5215 and CY5216, in all species except C. gattii VGIV
IND107, which does not have CYP5215 (Figure 4). These two CYP families are also present in fungal
parasites, T. mesenterica Fries (both families) and N. encephela UCDFST 68-887.2 (only CYP5216 family),
and non-pathogenic C. amylolentus CBS 6273 (Figure 4). The CYP family CYP5231 found in N. vishniacii
is also present in the fungal species, Melampsora laricis-populina and Puccinia graminis, belonging to the
class Pucciniomycotina, where this family is bloomed in both species [36]. The presence of the CYP5126
family only in pathogenic or parasitic Tremellomycetes indicates that this CYP family might be playing
a role in the adaptation of these organisms to their host. The analysis of CYP subfamilies revealed
that the CYP5139 family has 17 CYP subfamilies, indicating the blooming of members in this family.
The same was observed for quite a number of CYP families in other fungi [36,37].

Figure 3. The CYP family-level comparative analysis in the species of Tremellomycetes. The numbers
next to the family bar indicate the total number of CYPs. The data on the number of CYPs in each CYP
family, along with subfamilies, are presented in Supplementary Dataset 2, sheet 1.
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Figure 4. Heat map representing the presence or absence of cytochrome P450 families in 23 species of
Tremellomycetes. The data have been represented as −3 for gene absence (green) and 3 for gene presence
(red). Twenty-three species of Tremellomycetes form the horizontal axis and CYP families form the
vertical axis. The data used in the generation of Figure 4 are presented in Supplementary Dataset 2,
sheet 2.
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2.4. Pathogenic Cryptococcal Species Have the Highest CYP Diversity

CYP diversity analysis revealed that pathogenic cryptococcal species, along with non-pathogenic
C. wieringae and the fungal parasite N. encephela UCDFST 68-887.2, have 100% CYP diversity in
their genomes (Figure 5 and Supplementary Dataset 2, sheet 3). Tremellomycetes such as C. curvatus,
C. amylolentus CBS 6273 and T. asahii var. asahii strains had the lowest CYP diversity percentage.
This is due to the blooming of CYP5139 members in their genome (Supplementary Dataset 2, sheet 1).
The highest CYP diversity observed in pathogenic cryptococcal species is perfectly matched with species
belonging to the fungal subphylum Saccharomycotina [38]. One commonality can be found between
the species belonging to Tremellomycetes and Saccharomycotina: It can be assumed that some species of
Tremellomycetes lost CYPs, compared to their counterparts, which may be due to the adaptation to use
simple carbon sources present in the host, as observed for species of Saccharomycotina, where the loss of
CYPs in response to the adaptation to use simpler carbon sources was observed [38].

Figure 5. CYP diversity percentage analysis in Tremellomycetes.

2.5. Most of the CYPs from the Species of Tremellomycetes Are Orphans with No Known Function

Among CYPs from the species of Tremellomycetes, CYP51F1 of C. neoformans has been shown to
be involved in 14α-demethylation of lanosterol [30] and the CYP51F1 gene was cloned from T. asahii
ATCC MYA-1296 = OMU239 = TIMM4014 [27]. Apart from CYP51F1, some of the CYPs’ functions can
be predicted based on characterized homolog CYPs. CYP61 family members are involved in membrane
ergosterol biosynthesis where they catalyze C-22 sterol desaturase activity [43]. CYP505 family
members are involved in oxidation of fatty acids [44]. CYP504 family members are involved in
conversion of phenyl acetate to 2-hydroxyphenylacetate [45]. CYP53 family members are involved in
detoxification of toxic molecules, including benzoate and its derived compounds [46–48]. The primary
function of CYP53 is the conversion of benzoate to para-hydroxy-benzoate. A study reported that
CYP53 could be an alternative antifungal drug target in view of its critical role in fungal organisms [49].
It is interesting to note that this CYP family is only present in three species belonging to the genus
Trichosporon (Figure 4 and Supplementary Dataset 2, sheet 1). CYP55 family members are involved in
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the reduction of nitric oxide (NO) to nitrous oxide (N2O) [50,51]. It is interesting to note that in addition
to CYP53, CYP55 family members are also found in two species belonging to the genus Trichosporon
(Figure 4 and Supplementary Dataset 2, sheet 1). Apart from the CYP families listed above, the rest of
the CYPs found in species of Tremellomycetes are orphans.

3. Materials and Methods

3.1. Species and Databases

Twenty-three species of Tremellomycetes were used in the study (Table 2). Different databases,
such as NCBI (https://www.ncbi.nlm.nih.gov/), FungiDB [52] and Joint Genome Institute MycoCosm
portal [8], were browsed for cryptococcal species genomes. All the species’ genomes used in the study
have been published and are available for public use, with the exception of two species, C. wieringae
and N. vishniacii, and permission to use these two species’ CYPs was obtained from the principal
investigators listed at the respective species’ databases at the Joint Genome Institute MycoCosm
portal [8].

Table 2. Species of Tremellomycetes used in the study. The respective genome databases used for analysis
of CYPs, along with the reference articles, are listed in the table. Abbreviations: NCBI, National Center
for Biotechnology Information and JGI, Joint Genome Institute.

Species Name Database Reference

Cryptococcus gattii VGII R265

NCBI [3,4]

Cryptococcus gattii NT-10

Cryptococcus gattii VGII 99/473

Cryptococcus gattii E566

Cryptococcus gattii VGII 2001/935-1

Cryptococcus gattii VGIV IND107

Cryptococcus gattii VGII CBS 10090

Cryptococcus gattii VGII 2001/935-1

Cryptococcus gattii EJB2

Cryptococcus gattii WM276 NCBI [3]

Cryptococcus terricola JCM 24523 v1.0 JGI [9]

Cryptococcus curvatus ATCC 20509 JGI [11]

Naganishia vishniacii v1.0 (formerly known as Cryptococcus vishniacii) JGI

Cryptococcus wieringae JGI

Cryptococcus neoformans var. neoformans B-3501A NCBI [2]

Cryptococcus neoformans var. neoformans JEC21 NCBI [2]

Cryptococcus amylolentus CBS 6273 JGI [7,16]

Kockovaella imperatae NRRL Y-17943 v1.0 JGI [17]

Naematella encephela UCDFST 68-887.2 v1.0 JGI [17]

Trichosporon asahii var. asahii CBS 2479 JGI [19]

Trichosporon asahii var. asahii CBS 8904 JGI [20]

Trichosporon oleaginosus IBC0246 v1.0 JGI [21]

Tremella mesenterica Fries v1.0 JGI [22]

Cryptococcus neoformans var. grubii H99 NCBI [2]
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3.2. CYP Mining and Annotation

Genome mining for CYPs and subsequent annotation was carried out following the protocol
described elsewhere [36,38,53,54]. Briefly, proteomes cryptococcal species from different genome
databases, listed in Section 3.1, were downloaded and subjected to an NCBI conserved domain
search [55] to classify the proteins into different subfamilies. The proteins grouped under a CYP
superfamily were selected and subjected to blast analysis against fungal CYPs [42] to identify homolog
CYPs. Based on percentage identity with a named homolog CYP, the hit proteins were then assigned to
different CYP families and CYP subfamilies, following the International P450 Nomenclature Committee
rule, that is, >40% identity for a family and >55% identity for a subfamily [40,41]. CYPs that had less
than 40% identity with named fungal CYPs [42] were assigned to a new family. For each species, CYPs
from different databases were compared and duplicate CYPs were removed from the final CYP count.

3.3. Phylogenetic Analysis of CYPs

Phylogenetic analysis of CYPs was carried out following the procedure described
elsewhere [36,53,56,57]. Briefly, first, the protein sequences were aligned by MAFFT v6.864 [58],
and embedded on the T-REX web server [59]. Then, the alignments were automatically subjected to
tree inferring and optimization by the T-REX web server. Finally, the best-inferred trees were visualized
and colored by iTOL (http://itol.embl.de/about.cgi) [60].

3.4. Generation of CYP Profile Heat-Maps

The presence or absence of CYPs in species of Tremellomycetes was shown with heat-maps generated
using CYP family data following the method described elsewhere [54,61]. The data were represented
as −3 for gene absence (green) and 3 for gene presence (red). A tab-delimited file was imported into
multi-experiment viewer (MeV) [62]. Hierarchical clustering using a Euclidean distance metric was
used to cluster the data. Twenty-three species of Tremellomycetes form the horizontal axis and 38 CYP
families form the vertical axis.

3.5. CYP Diversity Percentage Analysis

CYP diversity percentage analysis was carried out as described elsewhere [53,57,63,64]. Briefly,
the CYP diversity percentage in species of Tremellomycetes was measured as a percentage contribution
of the number of CYP families in the total number of CYPs.

3.6. Functional Prediction of CYPs

Literature was searched for characterized CYPs from species of Tremellomycetes, if any. Furthermore,
functional prediction of CYPs was carried out based on the characterized homolog CYPs from different
fungal organisms. CYP family level functional prediction was presented in the article.

4. Conclusions

Infections caused by human pathogenic species of Tremellomycetes are regarded as neglected
diseases. Research on unraveling the infectious fungal pathogens’ physiology and development of
novel drugs against these pathogens is seldom done because of the lack of a lucrative market. However,
cryptococcal meningitis remains a huge killer among people living with HIV in Sub-Saharan Africa
and some of the species in the genus Trichosporon are now emerging human pathogens. This study’s
results provide insight into the CYP enzymes in the species of Tremellomycetes. This study revealed
that cryptococcal species have almost 50% fewer CYP genes than their non-pathogenic counterparts
and furthermore have the highest CYP diversity. Four CYP families were found to be conserved in
pathogenic Cryptococcus species, indicating their important role in these pathogens. Interestingly,
the CYP5139 family was bloomed with 17 CYP subfamilies in species of Tremellomycetes, indicating
its possible key role in the physiology of these organisms. This study serves as a reference for
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future annotation of CYPs and has opened new vistas for the characterization of CYPs in the species
of Tremellomycetes.

Supplementary Materials: Supplementary materials can be found at http://www.mdpi.com/1422-0067/20/12/
2889/s1.
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Abstract: The prokaryotic phylum Cyanobacteria are some of the oldest known photosynthetic
organisms responsible for the oxygenation of the earth. Cyanobacterial species have been recognised
as a prosperous source of bioactive secondary metabolites with antibacterial, antiviral, antifungal
and/or anticancer activities. Cytochrome P450 monooxygenases (CYPs/P450s) contribute to the
production and diversity of various secondary metabolites. To better understand the metabolic
potential of cyanobacterial species, we have carried out comprehensive analyses of P450s, predicted
secondary metabolite biosynthetic gene clusters (BGCs), and P450s located in secondary metabolite
BGCs. Analysis of the genomes of 114 cyanobacterial species identified 341 P450s in 88 species,
belonging to 36 families and 79 subfamilies. In total, 770 secondary metabolite BGCs were found in 103
cyanobacterial species. Only 8% of P450s were found to be part of BGCs. Comparative analyses with
other bacteria Bacillus, Streptomyces and mycobacterial species have revealed a lower number of P450s
and BGCs and a percentage of P450s forming part of BGCs in cyanobacterial species. A mathematical
formula presented in this study revealed that cyanobacterial species have the highest gene-cluster
diversity percentage compared to Bacillus and mycobacterial species, indicating that these diverse
gene clusters are destined to produce different types of secondary metabolites. The study provides
fundamental knowledge of P450s and those associated with secondary metabolism in cyanobacterial
species, which may illuminate their value for the pharmaceutical and cosmetics industries.

Keywords: cytochromes P450 monooxygenases; secondary metabolites; Cyanobacteria; biosynthetic
gene clusters; gene-cluster diversity percentage; mathematical formula; phylogenetic analysis

1. Introduction

Cyanobacteria are thought to be some of the oldest known photosynthetic organisms that played a
major role in the evolution of life by contributing to the oxygenation of the earth’s atmosphere [1–5].
These Gram-negative photosynthetic prokaryotes also played a significant role in nitrogen and carbon
cycles as they are able to fix atmospheric nitrogen and carbon. It is also well known that cyanobacterial
species are responsible for the evolution of plants on earth owing to their endosymbiotic lifestyle,
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which led to the development of light-harvesting organelles in plants [6,7]. Cyanobacterial species can
be found in diverse terrestrial habitats, ranging from the oceans to fresh-water bodies, soil to desert
rocks, and extreme environments such as Antarctic dry valleys, Arctic and thermophilic lakes [8,9].

To survive in a wide range of environments, cyanobacterial species produce diverse natural
products comprising both primary and secondary metabolites belonging to the group’s non-ribosomal
proteins, polyketides, and terpenes and alkaloids. These products have varying activities of anticancer,
antiviral, and ultraviolet-protective activities, as well as hepatotoxicity and neurotoxicity [10,11].
Many cyanobacterial species are used as model organisms to understand fundamental processes such
as photosynthesis, nitrogen fixation, and circadian rhythm [12–14]. Owing to their amenability to
gene manipulation, these organisms have been genetically modified/engineered for the production of
valuable human compounds [15,16]. Despite all their highly beneficial characteristics, cyanobacterial
species are also known to cause cyanobacterial blooms in water, resulting in the production of toxins
that are harmful to humans, wild and domestic animals [17]. An overview of some of the cyanobacterial
species’ beneficial and harmful characteristics is presented in Table 1.

Table 1. Some of the cyanobacterial species well-known characteristics.

Species Name Well Known for Reference(s)

Acaryochloris marina Species were isolated from the marine environment and can produce chlorophyll d as primary photosynthetic pigment
that is able to use far-red light for photosynthesis. [18]

Anabaena sp. WA102 Filamentous nitrogen-fixing cyanobacterium that often form blooms in eutrophic water bodies and able to produce a
range of neurotoxic secondary metabolites. [19]

Synechocystis sp. PCC
6803

Species found in fresh water and capable of both phototrophic and heterotrophic growth; owing to this ability, it was
one of the most highly studied cyanobacterium for these characteristics. This species lost its nitrogen-fixing ability. [20]

Synechococcus elongatus
PCC 6301

Unicellular, rod-shaped, fresh-water living, obligate photoautotrophic organism that has long been used as a model
organism for photosynthesis research. [21]

Synechococcus sp.
WH8102

Widely found in marine water across the world. It is well known for its oligotrophic nature, as it can utilize nitrogen
and phosphorus sources. It also developed strategies to conserve limited iron stores by using nickel and cobalt in
some enzymes. Species belonging to the genus Synchococcus are considered generalist compared to Prochlorococcus
species, as they are nutritionally versatile and adapted to different ecological niches. These species developed a unique
type of swimming motility, as they propel in the absence of any demonstrable external organelle.

[22]

Thermosynechococcus
elongates

This species is unique among cyanobacterial species, as it grows in hot springs and has an optimal growth
temperature of 55 ◦C. [23]

Cyanobium sp. NIES-981 This species is used for standard inhibition tests for toxicants in water, as it fulfills the criteria provided by the
Organization for Economic Co-operation and Development test guidelines. [24]

Dactylococcopsis salina Gas-vacuolate cyanobacterium isolated from Solar Lake, a stratified heliothermal saline pool in Sinai. [25]

Chamaesiphon minutus It is an epiphyte of fresh water red alga Paralemanea catenata (Rhodophyta). [26]

Leptolyngbya sp.
NIES-3755

Species belonging to this genus are found in various environments ranging from soil and fresh water to hypogean
sites. This species was isolated from the soil at the Toyohashi University of Technology, Japan. [27–29]

Halomicronema
hongdechloris

It is the first cyanobacterium to be identified that produces chlorophyll f and is isolated from a stromatolite in the
World Heritage site of Shark Bay, Western Australia. [30,31]

Pseudanabaena sp.
ABRG5-3 It is a semifilamentous, non-heterocystous cyanobacterium isolated from a pond in Japan. [32]

Prochlorococcus marinus
subsp. marinus

CCMP1375

Among species of the Prochlorococcus genus, this cyanobacterium is extreme as it can grow at very low light levels in
the ocean. Species belonging to this genus are the smallest known oxygen-evolving autotrophs and dominate the
tropical and subtropical oceanic phytoplankton community. Species in this genus are adapted to different light levels
in the ocean.

[33]

Geminocystis sp.
NIES-3709

Fresh water living cyanobacterium capable of accumulating large amounts of phycoerythrin, light-harvesting antenna
proteins, compared to Geminocystis sp. NIES-3708. [34]

Microcystis aeruginosa
Species belonging to this genus are the most representative of toxic bloom-forming cyanobacteria in eutrophic waters.
M. aeruginosa is well-known for its toxicity by producing various toxic small polypeptides, including microcystin and
cyanopeptolin.

[35]

Cyanobacterium sp. Strain
HL-69 It is isolated from the magnesium sulfate-dominated hypersaline Hot Lake in northern Washington. [36]

Crocosphaera watsonii Nitrogen-fixing cyanobacterium found in oligotrophic oceans adapted to iron and phosphorus limitation. [37]

Crocosphaera subtropica Unicellular cyanobacteria capable of fixing atmospheric dinitrogen (diazotroph) in marine environments, like
filamentous cyanobacterial species. [38]

Trichodesmium erythraeum Filamentous cyanobacterium known as the primary producer and supplier of new nitrogen through its ability to fix
atmospheric dinitrogen (diazotroph) in tropical and subtropical oceans. [39]

Arthrospira (Spirulina)
platensis

Economically important cyanobacterium, an important source of nutrition and medicinal value. This species is
consumed as a source of protein around the world. [40]

Planktothrix agardhii Cyanobacterium forming bloom in eutrophic water and capable of producing toxins. [41]
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Table 1. Cont.

Species Name Well Known for Reference(s)

Moorea producens Prolific secondary metabolite producing filamentous tropical marine cyanobacterium. One-fifth of its genome is
devoted to the production of secondary metabolites. [42]

Gloeobacter violaceus Ancient cyanobacterium that lacks thylakoid membranes. [43]

Nostoc sp. PCC 7120 Filamentous cyanobacterium capable of fixing atmospheric dinitrogen (diazotroph). [44]

Nostoc punctiforme A facultative heterotroph symbiotic cyanobacterium capable of establishing symbiosis with Anthoceros punctatus. [45]

Nostoc azollae 0708 A nitrogen-fixing endosymbiont of water fern Azolla filiculoides Lam. [46]

Anabaena sp. strain 90 Hepatotoxic bloom-forming cyanobacterium with 5% of its genome devoted to synthesis of small peptides that are
toxic to animals. [47]

Calothrix strain 336/3 Industrially relevant cyanobacterium capable of producing higher levels of hydrogen (biofuel) compared to N.
punctiforme PCC 73102 and Nostoc (Anabaena) sp. strain PCC 7120. [48]

Fischerella sp. NIES-3754 Cyanobacterium isolated from hot spring in Japan with potential to have thermoresistant optogenetic tools. [49]

Nodularia spumigena
UHCC 0039 Cyanobacterium responsible for Baltic sea brackish water cyanobacterial blooms producing toxins. [50]

Currently, world-wide research continues to identify novel secondary metabolites with potential
biotechnological value from cyanobacterial species. These secondary metabolites are usually produced
by a set of genes that are clustered in an organism, and these clusters are known as secondary metabolite
biosynthetic gene clusters (BGCs) [51]. Among different genes involved in the production of secondary
metabolites, P450s occupy a special place, as these enzymes contribute to the diversity of secondary
metabolites due to regio- and stereo-specific oxidation of substrates [52,53]. Recent studies in different
bacterial populations belonging to the genera Bacillus [54], Streptomyces and Mycobacterium [55,56]
revealed the presence of a large number of P450s in secondary metabolite BGCs. A paper published
in 2010 [11] reported some P450s present in cyanobacterial species where the authors performed
blast analysis using P450s from Nostoc sp. strain PCC 7120 [57] and Synechocystis sp. PCC 6803 [58].
However, to date, a comprehensive comparative analysis of P450s and those associated with secondary
metabolism in cyanobacterial species has not been reported. The availability of a large number
of cyanobacterial species genomes gives us an opportunity to address these issues. In this study,
genome data-mining, annotation and phylogenetic analysis of P450s in 114 cyanobacterial species
were performed. The study also reports a comparative analysis of secondary metabolite BGCs in
cyanobacterial species and identification of P450s that are part of the different BGCs. Furthermore, a
comparative analysis of P450s and secondary metabolite key features of cyanobacterial species with
other bacterial species belonging to the genera Bacillus, Streptomyces and Mycobacterium is presented.

2. Results and Discussion

2.1. Cyanobacterial Species Have Lowest Number of P450s

Analysis of 41 cyanobacterial genera and species belonging to the unclassified Cyanobacteria
(Table S1) revealed the presence of P450s in all cyanobacterial genera except in the genera
Thermosynechococcus, Atelocyanobacterium and Crocosphaera (Figure 1). This may be due to the lowest
number of species genomes being available for analysis in these genera. Furthermore, two species
in the unclassified Cyanobacteria group did not have P450s (Figure 1). Analysis of P450s at species
level revealed that among 114 species, 88 species had P450s and 26 species did not have P450s in their
genomes (Figure 1), indicating that most of the species in different genera had P450s.

In total, 341 P450s were found in 88 cyanobacterial species (Figures 2 and 3, Table S2). The analysis
also revealed the presence of 13 P450-fragments and 15 P450 false positives in different cyanobacterial
species (Table S2). A list of P450s, P450-fragments, and P450 false positives identified in cyanobacterial
species, along with their sequences, is presented in Supplementary Dataset 1. The occurrence of
P450-fragments and P450 false positives in organisms is quite common and these sequences were
not taken for further analysis. Among cyanobacterial species, Rivularia sp. PCC 7116 has the highest
number of P450s (16 P450s), followed by Nostocales cyanobacterium HT-58-2 (13 P450s), and Nostoc
flagelliforme (12 P450s) (Figure 3 and Table S2). Most of the cyanobacterial species have a single P450 in
their genome (Figure 3). Comparative analysis with other bacterial species revealed that cyanobacterial
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species have the lowest number of P450s compared to Bacillus species, Streptomyces and mycobacterial
species (Table 2). Cyanobacterial species have an average of three P450s in their genomes compared to
an average of four P450s in Bacillus species [54], 30 P450s in mycobacterial species [59], and 34 P450s in
Streptomyces species [55] (Table 2).

 
Figure 1. Analysis of P450s in Cyanobacteria. P450s were analyzed at both the genus level (A) and species
level (B). The numbers next to the bars indicate the number of species. In Panel A, only species numbers
for the species that have P450s are presented. Detailed information is presented in Tables S1 and S2.

Table 2. Comparative analysis of key features of P450s in different bacterial species.

Cyanobacterial Species Bacillus Species Mycobacterial Species Streptomyces Species

Total No. of Species Analyzed 114 128 60 48

No. of P450s 341 507 1784 1625

No. of Families 36 13 77 144

No. of Subfamilies 79 28 132 377

Dominant P450 family CYP110 CYP107 CYP125 CYP107

No. of BGCs * 770 1098 898 1461

Types of BGCs 73 33 18 159

No. of P450s Part of BGCs 27 112 204 554

Average No. of P450s 3 4 30 34

P450 Diversity Percentage 0.09 0.02 0.07 0.18

Average No. of BGCs 7 9 15 30

Gene Cluster Diversity Percentage 0.08 0.02 0.03 0.23

Percentage of P450s Part of BGCs 8 22 11 34

Reference This work [54] [55,59] [55]

Note: * 103 cyanobacterial species gave results with anti-SMASH (antibiotics & Secondary Metabolite Analysis
Shell). Eleven species genomes did not give results. Detailed information on gene clusters is presented in Table S2.

202



Int. J. Mol. Sci. 2020, 21, 656

 

Figure 2. Phylogenetic analysis of cyanobacterial species P450s. Dominant P450 families are indicated
in different colours. A high-resolution phylogenetic tree is provided as Supplementary Dataset 2.

 
Figure 3. Comparative analysis of P450s in cyanobacterial species. The numbers next to bars indicate
the number of P450s in each species. The species names with respect to their codes can be found in
Table S2.

2.2. CYP110 is the Dominant P450 Family in Cyanobacterial Species

As per the International P450 Nomenclature Committee rules [60–62], 341 P450s found in 88
cyanobacterial species can be grouped into 36 P450 families and 79 P450 subfamilies (Figure 4 and
Table S3). Phylogenetic analysis of cyanobacterial species P450s revealed grouping of P450s belonging
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to the same family together on the tree (Figure 2), indicating the correct assignment of P450 families and
subfamilies. Among 36 P450 families, CYP110 has the highest number of P450s (176 P450s), followed
by CYP120 (59 P450s), CYP213 (16 P450s) and P450 families, CYP197 and CYP284, which have 11
P450s in each (Figure 4). Comparative analysis of P450 families among different bacterial species
revealed that different bacterial species have different dominant P450 families (Table 1). CYP110 is the
dominant P450 family in cyanobacterial species, whereas CYP125 is dominant in mycobacterial species
and CYP107 in Bacillus species and Streptomyces species (Table 2). The molecular basis for the blooming
(P450 family with many members) [63] of certain P450 families is attributed to the species habitat and
lifestyle [55]. In addition to this, P450 subfamily-level blooming was observed in cyanobacterial species,
where some subfamilies were found to be dominant in a particular family (Table S3). For example,
among 26 subfamilies found in the CYP110 family, subfamilies C (34 P450s), E (29 P450s), D (26 P450s)
and A (15 P450s) are dominant; among six subfamilies found in CYP120 family, subfamilies A (35
P450s) and B (16 P450s) are dominant (Table S3), indicating the subfamily-level blooming of P450s in
cyanobacterial species.

Figure 4. Family level comparative analysis of P450s in the species of Cyanobacteria. The numbers next
to the family bar indicate the number of P450s. The data on the number of P450 families, along with
subfamilies, are presented in Supplementary Table S3.

Apart from five P450 families, the remaining 31 P450 families in cyanobacterial species have a
single-digit number of members (Figure 4). In fact, 17 P450 families have a single P450, indicating high
P450 family diversity in cyanobacterial species. This was further confirmed when the P450 diversity
percentage was compared among different bacterial species (Table 2). The P450 diversity percentage in
cyanobacterial species was found to be highest compared to Bacillus species and mycobacterial species
and almost 50% lower compared to Streptomyces species (Table 2). The highest P450 diversity observed
for cyanobacterial species indicates that these P450s might have diverse roles, as was observed for
Streptomyces species [55]. However, future functional analysis of cyanobacterial species P450s will
provide more evidence on this observation.

P450 family conservation analysis revealed that none of the 36 families were conserved in
88 cyanobacterial species (Figure 5). The P450 profile heat-map revealed that the P450 families
CYP110 and CYP120 were found to be a co-presence in most of the cyanobacterial species (Figure 5).
Non-conservation of P450 families was also observed in Bacillus species [54], but in the Streptomyces [55]
and mycobacterial species [59] quite a large number of P450 families were found to be conserved.
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Figure 5. Heat-map of the presence/absence of P450 families in 88 cyanobacterial species. The data is
represented as 3 for family presence (red) and –3 for family absence (green). Eighty-nine cyanobacterial
species form the horizontal axis and P450 family numbers form the vertical axis. A detailed table
showing P450 family profiles in each of the cyanobacterial species is presented in Supplementary
Dataset 3.

2.3. Cyanobacterial Species Have Lowest Secondary Metabolite Biosynthetic Gene Clusters

A total of 770 secondary metabolite BGCs were found in 103 cyanobacterial species (Table S2).
Species-wise comparative analysis revealed that 29 cyanobacterial species have at least two-digit
numbers of secondary metabolites BGCs in their genomes (Figure 6). Among cyanobacterial species,
Cylindrospermum stagnale (Csg) and Prochlorococcus marinus MIT 9303 (Pmf) have the highest number
of secondary metabolite BGCs (23 BGCs in each), followed by Nostoc sp. CENA543 (Noe) (18
BGCs) and 17 BGCs each in Nostocales cyanobacterium HT-58-2 (Ncn) and P. marinus MIT 9313 (Pmt)
(Figure 6). Comparative analysis of secondary metabolite BGCs revealed that cyanobacterial species
have the lowest number of secondary metabolite BGCs in their genomes compared to Bacillus species,
mycobacterial species and Streptomyces species (Table 2). On average, seven secondary metabolite
BGCs were found in cyanobacterial species compared to nine in Bacillus species, 15 in mycobacterial
species and 30 in Streptomyces species (Table 2). This indicates that Streptomyces species dominate the
production of secondary metabolites and this is the reason why more than 80% of the antibiotics that
are in use today are in fact sourced from Streptomyces species [64].

Figure 6. Comparative analysis of secondary metabolite biosynthetic gene clusters (BGCs) in
cyanobacterial species. Species with a two-digit number of secondary metabolite BGCs are shown in
the figure. The species names with respect to their codes can be found in Table S1. Detailed information
on each of the species’ secondary metabolite BGCs is presented in Table S2.
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2.4. Cyanobacterial Species Has Highest Gene Cluster Diversity Percentage Compared to Bacillus and
Mycobacterial Species

Analysis of types of gene clusters in 103 cyanobacterial species revealed the presence of 73 different
types of secondary metabolite BGCs (Figure 7 and Table S4). Among secondary metabolite BGCs,
terpene BGC is dominant (235 clusters), followed by bacteriocin (183 clusters) and non-ribosomal
peptides (NRPS) (64 clusters) (Figure 7). Forty types of BGCs have only a single gene cluster, indicating
the highest diversity in types of gene clusters in cyanobacterial species (Figure 7). Comparative analysis
of types of BGCs among different bacterial species revealed that cyanobacterial species have the highest
number of types of BGCs compared to Bacillus and mycobacterial species, but the lowest compared to
Streptomyces species (Table 1).

 
Figure 7. Comparative analysis of types of secondary metabolite biosynthetic gene clusters (BGCs) in
103 cyanobacterial species (A) and most similar known clusters (B). Standard abbreviations representing
secondary metabolite BGCs as indicated in anti-SMASH (antibiotics & Secondary Metabolite Analysis
Shell) [65] were used in the figure. Detailed information is presented in Supplementary Table S4.

In order to measure accurate BGC diversity among different bacterial species, we have developed
a new equation, similar to the one we developed for P450 diversity percentage calculation [55], with
some modification. The formula below will nullify the number of species used and will give an
accurate gene cluster diversity percentage comparison between different populations.

Geneclusterdiversitypercentage =
100× Totalnumberoftypesofclusters

Totalnumberofclusters× numberofspecies

Based on the above formula, the gene cluster diversity percentage in cyanobacterial species was
found to be four times higher compared to Bacillus and mycobacterial species (Table 2). This indicates
that despite cyanobacterial species having the lowest number of gene clusters, these clusters are diverse
and destined to produce different types of secondary metabolites. This was evident when looking
into the most similar known clusters where, among 770 clusters, only 228 clusters showed similarity
to the 79 best known clusters (Figure 7 and Table S4). Among the known similar clusters, only four
most similar known clusters are dominant, with 25 (heterocyst glycolipids) 17 (1-heptadecene) and 12
(Nostopeptolide and Nostophycin) (Figure 7 and Table S4). A detailed analysis on most similar known
clusters is presented in Supplementary Table S4. The remaining 542 BGCs have no similar known
clusters, indicating that these BGCs might encode novel secondary metabolites, possibly with potential
biotechnological value.
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2.5. Few Cyanobacterial Species P450s Found to be Part of Secondary Metabolite Biosynthetic Gene Clusters

Analysis of P450s that are part of different secondary metabolite BGCs revealed that only a
few P450s were part of secondary metabolite BGCs in cyanobacterial species compared to Bacillus,
mycobacterial and Streptomyces species (Tables 2 and 3). Only 8% of P450s are part of BGCs
in cyanobacterial species compared to other bacterial species, where 22% (Bacillus species), 11%
(mycobacterial species) and 34% (Streptomyces species) of P450s were found to be part of BGCs
(Table 2). Among 341 P450s only 27 P450s were found to be part of secondary metabolite BGCs
in cyanobacterial species, indicating that cyanobacterial species P450s might play a major role in
their primary metabolism. The 27 P450s that are part of BGCs belong to six P450 families (Table 3).
P450s belonging to the CYP110 family are dominantly present in BGCs (17 P450s—63%), followed by
CYP213 (4 P450s—15%), CYP120 (3 P450s—11%) and a single member found in P450 families CYP1011,
CYP1185, and CYP197 (Table 3). A point to be noted is that the CYP110 family is dominantly present
in cyanobacterial species, indicating its requirement for the production of secondary metabolites, as
the same phenomenon was observed where dominant P450 families were found to be part of BGCs in
Bacillus, mycobacterial and Streptomyces species [54,55]. The 27 P450s were found to be part of 10 types
of clusters, where nine P450s were found to be part of an NRPS, Type I PKS (polyketide synthase),
followed by five P450s that were part of terpene and three P450s that were part of bacteriocin (Table 2).
P450s found in each of the clusters and most similar known clusters were presented in Table 3. Analysis
of the most similar known clusters revealed that CYP110AH1 from Synechococcus sp. PCC 7502 is
certainly involved in the production of anabaenopeptin NZ 857/nostamide, as this P450 NRPS cluster
showed 100% similarity to the gene cluster that produces the metabolite (Table 3). Apart from this
match, the percentage similarity to most known clusters is very low and thus the metabolites produced
by different gene clusters cannot be predicted.

2.6. Cyanobacterial Species P450s Functions and Features Resemblance to Eukaryotic P450s

Functional analysis of a few cyanobacterial species P450s revealed that these P450s have some
unusual catalytic diversity and resemblance to eukaryotic P450s. Based on our study, it can safely be
predicted that the 27 cyanobacterial species P450s listed in Table 3 are involved in the production of
different secondary metabolites. Some of the cyanobacterial species P450 functions against different
compounds were elucidated. However, the biological relevance of these reactions is not clear.
CYP120A1 from Synechocystis sp. PCC 6803 was found to be the first non-animal retinoic acid
hydroxylase [66]. This P450-catalyzed reaction represents a novel modification of retinoids compared
to vertebrate CYP26 family P450s. CYP120A1 hydroxylated all-trans-retinoic acid at C16 or C17 positons
and converted cis-retinoic acids (9-cis-retinoic acid and 13-cis-retinoic acid), retinal, 3(R)-OH-retinal,
retinol, β-apo-13-carotenone (C18) and β-apo-14′-carotenal (C22) resulted in the formation of the
corresponding hydroxyl derivatives [66]. CYP120A1 had the highest preference for all-trans substrates
compared to cis- substrates. Among the compounds analysed, CYP120A1 had the highest activity
of all-trans-retinoic acids, followed by β-apo-13-carotenone (C18) [66]. CYP110C1 from Nostoc sp.
PCC7120 was found to be germacrene A hydroxylase involved in sesquiterpene biosynthesis [57,67].
CYP110C1 converted germacrene A into two different products and the predominant product of
this reaction was identified as 1,2,3,5,6,7,8,8aoctahydro-6-isopropenyl-4,8a-dimethylnaphth-1-ol [67].
CYP110E1 from the Nostoc sp. strain PCC 7120 was found to be flavone synthase, the first prokaryotic
P450 with such activity [68]. CYP110E1 hydroxylated naringenin and (hydroxyl) flavanones into
apigenin and (hydroxyl) flavones [68]. CYP110E1 also hydroxylated different compounds such as
sesquiterpenes (zerumbone), drugs (ibuprofen and flurbiprofen), and aryl compounds (1-methoxy and
1-ethoxy naphthalene) into novel compounds that are usually difficult to synthesize chemically [68].
CYP110A1 from Nostoc sp. PCC 7120 was predicted to be a fatty acid ω-hydroxylase as the purified
P450 binds to long-chain saturated and unsaturated fatty acids [69]. Unlike other prokaryotic P450s,
CYP110A1 was found to be associated with membrane fraction, indicating its close resemblance to
eukarotic P450s [69].
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Table 3. Comparative analysis of P450s that are associated with secondary metabolites biosynthetic
gene clusters (BGCs). Types of clusters, most similar known cluster and similarity were obtained
by submitting individual P450 clusters to anti-SMASH (antibiotics & Secondary Metabolite Analysis
Shell) [65]. Standard abbreviations representing type of clusters as indicated in anti-SMASH [65] were
used in the table.

P450 Names Type of Clusters Most Similar Known Cluster Similarity

CYP213A8 T3PKS Xenocyloins 25%

CYP213A5 bacteriocin

CYP213A6 T3PKS Colicin V 2%

CYP110AH1 NRPS Anabaenopeptin NZ
857/nostamide A 100%

CYP213A3 bacteriocin

CYP120C2 T2PKS Ambiguine 6%

CYP110K6 NRPS

CYP120A21 bacteriocin

CYP110Q3 NRPS, T1PKS Hapalosin 40%

CYP110C17 terpene

CYP110C29 NRPS, T1PKS Nostophycin 27%

CYP1011G1 NRPS, T1PKS Crocacin 23%

CYP110AP1 terpene

CYP110AT1 NRPS, T1PKS Hapalosin 40%

CYP110Q4 NRPS, T1PKS Hapalosin 40%

CYP110C21 NRPS-like Anacyclamide 14%

CYP197E3 NRPS, T1PKS Cryptophycin 37%

CYP110AG1 terpene Hectochlorin 25%

CYP110E29 terpene, thiopeptide, T1PKS, NRPS Nostophycin 27%

CYP110E18 terpene, thiopeptide, T1PKS, NRPS Nostophycin 27%

CYP110C21 terpene

CYP110Q4 NRPS, T1PKS Puwainaphycins 40%

CYP110AT1 NRPS, T1PKS Puwainaphycins 40%

CYP120A13 ladderane

CYP1185A1 lassopeptide, bacteriocin

CYP110Q2 NRPS, T1PKS Hapalosin 40%

CYP110C14 terpene 6,6′-oxybis(2,4-dibromophenol) 14%

P450s’ role in the synthesis of carotenoids, light-harvesting pigments, in cyanobacterial species
will help in addressing an evolutionary link between these species and plants since cyanobacterial
species considered as precursors of chloroplasts in plants [6,7]. It is well-known that members of the
CYP97 P450 family are conserved across plant taxa [70] and involved in the synthesis of carotenoids
in plants [71,72]. Furthermore, research in this direction will also help in identifying the biological
relevance of P450s in cyanobacterial species.

3. Materials and Methods

3.1. Species and Databases

In this study, 114 cyanobacterial species belonging to 41 genera and unclassified Cyanobacteria that
are available for public use at Kyoto Encyclopaedia of Genes and Genomes (KEGG) [73] were used.
Detailed information on different genera and species used in this study is presented in Table S1.

3.2. Genome Data Mining and Annotation of P450s

Genome data mining of P450s and their annotation was carried out following the procedure
described in the literature [54,55]. Briefly, individual cyanobacterial species proteomes were
downloaded from KEGG and subjected to NCBI Batch Web CD-Search Tool analysis [74]. After analysis,
the results were analyzed and proteins that belong to the P450 superfamily were selected. The selected
proteins were subjected to BLAST analysis at http://bioshell.pl/p450/blast_only.html as part of the P450
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page at http://www.p450.unizulu.ac.za/. Based on the percentage identity to the named homolog P450s,
the proteins were then annotated (assigning P450 family and subfamily), following the International
P450 Nomenclature Committee rule, i.e., sequences with >40% identity were assigned to the same
family as named homolog P450 and sequences with >55% identity to the same subfamily as named
homolog P450 [60–62]. Proteins with less than 40% identity to a named homolog P450 were assigned
to a new P450 family.

3.3. Phylogenetic Tree Construction of Cyanobacterial Species P450s

The phylogenetic tree of cyanobacterial species P450s was built using the methodology described
elsewhere [54–56]. Firstly, the alignment of cyanobacterial species P450s protein sequences was
performed by the MAFFT v6.864 program available at the Trex web server [75] (http://www.trex.uqam.
ca/index.php?action=mafft). Then, the alignments were automatically subjected to tree inferring and
optimisation by the Trex web server [76]. Briefly, the server inferred the trees with different algorithms,
including maximum likelihood, maximum parsimony, neighbor joining, in the library, and searched
out the best phylogenetic tree in the least-squares sense. Finally, the best-inferred tree was envisioned
and coloured using iTOL [77] (https://itol.embl.de/).

3.4. Generation of P450 Profile Heat-Maps

P450 profile heat-maps were generated following the method reported in the literature [56,78,79].
The presence or absence of P450s in cyanobacterial species was shown with heat-maps generated using
P450 family data. The data were represented as 3 for family presence (red) and −3 for family absence
(green). A tab-delimited file was imported into Mev 4.9 (multi-experiment viewer) [80]. Hierarchical
clustering using a Euclidean distance metric was used to cluster the data. Eight-nine cyanobacterial
species formed the horizontal axis and P450 families formed the vertical axis.

3.5. Secondary Metabolite Biosynthetic Gene Clusters Analysis

Secondary metabolite BGCs analysis in cyanobacterial species was carried out following the
method as mentioned previously [54,55]. Briefly, individual cyanobacterial species genome IDs
(Table S1) were submitted to anti-SMASH (antibiotics & Secondary Metabolite Analysis Shell) [65] for
identification of secondary metabolite BGCs. The gene cluster information generated by anti-SMASH
is analyzed for the presence of P450s by manually mining the cluster sequences. Information on the
type of cluster, most similar known cluster and percentage similarity to a known cluster is also noted
and presented in table format. Among 114 cyanobacterial species, 11 species’ genome IDs did not pass
through anti-SMASH analysis. Thus, in this study, secondary metabolite BGCs data for 103 species is
presented. Lists of species that are not part of the secondary metabolite cluster analysis are presented
in Table S5.

3.6. Data Analysis

P450 diversity percentage analysis in cyanobacterial species was carried out following the method
described elsewhere [55]. P450 diversity percentage is calculated using the formula: P450 diversity
percentage = 100 × Total number of P450 families/Total number of P450s ×Number of species. The
average number of P450s was calculated using the formula: Average number of P450s =Number of
P450s/Number of species. The average number of BGCs was calculated using the formula: Average
number of BGCs = Total number of BGCs/Number of species. A new formula was developed in order
to calculate gene cluster diversity percentage and is described in Section 2.4.

4. Conclusions

Research on harnessing the biotechnological potential of cyanobacterial species is gaining
momentum. In this direction, this study is an attempt to provide a complete picture of P450 enzymes
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in different cyanobacterial species as these enzymes are the key players in primary and secondary
metabolism of organisms, including the production of different secondary metabolites. Furthermore,
providing names for P450s as per International P450 Nomenclature Committee rules enables researchers
to make use of the cyanobacterial species P450 names presented in the study. A limited amount of
cyanobacterial species P450s functional analysis revealed that cyanobacterial species P450s are unique
in terms of their catalytic activity and they show high resemblance to eukaryotic P450s. Unravelling
the role of P450s in carotenoid synthesis is necessary to understand their biological relevance in
cyanobacterial species and also to address the evolutionary link between these species and plants
since cyanobacterial species are considered as precursors of chloroplasts in plants. The mathematical
formula presented in this study will enable researchers to conduct accurate comparison of secondary
metabolite biosynthetic gene cluster diversity among different organisms. The highest gene cluster
diversity observed for cyanobacterial species compared to species belonging to the genera Bacillus and
Mycobacterium and the fact that a large number of biosynthetic gene clusters have no similar known
clusters indicate that these gene clusters might encode novel secondary metabolites with new biological
properties whose potential needs to be explored for the food, cosmetic and pharmaceutical industries.

Supplementary Materials: Supplementary materials can be found at http://www.mdpi.com/1422-0067/21/2/656/s1.
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Abstract: Unraveling the role of cytochrome P450 monooxygenases (CYPs/P450s), heme-thiolate
proteins present in living and non-living entities, in secondary metabolite synthesis is gaining
momentum. In this direction, in this study, we analyzed the genomes of 203 Streptomyces species
for P450s and unraveled their association with secondary metabolism. Our analyses revealed the
presence of 5460 P450s, grouped into 253 families and 698 subfamilies. The CYP107 family was
found to be conserved and highly populated in Streptomyces and Bacillus species, indicating its key
role in the synthesis of secondary metabolites. Streptomyces species had a higher number of P450s
than Bacillus and cyanobacterial species. The average number of secondary metabolite biosynthetic
gene clusters (BGCs) and the number of P450s located in BGCs were higher in Streptomyces species
than in Bacillus, mycobacterial, and cyanobacterial species, corroborating the superior capacity of
Streptomyces species for generating diverse secondary metabolites. Functional analysis via data mining
confirmed that many Streptomyces P450s are involved in the biosynthesis of secondary metabolites.
This study was the first of its kind to conduct a comparative analysis of P450s in such a large number
(203) of Streptomyces species, revealing the P450s’ association with secondary metabolite synthesis
in Streptomyces species. Future studies should include the selection of Streptomyces species with a
higher number of P450s and BGCs and explore the biotechnological value of secondary metabolites
they produce.

Keywords: Streptomyces; Mycobacterium; Bacillus; Cyanobacteria; cytochrome P450 monooxygenases;
secondary metabolites; biosynthetic gene clusters; terpenes; polyketides; P450 blooming;
non-ribosomal peptides

1. Introduction

Cytochrome P450 monooxygenases (CYPs/P450s) are biotechnologically valuable enzymes [1].
P450s have heme (protoporphyrin IX), an iron(III)-containing porphyrin, as a prosthetic group in their
structure [2]. Because of the presence of this prosthetic group, these enzymes absorb wavelengths
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at 450 nm; thus, the name P450s has been assigned to these proteins [3–6]. Since their identification,
a large number of P450s have been identified in almost all living organisms [7] and, surprisingly,
in non-living entities as well [8]. The regio- and stereo-specific catalytic nature of these enzymes makes
them essential for the survival of some organisms, and these enzymes are thus good drug targets in the
case of pathogenic organisms [9–13]. Application of these enzymes in all fields of research continues,
and excellent success has been achieved in using them for the production of substances valuable to
humans or as drug targets or in drug metabolism, as reported previously [1]. One of the applications
of P450s currently being explored is their role in the production of secondary metabolites, compounds
with potential biotechnological value, owing to their stereo- and regio-specific enzymatic activity,
which contributes to the diversity of secondary metabolites [14–16].

Unlike other enzymes, P450 enzymes have a typical nomenclature system established by the
International P450 Nomenclature Committee [17–19]. According to the committee’s rules, P450s begin
with the prefix “CYP” for cytochrome P450 monooxygenase, followed by an Arabic numeral which
designates the family, a capital letter designating the subfamily, and an Arabic numeral designating
the individual P450 in a family. The annotation of P450s (assigning family and subfamily) follows a
rule that all P450s with > 40% identity belong to the same family and all P450s with > 55% identity
belong to the same subfamily [17–19]. Worldwide, researchers follow this P450 nomenclature system.
The nomenclature of P450s is also be verified by phylogenetic analysis to enable their correct annotation,
as phylogenetic-based annotation could detect similarity cues beyond a simple percentage identity
cutoff, as mentioned elsewhere [20].

The continued genomic rush has resulted in genome sequencing of a large number of species
belonging to all biological kingdoms. P450s in the newly sequenced species need to be annotated as
per the International P450 Nomenclature Committee rules [17–19] to enable researchers to use the same
names for functional and evolutionary analysis of P450s. For this reason, large numbers of P450s have
recently been annotated in bacterial species belonging to the genera Mycobacterium [21], Bacillus [22],
Streptomyces [20], and Cyanobacteria [23]. These studies have revealed numerous P450s involved in the
synthesis of different types of secondary metabolites. This type of in silico study is highly important for
identifying unique P450s that can be drug-targeted and for P450 evolutionary analysis, as the P450
profiles in species have been found to be characteristic of species’ lifestyle [11,20,22,24–27].

Among bacterial species, Streptomyces species are well-known for producing over two-thirds of
the clinically useful antibiotics in the world [28]. Because of this importance, Streptomyces species
have been subjected to exhaustive secondary metabolite production studies [29,30]. Streptomyces P450s
play a key role in the production of different secondary metabolites; their contribution to secondary
metabolite diversity and applications in drug metabolism have been reviewed extensively [15,16,31–33].
In the latest study, comprehensive comparative analysis of P450 and secondary metabolite biosynthetic
gene clusters (BGCs) in 48 Streptomyces species was elucidated [20]. The study revealed the presence
of novel P450s in Streptomyces species and numerous P450s forming parts of secondary metabolite
BGCs [20]. The study results indicated that lifestyle or ecological niches play a key role in the evolution
of P450 profiles in species belonging to the genera Streptomyces and Mycobacterium [20].

To date, a large number of Streptomyces species genomes have been sequenced and are available
for public use. This provided an opportunity to annotate P450s in these species to analyze and compare
their profiles among different bacterial species, including the identification and comparative analysis of
P450s involved in the production of secondary metabolites. This study thus aimed to perform genome
data mining, annotation, and phylogenetic analysis of P450s in 155 newly available Streptomyces
species genomes. It also included the identification and comparative analysis of P450s that are parts
of secondary metabolite BGCs among bacterial species belonging to the genera Streptomyces, Bacillus,
Mycobacterium, and Cyanobacteria, as the species belonging to these genera are known to have P450s
and to produce secondary metabolites.
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2. Results and Discussion

2.1. Streptomyces Species Have Large Number of P450s

Genome-wide data mining and annotation of P450s in 203 Streptomyces species (Supplementary
Table S1) revealed the presence of 5460 P450s in their genomes (Figure 1, Table 1, and Supplementary
Dataset 1). The P450 count in the Streptomyces species ranged from 10 to 69 P450s, with an average of
27 P450s. Apart from the complete P450 sequences, pseudo-P450s (6 hit proteins), P450-fragments
(114 hit proteins), P450-derived glycosyltransferase activator proteins (22 hit proteins), and P450
false-positive hits (2 hit proteins) were also found in some Streptomyces species (Supplementary
Table S2). The presence of these types of P450 hit proteins in species is common and, because of the
nature of these proteins, they were not included in the study for further analysis. Among Streptomyces
species, Streptomyces albulus ZPM was found to have the highest number of P450s in its genome (69
P450s) followed by S. clavuligerus (65 P450s); the lowest number of P450s was found in Streptomyces sp.
CNT372 and S. somaliensis DSM 40738 (10 P450s each) (Figure 1 and Table 1). Analysis of the most
prevalent number of P450s revealed that 19 P450s was the prevalent number in Streptomyces species
(Table 1). The average number of P450s in Streptomyces species was found to be higher than in Bacillus
species [22] and cyanobacterial species [23], and almost the same as in mycobacterial species [21]
(Table 2). A point to be noted is that the number of species greatly influences the average number of
P450s and, thus, the higher the number of species in the analysis, the better and more accurate the
results, as mentioned elsewhere [20,23]. This is the reason Streptomyces species showed a slightly lower
average number of P450s in their genomes compared to mycobacterial species, since only 60 species
were employed in the study [21]. Thus, future annotation of P450s in more mycobacterial species will
provide accurate insights into this aspect.

 

Figure 1. Phylogenetic analysis of Streptomyces P450s. In total, 5 460 P450s were used to construct
the tree and the dominant P450 families are highlighted in different colors and indicated in the figure.
A high-resolution phylogenetic tree is provided in Supplementary Dataset 2.
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Table 1. Genome-wide data mining and annotation of P450s in 203 Streptomyces species.

Species Name P450s No. F No. SF Species Name P450s No. F No. SF

Streptomyces sp. Tu6071 22 13 20 Streptomyces sp. CNT372 10 8 10

Streptomyces purpureus KA281, ATCC 21405 22 17 20 Streptomyces sp. CNS606 16 9 14

Streptomyces sp. W007 28 12 24 Streptomyces sp. 303MFCol5.2 23 14 22

Streptomyces sp. TAA486-18 18 12 17 Streptomyces acidiscabies 84-104 47 22 44

Streptomyces lysosuperificus ATCC 31396 25 19 24 Streptomyces roseosporus NRRL 11379 19 10 16

Streptomyces sp. PVA 94-07 20 7 18 Streptomyces sp. OspMP-M45 19 9 19

Streptomyces sp. SPB78 20 12 20 Streptomyces sp. AmelKG-A3 19 9 19

Streptomyces canus 299MFChir4.1 28 17 27 Streptomyces sp. S4 19 9 19

Streptomyces sp. FxanaA7 30 15 29 Streptomyces sp. SM8 18 8 16

Streptomyces sulphureus DSM 40104 26 13 25 Streptomyces sp. LaPpAH-199 26 11 21

Streptomyces sp. MspMP-M5 44 20 41 Streptomyces sp. 140Col2.1E 22 9 17

Streptomyces coelicoflavus ZG0656 17 12 16 Streptomyces sp. DvalAA-21 24 10 22

Streptomyces pristinaespiralis ATCC 25486 18 11 17 Streptomyces sp. CNT371 17 13 17

Streptomyces sp. LaPpAH-201 19 8 19 Streptomyces somaliensis DSM 40738 10 8 9

Streptomyces albulus CCRC 11814 64 26 50 Streptomyces sp. 351MFTsu5.1 22 11 22

Streptomyces viridochromogenes DSM 40736 24 15 24 Streptomyces sp. DvalAA-83 24 10 22

Streptomyces sp. LaPpAH-95 24 9 22 Streptomyces sp. AmelKG-F2B 24 17 23

Streptomyces mirabilis YR139 42 26 41 Streptomyces sp. CNT302 26 13 22

Streptomyces sp. AA1529 26 15 24 Streptomyces olindensis DAUFPE 5622 26 14 22

Streptomyces atratus OK008 15 10 14 Streptomyces sp. CNY243 17 14 16

Streptomyces sp. PsTaAH-130 36 21 32 Streptomyces sp. AA0539 19 10 19

Streptomyces sp. CNT318 27 15 24 Streptomyces atratus OK807 31 13 27

Streptomyces sp. CNH099 16 12 16 Streptomyces sp. CNS335 16 13 17

Streptomyces sp. CNH287 16 12 16 Streptomyces sp. FxanaC1 27 15 24

Streptomyces sp. MnatMP-M77 32 14 27 Streptomyces sp. WMMB 322 19 11 17

Streptomyces zinciresistens K42 19 11 18 Streptomyces sp. TOR3209 20 13 19

Streptomyces sp. So1WspMP-so12th 22 11 19 Streptomyces sp. AmelKG-E11A 24 15 22

Streptomyces sp. GXT6 13 8 11 Streptomyces sp. PP-C42 16 6 14

Streptomyces roseosporus NRRL 15998 19 10 16 Streptomyces sp. DpondAA-E10 25 10 22

Streptomyces sp. LaPpAH-108 24 12 23 Streptomyces sp. HPH0547 32 18 32

Streptomyces aurantiacus JA 4570 30 20 30 Streptomyces sp. DpondAA-A50 25 10 22

Streptomyces hygroscopicus ATCC 53653 57 21 49 Streptomyces sp. TAA040 15 10 15

Streptomyces sp. Tu 6176 30 15 26 Streptomyces sp. PgraA7 23 10 20

Streptomyces ghanaensis ATCC 14672 35 20 34 Streptomyces sp. FxanaD5 15 11 15

Streptomyces sp. KhCrAH-337 26 12 22 Streptomyces sp. LamerLS-316 25 11 22

Streptomyces sp. LaPpAH-202 19 8 19 Streptomyces viridochromogenes Tue57 31 17 29

Streptomyces sp. UNC401CLCol 15 11 15 Streptomyces sp. GBA 94-10 20 7 18

Streptomyces sp. SirexAA-H 21 12 20 Streptomyces sp. CNQ-525 18 14 18

Streptomyces turgidiscabies Car8 28 20 27 Streptomyces sp. SceaMP-e96 41 18 36

Streptomyces sp. KhCrAH-40 26 12 22 Streptomyces mirabilis OK461 37 16 31

Streptomyces rimosus rimosus ATCC 10970 54 30 52 Streptomyces sp. LaPpAH-185 44 27 40

Streptomyces gancidicus BKS 13-15 18 11 17 Streptomyces exfoliatus DSMZ 41693 26 16 24

Streptomyces auratus AGR0001 35 14 33 Streptomyces sp. PsTaAH-137 29 16 28

Kitasatospora sp. SolWspMP-SS2h 25 15 24 Streptomyces sp. Amel2xE9 27 15 26

Streptomyces sp. NTK 937 17 8 17 Streptomyces sp. AmelKG-D3 22 11 19

Streptomyces sp. ScaeMP-e48 19 10 17 Streptomyces prunicolor NBRC 13075 44 18 39

Streptomyces sp. HmicA12 25 14 24 Streptomyces sp. e14 28 13 25

Streptomyces griseoaurantiacus M045 16 11 16 Streptomyces sp. CNX435 12 9 12

Streptomyces afghaniensis 772 28 17 29 Streptomyces sp. HCCB10043 17 10 14

Streptomyces sulphureus L180 19 11 19 Streptomyces sp. JS01 24 11 19

Streptomyces sp. KhCrAH-340 26 12 22 Streptomyces chartreusis NRRL 3882 29 19 26

Streptomyces sp. C 30 17 27 Streptomyces sp. CNY228 19 9 19

Streptomyces violaceusniger SPC6 13 8 12 Streptomyces sp. Amel2xB2 27 13 25

Streptomyces sp. HGB0020 23 13 22 Streptomyces sp. LaPpAH-165 24 9 22

Streptomyces sp. CNS615 27 15 24 Streptomyces albulus ZPM 68 27 51
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Table 1. Cont.

Species Name P450s No. F No. SF Species Name P450s No. F No. SF

Streptomyces tsukubaensis NRRL 18488 30 18 30 Streptomyces albulus NK660 64 27 50

Streptomyces vitaminophilus DSM 41686 18 10 15 Streptomyces noursei 64 26 52

Streptomyces sp. SA3_actG 21 12 20 Streptomyces violaceusniger Tu4113 50 16 42

Streptomyces bottropensis ATCC 25435
(2517572239) 31 19 30 Streptomyces bingchenggensis 49 26 44

Streptomyces sp. CNQ865 16 13 16 Streptomyces rapamycinicus 63 23 56

Streptomyces sp. CNT360 19 13 18 Streptomyces sp. 769 59 24 49

Streptomyces sp. 142MFCol3.1 27 14 24 Streptomyces hygroscopicus subsp.
jinggangensis 5008 38 18 33

Streptomyces sp. ScaeMP-e122 25 11 23 Streptomyces cattleya NRRL 8058 =
DSM 46488 41 21 38

Streptomyces griseoflavus Tu4000 20 15 19 Streptomyces cattleya NRRL 8057 40 20 37

Streptomyces sp. ACT-1 30 13 26 Streptomyces hygroscopicus subsp.
jinggangensis TL01 37 18 33

Streptomyces sp. TAA204 18 10 16 Streptomyces avermitilis MA-4680 52 23 42

Streptomyces sp. SPB74 18 10 18 Streptomyces collinus 34 16 27

Streptomyces sp. CNQ329 13 10 13 Streptomyces lydicus A02 38 19 35

Streptomyces sp. 4F 16 11 15 Streptomyces lydicus 103 32 13 29

Streptomyces sp. KhCrAH-244 26 12 22 Streptomyces sp. Mg1 37 21 36

Streptomyces chartreusis NRRL 12338 23 15 23 Streptomyces leeuwenhoekii C34(2013) 36 17 34

Streptomyces sviceus ATCC 29083 19 12 19 Streptomyces pratensis/flavogriseus IAF
45 29 16 26

Streptomyces sp. CcalMP-8W 23 12 20 Streptomyces reticuli 47 26 43

Streptomyces sp. SS 15 11 15 Streptomyces griseus 28 13 24

Streptomyces sp. CNQ766 16 13 16 Streptomyces sp. PAMC 26508 29 16 26

Streptomyces sp. URHA0041 16 9 15 Streptomyces sp. SirexAA-E 24 10 22

Streptomyces sp. CNB091 27 14 24 Streptomyces davawensis 32 19 30

Streptomyces flavidovirens DSM 40150 24 15 23 Streptomyces cyaneogriseus 30 14 28

Streptomyces yeochonensis CN732 18 11 18 Streptomyces lincolnensis 24 15 23

Streptomyces viridosporus T7A, ATCC 39115 32 19 31 Streptomyces pristinaespiralis HCCB
10218 23 12 18

Streptomyces sp. FXJ7.023 27 12 23 Streptomyces venezuelae 23 16 21

Streptomyces mirabilis OV308 28 14 27 Streptomyces sp. CFMR 7 24 13 20

Streptomyces sp. AW19M42 27 12 24 Streptomyces vietnamensis 30 20 29

Streptomyces sp. ATexAB-D23 28 11 26 Streptomyces xiamenensis 318 19 12 19

Streptomyces sp. BoleA5 17 8 15 Streptomyces coelicolor 18 10 17

Streptomyces sp. AA4 35 17 29 Streptomyces albus J1074 18 9 18

Streptomyces sp. CNS654 27 10 22 Streptomyces ambofaciens 19 10 18

Streptomyces ipomoeae 91-03 44 26 43 Streptomyces lividans 20 10 18

Streptomyces sp. DpondAA-B6 19 9 19 Streptomyces scabiei 87.22 30 16 30

Streptomyces sp. PCS3-D2 25 18 24 Streptomyces glaucescens 18 11 17

Streptomyces sp. PRh5 57 20 51 Streptomyces albus DSM 41398 25 13 24

Streptomyces sp. CNR698 29 17 26 Streptomyces fulvissimus 19 10 16

Amycolatopsis sp. 75iv2, ATCC 39116 28 18 27 Streptomyces sp. CNQ-509 16 11 16

Streptomyces cattleya ATCC 35852 41 21 38 Streptomyces rubrolavendulae 20 12 19

Streptomyces sp. WMMB 714 21 10 18 Streptomyces clavuligerus 64 30 58

Streptomyces scabrisporus DSM 41855 37 27 36 Streptomyces griseochromogenes 46 24 40

Streptomyces sp. Ncost-T6T-1 25 14 22 Streptomyces sp. S10(2016) 20 15 20

Streptomyces sp. CNB632 16 12 16 Streptomyces globisporus 23 13 19

Streptomyces mobaraensis NBRC 13819 22 13 21 Streptomyces sp. CdTB01 26 17 25

Streptomyces sp. KhCrAH-43 26 12 22 Streptomyces parvulus 25 15 25

Streptomyces sp. PsTaAH-124 32 16 27 Streptomyces sp. SAT1 25 15 22

Streptomyces sp. Amel2xC10 15 10 15

Abbreviations: No. F: number of P450 families; No. SF: number of P450 subfamilies.
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Table 2. Comparative analysis of key features of P450s in different bacterial species.

Streptomyces Species Mycobacterial Species Bacillus Species Cyanobacterial Species

Total No. of species analyzed 203 60 128 114

No. of P450s 5460 1784 507 341

No. of families 253 77 13 36

No. of subfamilies 698 132 28 79

Dominant P450 family CYP107 CYP125 CYP107 CYP110

Average no. of P450s 27 30 4 3

No. of BGCs * 4457 898 1098 770

Average no. of BGCs 31 15 9 7

No. of P450s part of BGCs 1231 204 112 27

Percentage of P450s part of BGCs 22 11 22 8

Reference This work [20,21] [22] [23]

Abbreviations: BGC: biosynthetic gene cluster. Symbol: * 103 cyanobacterial species [23] and 144 Streptomyces
species were used for BGC analysis.

2.2. CYP107 Family Was Found to Be Dominant and Conserved in 203 Streptomyces Species

Analysis of P450 families and subfamilies in 203 Streptomyces species revealed that 5460 P450s
could be grouped into 253 P450 families and 698 P450 subfamilies (Table 2 and Supplementary Table S3).
Among Streptomyces species, S. clavuligerus had the highest number of P450 families (30) and P450
subfamilies (58) in its genome (Table 1). Although S. rimosus rimosus ATCC 10970 had the same number
of P450 families as S. clavuligerus, the number of subfamilies was the third highest (52 subfamilies)
(Table 1). One interesting observation is that the species with the highest number of P450s did not
have the highest number of P450 families, suggesting that some of the P450 families were populated
(bloomed). Blooming of P450 families is common across species, and this phenomenon has been
observed in different species belonging to different biological kingdoms [24,26,34–36]. Phylogenetic
analysis revealed that some of the P450 families were scattered across the evolutionary tree (Figure 1).
This phenomenon was also observed previously for Streptomyces species P450s, and it has been
hypothesized that the phylogenetic-based annotation of P450s could be detecting similarity cues
beyond a simple percentage identity cutoff [20]. Analysis of P450 families in the 155 Streptomyces
species used in this study revealed the presence of 38 new P450 families, i.e., CYP1200A1, CYP1216A1,
CYP1223A1, CYP1228A1, CYP1236A1, CYP1238A1, CYP1265A1, CYP1279A1, CYP1369A1, CYP1432A1,
CYP1518A1, CYP1529A1, CYP1543A1, CYP1568A1, CYP159A1, CYP1607A1, CYP1658A1, CYP1759A1,
CYP1810A1, CYP1832A1, CYP1866A1, CYP1896A1, CYP1920A1, CYP1929A1, CYP1931A1, CYP1940A1,
CYP1941A1, CYP1943A1, CYP1972A1, CYP1984A1, CYP1994A1, CYP2076A1, CYP2080A1, CYP2134A1,
CYP2180A1, CYP2349A1, CYP2427A1, and CYP2723A1. A detailed analysis of the number of new
P450 families found in different Streptomyces species is presented in Supplementary Table S2.

Among the P450 families, the CYP107 family was found to be dominant, with 1 235 P450s in
Streptomyces species, followed by CYP105 with 684 P450s, CYP157 with 525 P450s, and CYP154 with
510 P450s (Figure 2 and Supplementary Table S3), indicating the possible blooming of these families in
Streptomyces species, as observed in species belonging to different biological kingdoms [24,26,34–36].
It is interesting to note that the CYP107 family was also found to be dominant in the Bacillus species [22],
indicating its dominant role in the synthesis of secondary metabolites in both the Streptomyces and
Bacillus genera. An interesting pattern was observed when comparing subfamily diversity in the
dominant P450 families (Figure 2, Table 3, and Supplementary Table S3). P450 families such as CYP107,
CYP105, CYP183, and CYP113 had the highest diversity at the subfamily level, as numerous subfamilies
were found in these families (Supplementary Table S3). This phenomenon of the highest diversity
in P450 families being found in Streptomyces species is not uncommon, and this proved to be the
key contributor in the production of diverse secondary metabolites in Streptomyces species compared
to mycobacterial species [20]. Strong support for this argument is the fact that the CYP105 P450
family members in Streptomyces species have been shown to be involved in oxidation of numerous
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endogenous and exogenous compounds and in the generation of different secondary metabolites [32].
However, in contrast to the diversity at subfamily level for the P450 families CYP107, CYP105, CYP183,
and CYP113, the rest of the dominant P450 families had single or double or triple subfamilies, indicating
subfamily-level blooming in these P450 families (Table 3).

 

Figure 2. P450 family and subfamily analysis in 203 Streptomyces species. Only the dominant P450
families with more than 40 P450s are shown in the figure. Detailed data on P450 families and subfamilies
are presented in Supplementary Table S3.

Table 3. P450 subfamily analysis in the dominant families in 203 Streptomyces species. The number
of members in the dominant P450 subfamily is presented. Detailed data on different subfamilies are
presented in Supplementary Table S3.

P450 Family
Dominant Subfamilies

A B C D E F G

CYP157 174 177

CYP154 127 164 76

CYP156 120

CYP102 78 48

CYP159 125

CYP125 104

CYP147 73

CYP158 91

CYP1035 79

CYP163 50

CYP180 54

CYP170 57

CYP124 50

CYP1047 43

CYP152 42

CYP251 23
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P450 family conservation analysis revealed that the CYP107 family is conserved in all 203
Streptomyces species (Figure 3 and Supplementary Dataset 3). P450 families such as CYP156, CYP105,
CYP154 and CYP157 are also present in the majority of the Streptomyces species (Figure 3 and
Supplementary Dataset 3).

 

Figure 3. Heat-map of P450 family conservation analysis in Streptomyces species. In the heat-map,
the presence and absence of P450 families are indicated in red and green colors. The horizontal axis
represents P450 families and the vertical axis represents Streptomyces species.

2.3. Numerous P450s Involved in Secondary Metabolite Production in Streptomyces Compared to Other
Bacterial Species

Analysis of 144 Streptomyces species’ genomes revealed the presence of 4457 BGCs in their genomes
(Table 2 and Supplementary Table S4). The number of BGCs found in 144 Streptomyces species was
found to be higher than in mycobacterial, Bacillus, and cyanobacterial species (Table 2), indicating the
superiority of the Streptomyces species in producing secondary metabolites; two-thirds of the antibiotics
used in the world currently come from these species [28]. The average number of BGCs in Streptomyces
species was found to be double compared to mycobacterial species and close to four times higher than
that in Bacillus and cyanobacterial species (Table 2). Analysis of BGCs revealed that a large proportion
of Streptomyces species’ P450s are part of BGCs compared to other bacterial species; 1231 P450s in
Streptomyces species compared to 112 in Bacillus species, 204 in mycobacterial species, and 27 in
cyanobacterial species (Table 2). A total of 1231 P450s were found to be part of BGCs belonging to
135 P450 families (Figure 4 and Supplementary Table S5). Among 135 P450 families, P450s belonging
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to the CYP107 family were dominantly present in BGCs, followed by CYP105, CYP157, and CYP154
(Figure 4 and Supplementary Table S5). This clearly suggests that the P450 families that are bloomed in
Streptomyces species are actually involved in the production of secondary metabolites. This strongly
supports the proposed hypothesis that in Streptomyces species, P450s are evolved to generate secondary
metabolites, thus helping these bacteria to thrive in their environment [20]. In order to assess the in silico
results generated by this study, in which a large number of Streptomyces species P450s were predicted
to be involved in secondary metabolite production, we performed an extensive literature review to
identify Streptomyces P450s involved in the production of secondary metabolites. As shown in Table 4,
a large number of P450s belonging to different P450 families, as predicted in this study, were found to
be involved in the production of different secondary metabolites. This strongly supports the notion
that the P450s identified as part of different BGCs in this study produce secondary metabolites.

Figure 4. Analysis of P450s associated with secondary metabolite production in Streptomyces species.
(A) Dominant P450 families (families with higher numbers of members) that are part of biosynthetic
gene clusters (BGCs) and (B) dominant BGCs (present in higher numbers) containing P450s were
presented in the figure. The numbers next to bars indicate the number of P450s in panel A and the
number of BGCs in panel B. Detailed information is presented in Supplementary Table S5.

Analysis of P450 BGCs revealed the presence of 235 types of BGCs, where the BGC type, such as
terpene, was dominant, followed by T1PKS, NRPS, and T3PKS (Figure 4 and Supplementary Table S5).
A detailed analysis of P450s that are part of BGCs and types of BGCs containing P450s is presented in
Supplementary Table S5. Analysis of the linkage between a particular P450 family and BGC revealed
that some P450s are linked to a particular BGC (Supplementary Table S4), indicating horizontal transfer
of BGCs between Streptomyces species. Streptomyces P450s such as CYP283A are linked to bacteriocin
and bottromycin; CYP113K3 is linked to Bacteriocin-Nrps, CYP124G is linked to melanin, and CYP105A
is linked to NRPS and butyrolactone. A point to be noted is that horizontal transfer of BGCs among
different organisms is well-documented in the literature [37].

Table 4. List of Streptomyces species P450s involved in synthesis of secondary metabolites.

P450 Species Function References

CYP158A1 Streptomyces coelicolor A3(2) Flaviolin biosynthesis [38]

CYP1048A1 Streptomyces scabiei Thaxtomin (phytotoxin) biosynthesis [39]

CYP105A1 Streptomyces griseolus Diterpenoids synthesis [40]

CYP105A3 (P450sca-2) Streptomyces carbophilus Pravastatin synthesis [41]

CYP105B28(GfsF) * Streptomyces graminofaciens Macrolide antibiotic synthesis [42,43]

CYP105D6 Streptomyces avermitilis Filipin biosynthesis [44]

CYP105D7 Streptomyces avermitilis Filipin biosynthesis [45]

CYP105D8 Streptomyces tubercidicus strain I-1529 Avermectin oxidation [32,46]
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Table 4. Cont.

P450 Species Function References

CYP105D9 Streptomyces sp. JP95 Griseorhodin biosynthesis [32,47]

CYP105F2 Streptomyces peucetius Oleandomycin biosynthesis [48,49]

CYP105H1 Streptomyces noursei ATCC 11455 Nystatin biosynthesis [32]

CYP105H3 Streptomyces natalensis Pimaricin biosynthesis [32,50]

CYP105H4 (AmphN) ! Streptomyces nodosus Amphotericin biosynthesis [51,52]

CYP105H5 Streptomyces griseus Candidicin biosynthesis [32]

CYP105K1 Streptomyces tendae strain Tue901 Nikkomycin biosynthesis [32,53]

CYP105K2 Streptomyces ansochromogenes Nikkomycin biosynthesis [32]

CYP105L1 (TylH1,orf7) ! Streptomyces fradiae Tylosin biosynthesis [54,55]

CYP105L4(ChmH1) * Streptomyces bikiniensis Chalcomycin biosynthesis [56]

CYP105M1 (orf10) ! Streptomyces clavuligerus Clavulanic acid antibiotic biosynthesis [57]

CYP105N1 Streptomyces coelicolor A3(2) Coelibactin siderophore biosynthesis [58,59]

CYP105P1 Streptomyces avermitilis Filipin biosynthesis [44]

CYP105U1 Streptomyces hygroscopicus Geldanamycin biosynthesis [60]

CYP105V1 Streptomyces sp. HK803 Phoslactomycin biosynthesis [32,61]

CYP105AA1 Streptomyces tubercidicus strain R922 Avermectin oxidation [32,46]

CYP105AA2 Streptomyces tubercidicus strain I-1529 Avermectin oxidation [32,46]

CYP107A1 Streptomyces peucetius Dealkylation of 7-ethoxycoumarin [62]

CYP107A1 Saccharopolyspora erythraea Erythromycin biosynthesis [63,64]

CYP107B (HmtN) ! Streptomyces himastatinicus ATCC 53653 Himastatin biosynthesis [65]

CYP107B (HmtN) Streptomyces himastatinicus Himastatin biosynthesis [66]

CYP107C1 Streptomyces thermotolerans Carbomycin biosynthesis [67]

CYP107E40(chmPII) * Streptomyces bikiniensis Chalcomycin biosynthesis [56]

CYP107EE2(chmPI) * Streptomyces bikiniensis Chalcomycin biosynthesis [56]

CYP107FH5(TamI) * Streptomyces sp. 307-9 Tirandamycin biosynthesis [68,69]

CYP107G1 Streptomyces rapamycinicus Rapamycin biosynthesis [70,71]

CYP107G1 (rapN) ! Streptomyces hygroscopicus Rapamycin biosynthesis [71,72]

CYP107L1 Streptomyces venezuelae Macrolide antibioitics biosynthesis [73]

CYP107L59(FosK) * Streptomyces pulveraceus Fostriecin biosynthesis [74]

CYP107MD3(FosG) * Streptomyces pulveraceus Fostriecin biosynthesis [74]

CYP107W1 Streptomyces avermitilis Oligomycin A biosynthesis [75,76]

CYP112A2 Streptomyces rapamycinicus Rapamycin biosynthesis [70,71]

CYP113A1 Saccharopolyspora erythraea Erythromycin biosynthesis [63,64]

CYP113B1 (TylI) ! Streptomyces fradiae Tylosin biosynthesis [54,55]

CYP113D3(HmtT) * Streptomyces himastatinicus ATCC 53653 Himastatin biosynthesis [65]

CYP113D3 (HmtT) * Streptomyces himastatinicus Himastatin biosynthesis [66]

CYP113HI (HmtS) * Streptomyces himastatinicus Himastatin biosynthesis [66]

CYP122A2 (rapJ) ! Streptomyces hygroscopicus Rapamycin biosynthesis [70,71]

CYP122A3 Streptomyces hygroscopicus Rapamycin biosynthesis [70,71]

CYP122A4 (FkbD) ! Streptomyces tsukubaensis FK506 (immunosuppressant)
polyketide biosynthesis [77]

CYP129A2 Streptomyces peucetius Doxorubicin biosynthesis [78,79]

CYP129A2 (dox A) ! Streptomyces sp. strain C5 Doxorubicin biosynthesis [80,81]

CYP131A2 (dnrQ) ! Streptomyces sp. strain C5 Doxorubicin biosynthesis [80,81]

CYP140M1(TtnI) * Streptomyces griseochromogenes Tautomycetin biosynthesis [82]

CYP151A (AurH) ! Streptomyces thioluteus Aureothin biosynthesis [83]

CYP154A1 Streptomyces coelicolor A3(2) Polyketide synthesis and cyclization
of a cellular dipentaenone [84,85]
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Table 4. Cont.

P450 Species Function References

CYP154B1 Streptomyces fradiae Tylosin biosynthesis [54,55]

CYP154C1 Streptomyces coelicolor A3(2) Macrolide biosynthesis [86]

CYP158A2 Streptomyces coelicolor A3(2) Flaviolin biosynthesis [87]

CYP161A2 (PimD) ! Streptomyces natalensis Pimaricin biosynthesis [88]

CYP161A3 (AmphL) ! Streptomyces nodosus Amphotericin biosynthesis [51]

CYP162A1 Streptomyces tendae Nikkomycin biosynthesis [53,89]

CYP163A1 (NovI) ! Streptomyces spheroids Novobiocin biosynthesis [90]

CYP163B3 (P450 Sky) ! Streptomyces sp. Acta 2897 Skyllamycin biosynthesis [91]

CYP170A1 Streptomyces coelicolor A3(2) Albaflavenone biosynthesis [92]

CYP170A2 Streptomyces avermitilis Albaflavenone biosynthesis [93]

CYP170B1 Streptomyces albus Albaflavenone biosynthesis [94]

CYP171A1 Streptomyces avermitilis Avermectin biosynthesis [95,96]

CYP183A1 Streptomyces avermitilis Pentalenolactone biosynthesis [96,97]

CYP244A1 (StaN) ! Streptomyces sp tp-a0274 Rapamycin biosynthesis [70,71]

CYP245A1 (StaP) ! Streptomyces sp tp-a0274 Rapamycin biosynthesis [70,71]

CYP246A1 Streptomyces scabiei Thaxtomin (phytotoxin) biosynthesis [98]

CYP248A1 Streptomyces thioluteus Aureothin biosynthesis [83]

Note: For some P450s, protein notations are given in parentheses. These P450s were annotated in this study
(indicated with asterisk superscript) and previously (indicated with exclamation mark) [20] by browsing the
individual biosynthetic gene-cluster sequences reported in the literature. To enable readers to match the P450s
with the published literature, we have provided protein notations in the parentheses. If known, the name of the
secondary metabolite of which P450s are involved in production is indicated in the table.

3. Materials and Methods

3.1. Information on Streptomyces Species and Genome Database

In total, 203 Streptomyces species genomes (permanent and finished draft genomes) available
for public use at the Joint Genome Institute Integrated Microbial Genomes and Microbiomes
(JGI IMG/M) [99] and Kyoto Encyclopedia of Genes and Genomes (KEGG) [100] were used in
this study. The 203 Streptomyces species included 48 Streptomyces species for which P450s and BGCs
were annotated previously [20]. For these 48 species, P450 and BGCs data were retrieved from
published articles and used in the study [20]. Thus, 155 Streptomyces species were data-mined for P450s
and BGCs in this study. Information on the species used in the study is provided in Supplementary
Table S1.

3.2. Genome Data Mining and Identification of P450s

Identification and annotation of P450s in Streptomyces species were carried out following a method
described elsewhere [20–22]. Briefly, each Streptomyces species genome available at JGI IMG/M [99]
was searched for P450s using the InterPro code “IPR001128”. The hit protein sequences were then
searched for the presence of P450 characteristic motifs such as EXXR and CXG [101]. Proteins having
one of these motifs were considered pseudo-P450s, and proteins that were short in amino acid length
and lacking both motifs as P450 fragments. Neither the pseudo-P450s nor the P450 fragments were
considered for further analysis.

3.3. Allocating Family and Subfamily to P450s

The hit proteins that were collected were subjected to BLAST analysis against bacterial P450s at
the website http://www.p450.unizulu.ac.za/. Based on the International P450 Nomenclature Committee
rule [17–19], proteins with a percentage identity greater than 40% were assigned to the same family
as named homolog P450s, and those that had greater than 55% identity were assigned to the same
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subfamily as named homolog P450s. Proteins that had a percentage identity less than 40% were
assigned to a new family.

3.4. Streptomyces P450 Phylogenetic Analysis

Phylogenetic analysis of the Streptomyces P450s was carried out following the method described
in the literature [102]. First, the Streptomyces P450 sequences were aligned using the MAFFT v6.864
program with an automatically optimized model option [103], available at the Trex web server [104].
The alignments were then automatically subjected to inference and optimization of the tree by the Trex
web server with its embedded weighting procedure, and the best inferred tree was visualized and
annotated by iTOL [105].

3.5. Streptomyces P450 Profile Heat-Maps

P450 profile heat-maps were generated following a method published previously [22,27] to check
the presence and absence of P450s in Streptomyces species. Briefly, a tab-delimited file was imported
into Multi-Experiment Viewer (Mev) [106] and hierarchical clustering using a Euclidean distance
metric was used to cluster the data. In total, 203 Streptomyces species formed the vertical axis and P450
family numbers formed the horizontal axis. Data were presented as −3 for family absence (green) and
3 for family presence (red).

3.6. Identification of P450s That Are Part of Secondary Metabolite BGCs

Secondary metabolite BGCs analysis and identification of P450s that are part of these BGCs were
carried out following the procedure mentioned previously [102], with slight modification. For each
Streptomyces species genome available at JGI IMG/M, the secondary metabolite BGCs were searched
for the presence of P450s. The DNA sequence of BGCs with P450s was collected and formatted to
fasta format using PSPad editor (http://www.pspad.com/en/). The fasta-formatted files were then used
to identify the type of cluster and most similar known clusters using the Antibiotics and Secondary
Metabolite Analysis Shell (anti-SMASH) program [107]. The results obtained were recorded on
Excel spreadsheets and represented as species-wise BGCs, type and similar known BGCs, percentage
similarity to known BGCs, and P450s that are part of specific BGCs. Some Streptomyces species genome
IDs did not pass through anti-SMASH analysis, and thus these species were not included in P450s
analysis as part of secondary metabolite BGCs. A list of Streptomyces species subjected to anti-SMASH
analysis is presented in Supplementary Table S4.

3.7. Data Analysis

All calculations were done following the method described in the literature [23]. The average
number of P450s was calculated using the formula: Average number of P450s = Number of P450s/
Number of species. The average number of BGCs was calculated using the formula: Average number
of BGCs = Total number of BGCs/Number of species. The percentage of P450s that formed part
of BGCs was calculated using the formula: Percentage of P450s part of BGCs = 100 × Number of
P450s part of BGCs /Total number of P450s present in species. For comparative analysis of P450s
and BGCs, information for bacterial species belonging to the genera Bacillus [22], Mycobacterium [21],
and Cyanobacteria [23] was resourced from published articles.

4. Conclusions

In the last five decades, research on cytochrome P450 monooxygenases (CYPs/P450s) has mainly
focused on their function and structural aspects, with little focus on evolutionary analysis, especially
in microbes. The availability of a large number of microbial species genomes gives us an opportunity
to focus on exploring the evolutionary aspects of P450s. Because a typical nomenclature system that
has been established for P450s, each species genome needs to be data-mined and P450 proteins need
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to be annotated (assigning family and subfamily). In this way, researchers around the world can
make use of uniform P450 names. In this study, we therefore annotated a large number of P450s
in 203 Streptomyces species and found 38 new P450 families. Some P450 families were found to be
bloomed in Streptomyces species even at the subfamily level. Comparative analysis of key P450 features
among different bacterial species revealed that Streptomyces species had a greater number of P450s,
more secondary metabolite BGCs, and the highest number of P450s as part of BGCs compared to
the bacterial species belonging to the genera Bacillus, Mycobacterium, and Cyanobacteria. This further
confirmed that the higher the number of P450s, the higher the secondary metabolite diversity in a
species. This was true for Streptomyces species, as large number of P450s were found to be involved
in the generation of diverse secondary metabolites. One interesting phenomenon observed was the
linkage between a particular P450 family and BGC. This indicates that these BGCs were horizontally
transferred among different Streptomyces species. This study is a good addition to the comparative
analysis of P450s and BGCs among different bacterial populations. Data presented in the study will
serve as a reference for further annotation of P450s in Streptomyces species and other bacterial species.
In silico predicted BGCs need to be experimentally validated to assess the secondary metabolites’
biological properties.

Supplementary Materials: Supplementary materials can be found at http://www.mdpi.com/1422-0067/21/13/
4814/s1.
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Abstract: Cytochrome P450 monooxygenases (CYPs/P450s) are well known for their role in
organisms’ primary and secondary metabolism. Among 20 P450s of the tuberculosis-causing
Mycobacterium tuberculosis H37Rv, CYP128A1 is particularly important owing to its involvement
in synthesizing electron transport molecules such as menaquinone-9 (MK9). This study employs
different in silico approaches to understand CYP128 P450 family’s distribution and structural aspects.
Genome data-mining of 4250 mycobacterial species has revealed the presence of 2674 CYP128 P450s
in 2646 mycobacterial species belonging to six different categories. Contrast features were observed
in the CYP128 gene distribution, subfamily patterns, and characteristics of the secondary metabolite
biosynthetic gene cluster (BGCs) between M. tuberculosis complex (MTBC) and other mycobacterial
category species. In all MTBC species (except one) CYP128 P450s belong to subfamily A, whereas
subfamily B is predominant in another four mycobacterial category species. Of CYP128 P450s, 78%
was a part of BGCs with CYP124A1, or together with CYP124A1 and CYP121A1. The CYP128 family
ranked fifth in the conservation ranking. Unique amino acid patterns are present at the EXXR and
CXG motifs. Molecular dynamic simulation studies indicate that the CYP128A1 bind to MK9 with
the highest affinity compared to the azole drugs analyzed. This study provides comprehensive
comparative analysis and structural insights of CYP128A1 in M. tuberculosis.

Keywords: cytochrome P450 monooxygenenases; CYP128A1; Mycobacterium tuberculosis H37Rv;
tuberculosis; molecular dynamic simulations; azole drugs; menaquinone
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1. Introduction

Tuberculosis (TB), caused by Mycobacterium tuberculosis H37Rv, remains a serious public health
problem despite the existence of international TB control programs [1]. Recent data from the World
Health Organization (WHO) shows that about 10 million people fell ill with TB in 2018 [1]. TB’s global
threat to human health has been exacerbated in recent years by the emergence of widespread multi-
and extensively drug-resistant M. tuberculosis strains [1]. The developing countries of South-East Asia
and Africa have shown high incidence rates of TB. The prevalence of the disease in these countries
is mainly due to lack of basic sanitation (causing an increase in transmission of the disease), human
immunodeficiency virus (HIV) infection and lack of drugs to treat the disease [1]. Recent statistics
from South Africa revealed that TB is the major killer among infectious diseases, indicating that this
disease is still a major challenge in the country [2].

In 1998, determination of the M. tuberculosis H37Rv genome sequence encouraged more
investigation of new anti-tubercular drugs and the seeking of more knowledge on the complex
biology of the M. tuberculosis bacterium [3]. This highlighted the importance of lipid metabolism in
M. tuberculosis; novel biosynthetic pathways were found to be involved in the synthesis of compounds
such as phenolphthiocerol, mycolic acids and mycocerosic acid for the complex cell wall structure of the
bacterium [4]. Among the enzymes involved in lipid metabolism, cytochrome P450 monooxygenases
(CYPs/P450s) in M. tuberculosis were found to play a key role in the metabolism of lipids [5,6]. P450s are
heme-thiolate proteins found in all species across biological domains [7]. Recent studies revealed the
presence of a large number of P450s in mycobacterial species and most of these P450s were found to
be involved in lipid metabolism [6]. M. tuberculosis H37Rv has 20 P450s in its genome and some of
these P450s are indeed involved in lipid metabolism [5]. Furthermore, one of the P450 genes, namely
CYP125A1, was used as a key factor in determining the cholesterol degrading ability of mycobacterial
species [8].

Among M. tuberculosis H37Rv P450s, CYP128A1 gained particular interest among researchers
owing to its history indicating its essentiality and its physiological importance. Transposon site
hybridization mutagenesis studies indicated that CYP128A1 is essential for in vitro survival of
M. tuberculosis H37Rv [9]. Interestingly, another study, which used a similar approach, revealed that
CYP128A1 is not essential for survival of M. tuberculosis CDC1551 [10]. However, this study had
a backdrop of limited gene coverage in its mutant library. In Vitro M. tuberculosis H37Rv latency
model studies including a carbon starvation model [11] and hypoxia model [12] showed up-regulation
of CYP128A1, suggesting that this P450 has a potential role in M. tuberculosis latency. Until 2016,
the nature of CYP128A1 with respect to its essentiality remained a mystery. Research revealed that
CYP128A1 is non-essential for survival of M. tuberculosis H37Rv as the CYP128A1 gene knock-out strain
survives [13]. However, the CYP128A1 gene knock-out strain has proven to be hyper-virulent [13],
indicating this gene actually playing a role in the synthesis of a compound that acts as a negative
regulator of virulence.

Heterologous expression of CYP128A1 posed a great challenge to researchers, as the expression
of this particular P450 in Escherichia coli has been unsuccessful [14,15]. Genomic analysis revealed
that CYP128A1 is part of an operon that consists of two other genes, stf3 and rv2269c [16]. In Vivo
studies using M. smegmatis as model strain demonstrated that CYP128A1 is involved in hydroxylation
of menaquinone-9 (MK9) and is essential in the synthesis of this compound, whereas Stf3 was found
to introduce the sulfate group to menaquinone-9 and rv2269c was found to act as a promoter [13].
The sequence of reaction is that CYP128A1 introduces the hydroxyl group into MK9, followed by the
addition of the sulfate group by the Stf3 that leads to the synthesis of sulfomenaquinone [13].

Lipoquinones are electron transport molecules that are involved in the respiratory function
of bacteria and mainly consist of menaquinone and ubiquinone [17]. Menaquinones (2-methyl-
3-polyprenyl-1,4-naphthoquinones) especially MK9 is ubiquitous and unique to mycobacteria [17],
indicating that CYP128A1 should be present in all mycobacterial species. However, to date,
the distribution of CYP128A1 in such a large number of mycobacterial species belonging to six
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different mycobacterial categories, i.e., Mycobacterium tuberculosis complex (MTBC), M. chelonae-abscessus
complex (MCAC), M. avium complex (MAC), mycobacteria causing leprosy (MCL), non-tuberculosis
mycobacteria (NTM) and saprophytes (SAP) is still unknown. Anti-fungal azole drugs were shown to
be promising new tools to fight TB, particularly as they showed high antimycobacterial activity [18–20]
and interestingly, to date, characterized M. tuberculosis P450s have been found to bind quite a number of
azole drugs [21], leading to M. tuberculosis P450s becoming the main focus as novel drug targets against
this pathogen [5]. The binding of azole drugs to CYP128A1 could have an undesired effect, as this
could lead to possible disruption of enzyme function, a vital component in the virulence modulation
of M. tuberculosis.

To date, genome-wide analysis of CYP128 P450s has only been carried out in 60 mycobacterial
species [22] and because of the failure of CYP128A1 heterologous expression [14,15], analysis of binding
patterns of azole drugs to CYP128A1 has not been performed. To address these research gaps, in this
study, genome-wide data mining, annotation, and phylogenetic analysis of CYP128A1 were carried
out in 4250 mycobacterial species. Furthermore, in silico analysis of binding of different azole drugs
with the CYP128A1 model was assessed. The results for CYP128A1 were discussed in the context of
gaining more knowledge on the role of this P450 in mycobacterial species.

2. Results and Discussion

2.1. Presence of CYP128 P450s in Five of the Six Mycobacterial Category Species

Comprehensive comparative analysis of CYP128 P450s in 4250 mycobacterial species belonging to
six different categories (MTBC, MCAC, MAC, MCL, NTM and SAP) revealed that this P450 family
is present in 2646 mycobacterial species (Figures 1 and 2; Supplementary Dataset 1). Thirty-seven
mycobacterial species were found to have short P450 sequences that have none or only one of the
highly conserved P450 motifs, i.e., EXXR and CXG (Supplementary Dataset 1). Thus, these short
sequences are not included in the study and the species are considered not to have CYP128 P450.
Among mycobacterial species that were used in this study, most of the species (99%) belonging to
the MTBC category have this P450 (Figure 2). Among 2350 MTBC species only 38 species do not
have CYP128 (Figure 2). In contrast to MTBC species, most of the species belonging to another
five mycobacterial categories do not have this P450 (Figure 2). CYP128 P450s were found in only
34% of NTM species, followed by 26% of MAC species, 12% of MCAC species and 18% of SAP
species. The results observed in this study revealed that none of the MCL species has CYP128 P450s,
which is consistent with previous observations that MCL species do not have this P450 [22]. Overall,
based on the results of this study and comparison with the results reported earlier [22], we conclude
that CYP128 P450s can be found in species belonging to the five mycobacterial categories except
in species of the MCL category. Most of the CYP128 P450s (81%) are 489 amino acids in length
(Supplementary Dataset 1). An anomaly was observed that two CYP128 P450 sequences, one from
M. tuberculosis BTB10-120 and the other from M. tuberculosis SIT745/EAI1-MYS, has 877 amino acids.
However, analysis of genome sequences revealed that CYP128 and the sulfotransferase (stf3) genes
were present next to each other on different DNA strands, indicating an error in annotation leading
to the fused protein. A single copy of the CYP128 gene was found in almost all species, except for
25 species where two copies (22 species), three copies (two species) and four copies (one species) of this
gene were found (Supplementary Dataset 1). The species with more than one copy of this P450 gene
were found across four different categories, where eight species were from MTBC, 12 species from
NTM, three species from MAC and two species from MCAC (Supplementary Dataset 1). CYP128 P450
sequences identified in the study are presented in Supplementary Dataset 2.
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Figure 1. Phylogenetic tree of the cytochrome P450 monooxygenases (CYPs/P450s).
Different mycobacterial categories are indicated indifferent colors. Abbreviations: MTBC,
Mycobacterium tuberculosis complex; NTM, non-tuberculosis mycobacteria; MCAC,
Mycobacterium chelonae-abscessus complex; MAC, M. avium complex and SAP, Saprophytes.
A high-resolution phylogenetic tree is provided in Supplementary Dataset 3.

Figure 2. Comparative analysis of the CYP128 P450s in six different mycobacterial categories.
Abbreviations: MTBC, Mycobacterium tuberculosis complex; NTM, non-tuberculosis mycobacteria;
MCAC, Mycobacterium chelonae-abscessus complex; MAC, M. avium complex; SAP, saprophytes
and MCL, mycobacteria causing leprosy. Information on mycobacterial species and CYP128 P450s is
presented in Supplementary Dataset 1.

2.2. Different Mycobacterial Category Species Have Different CYP128 Subfamily Preferences

CYP128 subfamily analysis revealed the presence of a new CYP128 subfamily in mycobacterial
species. Thus, at present two CYP128 subfamilies can be found in mycobacterial species, i.e., A and B
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(Figure 3). Phylogenetic analysis revealed an interesting feature in CYP128 subfamilies with respect
to their categories (Figure 1). In a previous study, it was observed that P450s belonging to different
mycobacterial categories grouped together according to their category, indicating high conservation
of P450 protein sequences after speciation into different categories [22]. In this study, the same
phenomenon was observed for CYP128 subfamilies A and B, as these subfamily proteins were grouped
together according to their mycobacterial categories, despite the subfamilies being clearly separated on
the tree (Figure 1). Also, contrasting subfamily features were observed among different mycobacterial
categories (Figure 3). Except for one species, M. tuberculosis XTB13-223, all species belonging to the
MTBC category have CYP128 subfamily A (Figure 3). However, in contrast to MTBC species, in other
mycobacterial categories subfamily B was dominantly present (Figure 3). This indicates that during
evolution mycobacterial species had both subfamilies, but owing to their lifestyles or ecological niches
only one subfamily was favored. This phenomenon of enriching a particular type of P450 family or
subfamilies in microbial species is well known [6,22–28]. An interesting pattern of subfamilies was
found in species having more than one copy of the CYP128 gene. Eight MTBC species have two copies
of the CYP128 gene, both belonging to the same subfamily A. However, in other category species
subfamilies A and B are present; especially in species belonging to the NTM category, subfamily B is
populated (Supplementary Dataset 1).

 

Figure 3. Comparative analysis of CYP128 P450 subfamilies in five different mycobacterial categories.
Abbreviations: MTBC, Mycobacterium tuberculosis complex; NTM, non-tuberculosis mycobacteria;
MCAC, Mycobacterium chelonae-abscessus complex; MAC, M. avium complex; and SAP, Saprophytes.
Information on mycobacterial species and CYP128 P450s is presented in Supplementary Dataset 1.

2.3. CYP128 Family Ranked Fifth among P450 Families

It has been proposed that the present-day P450s are evolved from the ancient P450 CYP51 [29,30].
Evolution of different P450 families and their rate of evolution indicate that the higher the evolutionary
rate, the more catalytically diverse they are [6,22,24]. Parvez and co-workers [22] proposed a ranking
system for P450 families where different P450 families are given a rank based on the number of
conserved amino acids and it was proposed that the higher the conservation, the less the catalytic
diversity. Furthermore, a recent study revealed that better ranking of P450 families can be achieved
using a larger sample size [31]. In a previous study, only 49 CYP128 P450s were used to predict
the ranking [22]. Identification of quite a large number of CYP128 P450s in this study necessitates
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re-assessment of ranking, in order to calculate the accurate number of conserved amino acids in
P450s, as it was mentioned that P450s with similar amino acid length should be used [22,25,31,32].
Thus, in this study, 2191 CYP128 P450s with amino acid lengths ranging from 479 to 489 amino acids
(Supplementary Dataset 1) were used to assess the conservation ranking of the CYP128 P450 family.
PROfile Multiple Alignment with Predicted Local Structures and 3D Constraints (PROMALS3D)
analysis [33] revealed the presence of 217 amino acids that are invariantly conserved in CYP128 P450s
(Table 1). Comparison with other P450 families from different biological kingdoms placed CYP128
family in the fifth position, compared to 23rd position previously (Table 1), indicating that this P450
family is one of the best conserved families. A complete table with updated P450 family ranking is
presented in Table S1.

Table 1. Comparative amino acid conservation analysis of CYP128 P450 family with top 10 ranked
families. The conservation index score (5–9) is obtained as described elsewhere [33] using PROMALS3D,
where the number 9 indicates invariantly conserved amino acids in P450 members. The CYP128 family
is indicated in bold.

P450 Family Number of Member P450s Kingdom
PROMALS3D Conservation Index

Rank (Highest to
Lowest Conservation)

5 6 7 8 9

CYP141 29 Bacteria 0 0 0 0 389 1
CYP51 50 Bacteria 11 102 0 0 264 2

CYP137 38 Bacteria 145 0 0 0 251 3
CYP121 34 Bacteria 0 0 0 0 233 4
CYP128 2191 Bacteria 118 25 0 0 217 5 (previously 23rd)
CYP132 39 Bacteria 175 0 0 0 217 5

CYP5619 23 Stramenopila 118 38 170 0 199 6
CYP124 71 Bacteria 52 35 59 0 170 7
CYP139 894 Bacteria 0 127 0 0 165 8
CYP188 67 Bacteria 62 0 100 0 141 9
CYP123 74 Bacteria 62 0 82 0 137 10

The bold shows the position of CYP128 as it been revised from 23rd place to 5th because of this study results.

2.4. CYP128 Family Has Distinctive Amino Acid Patterns at EXXR and CXG Motif

A study of the analysis of P450 motifs EXXR and CXG revealed that all P450 families have
a unique amino acid pattern that serves as a signature characteristic of that particular P450 family [34].
Subsequent studies of P450 families strongly supported this hypothesis [25,31,32]. Analysis of the
EXXR and CXG P450 motifs in the CYP128 family has not been performed, and the large number of
CYP128 P450s identified in this study provides an opportunity to analyze the amino acid patterns at
the EXXR and CXG-motifs for this family. Analysis of the amino acids at the EXXR motif indicated the
presence of E-T(84%)/Q(11%)/H(1%) -W(84%)/L(15%)-R amino acid patterns at this motif, with most of
the CYP128 P450s (84%) having the E-T-W-R amino acid pattern (Figure 4). Analysis of amino acid
patterns at the CXG motif revealed the presence of F-G-S(88%)/Y(12%) -G-I(88%)/V(6%)/A(5%)/P(1%)
-H-L(89%)/M(11%) -C-P(87%)/I(7%)/L(6%) -G amino acid patterns, with the majority of the CYP128
P450s (86%) containing the F-G-S-G-I-H-L-C-P-G amino acid patterns (Figure 4). Amino acids patterns
at the EXXR and CXG motifs of the CYP128 family were found to be unique compared to P450 families
from different biological kingdoms [26,31,32,34], further supporting the hypothesis that amino acid
patterns at these motifs are a signature of the P450 family [34].
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Figure 4. Analysis of amino acid patterns at the EXXR and CXG motif in the CYP128 P450
family. All CYP128 P450 sequences (total of 2674 sequences) were analyzed for the EXXR and
CXG signature motifs.

2.5. Most CYP128 P450s Exist in Secondary Metabolite Biosynthetic Gene Clusters

P450s are well known to play a key role in the synthesis of different secondary metabolites [35,36]
and a recent study undertaking comparative analysis of secondary metabolite biosynthetic gene clusters
(BGCs) between 48 Streptomyces species and 60 mycobacterial species revealed that CYP128 P450s
are part of a secondary metabolite BGC [6]. The CYP128 P450 BGCs were found to have one or two
other P450s in the cluster and the CYP128 P450 is always found with CYP124A1 or together with
CYP124A1 and CYP121A1 P450s [6]. In this study, secondary metabolite BGC analysis revealed that
78% of CYP128 P450s were found to be part of secondary metabolite BGCs; 2090 CYP128 P450s from
2674 CYP128 P450s were found to be part of secondary metabolite BGCs. Analysis of cluster types
revealed 1994 CYP128 P450 clusters belonging to the tRNA-dependent cyclodipeptide synthases (CDPS)
cluster type, followed by 94 having no cluster types, indicating a novel BGC cluster; one belongs to
Type I Polyketide synthase (T1PKS) and the last one belongs to the non-ribosomal peptide synthetase
(NRPS) cluster type (Supplementary Dataset 1). In 25 species with two or more CYP128 P450s,
four species (M. tuberculosis KI_19771, M. tuberculosis 402267, M. canettii CIPT 140070010, and M. canettii
CIPT 140010059) were found to have all their CYP128 P450s as part of a cluster type, three species
(M. tuberculosis BTB10-253, M. tuberculosis M1415, and Mycobacterium sp. GA-1199) had only one and
the rest of the species had no CYP128 P450s as part of any cluster types (Supplementary Dataset 1).

An interesting contrast pattern was observed when comparing CYP128 P450 BGCs among different
mycobacterial category species (Table 2). Most of the CYP128 P450s were found to be part of BGCs in
MTBC species, whereas only a handful of CYP128 P450s were part of BGCs in species belonging to the
categories MCAC, NTM, and MAC (Table 2). Furthermore, most BGCs of MTBC species have three
P450s, CYP128, CYP121, and CYP124, followed by BGCs with CYP128 P450 and BGCs with CYP128
and CYP124 P450s (Table 2). Interestingly, the remaining four mycobacterial category species BGCs
have only CYP128 P450 (Table 2). None of the BGCs from all five different mycobacterial categories
has the combination of P450s, CYP128, and CYP121 (Table 2).
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Table 2. CYP128 P450 gene cluster analysis in five mycobacterial category species.

Data type Mycobacterial Category

MTBC MCAC NTM MAC SAP

Total number of CYP128 P450s 2328 169 140 35 2

Number of CYP128 P450s not part of BGCs 282 147 120 34 1

Number of CYP128 P450s part of BGCs 2046 22 20 1 1

Number of BGCs with CYP128, CYP121 and CYP124 P450s 1908 0 0 0 0

Number of BGCs with CYP128 P450 136 22 21 1 1

Number of BGCs with CYP128 and CYP121 P450s 0 0 0 0 0

Number of BGCs with CYP128 and CYP124 P450s 2 0 0 0 0

Abbreviations: MTBC, Mycobacterium tuberculosis complex; NTM, non-tuberculosis mycobacteria; MCAC,
Mycobacterium chelonae-abscessus complex; MAC, M. avium complex; and SAP, saprophytes; BGCs, biosynthetic
gene clusters.

2.6. CYP128A1 Protein Model Has High Affinity to Menaquinone-9

Since the expression of CYP128A1 in heterologous hosts such as E. coli was found to be
difficult [14,15] and at present there is no scope to generate the CYP128A1 crystal structure, in this
study a 3D model of CYP128A1 was built to explore its binding affinity with MK9 and different
azole drugs. The CYP128A1 model was built using the structure of Vitamin D3 hydroxylase (Vdh)
from Pseudonocardia autotrophica as a template (PDB ID: 3VRM, 33.8% identity) [37]. The model was
optimized using molecular-dynamics (MD) simulations (Figure 5) as described in the subsection on
Materials and Methods. Notably, other models based on templates sharing similar coverage and
identity compared to 3VRM were tested. Other structures include 1Z8P (32.4% identity) [38], 3A4G
(33.5% identity) [39] and 5GNM (33.6% identity) [40]. Although some of these structures have a bit
better resolution than 3VRM, they either correspond to apo structures (5GNM) or structures bound to
small ligands (1Z8P and 3A4G), leaving the catalytic site “packed up” and thus inaccessible through
docking simulations. This was confirmed by visual inspection together with our inability to generate
binding poses in the catalytic site when docking on models based on 5GNM or 3A4G templates (results
not shown). Conversely, 3VRM corresponds to the structure of Vdh mutant bound with Vitamin D3
where the catalytic site is open enough to enable the binding of ligands as big as MK9. As a result,
docking simulations on this model were successful in finding binding poses for all the ligands tested.

Figure 5. A 3D model of CYP128A1 with structured regions labeled. Heme and the iron atom are
shown in grey and red, respectively.
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Homology modeling was carried out using the Molecular Operating Environment (MOE) software
as described in the Materials and Methods section. Importantly, sequence alignment did not reveal
any major indel regions compared to our target sequence (see Figure S1). We reported a five-residue
loop as the most significant insertion with a fairly large distance to the catalytic site (23.5 Å to the ferric
ion of the HEME group) and a seven-residue gap as the most important deletion. During our protocol,
10 intermediate models were generated independently. For every model, the RMSD (root-mean-square
deviation) to the mean conformation was calculated and a low standard deviation (STD) to the mean
structure was obtained (STD = 2.654 A for residues in the five-residue insertion, STD = 0.102 A for
residues on both sides of the seven-residue deletion, STD = 0.021 A for the whole structure), suggesting
good convergence and a limited number of possible variations in the target model. Our final CYP128A1
model (Figure 5), selected based on MOE’s built-in score, was used as a target in a first round of docking
simulations. For each compound, the 10 top docked complexes were then equilibrated through MD
(six complexes in the case of MK9, see Materials and Methods section). Next, MK9 and azole drugs
were removed and re-docked independently onto each of their corresponding equilibrated receptors.
In Table 3, we reported the results of our re-docking procedure with top scores (in kcal/mol) listed in
column 2. The order of binding was as follows: MK9 > itraconozole > posaconazole > ketoconazole
> econazole >miconzaole > voriconazole > clotrimazole > fluconazole (Table 2).

Table 3. Final results obtained after re-docking MK9 and azole drugs on equilibrated CYP128A1
models. The compounds are ranked according to their top docking score, from highest to lowest affinity
(column 2). Column 3 shows the score of the first well-orientated pose with respect to the catalytic
site. In the case of MK9, proper orientation means that the hydrophobic tail of MK9 is facing the
ferric ion of heme, which is consistent with omega hydroxylation of the molecule reported elsewhere
[13,16]. For azole drugs, the imidazole ring is facing Fe of heme and the tail should be out of the cavity.
In column 3, numbers in parenthesis refer to the rank of the compound based on that score (over all
compounds). In column 4, we reported the rank of the first well-oriented pose among all the poses
generated for each ligand.

Compound Top Score (kcal/mol)
Score of First Well-Oriented

Pose (kcal/mol)
Rank of First

Well-Oriented Pose

Menaquinone-9 (MK9) −13.48 −12.83 (1) 7
Itraconazole −12.57 −10.72 (3) 10

Posaconazole −11.81 −11.81 (2) 1
Ketoconazole −10.47 −9.84 (4) 9

Econazole −8.24 −7.56 (7) 6
Miconazole −8.10 −8.10 (5) 1

Voriconazole −7.63 −7.57 (6) 2
Clotrimazole −7.46 −7.21 (9) 5
Fluconazole −7.38 −7.38 (8) 1

In P450 enzyme systems, substrates and azole drugs are known to coordinate with the ferric core
of the heme group. In the case of MK9, coordination takes place at the end of its hydrophobic tail,
consistent with omega hydroxylation of the molecule [13,16]. For azole drugs, coordination occurs via
the imidazole ring. Importantly, docking of MK9 and azole drugs was performed in a non-covalent
way in the present paper. Therefore, no coordination was predicted for the tested ligands, which would
require more thorough investigation, especially considering changes in electronic density. However,
since non-covalent binding is a critical step in the establishment of covalent interactions, we believe
the present results still provide a good indication of how azoles drugs can interact with CYP128A1 and
how they rank in terms of affinity.

Column 3 in Table 3 shows the score of the first well-oriented pose, i.e., where the end of the
hydrocarbon tail (MK9) or the imidazole ring (azole drugs) faces the ferric core of the heme. Interestingly,
considering well-oriented poses does not significantly affect the ranking of compounds. Column 4 shows
the rank of the first well-oriented pose over all the poses generated for each ligand. While top-ranked
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poses are already well oriented in some cases (posaconazole, miconazole, voriconazole, fluconazole),
well-oriented poses of other compounds such as itraconazole and ketoconazole exhibit lower ranking
(10 and 9, respectively). Nonetheless, we observed that at least one pose among the top 10 is well
oriented for each compound, leading to a score value similar to the top-ranked pose in each case.
We depicted the first well-oriented poses of each compound in Figure 6.

 

Figure 6. First well-oriented binding poses obtained for a substrate (menaquinone 9) and the azole
compounds. The substrate/azole compounds are shown in orange/yellow, respectively, while the heme
is shown in red and the ferric core is depicted in light green.

In summary, in silico results indicated that the CYP128A1 indeed binds to the substrate (MK9)
with highest affinity compared to the azole drugs analyzed in the study (Table 3). Among azole
drugs itraconazole, posaconazole and ketoconazole have the highest binding affinity with CYP128A1.
One possible reason for the high binding affinity of these compounds compared to other azoles is
that these molecules are more extended depicting the longer side chain of MK9. A point to be noted
that same phenomenon of better interactions of azoles due to their more extended structures was also
observed for CYP51 of Sporothrix schenckii [41]. CYP128A1 binding to different azole drugs is also
consistent with other M. tuberculosis H37Rv P450s that are experimentally shown to bind azole drugs
albeit with different affinities [21].

3. Materials and Methods

3.1. Species and Databases

A total of 4250 mycobacterial species genomes (permanent draft) available at the Joint Genome
Institute (JGI)/Integrated Microbial Genomes and Microbes (IMG/M) database (from February 2019
to March 2019) were used in this study [42]. Species were grouped in six different mycobacterial
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categories, as described elsewhere [22,31]. The six categories included MTBC (2350 species), MCAC
(1391 species), MAC (130 species), MCL (7 species), NTM (361 species), and SAP (11 species).
Mycobacterial species along with their genome IDs and their mycobacterial categories were presented
in Supplementary Dataset 1.

3.2. Genome Data Mining and Annotation of CYP128 P450s

CYP128 P450s mining in different bacterial species was carried out following the method described
elsewhere [22,31]. Briefly, BLAST analysis was performed with the M. tuberculosis H37Rv CYP128A1
(Rv2268c) P450 sequence with default settings against individual mycobacterial species genomes
at the IMG/M database. Considering the International Cytochrome P450 Nomenclature criteria,
i.e., P450s showing >40% identity belong to the same family [43–45], all the hit proteins with more
than 40% identity were selected and subjected to P450 characteristic motifs analysis as described
elsewhere [34,46,47]. Proteins that showed all P450 characteristic motifs were selected for further
analysis. Proteins that were short in amino acid length and had none or only one of the highly
conserved P450 motifs, such as EXXR and CXG, were considered P450 fragments and not included
in the study. The selected proteins were then subjected to BLAST analysis at the P450 webpage
(http://www.p450.unizulu.ac.za/) to identify the named homology protein, in this case CYP128 P450.
Hit proteins that showed homology to CYP128 were then selected and different subfamilies were
assigned following the International Cytochrome P450 Nomenclature criteria, i.e., P450s showing >55%
identity belong to the same subfamily [43–45].

3.3. Phylogenetic Analysis of CYP128 P450s

Phylogenetic analysis of CYP128 P450s was carried out following the method described
elsewhere [31]. First, the protein sequences were aligned by MAFFT v6.864 embedded on the
Trex web server [48]. Thereafter, the alignments were automatically subjected to tree inferring and
optimization by the Trex web server [49]. Finally, the best-inferred tree was envisioned and colored
using iTOL (http://itol.embl.de/about.cgi) [50].

3.4. Amino Acid Conservation Analysis

Amino acid conservation analysis of CYP128 P450s was carried out following the methods
described elsewhere [22,31,32]. Briefly, 2191 CYP128 P450s with amino acid length ranging from
475–496 amino acids (Supplementary Dataset 1) were selected and subjected to PROMALS3D
analysis [33]. In order to calculate the accurate number of conserved amino acids in P450s, it was
mentioned that P450s with similar amino acid length should be used [22,25,31,32]. PROMALS3D
analysis provided the amino acid conservation index at different protein sequence positions [33], using
the numbers from 5 to 9, where 9 is the invariantly conserved amino acid. The conserved number of
amino acids for each conservation index was counted and compared with other P450 families from
different biological kingdoms [22,25,31,32] to determine the CYP128 P450 family conservation rank.

3.5. Generation of EXXR and CXG Sequence Logos

CYP128 P450 family EXXR and CXG sequence logos were constructed using the method described
elsewhere [22,32,34]. Briefly, all CYP128 P450 sequences were aligned using ClustalW multiple
alignments embedded in MEGA7 [51]. Then the EXXR and CXG region amino acids (4 and 10 amino
acids, respectively), were copied and pasted in the WebLogo program (http://weblogo.berkeley.edu/
logo.cgi) [52,53]. As a selection parameter, the image format was selected as PNG (bitmap) at 300 dpi
resolution. The percentage predominance of amino acids at specific positions was calculated, taking
into account the total number of amino acids as 100%. The generated EXXR and CXG logos were
used for analysis and comparison to the different P450 family EXXR and CXG logos that have been
published and are accessible to the public [22,31,32,34].
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3.6. Identification of CYP128 P450 Secondary Metabolite BGCs

Secondary metabolite BGCs analysis of CYP128 P450s was carried out following the method
described elsewhere [31]. Mycobacterial species BGCs listed at the IMG/M website were manually
searched for the presence of CYP128 P450s using their gene ID [42]. The BGCs that contained
CYP128 P450 were selected and the entire gene cluster sequence was downloaded. The listed BGCs
at IMG/M are unspecific and to identify the particular BGC type, the downloaded gene cluster
sequence was subjected to secondary metabolite BGC analysis using anti-SMASH [54]. The type of
BGC, percentage similarity to a known cluster and the known cluster name were recorded from the
anti-SMASH analysis. Standard BGC abbreviation terminology developed by anti-SMASH was used
in the study.

3.7. CYP128 Homology Modeling

The Molecular Operating Environment (Chemical Computing Group) was used to build a 3D
model of CYP128A1. The crystallographic structure of the P450 Vitamin D3 hydoxylase bound
with vitamin D3 (VD3) (PDB ID: 3VRM) [37] was used as a template, showing 33.8% identity and
48% similarity with the targeted sequence after alignment. Homology modeling of CYP128A1 was
performed by setting the number of generated models to 10 and by selecting the final model based on
MOE’s Generalized Born/Volume Integral (GB/VI) scoring function. During the modeling, the heme
group of the template—including the ferric ion—was kept as part of the environment and included in
the refinement step. The final model was eventually protonated at neutral pH and minimized using
a MOE’s built-in protocol.

3.8. Molecular Docking of the CYP128 Model

Non-covalent docking of menaquinone-9 (MK9), a known substrate of CYP128A1, and different
azole compounds (Figure S2) was done with MOE’s dock utility. Prior to this, all compounds were
“washed” using MOE, i.e., we generated the most dominant protonation state of each compound
at neutral pH, computed its atomic partial charges, and minimized the generated 3D structure.
Docking was performed into the catalytic site of our CYP128A1 model, setting the placement method
to “Triangle Matcher” and the scoring and rescoring methods to “London dG” and “GBVI/WSA
dG”, respectively. After docking, the ligand structures were further refined using the fixed receptor
option. This refinement step entails energy minimization using the conventional Amber10:Extended
Huckel Theory molecular mechanics force field to take electronic effects into account. For each
compound, the top 10 complexes as identified from GBVI/WSA-dG scores were considered for further
MD equilibration (see Section 3.10). In the case of MK9, since the molecule was predicted to undergo
omega hydroxylation via the heme group, only poses with proper orientation (hydrophobic tail facing
the heme group) were kept, resulting in six (out of 10) poses being selected.

3.9. Density Functional Theory

MD parameters—e.g., partial charges and force constants—for non-standard residues like the
heme group are not provided by standard MD force fields. Hence, to run further equilibration of
our docked complexes, it was necessary to generate those parameters via quantum calculations.
Such calculations were performed using Gaussian 09 (g09) together with the Metal Center Parameter
Builder (MCPB.py) available in the Amber16 package [55,56]. MCPB.py was applied to create the
correct g09 input files by including the heme ferric cation and its nearby residues from our 3D structures.
g09 was successively utilized for geometry optimization, force constant calculation and Merz-Kollman
RESP charge calculation of the selected atoms. Every calculation was performed at the B3LYP/6-31G*
level of theory. Finally, the MCPB.py program was re-applied to fit RESP charges and generate
parameters compatible with Amber’s ff14SB force field. Note that a partial charge of 0.250e was
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calculated for the ferric cation in the heme group. Keeping in mind that the partial charge of a metal
ion is less than 2e, no matter how big its formal charge (oxidation state) is, our result looks reasonable.

3.10. Molecular Dynamics

While MCPB.py and g09 were used to get the correct force field parameters for the ferric core
of the heme and nearby atoms, Amber’s antechamber utility [55,56] was applied to generate MD
parameters for MK9 and azole compounds. Amber’s tleap program was applied to solvate all our
docked complexes in TIP3P water and to generate the correct topology file to conduct MD simulations
using the ff14SB force field. For each complex, a rectangular box with at least 10 Å distance between
the box edges and the protein was considered, resulting in about 16,380 water molecules in each case.
Na+ and Cl− ions were added to approximate 0.15 M concentration as well as to neutralize the system.
Minimization, NVT, NPT, and MD production runs were all performed with Amber’s pmemd utility.
Minimization of each structure was carried out in two phases, both using the steepest descent and
conjugate gradient methods successively. Briefly, minimization was done in 10,000 minimizations
steps on hydrogens and solvent atoms only, i.e., by restraining the protein–ligand complexes. Next,
a 20,000-step minimization was run without restraints. The structures were then equilibrated in the
NVT ensemble during 20 ps and in the NPT ensemble during 40 ps, setting the temperature to 298 K
and the pressure to 1 bar. Finally, MD production was run to relax each complex for at least 20 ns.
The stability of each complex was assessed by checking if the RMSD of both the protein and the ligand
reached a plateau by the end of the simulation (see Figure S3). In general, we found 20 ns sufficient
to equilibrate the complexes, although in some cases, an extra 5–10 ns may have been required to
equilibrate the structure fully.

3.11. Redocking of Compounds

MK9 and the azoles compounds were re-docked on their corresponding set of equilibrated
structures using the MOE’s dock (six structures for MK9, 10 structures for each of the azole drugs).
The same options as in the first docking step were used (see Section 3.8).

4. Conclusions

The availability of quite a large number of bacterial genome sequences and different bioinformatics
tools gives us an opportunity to understand the role of different genes/proteins in bacterial communities
at large rather than confining the results to a single bacterium. In this study, we utilized such
information and tools to understand the CYP128 P450 family profiles in different mycobacterial species
and understand its structure. The study revealed interesting aspects; for example, P450 was found
to be highly conserved in the MTBC species causing lung disease in humans and other animals,
indicating the important function of this enzyme during the latent phase of these organisms, as this
P450 was found to be expressed during such stage [11,12]. Furthermore, only 12–34% of non-MTBC
species that have this P450 strongly support its important role during the latent phase of MTBC
species. Contrasting CYP128 subfamily profiles between MTBC and four other different mycobacterial
categories revealed by this study suggests that CYP128 P450s may play different roles in different
category species, as previously observed for the CYP53 family in fungi [25]. Molecular dynamic
simulation of CYP128A1 interactions with different ligands revealed that this P450 has the highest
binding affinity to its substrate compared to azole drugs. Binding of azole drugs to CYP128A1 protein
models further shows the complex biology of mycobacterial species, as azole drugs have been found to
be effective against Mycobacterium tuberculosis [18–20], indicating the expression of CYP128A1 in the
latent phase [11,12], and possible binding of azole drugs during experimentation did not resulted in
a hypervirulent bacterium. This may be due to the inhibition of essential P450s such as CYP121A1
and CYP125A1, leading to the death of M. tuberculosis H37Rv. One of the interesting observations of
this study is that more than one copy of this gene was present in some species and one of these genes
was found not to be part of the gene cluster. This poses a fascinating evolutionary question on the
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need for having more than one copy of this gene. Research on the CYP128 P450s that are not part of
gene clusters would be interesting in discerning other roles of CYP128 P450s in mycobacterial species.
It is also important that CYP128 gene clusters were found to have CYP124A1 or both CYP124A1 and
CYP121A1, indicating the collective efforts of these P450s in generating complex lipids in mycobacterial
species, especially in MTBC species, as none of the other four mycobacterial category species has this
type of combination in its CYP128 gene clusters. Future studies should include cloning of the entire
CYP128A1 gene cluster (containing CYP121A1 and CYP124A1) and analyzing the effect of the cluster
molecule in M. tuberculosis pathogenesis.

Supplementary Materials: The following are available online at http://www.mdpi.com/1422-0067/21/14/4816/s1,
Figure S1: 3VRM/CYP128A1 alignement., Figure S2: 2D structures of substrate (menaquinone 9) and azole
compounds used in the study, Figure S3: RMSD vs time during MD simulations of MK9-CYP128A1 complexes
(colors are explained in the legend of each figure), Table S1: Comparative amino acid conservation acid analysis of
CYP128 P450 family with top 10 ranked families, Supplementary Dataset 1: Comprehensive comparative analyses
of CYP128 P450s and those associated with secondary metabolite biosynthetic gene clusters in mycobacterial
species, Supplementary Dataset 2: CYP128 P450 sequences identified and annotated in mycobacterial species,
Supplementary Dataset 3: A high-resolution phylogenetic tree of CYP128 P450s.

Author Contributions: Conceptualization, K.S.; data curation, N.S.N., Z.E.C., W.C., J.-H.Y., D.R.N., J.A.T.,
J.P. and K.S.; formal analysis, N.S.N., Z.E.C., W.C., J.-H.Y., D.R.N., J.A.T., J.P. and K.S.; funding acquisition, K.S.;
investigation, N.S.N., Z.E.C., W.C., J.-H.Y., D.R.N., J.A.T., J.P. and K.S.; methodology, N.S.N., Z.E.C., W.C., J.-H.Y.,
D.R.N., J.A.T., J.P. and K.S.; project administration, K.S.; resources, K.S.; supervision, K.S.; validation, N.S.N.,
Z.E.C., W.C., J.-H.Y., D.R.N., J.A.T., J.P. and K.S.; visualization, N.S.N., W.C., J.P. and K.S.; writing—original draft,
N.S.N., W.C., J.-H.Y., D.R.N., J.P. and K.S.; writing—review and editing, N.S.N., W.C., J.-H.Y., D.R.N., J.P. and K.S.
All authors have read and agreed to the published version of the manuscript.

Funding: The work presented in this article is part of a National Research Foundation (NRF), South Africa grant
awarded to Khajamohiddin Syed (Grant No. 114159), where all the international authors involved in the study are
listed as international collaborators. Master’s study bursaries were provided for Nokwanda Samantha Ngcobo
(year 2019) and Zinhle Edith Chiliza (year 2018) from the same grant. Zinhle Edith Chiliza also thanks the NRF,
South Africa for a DST-NRF Innovation Master’s Scholarship for the year 2019 (Grant No. 117182). Khajamohiddin
Syed expresses sincere gratitude to the University of Zululand Research Committee for funding (Grant No. C686)
and for the laboratory facilities.

Acknowledgments: The authors want to thank Barbara Bradley, Pretoria, South Africa for English language editing.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. World Health Organization (WHO). Global Tuberculosis Report 2019. 2019. ISBN 978-92-4-156571-4.
Available online: https://www.who.int/tb/publications/global_report/en/ (accessed on 7 December 2019).

2. SSA. Mortality and Causes of Death in South Africa, 2016: Findings From Death Notification; Statistics
South Africa. 2018. Available online: http://www.statssa.gov.za/publications/P03093/P030932016.pdf
(accessed on 22 March 2019).

3. Cole, S.; Brosch, R.; Parkhill, J.; Garnier, T.; Churcher, C.; Harris, D.; Gordon, S.; Eiglmeier, K.; Gas, S.;
Barry Iii, C. Deciphering the biology of Mycobacterium tuberculosis from the complete genome sequence.
Nature 1998, 393, 537. [CrossRef] [PubMed]

4. Ghazaei, C. Mycobacterium tuberculosis and lipids: Insights into molecular mechanisms from persistence to
virulence. J. Res. Med Sci. Off. J. Isfahan Univ. Med. Sci. 2018, 23, 63. [CrossRef] [PubMed]

5. Ortiz de Montellano, P.R. Potential drug targets in the Mycobacterium tuberculosis cytochrome P450 system.
J. Inorg. Biochem. 2018, 180, 235–245. [CrossRef]

6. Senate, L.M.; Tjatji, M.P.; Pillay, K.; Chen, W.; Zondo, N.M.; Syed, P.R.; Mnguni, F.C.; Chiliza, Z.E.;
Bamal, H.D.; Karpoormath, R. Similarities, variations, and evolution of cytochrome P450s in Streptomyces
versus Mycobacterium. Sci. Rep. 2019, 9, 3962. [CrossRef]

7. Nelson, D.R. Cytochrome P450 diversity in the tree of life. Biochim. Biophys. Acta Proteins Proteom. 2018,
1866, 141–154. [CrossRef]

8. Van Wyk, R.; van Wyk, M.; Mashele, S.S.; Nelson, D.R.; Syed, K. Comprehensive comparative analysis of
cholesterol catabolic genes/proteins in mycobacterial species. Int. J. Mol. Sci. 2019, 20, 1032. [CrossRef]

248



Int. J. Mol. Sci. 2020, 21, 4816

9. Sassetti, C.M.; Rubin, E.J. Genetic requirements for mycobacterial survival during infection. Proc. Natl. Acad.
Sci. USA 2003, 100, 12989–12994. [CrossRef]

10. Lamichhane, G.; Zignol, M.; Blades, N.J.; Geiman, D.E.; Dougherty, A.; Grosset, J.; Broman, K.W.; Bishai, W.R.
A postgenomic method for predicting essential genes at subsaturation levels of mutagenesis: Application to
Mycobacterium tuberculosis. Proc. Natl. Acad. Sci. USA 2003, 100, 7213–7218. [CrossRef]

11. Betts, J.C.; Lukey, P.T.; Robb, L.C.; McAdam, R.A.; Duncan, K. Evaluation of a nutrient starvation model
of Mycobacterium tuberculosis persistence by gene and protein expression profiling. Mol. Microbiol. 2002,
43, 717–731. [CrossRef]

12. Rustad, T.R.; Harrell, M.I.; Liao, R.; Sherman, D.R. The enduring hypoxic response of
Mycobacterium tuberculosis. PLoS ONE 2008, 3, e1502. [CrossRef]

13. Sogi, K.M.; Holsclaw, C.M.; Fragiadakis, G.K.; Nomura, D.K.; Leary, J.A.; Bertozzi, C.R. Biosynthesis and
Regulation of Sulfomenaquinone, a Metabolite Associated with Virulence in Mycobacterium tuberculosis.
ACS Infect. Dis. 2016, 2, 800–806. [CrossRef]

14. Ouellet, H.; Johnston, J.B.; de Montellano, P.R.O. The Mycobacterium tuberculosis cytochrome P450 system.
Arch. Biochem. Biophys. 2010, 493, 82–95. [CrossRef]

15. Driscoll, M. Investigating Orphan Cytochromes P450 from Mycobacterium tuberculosis: The Search for Potential
Drug Targets. Ph.D. Thesis, University of Manchester, Manchester, UK, 2011.

16. Holsclaw, C.M.; Sogi, K.M.; Gilmore, S.A.; Schelle, M.W.; Leavell, M.D.; Bertozzi, C.R.; Leary, J.A. Structural
characterization of a novel sulfated menaquinone produced by stf3 from Mycobacterium tuberculosis.
ACS Chem. Biol. 2008, 3, 619624. [CrossRef]

17. Dhiman, R.K.; Mahapatra, S.; Slayden, R.A.; Boyne, M.E.; Lenaerts, A.; Hinshaw, J.C.; Angala, S.K.;
Chatterjee, D.; Biswas, K.; Narayanasamy, P. Menaquinone synthesis is critical for maintaining mycobacterial
viability during exponential growth and recovery from non-replicating persistence. Mol. Microbiol. 2009,
72, 85–97. [CrossRef]

18. Sun, Z.; Zhang, Y. Antituberculosis activity of certain antifungal and antihelmintic drugs. Tuber. Lung Dis.
1999, 79, 319–320. [CrossRef]

19. Ahmad, Z.; Sharma, S.; Khuller, G.K. The potential of azole antifungals against latent/persistent tuberculosis.
FEMS Microbiol. Lett. 2006, 258, 200–203. [CrossRef]

20. Ahmad, Z.; Sharma, S.; Khuller, G. In vitro and ex vivo antimycobacterial potential of azole drugs against
Mycobacterium tuberculosis H37Rv. FEMS Microbiol. Lett. 2005, 251, 19–22. [CrossRef]

21. Chenge, J.T.; Duyet, L.V.; Swami, S.; McLean, K.J.; Kavanagh, M.E.; Coyne, A.G.; Rigby, S.E.; Cheesman, M.R.;
Girvan, H.M.; Levy, C.W.; et al. Structural Characterization and Ligand/Inhibitor Identification Provide
Functional Insights into the Mycobacterium tuberculosis Cytochrome P450 CYP126A1. J. Biol. Chem. 2017,
292, 1310–1329.

22. Parvez, M.; Qhanya, L.B.; Mthakathi, N.T.; Kgosiemang, I.K.; Bamal, H.D.; Pagadala, N.S.; Xie, T.; Yang, H.;
Chen, H.; Theron, C.W.; et al. Molecular evolutionary dynamics of cytochrome P450 monooxygenases across
kingdoms: Special focus on mycobacterial P450s. Sci. Rep. 2016, 6, 33099.

23. Mthethwa, B.; Chen, W.; Ngwenya, M.; Kappo, A.; Syed, P.; Karpoormath, R.; Yu, J.-H.; Nelson, D.; Syed, K.
Comparative analyses of cytochrome P450s and those associated with secondary metabolism in Bacillus
species. Int. J. Mol. Sci. 2018, 19, 3623. [CrossRef]

24. Syed, K.; Shale, K.; Pagadala, N.S.; Tuszynski, J. Systematic identification and evolutionary analysis of
catalytically versatile cytochrome P450 monooxygenase families enriched in model basidiomycete fungi.
PLoS ONE 2014, 9, e86683. [CrossRef] [PubMed]
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Abstract: The white-back planthopper (WBPH), Sogatella furcifera, is a major rice pest in China and in
some other rice-growing countries of Asia. The extensive use of pesticides has resulted in severe
resistance of S. furcifera to variety of chemical insecticides. Sulfoxaflor is a new diamide insecticide
that acts on nicotinic acetylcholine receptors (nAChRs) in insects. The aim of this study was to explore
the key genes related to the development of resistance to sulfoxaflor in S. furcifera and to verify their
functions. Transcriptomes were compared between white-back planthoppers from a susceptible
laboratory strain (Sus-Lab) and Sus-Lab screened with the sublethal LC25 dose of sulfoxaflor for
six generations (SF-Sel). Two P450 genes (CYP6FD1 and CYP4FD2) and three transcription factors
(NlE78sf, C2H2ZF1 and C2H2ZF3) with upregulated expression verified by qRT-PCR were detected
in the Sus-Lab and SF-Sel strains. The functions of CYP6FD1 and CYP4FD2 were analyzed by
RNA interference, and the relative normalized expressions of CYP6FD1 and CYP4FD2 in the SF-Sel
population were lower than under dsGFP treatment after dsRNA injection. Moreover, the mortality
rates of SF-Sel population treated with the LC50 concentration of sulfoxaflor after the injecting of
dsRNA targeting CYP6FD1 and CYP4FD2 were significantly higher than in the dsGFP group from
72 h to 96 h (p < 0.05), and mortality in the CYP6FD1 knockdown group was clearly higher than that
of the CYP4FD2 knockdown group. The interaction between the tertiary structures of CYP6FD1 and
CYP4FD2 and sulfoxaflor was also predicted, and CYP6FD1 showed a stronger metabolic ability to
process sulfoxaflor. Therefore, overexpression of CYP6FD1 and CYP4FD2 may be one of the primary
factors in the development of sulfoxaflor resistance in S. furcifera.

Keywords: Sogatella furcifera; sulfoxaflor; transcriptome; cytochrome P450 monooxygenase;
RNA interference

1. Introduction

The white-back planthopper (WBPH), Sogatella furcifera (Horváth) (Homoptera: Delphacidae), is an
important insect pest in rice-growing countries in Asia [1,2] that seriously affects rice yields by sucking
juice from the rice stem, resulting in slow growth, yellowing, and even lodging and a phenomenon
known as‘hopper burn’, leading to the death of rice plants in severe cases and crop failure. In addition,
recent studies have shown that the southern rice black-streaked dwarf virus (SRBSDV) can be transmitted
in the main rice-growing areas of Asia, including China, Vietnam, and Japan, through the stylets of
S. furcifera when injecting juice containing the SRBSDV into the stems of healthy rice, causing great
rice yield losses. S. furcifera is a typical r-strategy pest and can reproduce rapidly when conditions are
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suitable [3–5]. It can also migrate long distances to adapt to environmental changes [6]. Over the past few
decades, chemical pesticides have been the main strategy for controlling this pest [7]. The long-term use
of insecticides against the rice planthopper has resulted in the development of resistance and population
increases [8]. S. furcifera has now developed different levels of resistance to organophosphorus, carbamate,
phenylpyrazole, neonicotinoid, pyrethroid, and insect growth regulator insecticides [9–13]. When insects
are successively exposed chemicals, insecticide resistance is a natural adaptability feature and one of the
most important factors is the enhanced detoxification metabolic ability by enzymes to insecticides, such as
mixed-function oxidase (MFO), carboxylesterase (CarEs) and glutathione S-transferase (GSTs) [14],
especially those for cytochrome P450 monooxygenases (P450s) activity, could play a major role in the
detoxification of insecticides in a number of insect pests [15,16].

Sulfoxaflor is an insecticide produced by Dow AgroSciences (DAS) from a new chemical class of
sulfoximines, which act on nicotinic acetylcholine receptors (nAChRs) in the insect nervous system [17,18],
and is the first commercial agrochemical to be used for the control of a broad range of sap-feeding insect
pests [19]. Although several other chemically distinct classes of insecticides (spinosyns, neonicotinoids,
nereistoxin analogs) also act on nAChRs, sulfoxaflor presents some special biological characteristics, such
as an absence of cross-resistance between sulfoxaflor and the other nAChR-acting insecticides, which
make it highly effective against a wide range of sap-feeding insects, especially against aphids such as
the green peach aphid [20]. Sulfoxaflor is also effective against insect pests that are resistant to other
classes of insecticides, including many insects that are resistant to neonicotinoids [21]. In 2012, sulfoxaflor
was first registered for the control of Miridae pests in cotton cultivation in Arkansas, Louisiana, and
Mississippi in the United States, and in 2013, Dow AgroSciences introduced sulfoxaflor to China for
the control of cotton aphids, wheat aphids, scale insect pests in citrus, and Delphacidae insect pests in
rice [22]. As a relatively recently developed insecticide, there is still a risk that the efficiency of sulfoxaflor
may become compromised through various mechanisms, e.g., through modification of the target site of
neonicotinoid insecticides or positive sublethal effects (hormesis) in exposed individuals [23]. Thus, it is
crucial to understand the resistance mechanisms of insects related to this insecticide before its widespread
use in integrated pest management (IPM).

In this study, we examined toxicity and transcript profiles in a susceptible laboratory (Sus-Lab)
strain of S. furcifera and the Sus-Lab strain in which resistance was continuously induced by treatment
with the sublethal LC25 dose of sulfoxaflor for six generations (SF-Sel). We analyzed the genes showing
upregulated expression and verified the results using qRT-PCR. Furthermore, the functions of two P450
genes, CYP6FD1 and CYP4FD2, were also analyzed with RNA interference technology through the
design of suitable dsRNAs, whose silencing specificity was confirmed using qRT-PCR, and mortality
was determined in nymphs treated with the dsRNAs combined with sulfoxaflor. The objectives of this
study were to explore the risk of the development of resistance to sulfoxaflor, to conduct a preliminary
investigation for the functional verification of P450 genes induced by sulfoxaflor, and to manage the
development of resistance through the design of suitable dsRNAs for the silencing of significantly
upregulated genes in the future.

2. Results

2.1. Toxicity of Sulfoxaflor in S. furcifera

The LC25 for the Sus-Lab strain was estimated at 2.102 μg/mL, and a 2.06-fold decrease in the
susceptibility level was observed in the SF-Sel strain, which presented LC50 value of 7.284 μg/mL for
sulfoxaflor, compared with the LC50 value of 3.544 μg/mL for Sus-Lab.

2.2. Synergism Experiment

According to the results of the synergism experiment, when the Sus-Lab strain was treated with
the synergistic agents triphenyl phosphate (TPP) acting on CarEs, Diethyl maleate (DEM) on GSTs and
piperonyl butoxide (PBO) on cytochrome P450 monooxygenases (P450s), all synergistic treatments
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showed strong synergistic effects compared with treatment without a synergistic agent, and their
toxicities were clearly enhanced (not overlapping the 95% confidence interval, 95%CI), with synergism
ratio (SR) values of 1.495, 1.205 and 1.211, respectively, while as the toxicity showed no difference
between the synergistic treatments (overlapping 95% CI). The toxicity of the SF-Sel strain treated with
the synergistic agent PBO was significantly enlarged compared with those in the other two treatments
involving TPP and DEM (not overlapping 95% CIs for the other two synergistic agents). The SR value
reached 5.328 and was significantly higher than those in the treatments involving TPP and DEM,
for which SR values were 2.689 and 2.283, respectively (Table 1).

Table 1. Synergistic effect of three synergists and sulfoxaflor on S. furcifera.

Strain Treatment LC50 (μg/mL) 95%CI Slope ± SE χ2 (df ) SR *

Sus-Lab

sulfoxaflor 3.544(3.287–3.804) 6.499 ± 0.722 11.226(13) /
sulfoxaflor plus TPP 2.371(2.051–2.700) 3.253 ± 0.418 4.864(13) 1.495

sulfoxaflor plus DEM 2.940(2.627–3.282) 4.069 ± 0.512 4.997(13) 1.205
sulfoxaflor plus PBO 2.927(2.549–3.212) 6.893 ± 1.199 10.213(13) 1.211

SF-Sel

sulfoxaflor 7.284(6.265–8.385) 4.101 ± 0.454 14.726(13) /
sulfoxaflor plus TPP 2.709(2.180–3.449) 1.972 ± 0.248 4.292(13) 2.689

sulfoxaflor plus DEM 3.191(2.529–4.061) 2.200 ± 0.307 3.268(13) 2.283
sulfoxaflor plus PBO 1.367(1.129–1.648) 2.829 ± 0.353 4.908(13) 5.328

* SR (synergism ratio) = LC50 of a strain treated with sulfoxaflor alone divided by LC50 of the same strain treated
with sulfoxaflor plus a synergist. The synergists of TPP, DEM and PBO stand for triphenyl phosphate, Diethyl
maleateand piperonyl butoxide, respectively.

2.3. Detoxification Enzyme Activity

To further determine the potential role of detoxification enzymes in the development of resistance of
S. furcifera to sulfoxaflor, both the Sus-Lab strain, either untreated or treated with a synergistic agent (DEM,
TPP or PBO), and the SF-Sel strain, either untreated or treated with a synergistic agent (DEM, TPP or PBO),
were analyzed to determine the activities of CarEs, GSTs and P450s. As shown in Figure 1, the activity
of CarEs in the SF-Sel strain treated with TPP was the highest (0.9616 mmol ×min−1×mg pro−1),
followed by those in the SF-Sel strain (0.8257 mmol ×min−1×mg pro−1), the Sus-Lab strain treated
with TPP (0.8187 mmol ×min−1×mg pro−1) and the Sus-Lab strain (0.7397 mmol ×min−1×mg pro−1).
However, there was no significant difference in CarE activity under any of the treatments (p > 0.05).
The GSTs activity of the SF-Sel strain was the greatest, at 1.0103 mmol × min−1× mg pro−1, which
was significantly different from the other three treatments (p < 0.05), where the activities ranged from
0.6824 to 0.8113 mmol ×min−1×mg pro−1 and did not significantly differ from each other (p > 0.05).
P450s activity was also the greatest in the SF-Sel strain (13.5345 nmol ×min−1×mg pro−1, which was
significantly different from those under the other treatments (p < 0.05)), followed by the SF-Sel strain
treated with PBO (10.7384 nmol ×min−1×mg pro−1). The P450s activities of the Sus-Lab strain and
Sus-Lab strain treated with PBO were the weakest (5.6181 and 4.8470 nmol×min−1×mg pro−1), and both
of these values were significantly different from those under the other treatments (p < 0.05) (Figure 1).
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Figure 1. Synergistic effects of TPP, DEM and PBO on activity of detoxification enzymes: CarE (A), GST
(B) and P450 (C) in 3rd-instar nymph of S furcifera. The activities of CarE, GST and P450 in 3rd-instar
nymph of S furcifera are presented as the mean of three replications ± SE. Means followed by the same
letters did not differ significantly (p > 0.05) according to the ANOVA test. The F3, 8 values of different
treatments on CarE, GST and P450 in 3rd-instar nymph of S furcifera were 1.818, 5.410, 610.745, and the
p values on CarE, GST and P450 in 3rd-instar nymph of S furcifera were = 0.222 > 0.05, = 0.025 < 0.05,
= < 0.0001, respectively.

2.4. Illumina Sequencing and Read Assembly

The Sus-Lab and SF-Sel strains were each assessed in triplicate. The total numbers of reads (150 bp)
obtained were 335,119,142 in the six samples, with over 50,653,904 reads for each sample. The proportion
of reads containing duplicate sequences was 0.37% ~ 0.42%, and the proportion of low-quality reads was
1.23%~1.35%, including reads with > 10% Ns and abase number of Q ≤ 10 in > 50% of the total reads.
After filtering out the linker sequences or low-quality reads, 329,449, and 482 clean reads were obtained,
and the Q20 and Q30 base percentages of clean reads of were over 98.69% and 96.04%, respectively
(Supplementary Table S1).

2.5. Transcriptome Data Splicing

The clean reads from the transcriptomes of the Sus-Lab and SF-Sel strains were composed of
the mixed pools and were assembled into approximately 74,119 unigenes, with a longest unigene of
34,340 nt and a shortest unigene of 201 nt (Supplementary Figure S1A). The N50 value, at which the
cumulative fragment length reaches 50% of the total fragment length, was 2043 nt, and there were 5552
unigenes of over 3000 nt. When the reads were compared with the unigenes, 3971 of the unigenes
were found to exhibit more than 10,000 reads, while 34, 847 of unigenes presented only 11~100 reads
(Supplementary Figure S1B).

2.6. Transcriptome Annotation

From to the 74,119 assembled unigenes, 24,719 of which were successfully annotated in the Nr
database, and the species with the greatest number of homologous sequences included Zootermopsis
nevadensis (2001 genes), Bemisia tabaci (1620 genes), Cimex lectularius (1500 genes), and Halyomorpha
halys (1424 genes) (Supplementary Figure S2A). Additionally, 19,050 unigenes were annotated with
the Swissprot database, 17,119 unigenes with the KOG database, and 11,788 unigenes with the KEGG
database, and 10,516 unigenes were annotated in all four databases (Supplementary Figure S2B),
among the 17,119 unigenes annotated with the KOG database, 6671 unigenes were classified as general
function prediction only, accounting for the largest proportion, and 4867 unigenes were classified as
being associated with signal transduction mechanisms (Supplementary Figure S2C).

2.7. Analysis of Gene Expression

The results indicated that the correlations of gene expression levels in the three samples (M1, M2
and M3) of the Sus-Lab strain (with correlation index of 0.99 to 1.00) were significantly higher than those

256



Int. J. Mol. Sci. 2019, 20, 4573

in the SF-Sel strain (S1, S2 and S3 samples, with a correlation index of 0.85 to 0.94) (Figure 2A). Principal
component analysis (PCA) of the six samples also showed that there was a significant clustering
relationship on PC1 between the gene expression levels in the samples of the susceptible strains and
the SF-Sel strain. Additionally, the degree of the contribution of PC1 (88.7%) was significantly higher
than that of PC2 (7.9%) (Figure 2B).

Figure 2. (A) Heat map of gene expression levels in the six samples. The darker the color is, the greater
the correlation is. Three samples (M1, M2 and M3) are in the Sus-Lab strain, and other three samples
(S1, S2 and S3) are in the SF-Sel strain. The same means as followed. (B) Principal component analysis
(PCA) of six samples.

2.8. Cluster Analysis of DEGs

Based on the screening of DEGs with under criteria of an FDR < 0.05 and log2FC| > 1, 786 DEGs
were screened from the SF-Sel strain, 557 of which were upregulated, while 229 were downregulated
compared with those in the Lab-Sus strain (Figure 3A,B).
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(A) 

 

(B) 

 
Figure 3. (A) The statistical maps of DEGs among S-vs-M. (B)The cluster heat maps of DEGs among
S-vs-M. The column represents samples, and the row means genes; Color-scaled represents log 2 (fold
change) values for resistant lines, the redder the color is, the higher the gene expression is, and on the
contrary, the greener color is.
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2.8.1. GO Enrich

The up- or downregulated unigenes were enriched and assessed in the three Gene Ontology
(GO) categories of biological process, cellular component and molecular function. The enrichment of
upregulated unigenes from the SF-Sel strain was found in the Sus-Lab strain. Additionally, the number
of unigenes of upregulated unigenes of the binding class in the molecular function category was
highest, at 16, and the P450 genes were associated iron ion binding; with up- and downregulated P450
gene were enriched in the binging class (Supplementary Figure S3).

2.8.2. Enrichment of DEGs in the KEGG Database

A total of 84 differentially expressed unigenes were enriched according to the KEGG database,
which were related to organismal systems, genetic information processing, and metabolism, etc. The
enriched DEGs found in the KEGG database were mainly included in categories such as “microbial
metabolism in diverse environments (with a p-value of 0.00337)”, “cardiac muscle contraction (p-value
of 0.00153), “oxidative phosphorylation (p-value of 0.00114), “metabolic pathways (p-value of 0.000322)”,
“ribosome (p-value of 0.0000753), and “phototransduction-fly (p-value of 7.27 × 10−8). Additionally,
the greatest number of unigenes enriched in metabolic pathways was 44 (Figure 4).

Figure 4. Bubble diagram of pathway enrichment of unigene on the different groups (Top 20).
The abscissa means KEGG terms, and the ordinate means rich factor of each term. Red color means the
terms of significant enrichment, and the bubble size indicates the number of enriched genes

2.9. Screening the Candidate Genes

The results showed that among the 74,119 unigenes, there were 198 unigenes involved in the
detoxification and metabolism of foreign substances, and 138 were labeled cytochrome P450s, enriching
the detoxification and metabolism genes of the white-backed planthopper. Compared with the Sus-Lab
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strain, the SF-Sel strain exhibited 7 significantly upregulated unigenes annotated as P450 genes,
and a total of 4 gene types were found by NCBI alignment. One of the significantly upregulated
unigenes was annotated as anorganic cation transporter, and 4 of the significantly upregulated unigenes
were annotated as transcription factors (Table 2).

Table 2. Candidate P450 gene statistics.

GeneID log2 Ratio(S/M) S_vs_M Regulated Gene Type Annotation

Unigene0005814 11.17326071 UP
CYP6FD1 P450Unigene0012458 10.38247993 UP

Unigene0020537 9.861035196 UP
CYP6FD2 P450Unigene0020536 9.83315364 UP

Unigene0069588 8.681589817 UP
CYP4FD1 P450Unigene0015479 7.934280594 UP

Unigene0027543 2.07289003 UP CYP4FD2 P450
Unigene0036498 8.17697521 UP Transporter
Unigene0042782 1.136503653 UP C2H2ZF2 Transcription factors
Unigene0051504 1.044721874 UP NlE78sf Transcription factors
Unigene0010562 1.411318813 UP C2H2ZF1 Transcription factors
Unigene0010210 1.036525876 UP C2H2ZF3 Transcription factors

2.10. P450 Diversity Analysis

Ten motifs (motif 1~motif 10) composed of very conservative amino acid residues were found
in 54 of P450 genes (22 from our transcriptome data and other 32 downloaded from NCBI) of
white-backed planthopper by meme search (http://meme-suite.org/tools/meme), on the contrary
24 motifs annotated with different functions were achieved by motif search (https://www.genome.
jp/tools/motif/) (e.g., P450). Not only highly homologous sequences but also functional domains
such as FAD_binding_1, Flavodoxin_1 and NAD_binding_1 domains were found in AHM93009.1
(the Sequences of NADPH-cytochrome P450 reductase in S. furcifera downloaded from NCBI) and
unigene0040669 (Figure 5). The results indicated that these sequences were similar in function, and
GO annotation showed that both were classified as NADPH-reductases. The other genes all exhibited
P450 functional domains and the conserved structural domains of motif1 and motif3. Motif3 presented
absolutely conserved EXXR residues, and their general topography and structural folding were highly
conserved. The heme-binding loop (with an absolutely conserved cysteine that serves as the 5th ligand
for the conserved heme iron core) was composed of a coil known as the ‘meander’, a four-helix bundle,
helices J and K, and two sets of beta-sheets. Additionally, the conserved structural domains of motif7,
motif4, motif8, motif6, motif5, motif3, motif1, and motif2 were found in CYP6FD1 and CYP4FD2,
but the conserved structural domains of motif9 and AAA (ATPases superfamily, consisted of ATP
binding site, Walker A and B) were only found in CYP4FD2 and CYP6FD1, respectively (Supplementary
Figure S4).
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2.11. Quantitative PCR (qRT-PCR)

The results indicated that the relative normalized expressions of CYP6FD1 and CYP4FD2 in the
SF-Sel strain were 5.22- and 2.99-fold higher, respectively, than in the Sus-Lab strain, which were
significantly higher than those of CYP4FD1 and CYP6FD2 (p< 0.05). The relative normalized expression
of the NlE78sf transcription factor was highly significantly increased by 1.91-fold (p < 0.01), while
the transcription factors C2H2ZF1 and C2H2ZF3 showed 1.53-and 1.30-fold increases, respectively,
compared with the Sus-Lab strain (p < 0.05) (Figure 6).

Figure 6. The relative expression of DEGs in Sus-Lab/SF-Sel strains. Each RT-qPCR reaction for
each sample was performed in three technical replicates. Asterisks indicate significant differences
of up-regulated expression gene in SF-Sel strains compared to the Sus-lab strain (Student’s t-test,
** p < 0.01 and * p < 0.05).

2.12. Functional Analysis of CYP6FD1 and CYP4FD2 via RNAi

The results indicated that the relative normalized expression of CYP6FD1 and CYP4FD2 was
significantly lower than that of dsGFP (p < 0.05) at 24 h after treatment, only reaching 0.72- and 0.68-fold,
respectively. With prolongation of the interference time (48–72 h), the RNAi efficacy of CYP6FD1
and CYP4FD2 dsRNA became greater, with relative normalized expression of 0.42- and 0.55-fold for
CYP6FD1 and CYP4FD2, respectively, at 48 h to 72 h after injection, while that of dsCYP6FD1 was higher
than that of dsCYP4FD2 (p < 0.05). However, the RNAi efficacy of CYP6FD1 and CYP4FD2 dsRNA
gradually decreased, with the relative normalized expression of 0.61- and 0.71-fold for CYP6FD1 and
CYP4FD2, respectively, at 96 h after injection (Figure 7A).

The results of the bioassay showed that after 72 h of treatment with sulfoxaflor at the LC50, the
mortality of the SF-Sel strain treated with CYP6FD1 dsRNA was 65.89% ± 5.38, which was significantly
higher than the mortality of the same strain treated with CYP4FD2 dsRNA (48.14% ± 4.33) and that in
the control treatment (dsGFP, 38.95% ± 3.07) (p < 0.05). With prolongation of the interference time
(96 h), the mortality of the CYP6FD1 and CYP4FD2 dsRNA treatment groups increased, reaching
62.01% ± 2.12~77.94% ± 5.30, respectively; this difference was also significant (p < 0.05), and mortality
in these groups was significantly higher than under treatment with dsGFP (48.14% ± 0.93) (Figure 7B).
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Figure 7. RNA interference and biological activity of two major P450 genes. (A)—RNA interference
efficiency; (B)—Activity of sulfoxaflor against post-RNAi insects. Different letters (a, b, c) above bars
indicate significant differences (p < 0.05) according to Duncan’s multiple range test. The relative
normalized expression of dsGFP, dsCYP6FD1 and dsCYP4FD2 in 3rd-instar nymph of S furcifera, and
the mortalities for each treatment are presented as the mean of three replications ± SE. Means followed
by the same letters did not differ significantly (p > 0.05) according to the ANOVA test. The F2, 6 values
of relative normalized expressions at 24 h, 48 h, 72 h, 96 h and mortlities at 72 h, 96 h for different
treatments were 158.933, 230.377, 164.477, 51.036 and 9.949, 19.901, respectively. and the corresponding
p values were < 0.0001, < 0.0001, < 0.0001, < 0.0001, and = 0.012 < 0.05, = 0.02 < 0.05, respectively.

2.13. Interaction of the Tertiary Structure of CYP6FD1 and CYP4FD2 with Sulfoxaflor

The CYP6FD1 domain included these amino acids ILE97, PHE105-GLY109, TYR111, and
HIS122-SER126, and the absolute conserved residues of GLU444 and ARG447 were located near
the entrance of the active pocket and the N-segment where heme binding occur. The totals core between
CYP6FD1 and sulfoxaflor was 5.8954 (crash of −0.7686 and polar of 0.0277). However, the domain of
CYP4FD2 was mainly composed of the LEU103, LYS106-LYS108, ALA110-LYS112, and LEU123 amino
acids, and the key amino acids PHE317 and ILE459 bind with sulfoxaflor through noncovalent bonds,
with a total score of 5.2800 (crash of −1.4457 and polar of 0.5769). Moreover, the absolutely conserved
residues of GLU75 and ARG78 were distant from the active pockets and the heme binding region
(Figure 8).
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Figure 8. The tertiary structure of CYP6FD1 and CYP4FD2 and their docking structure with sulfoxaflor.
(A) CYP6FD1, (B) CYP4FD2, (C) CYP6FD1 domain and sulfoxaflor, (D) CYP4FD2 domain and sulfoxaflor
(molecular docking between sulfoxaflor and the active sites of the target P450 proteins was predicted
using the Surflex-Dock program in software Syby lX-2.0 version (Tripos Inc.).

3. Discussion

Although rice planthoppers in China are still sensitive to fluorodinitrile, our results showed that
the toxicity of sulfoxaflor to S. furcifera decreased when the Sus-Lab strain was successively screened
with the sublethal dose of sulfoxaflor, which indicated that S. furcifera presented some resistance to
sulfoxaflor. Liao et al. [24] monitored the resistance levels of Nilaparvata lugens to sulfoxaflor from 2013
to 2016 in China and found that all field-collected populations were still sensitive, with LC50 values
ranging from 1.63 to 13.20 mg/L (resistance ratio from 0.8 to 6.8-fold). Liao et al. [25] continuously
screened N. lugens with a sublethal dose of sulfoxaflor in approximately 39 intervals and finally obtained
an extremely sulfoxaflor-resistant strain with a resistance ratio of 183.6-fold. Ma et al. [26] performed
continuous selection of Aphis gossypii gradually increasing LC50 concentrations of sulfoxaflor based on
bioassays of the parental generations for a total of 27 generations in the laboratory, finally resulting in
a 366.4-fold resistance ratio compared with the susceptible strain. Therefore, there is an extremely high
risk of insects developing resistance to sulfoxaflor, and it is necessary to perform resistance monitoring
in field populations, along with the investigation of resistance mechanisms and cross-resistance to
design integrated pest management strategies.

Insecticide resistance is inevitable after the application of insecticides, and the main reasons
include a reduced penetration rate, increased detoxification and metabolism of insecticides (MFOs [27],
CarEs [28], GSTs [29]) and decreased sensitivity at the target site. Wei et al. [30] found that PBO and

264



Int. J. Mol. Sci. 2019, 20, 4573

TPP could increase bifenthrin toxicity in resistant A. gossypii Glover strains by 2.38- and 4.55-fold,
respectively. Liao et al. [25] showed that the toxicity of sulfoxaflor to sulfoxaflor- resistant N. lugens
(Stål) showed a synergistic effect with PBO resulting in a 2.69-fold relative synergistic ratio, and the
P450 enzyme activity of SFX-SEL was increased 3.50-fold compared with that in the unselected strain
(UNSEL). Mao et al. [31] also reported that a resistant strain (NR) with a high nitenpyram resistance
level (164.18-fold) and cross-resistance to sulfoxaflor (47.24-fold) showed a 3.21-fold increase in P450
activity compared to that in NS, and resistance also showed a synergistic effect (4.03-fold) with the
inhibitor PBO, suggesting a role of P450. Our results further demonstrated that the inhibitors PBO,
TPP, and DEM showed some synergism with sulfoxaflor regarding the toxicity and inhibition of the
activities of three types of metabolic detoxification enzymes in the Sus-Lab and SF-Sel strains; this
effect was especially strong for the inhibitor PBO in the SF-Sel strain.

Normally, the contribution of the overexpression of detoxification metabolism genes to an increased
detoxification ability, especially which of the P450 genes related to insecticide detoxification metabolism,
is the main reason for insect resistance to insecticides [32–34]. Jones et al. [35] reported that the resistance
of the ALM07 strain of B-biotype populations of Bemisia tabaci adults to imidacloprid reached 180-fold,
and the relative normalized expression of the resistance gene CYP6CM1 in adults and nymphs reached
4.2- and 200-fold in the resistant strain, respectively. The overexpression of CYP6AY1 contributes to the
development of resistance to imidacloprid in N. lugens [36]. Liao et al. [25] and Mao et al. [31] also
demonstrated that the reducing expression of CYP6ER1 in sulfoxaflor-resistant strain through RNAi
could significantly increase its’ susceptibility to sulfoxaflor. Our transcriptome data and qRT-PCR
results also indicated that two P450 genes, CYP6FD1 and CYP4FD2, and three transcription factors,
NlE78sf, C2H2ZF1 and C2H2ZF3, were clearly upregulated in the SF-Sel strain. The RNAi results
also showed that when 3rd-instar nymphs were injected with the CYP6FD1 and CYP4FD2 dsRNA,
the relative expression of CYP6FD1 and CYP4FD2 was decreased, causing the insects to be more
sensitive and ultimately to show higher mortality compared with negative dsGFP control treatment.
However, it is still uncertain which transcription factors are mainly responsible for regulating the
overexpression of CYP6FD1 and dsCYP4FD2, and require further study in the future.

The P450s area multi-enzyme complex, and the first step in the metabolism of exogenous toxic
substances is recognition by a CYP protein, which binds the toxin; then, electrons are transferred by
electron donors to exogenous REDOX substances [37]. At present, the examination of P450 structure in
insects generally concentrates on assessing highly conserved sequence motifs, such as the residue pairs
WxxxR in helix C, CxxT in helix I, ExxR in helix K, RxxF in the meander region, and FxxGxRxCxG
in the canonical heme-binding domain [38]. Our research showed that the molecular structure of
sulfoxaflor was surrounded by the active pocket of CYP6FD1, while the active pocket was located
near the heme-binding region. This protein exhibits a predicted active site structure with an oval
shape [39], a large volume, and large substrate channels, allowing sulfoxaflor to fit the active site cavity.
The spacious cavity of P450 enzymes enables larger molecules to access the heme-bound oxygen of the
reaction center; therefore, we hypothesize that CYP6FD1 could present a greater metabolic ability than
CYP4FD2 [40,41].

On the basis of our results, the main findings show that it is likely that S. furcifera will develop
resistance to sulfoxaflor and that upregulation of detoxification enzymes such as P450s is a likely
mechanism. However, the authors also show that the toxicity of sulfoxaflor is increased by using
synergistic agents, so perhaps this is one possible approach that could be used in the field to prevent
rapid development of resistance to this compound. Meanwhile, we also find that two main P450 genes
(CYP6FD1 and CYP4FD2) could be related to the development of resistance of S. furcifera to sulfoxaflor.
Our results should provide a foundation for subsequent efforts to investigate the expression of CYP6FD1
and CYP4FD2 in heterologous expression systems, such as baculovirus- infected Sf9 cells, and metabolic
processes in vitro and transcriptional regulation of the two genes in the further investigations.
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4. Materials and Methods

4.1. Insects and Insecticide

The susceptible laboratory (Sus-Lab) strain of WBPH (S. furcifera) established in our laboratory
was obtained from the research group of Prof. Li, College of Plant Protection of Hunan Agricultural
University (Changsha, China) in 2016, where the strain had been reared in the laboratory without
exposure to any insecticide since 2009. All stages were maintained on rice seedlings under standard
conditions of a temperature of 27 ± 1 ◦C, relative humidity (RH) of 70–80% and a light/dark cycle of
16:8 h. Sulfoxaflor (95%, technical grade) was purchased from Dow AgroSciences (Shanghai) Co., Ltd.
China (Shanghai, China).

4.2. Selection of the SF-Sel strain with a Sublethal Dose of Sulfoxaflor

The toxicity of sulfoxaflor to S. furcifera was performed using the rice seedling dipping method,
with some modifications [42]. First, technical grade sulfoxaflor was dissolved in acetone, and a series
of suitable concentrations (i.e., 1, 2, 4, 6, and 8 μg/mL) were prepared with 0.1% Triton X-100; the 0.1%
Triton X-100 solution alone was used as the blank control. Four to five leaves of rice seedlings were
cleaned with water and air-dried at room temperature. Fifteen rice seedlings were bundled together,
immersed in the diluted solution for approximately 30 s, and then dried at room temperature. Second,
moistened cotton was wrapped around the rice roots, which were immobilized in a 500 mL plastic
cup. Then, fifteen 3rd-instar nymphs were transferred to each plastic cup, and all treatments were set
up in triplicate. All treatments were performed under standard environmental conditions (26 ± 1 ◦C,
85 ± 10% R.H., 14:10 L: D), and mortality was recorded after 96 h of treatment. Individual nymphs
were considered dead if they did not show movement after being slightly nudged with a #26 soft brush.
Probit analyses were conducted using a Statistical Analysis System (SAS) software to calculate the
slope, LC50, 95% CI, and χ2 values of sulfoxaflor or sulfoxaflor plus synergistic agents after 96 h of
treatment [16]. Then, continuous selection with the sublethal LC25 dose of sulfoxaflor was performed
for six generations in the SF-Sel strain.

4.3. Test for Synergism

The synergism bioassays for the Sus-Lab and SF-Sel strains of S. furcifera to sulfoxaflor were
performed as described by Mu et al. [13] with some modifications. Three synergistic agents, DEM,
TPP and PBO, were dissolved with acetone and diluted with Triton X-100 to the highest possible
concentrations showing no adverse effect on the tested insects (PBO, 30 μg/mL; TPP, 160 μg/mL; DEM,
at 300 μg/mL), after which rice seedlings into the synergistic treatment solutions for 30 s and naturally
dried them. Then, approximately 300 of 3rd-instar nymphs were transferred to the rice seedlings
treated with each synergistic agent for approximately 2 h. The remaining procedures were similar to
the rice seedling dipping method as described above.

4.4. Enzyme Assays

To evaluate the potential role of the detoxification enzymes of S. furcifera in resistance to sulfoxaflor,
the activities of CarEs, GSTs and P450s in the 3rd-instar nymphs of the Sus-Lab and SF-Sel strains
treated with synergistic agents (TPP or DEM or PBO) were determined.

CarE activity was determined according to the method described by van Asperen [43]. Twenty
3rd-instar nymphs were placed in a centrifugal tube and stored in liquid nitrogen as quickly as possible,
then homogenized on ice in 2 mL of homogenization buffer (0.04 mol/L phosphate buffer, pH 7.0)
using a 5 mL glass homogenizer and centrifuged at 4 ◦C, 10,000× g for 15 min using a 5417R centrifuge
(Eppendorf, Germany). The supernatant was subsequently transferred to a clean Eppendorf tube as
the crude enzyme solution. A mixture of 0.45 mL of phosphate buffer (0.04 mol/L, pH 7.0), 1.8 mL of
3 × 10−4 mol/L α-NA solution (containing 3 × 10−4 mol/L physostigmine) and 50 μL of diluted enzyme
liquid was added to each tube, followed by mixing and then incubation in a water bath at 30 ◦C for
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15 min, after which the process was stopped with 0.9 mL of staining solution (0.2 g of fast blue-B
salt in 20 mL of distilled water plus 50 mL of 5% sodium dodecyl sulfate). The absorbance values
were recorded at 600 nm after 5 min in a UV 2000-Spectrophotometer (Unic [Shang Hai] Instruments
Incorporated, Shanghai, China).

GST activity was determined using 1-chloro-2, 4-dinitrobenzene (CDNB) as a substrate according
to the method of Wang et al. [16] with minor revisions. Twenty 3rd-instar nymphs were homogenized
on ice in homogenization buffer (0.1 mol/L phosphate buffer containing 1.0 mmol/L EDTA, pH 6.5) and
centrifuged at 10,800 rpm at 4 ◦C for 10 min, after which the supernatant was used as an enzyme source.
A mixture including 2470 μL of phosphate buffer (0.1 mol/L, pH 6.5), 90 μL of CDNB (15 mmol/L),
50 μL of the enzyme source and 90 μL of reduced GSH (30 mmol/L) were added to a 5 mL centrifuge
tube, which was promptly shaken. The OD value was recorded at 340 nm for 2 min and calculated as
ΔA340/min.

P450 activity was assayed using the method of Rose et al. [44] with some modifications. One
hundred and fifty 3rd-instar nymphs were homogenized on ice in 2 mL of homogenization buffer
(0.1 mol/L, pH 7.6, containing 20% glycerol, 0.1 mmol/L EDTA, 0.1 mmol/L DTT, and 0.4 mmol/L
PMSF). The homogenates were centrifuged at 4 ◦C at 10,000× g for 10 min using a 5417R centrifuge
(Eppendorf, Germany) to obtain the supernatant, which was used as the crude enzyme. Then, 100 μL
of 4-nitroanisole (2 × 10−3 mol/L) was added to the cell culture plate and mixed with 90 μL of crude
enzyme liquid, followed by incubation for 3 min at 27 ◦C in a water bath kettle and the addition of
10 μL of NADPH (9.6 × 10−3 mol/L) for reaction. The changes in the OD value were recorded at 405 nm
(Model 680 Microplate Reader, Bio-Rad) every 20 s for 2 min. A standard curve was generated using
p-nitrophenol, and the specific activity of P450s was finally calculated as nanomoles of p-nitrophenolper
minute per milligram of protein.

All treatments were set up with three samples (tubes) as biological repetitions, and each enzyme
sample was individually prepared. Each assay of enzymatic activity was replicated three times as
mechanical repetitions for each enzyme sample. The total protein content of the enzyme solution was
determined by the Bradford method [45] using bovine albumin as a standard. The activities of CarEs,
GSTs and P450s were analyzed using unpaired Student’s t-tests, and the significance level of the results
was set at p < 0.05.

4.5. Transcriptome Analysis

4.5.1. Library Construction and Sequencing, Illumina Read Processing, and Assembly and Annotation
of Unigenes

According to the manufacturer’s protocol for the TRIzol® Reagent (Invitrogen™, ThermoFisher
Scientific, USA), approximately 100 nymphs and adults that had either been continuously selected
with the LC25 dose of sulfoxaflor for six generations (SF-Sel) or not (Sus-Lab) were used for total
RNA extraction. cDNA library construction and sequencing, Illumina read processing, assembly
and bioinformatics analysis, and the annotation of unigenes, including protein functional annotation,
pathway annotation, COG/KOG functional annotation and Gene Ontology (GO) annotation, etc., were
performed as described by Wang et al. [46].

4.5.2. Gene Expression and Differential Gene Enrichment

The expression of unigenes was calculated with the of RPKM (reads per kb per million reads)
method [47] according to the following formula: RPKM(A) = (1000000 ∗ C)/(N ∗ L/1000)

The RPKM(A) value stands for the expression of gene A; C values stands for the number of reads
that uniquely aligned to gene A; N values stands for the total number of reads that uniquely aligned to
all genes, and L stands for the number of bases on gene A.

According to the gene expression represented by the RPKM values for each sample, the significant
differentially expressed genes (DEGs) among the samples were screened with edge R. The screening
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criteria were an FDR < 0.05 (p-value after calibration by FDR) and |log2FC| > 1, and GO functional
analysis and KEGG pathway analysis were performed based on the results for the DEGs.

4.5.3. Diversity and Collinearity of S. furcifera P450 Genes

Twenty-two relatively complete P450 amino acid sequences obtained from the transcriptome were
compared with thirty-two P450 amino acid sequences of the white-back planthopper downloaded
from NCBI and analyzed for the conserved functional domains with the motif (https://www.genome.
jp/tools/motif/) and meme (http://meme-suite.org/tools/meme) tools, and their phylogenetic tree was
constructed by using MEGA 6.0 software with the default settings and the neighbour-joining method.
The results were visualized with TBtools software.

4.6. Quantitative PCR (qRT-PCR)

Total RNA of the Sus-Lab and SF-Sel strains was extracted using TRIzol reagent (Invitrogen™,
ThermoFisher Scientific, USA) according to the instructions of the manufacturer’s kit, and the reverse
transcription reaction was performed with a cDNA Synthesis for qPCR (One-Step gDNA Removal) kit
according to the instruction manual. The cDNA was kept at −20 ◦C for qRT-PCR.

The cDNAs of four P450 genes (CYP6FD1, CYP6FD2, CYP4FD1 and CYP4FD2), one transporter
(Unigene0036498), four transcription factors (NlE78sf, C2H2ZF1, C2H2ZF3 and C2H2ZF2) and one
reference gene (RPL9) [48] from the Sus-Lab and SF-Sel strains were amplified by PCR with twelve
pairs of corresponding primers (Table 3). The qRT-PCR system and procedure were as described by
Wang et al. [49]. All experimental results were analyzed in three independent replicates, and the
treatment means and variances were analyzed via one-way ANOVA with PROC GLM of the SAS
program. All means were compared by least squared difference (LSD) tests at a Type I error = 0.05.

Table 3. The primers of upregulation expression genes used in this study.

Gene Family Prime Sequence (5′-3′) Length

Reference
RPL9-F TGTGTGACCACCGAGAACAACTCA

131RPL9-R ACGATGAGCTCGTCCTTCTGCTTT

P450

CYP6FD1-F CTTCAACATGCGGTTCACGC
187CYP6FD1-R TTCATCCAAGCTCAACGGCT

CYP4FD1-F AACCACTGCATGACTTTGCC
199CYP4FD1-R TCAGCACCCGCAATGAATGT

CYP6FD2-F GAGATGGCACACAAACCGGA
171CYP6FD2-R GCAGAATCGCGCTAGAATGG

CYP4FD2-F CAGCGAATGGTGGCTTCATC
183CYP4FD2-R ATAGCAGCCATGGTCTCACC

Transporter Unigene0036498-F CCCAAACCCTTCAAGACGGA
162Unigene0036498-R GGCTGGATCGGAAATGCTCT

Transcription factor

NlE78sf-F GGAGTGTTGGGGTGGTAGTG
181NlE78sf-R GGTGATGAACACTGCTCCGA

C2H2ZF1-F CCATCATCAAGGCGGAACCT
182C2H2ZF1-R ACCAGCGTTTTCAATGGTGC

C2H2ZF3-F GTCGCCTGTGCCTTCTAGTT
165C2H2ZF3-R AGCGGATGCACCTGATACTG

C2H2ZF2-F ACAAGGGCATTCGCAAACAC
159C2H2ZF2-R ATGTGCCGATCCAGATAGCG

The biological function of CYP6FD1 and CYP4FD2 was verified through RNA interference as
described by Mao et al. [31] and Wang et al. [49], with some modifications. A 168 bp fragment of
CYP6FD1, 450 bp of CYP4FD2 cDNA and a 657 bp green fluorescent protein (gfp) fragment were
amplified by PCR using corresponding primer pairs (with the T7 promoter appended). PCR was
performed with the primers listed in Table 4. The PCR products were purified for use as templates for
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dsRNA synthesis using the T7 MEGAscript kit (ThermoFisher, USA) according to the manufacturer’s
instructions. The dsRNA concentration was measured using a spectrophotometer (Nanodrop) after
1:10 dilution of the dsRNA product in water and adjustment of the ultimate concentration to 4 ng/μL
for injection.

Table 4. The RNAi primers of CYP6FD1 and CYP4FD2 used in this study.

Prime Sequence (5′-3′)
T7-GFP-F TAATACGACTCACTATAGGGAAGGGCGAGGAGCTGTTCACCG
T7-GFP-R TAATACGACTCACTATAGGGCAGCAGGACCATGTGATCGCGC

CYP6FD1dsRNAF TAATACGACTCACTATAGGGAGAAGTCCCAATTTCACAGACGC
CYP6FD1dsRNAR TAATACGACTCACTATAGGGAGAGATTCCGGTCTATGCGCTTC
CYP4FD2dsRNAF TAATACGACTCACTATAGGGAGAAAGGTTTCATCTACAAAGGATTGC
CYP4FD2dsRNAR TAATACGACTCACTATAGGGAGACATCAGTGAAATCGTGCAGAATC

4.7. Function Analysis of CYP6FD1 and CYP4FD2 via RNAi

Third-instar nymphs were used for dsRNA injection experiments. First, the tested insects were
anesthetized with CO2 for approximately 30 s, and each insect received 120 ng (approximately 30 μL) of
the dsRNA for each target gene using an UMP3/Nanoliter2010 microinjection device (World Precision
Instruments, Sarasota, Florida), with dsGFP used as a negative control, and 300 3rd-instar nymphs
were prepared to check the RNAi efficiency and bioassay for each gene. The relative expression of
CYP6FD1 and CYP4FD2 was detected at 24, 48, 72 and 96 h after injection. For insecticide bioassays
after RNAi, thirty 3rd-instar nymphs were collected 24 h after injection and sixty 3rd-instar nymphs
for each treatment were transferred to rice seedlings that had been treated with the LC50 of sulfoxaflor
in solution. Mortality was calculated at 72 h and 96 h after insecticide treatment. Three biological
replicates were performed.

4.8. Prediction the Interaction of Tertiary Structure of CYP6FD1 and CYP4FD2 with Sulfoxaflor

To obtain information about how sulfoxaflor affects P450s, molecular docking between sulfoxaflor
and the active sites of the target P450 proteins was carried out using the Surflex-Dock program in
SybylX-2.0 version (Tripos Inc.) as previously described [50]. Surflex-Dock scores (total scores) were
expressed in kcal/mol units to represent binding affinities [51,52].

4.9. Data Analysis

The relative normalized expression of the upregulated P450 genes in the Sus-Lab and SF-Sel
strains, the efficacy of CYP6FD1 and CYP4FD2 knockdown in 3rd-instar nymphs of the SF-Sel strain
by RNAi, and the mortality of larvae injected with dsRNA with or without the LC50 concentration of
sulfoxaflor were compared using analysis of variance (ANOVA) followed by Duncan’s test for multiple
comparisons (p < 0.05) with the SPSS version 17.0 software package (IBM).

Supplementary Materials: The following are available online at http://www.mdpi.com/1422-0067/20/18/4573/s1,
(Transcriptome data) can be found at https://dataview.ncbi.nlm.nih.gov/object/PRJNA560503.
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