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Initially considered little more than a scientific curiosity, the family of 2D nanomateri-
als has become increasingly popular over the last decade. Starting from the undisputed
progenitor, i.e., graphene, which to date has reached a technological maturity and a criti-
cal mass of knowledge to allow envisaging multiple applications in real manufacturing,
numerous other materials have progressively been added to this family: transition metal
dichalcogenides, boron nitride, metal oxide nanosheets, MXenes, layered double hydrox-
ides, etc. Similarly, the range of applications under study and development has expanded,
integrating and taking advantage of the unique properties of 2D nanostructured materials:
sensors, optical applications, photovoltaics, touch screens, catalysis, filtration and exploita-
tion as fillers to modulate the mechanical, electrical and chemical properties of the host
matrices. Such a plethora of material/application combinations, in addition to the obvious
technical requirements related to the synthesis of materials and the optimization of purity,
composition, morphology and yield, also presents significant technological challenges
for the corresponding processing, patterning and above all integration into systems and
devices of higher dimensionality for the real exploitation of their unique properties. The
present Special Issue is then focused on such last topics, collecting eight research papers
and one review article dealing with MoS2 [1], graphene [2–4] and other 2D nanomaterials
integrated onto several kinds of materials and structures (nanogap [1], porous silicon [5],
silicon carbide [6]) and for different applications (photoluminescence [1], ink-jet printing [7],
optics and plasmonics [2,8], lubrication [3], innovative patterning [4], biomedicine [9]).

In particular, Yang et al. [1] proposed an innovative solution to bypass the limitation
of the atomic thickness of monolayer MoS2 hindering its optical absorption and emission
in view of optoelectronic applications. By integrating monolayer MoS2 onto nanometer
wide gold nanogap arrays, it was possible to exploit the associated plasmon resonance,
thus enhancing photoluminescence by a factor 20x, and thus paving the way for successive
applications in photodetectors, sensors and emitters. Zhang J. et al. [2] studied another
hybrid metamaterial consisting in metal–graphene. Such a coupling gives rise to a sharper
Fano resonance than the pure graphene and it is, moreover, adjustable as a function of the
number of graphene layers. Plasmonic sensing applications with extremely high sensitivity
in the mid-infrared range are envisioned. Zhang L. et al. [3] showcase an interesting and
relatively unconventional application for graphene, i.e., lubrication for structural ceramics.
In particular, Si3N4/ Si3N4 sliding pair tribological properties (lubrication and cooling)
have been investigated through the addition of different weight contents of graphene to
a base lubricating oil. Relevant results have been obtained and an explanation about the
lubricating improvement mechanism was provided. In the last paper involving graphene,
Verna et al. [4] showed an original and straightforward process, based on the lift-off of the
catalyst seed layer, to pattern few-layer graphene. The direct chemical vapor deposition of

1



Micromachines 2021, 12, 254

graphene on the patterned seed layer guaranteed high quality of the resulting 2D material
and a 10 µm patterning resolution was demonstrated.

Volovlikova et al. [5] analyzed the effect of illumination intensity and p-dopant con-
centration on the dissolution properties of silicon for its photo-assisted etching with no
external bias or metals to produce porous silicon. A thorough characterization was per-
formed, providing valuable data for the control of porous silicon thickness and porosity.
Ruffino et al. [6] provided a valuable basic study on the growth and coalescence characteris-
tics of a nanoscale-thick bimetallic film of Au/Pd on a silicon carbide substrate. The kinetic
of the growth process was studied from the initial 3D clustering to the final continuous
rough thin film formation. Xiao et al. [7] performed a full comparison, with special atten-
tion to electrical resistivity and adhesion, between ink-jet-printed silver thin films based on
nanoparticle ink and metal–organic decomposition ink cured by two different approaches,
that is to say, UV exposure and heat-assisted approaches. Cao et al. [8] fabricated (through
a combination of lithography and nanoimprint technology) and characterized a flexible
3D display film element consisting of two integrated structures of a microimage array and
microlens array.

Finally, in their review article, Coluccio et al. [9] revised and critically described
nanoscale transport phenomena and biomedical applications of different emerging elec-
trochemical devices whose working principle relies on the interaction between ions and
conductive polymers.

Last, but not least, we would like to thank all the contributing authors and all the
involved reviewers for their precious contribution to the assembly and quality of this
Special Issue.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: Monolayer MoS2 has attracted tremendous interest, in recent years, due to its novel physical
properties and applications in optoelectronic and photonic devices. However, the nature of the
atomic-thin thickness of monolayer MoS2 limits its optical absorption and emission, thereby hindering
its optoelectronic applications. Hybridizing MoS2 by plasmonic nanostructures is a critical route
to enhance its photoluminescence. In this work, the hybrid nanostructure has been proposed by
transferring the monolayer MoS2 onto the surface of 10-nm-wide gold nanogap arrays fabricated using
the shadow deposition method. By taking advantage of the localized surface plasmon resonance
arising in the nanogaps, a photoluminescence enhancement of ~20-fold was achieved through
adjusting the length of nanogaps. Our results demonstrate the feasibility of a giant photoluminescence
enhancement for this hybrid of MoS2/10-nm nanogap arrays, promising its further applications in
photodetectors, sensors, and emitters.

Keywords: monolayer MoS2; 10-nm nanogap; localized surface plasmon resonance; photoluminescence

1. Introduction

In the past ten years, two-dimensional (2D) transition metal dichalcogenides (TMDs) have
received plenty of research interest, due to their striking physical properties and applications in
optoelectronic devices [1,2]. Molybdenum disulphide (MoS2) is a representative member of the
TMDs family [3,4], in which the bandgap can transit from indirect to direct [5,6], when the thickness
is reduced to a monolayer. The bandgap shifts from 1.29 eV for the bulk MoS2 to 1.9 eV for the
monolayer MoS2, accompanied with an enhancement of the photoluminescence (PL) up to 104 [5].
Therefore, the direct-bandgap characteristic of the monolayer MoS2 leads to attractive applications
in phototransistors [7], photodetectors [8], light emitters [9], and photocatalysis [10]. However,
the thickness of 2D MoS2 is too thin to absorb sufficient light, which limits the light-harvest efficiency
and consequently restricts its practical applications. Therefore, efficiently enhancing the light absorption
and photoluminescence (PL) emission of MoS2 has become an important issue for exploring the practical
applications in optoelectronic devices. In recent years, integrating MoS2 with plasmonic nanoscale
metals has been demonstrated to be an effective route to promote the optical properties of MoS2 [11–13].

Plasmonic nanoscale metals, including noble metal nanoparticles and nanostructures, can strongly
enhance the electromagnetic (EM) fields of the excitation light, due to the localized surface plasmon
resonance (LSPR) on the surface of nanoscale metals [14–16]. Gao et al. have prepared the hybrids
of MoS2 and Ag nanoparticles, including shape-controlled cubes, octahedra, and spherical particles,
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and systematically studied the influences of the morphology of nanoparticles on the PL emission of
MoS2 [17]. Compared with nanoparticles, nanostructures fabricated using advanced nanofabrication
techniques exhibit higher controllability, reproducibility, and large-scale periodicity [18]. By modulating
the diameter of nanodiscs, the 12-times PL enhancement was achieved in the hybrids of nanodisc arrays
and monolayer MoS2 [19]. Among the various species of nanostructures, nanogaps have exhibited
a prominent PL enhancement due to the EM field and the strong LSPR effect in the nanogap zone.
The EM field intensity is strengthened as the nanogap size decreases, especially when the width of
nanogaps is smaller than 10 nm [20,21]. Wang et al. reported a giant PL enhancement up to 20,000-fold
for the hybrid of WSe2 on 12-nm nanotrenches [22]. In 2018, Cai et al. proposed a hybrid of MoSe2 on
large area ultranarrow annular nanogap arrays (ANAs), which were fabricated using atomic layer
deposition and polystyrene spheres lithography techniques [23]. Nanofabrication techniques, such as
E-beam lithography (EBL) and focused ion beam (FIB) milling have been explored to directly fabricate
10-nm nanogap arrays [24–26]. However, the fabrication processes based on these techniques are
relatively complex, due to fact that the small size of the nanogap is close to the limitation of resolution.
In 2018, Hao et al. proposed a hybrid of MoS2 and patterned plasmonic dimers fabricated by a facile
approach utilizing porous anodic aluminium oxide (AAO) templates during the angle-resolved shadow
deposition [27]. The shadow deposition method, which is based on the inclined deposition of materials
on the prefabricated pattern, has been demonstrated as a feasible way to fabricate 10-nm nanogap
arrays over a large area [28,29]. However, the MoS2 hybrids based on 10-nm nanogap arrays fabricated
by the shadow deposition method is still rarely reported.

In this work, a type of plasmonic hybrid composed of 10-nm Au nanogap arrays and monolayer
MoS2 was proposed for PL enhancement. The 10-nm Au nanogap arrays were fabricated using
the shadow deposition method, which was composed by depositing nanostrips with a 20 degree
inclining angle on the nanostrips previously fabricated. By adjusting the length of nanogaps, the PL
enhancement can be significantly boosted up to ~20-fold for the MoS2/nanogaps hybrid formed with
240-nm-length nanogaps under the excitation of a 532-nm laser. Combined with the finite-different
time-domain (FDTD) simulation, the mechanism behind the PL enhancement was analyzed. Our results
provide a feasible method to prepare large area MoS2-nanostructure plasmonic hybrids with a giant
photoluminescence enhancement, promising their further applications in photodetectors, sensors,
and emitters.

2. Materials and Methods

The monolayer MoS2 used in this work was fabricated on a single-crystalline sapphire substrate
using the chemical vapor deposition (CVD) method [30]. The 10-nm nanogap arrays were fabricated
using the shadow deposition method, a combination of EBL and electron beam deposition (EBD)
techniques. Figure 1 illustrates the fabrication processes for the hybrid of MoS2 and nanogap arrays,
which mainly include six steps. First, as presented in Figure 1a, a polymethyl methacrylate (PMMA)
495 A5 layer with a 200-nm thickness was spin coated onto the Si substrate, and the film was pre-baked
on a hot plate at 180 ◦C for 60 s. Then, the EBL was used to write the patterns of nanostrips along the
y-axis. Third, metallic nanostrips can be transferred by EBD on a 60-nm Au film and followed lift-off

processes. After that, the nanostrips with a 60-nm-height were observed, as presented in Figure 1d.
Fourth, the nanostrips along the x-axis were written by the alignment lithography, as illustrated in
Figure 1e. Then, the shadow deposition of Au with a 20 degree inclining angle was applied to the Au
strips formed in step 3, the thickness of Au was also 60-nm in the shadow deposition process, as shown
in Figure 1f. Since the shadow origins from the deposition angle and steps, 10-nm nanogaps can be
obtained, as illustrated in Figure 1g. Finally, the MoS2 was transferred on top of the nanogap arrays,
forming a plasmonic MoS2/nanogaps hybrid, as shown in Figure 1h. The MoS2 flake was removed
from the substrate to Au nanogap arrays using a PMMA-assisted wet transfer procedure, which has
been applied to transfer 2D materials [22,31]. In order to investigate the plasmonic enhancement effect
of the Au nanogaps on the PL emission of MoS2, another type of MoS2-nanogaps hybrid, in which
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the nanogap arrays were fabricated directly on the CVD-grown MoS2 on the sapphire substrate
(nanogaps/MoS2) was fabricated for comparison.

Figure 1. Schematic fabrication procedures of the MoS2/Au nanogap hybrid. (a) Substrate coated
with polymethyl methacrylate (PMMA). (b) Nanotranches formed after the first E-beam lithography
(EBL) process. (c) First Au deposition process. (d) Au nanostrips obtained after lift-off process.
(e) Nanotrenches formed after the second EBL process. (f) The second Au shadow deposition process.
(g) Nanogaps obtained by crossover of nanostrips. (h) Hybrid structure formed after MoS2 transferred.
An enlarged view of the nanogap obtained was illustrated in the middle.

The morphology and dimensions of the fabricated Au nanogaps are detected using a scanning
electron microscope (SEM). Figure 2a presents the SEM images of the fabricated 10-nm Au nanogap
arrays with a periodicity of 1 µm. It can clearly be seen that the nanogaps formed on the right
side on each cubic island. Since the nanogaps were formed as a result of the shadow of first-layer
nanostrips, the width of the nanogap obviously depended on the inclining angle for the deposition
of the second-layer nanostrips. As exhibited in Figure 2b, the gap width widens with increasing
the inclined deposition angle. The 10-nm nanogaps have been successfully fabricated by fixing the
inclining angle at 20 degrees, as shown in Figure 2c. The length of this nanogap was determined
as ~240 nm, since the line-width of the nanostrips was set at 240 nm. Therefore, the length of the
nanogaps can be feasibly modulated by adjusting their line-width. Figure 2d shows the SEM image of
the monolayer MoS2 transferred onto the nanogap arrays. It can be seen that the nanogap arrays are
fully covered with the MoS2 monolayer.

Photoluminescence (PL) and Raman measurements were carried on a micro-confocal Raman
spectrometer (Horiba HR Evolution) equipped with a microscope (BX41, Olympus, Tokyo, Japan).
A 100 × (NA = 0.9) objective lens was used for focusing the laser on the sample surface and collecting
the PL signal. The 532-nm laser was used as the excitation sources for PL measurements and the
laser power on the sample was about 0.5 mW in order to prevent the overheating effect. The spectra
acquisition time was 30 and 10 s for Raman and PL acquisition, respectively. Figure 3a exhibits the
schematic setup of the PL measurements on the MoS2/nanogap hybrids. As illustrated in Figure 3a,
the laser beam was a normal incident on the sample surface, and the polarization direction of the

5
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incident laser was along the x-axis. In other words, the PL signal was collected while the incident
polarization was perpendicular to the direction of the nanogap.

Figure 2. (a) scanning electron microscope (SEM) image of 10-nm nanogap arrays fabricated using the
shadow deposition method. (b) Gap width obtained as a function of the inclining angle. (c) Magnified
SEM image of a 10-nm nanogap of 240-nm-length. (d) SEM image for the nanogap arrays covered
with MoS2.

In order to solve the field enhancement effect of the nanogaps, the finite-different time-domain
(FDTD) method, which was a state-of-the-art method for solving Maxwell’s equations in complex
geometries, had been widely used in the nanogap configurations to collect the near-field distribution,
transmission/reflection [23,32]. Here, in this work, the FDTD method was employed to simulate the
electric field distribution on the 10-nm nanogap arrays. The geometries of the Au nanogaps in the
simulations were designed to match the SEM images shown in Figure 2. The nanogaps chosen for
the simulations were combined with steps with a 60-nm-height and the gaps that were built up by
the shadow deposition with the width of the gaps were set to 10 nm. In addition, the gap length was
determined by the linewidth of the nanostrip, which was used in the shadow deposition, and nanogaps
with different lengths were simulated. The wavelength of the incidence light was set at 532 nm and
propagated along the z-axis with the electric field polarized along the x- and y-axes, respectively.
The source was a 1× 1 µm Gaussian wave, which was similar to the excited laser used in the experiment.
All the simulated boundaries were 12 layers perfectly matched layers (PML) to avoid reflections, and all
the mesh steps along the x, y, and z-axes are set to 2 nm in order to obtain accurate results of the filed
distribution in the nanogaps. Two monitors were placed perpendicular to capture the field distribution,
one of them was perpendicular to the z-axes and overlapped the top surface of the structure, while the
other was perpendicular to the y-axes and was placed in the nanogap. The filed distributions of the
gaps with different lengths were collected.

6



Micromachines 2020, 11, 1109

Figure 3. (a) Schematic illustration of the photoluminescence (PL) measurements on MoS2/nanogap
hybrids. (b) Raman spectra for the bare MoS2 and MoS2/nanogap hybrid, respectively. (c) Typical PL
spectra for the MoS2/nanogap hybrid, nanogap/MoS2 hybrid, and bare MoS2, respectively, collected
under a 532-nm excitation.

3. Results and Discussion

Figure 3b presents the Raman spectra collected from a bare MoS2 and a hybrid MoS2/nanogap,
respectively, which resembles the typical features of MoS2. It is worth noting that there is no obvious
difference, such as frequency shift and peak broadening, between these two spectra suggesting that
the hybridization with Au nanogaps did not introduce additional local strains or defects in the top
MoS2 layer [33]. Figure 3c presents the typical PL spectra from two types of MoS2-nanogap hybrids
(MoS2/nanogap and nanogap/MoS2) excited under a 532 nm laser. The length of the selected nanogap
in the hybrids was 240 nm. The line shape of the PL spectra for the MoS2-nanogap hybrids are almost
the same as that for the bare MoS2 (black curve), composed with an intense peak around 670 nm and a
weak shoulder peak around 620 nm, which is consistent with those reported in the literature [34–36].
These two PL peaks are attributed as the A and B excitons, respectively, corresponding to the direct gap
transition at the K point. Their energy difference is due to the spin-orbital splitting of the valence band.
The A exciton for the bare MoS2 was centered at 670 nm, whereas the A exciton for the MoS2/nanogap
hybrid red-shifts at 675 nm. One can see that the PL intensity from these two plasmonic hybrids
displayed an obvious enhancement compared with the bare MoS2. Remarkably, the MoS2/nanogap
hybrid exhibited an extraordinary PL enhancement with an amplitude up to 20-fold compared with
the bare MoS2. In contrast, the PL intensity was just enhanced by five times while fabricating nanogaps
arrays on top of MoS2. These results demonstrate that the MoS2/nanogap hybrid possesses a much
better PL enhancement effect than the nanogap/MoS2 hybrid.
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Figure 4a presents the enhanced PL spectra for the MoS2/nanogap hybrids with lengths of 200,
220, 240, and 260 nm, respectively. It is noteworthy that the PL intensity of the MoS2/nanogap hybrids
boosted with the increased line width of the nanostrips, and achieved the highest value for the 240-nm
nanogap length. Then, the intensity of PL decreased quickly while the nanogap length increased to
260 nm. Using the PL intensity of the bare MoS2 as the reference, the PL enhancement of the hybrids
was calculated as a function of the nanogap length. As shown in Figure 4b, the PL emission from the
hybrids was increased from 7 to ~20 times, while the nanogap length increased from 200 to 240 nm,
compared with the bare MoS2. With the increased nanogap length, the PL enhancement falls to 5-folds.
The results in Figure 4 clearly demonstrate that the PL intensity enhancement is closely associated
with the length of the nanogaps.

Figure 4. (a) Enhanced PL spectra for the MoS2/nanogap hybrids constituted of nanogaps with different
lengths. (b) Experimental and effective PL enhancement factors as a function of the nanogap length.

To see the intensity enhancement distribution on the plasmonic hybrid nanostructure, the PL
mapping measurement was performed on a 10 × 10 µm2 area selected from the hybrid composed of
the monolayer MoS2 and 240-nm-length nanogap arrays, as shown in Figure 5a. The mapping image
was created by integrating the PL intensities over the range of 630–720 nm. As presented in Figure 5b,
a gridding-like image for the PL distribution is observed, implying that the highest PL intensities
appear at the intersections. The periodicity for meshes is 1 µm, which is consistent with that for the
nanogaps fabricated in this work. This demonstrates that the highest PL intensities take place on the
crossover of first- and second-layer nanostrips. This is attributed to the hot spots formed on the vertices
of nanogaps due to the LSPR effect excited under a 532-nm laser. However, one cannot identify where
the hot spots are specifically located in the nanogap, as the diameter of the laser spot is approximately
800 nm, which is much larger than the width (10 nm) and length (240 nm) of the nanogap. For future
investigating the distribution of the hot spot in nanogaps, the probing technique with a higher spatial
resolution, such as tip-enhanced Raman spectroscopy (TERS), is needed. The results in Figure 5
demonstrate that the nanogap arrays fabricated in this work were able to enhance the PL emission
of MoS2 prominently. Moreover, the nanogap arrays were fully covered by the monolayer MoS2.
The differences in the enhanced PL intensity between the nanogaps could be attributed to the defects
or strains generated during the MoS2 transferring procedure.
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Figure 5. (a) Optical microscope image and (b) PL mapping image for the hybrid composed of the
monolayer MoS2 and 240-nm-length nanogap arrays.

In order to understand the physical mechanism behind the PL enhancement for the MoS2/nanogap
hybrid, the FDTD simulation was employed to evaluate the electromagnetic field distribution of the
10-nm Au nanogap under a 532-nm excitation. Figure 6 shows the map of the simulated electric
field enhancement |E/E0| on the surface of the nanogap formed of 240-nm-width nanostrips under
x-polarization. E is the local electric field at the surface and E0 is the incident electric field. One can see
in Figure 6a that the maximum enhancement of the electric field takes place at the two vertices of the
second layer nanostrip, which is ~8 times under the 532-nm excitation. In contrast, the electric field at
the interface between the first layer nanostrip and substrate does not exhibit an obvious enhancement,
as exhibited in Figure 6b. Figure 6c shows the field distribution in the x-z plane, in which one can see
that the hot spots do not exhibit the same amplitude on the two sites of the nanogap. A bright hot spot
emerges at the vertices of the second layer on the left side, while a weaker spot appears at the vertices
of the second layer on the right side. This may be attributed to the height difference of 60 nm between
the two sides of the nanogap, so that the plasmon coupling in the nanogap zone is not prominent.
As demonstrated in previous literatures, the literal dimension of the nanogap is normally very small,
for example, nanoparticle dimer or nanotips, so that the EM field can be confined in a limited space
and significantly enhanced. The interaction of plasmons along the interparticle axis of a nanoparticle
dimer results in low-energy longitudinal bonding dipole plasmon (LBDP) modes [37,38]. However,
the length of the nanogap in our work is too long, the surface plasmon can propagate along the edges
of the nanogap. The EM field cannot uniformly be distributed on the whole nanogap zone, and the
highest EM field (hot spots) only takes place on the vertices of the nanogaps. Therefore, the hot spots
on the 240-nm-length nanogap primarily arise from the LSPR rather than the plasmon coupling modes.

The results in Figure 6 clearly explain why the PL intensity for the MoS2/nanogap hybrid is much
higher than that for the nanogap/MoS2 hybrid (see Figure 3c). The discrepancy in the PL enhancement
between these two types of hybrid structures could be attributed to their own architectures, in other
words, the location of the monolayer MoS2 in the hybrids. As it has been demonstrated, the EM field
enhancement is a type of near field effect, which requires the molecule to be within a few nanometers
from the surface of the plasmonic nanostructure for an appreciable enhancement in order to be
obtained [39,40]. For the MoS2/nanogap hybrid structure, the monolayer MoS2 is transferred on top of
the nanogap. The hot spots excited by the 532-nm laser can directly interact with MoS2, consequently
enhancing the PL emission of MoS2. In sharp contrast, MoS2 is under the nanogap structures in the
nanogap/MoS2 hybrid structure, which is 60-nm far away from the hot spots, the LSPR cannot interact
with the MoS2 layer, so the PL intensity of MoS2 cannot be enhanced obviously.
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Figure 6. (a) Top view and cross-sectional view for the (b) z-y plane and (c) x-z plane of the calculated
electric field distribution on the 10-nm Au nanogap with 240-nm-length excited by a 532-nm laser.

Figure 7 presents the cross-sectional view of the simulated electric field enhancement |E/E0|on the
nanogaps with a length of 200, 220, 240, 260, and 280 nm, respectively. One can see that the maximum
electric field enhancement (“hot spots”) appears at the top two corners of the second layer for all the
nanogaps. Noteworthily, the maximum electromagnetic field enhancement takes place at the nanogap
with a 240-nm-length. However, the difference of the field enhancement between these nanogaps is
not obvious. Therefore, the enhancement of the light at the hot spots was calculated using |E/E0|2

and presented in Figure 7f. As illustrated clearly in Figure 7f, the light (near field) was enhanced by
~64-fold for the nanogap with a 240-nm-length, whereas the field EF is down to 40-fold for the 280-nm
nanogap length.

The simulation results in Figure 7f imply the significant light enhancement ability of these nanogap
nanostructures. However, the maximum measured PL enhancement for the MoS2/nanogap hybrids is
just 20 times (see Figure 4b), which is lower than the simulated results. This phenomenon could be
attributed to the architecture of the hybrids, in which only the nanogap area has contributions to the
PL enhancement of MoS2, as exhibited in Figure 7. In order to evaluate the PL enhancement of these
nanogaps, the PL enhancement factor was corrected using the area of nanogaps. We calculated the
effective average PL enhancement factor, 〈EF〉, using the following formula [22,41,42]:

〈EF〉 = Ihybrid

Ibare

Abare
Ahybrid

(1)

where Ihybrid is the PL intensity from the MoS2/nanogap hybrids and Ibare is the PL intensity from
the bare MoS2. Abare represents the excitation area of the laser spot size (π × 4002 nm2) and Ahybrid
represents the area of the nanogaps (10 × gap length nm2) within the laser spot, which depends on the
length of nanogaps. The effective 〈EF〉 were calculated using Equation (1) and plotted as a function of
the length of nanogaps in Figure 4b. Remarkably, the estimated 〈EF〉 reaches a factor up to ~4180 for
the hybrid with 240-nm-length nanogap. The maximum effective EF is much higher than that of the
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simulated EM EF (~64). This is due to the fact that the effective PL enhancement is actually composed
of both the plasmon-enhanced excitation process and the plasmon-enhanced emission process [22].
The simulation results in Figure 7f just present the EF for the excitation process. If the EF for the
plasmon-enhanced emission is taken into consideration, the simulated EF would be at the same level
of the effective EF.

Figure 7. (a–e) Cross-sectional view of the simulated electric field distribution on the 10-nm Au
nanogaps with selected gap lengths. (f) Calculated electric field enhancement of the 10-nm Au nanogap
as a function of gap length.

Moreover, the effective 〈EF〉 decreased with the increasing gap length, and down to 210 for
the 280-nm-length nanogap, which follows the similar trace as the experimental 〈EF〉, as shown in
Figure 4b. The huge discrepancy between the experimental and effective 〈EF〉 should be attributed to
the small effective interaction area between the nanogap and MoS2. As shown in Figure 6, only the top
corners of the nanogap exhibit a high electromagnetic field enhancement, whereas the other part of the
nanostrips does not make dominating contributions to the PL enhancement. In order to easily compare
the PL enhancement for the hybrids, the periodicity of the nanogap arrays is the same (1 µm) for all the
samples used in this work. In other words, there is only 1 nanogap within the laser spot. Therefore,
in the future device fabrication process, increasing the density of nanogaps would be a proper route to
enhance the PL emission of MoS2.
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4. Conclusions

In summary, we have proposed a type of plasmonic hybrid for enhancing the PL emission of
MoS2 by fabricating 10-nm-wide Au nanogap arrays on the monolayer MoS2. By taking advantage
of the LSPR arising in the nanogaps, the PL emission of MoS2 was significantly enhanced under a
532-nm excitation, which can be modulated by adjusting the width of the nanostrips. The maximum PL
enhancement was demonstrated on the MoS2/nanogaps hybrid formed with nanogaps of 240-nm-length,
in which an effective emission enhancement of ~20-fold is attained. The effective enhancement factor
for the MoS2/nanogaps hybrid has achieved ~4180. The mechanism for the PL enhancement of the
MoS2/nanogaps hybrids was studied using the FDTD simulation. Our results demonstrate the feasibility
of a giant photoluminescence enhancement for this hybrid of MoS2/10-nm nanogaps, promising their
further applications in photodetectors, sensors, and emitters.
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Abstract: Recently, the engineering structural ceramics as friction and wear components in
manufacturing technology and devices have attracted much attention due to their high strength
and corrosion resistance. In this study, the tribological properties of Si3N4/Si3N4 sliding pairs were
investigated by adding few-layer graphene to base lubricating oil on the lubrication and cooling under
different experimental conditions. Test results showed that lubrication and cooling performance was
obviously improved with the addition of graphene at high rotational speeds and low loads. For oil
containing 0.1 wt% graphene at a rotational speed of 3000 r·min−1 and 40 N loads, the average friction
coefficient was reduced by 76.33%. The cooling effect on Si3N4/Si3N4 sliding pairs, however, was
optimal at low rotational speeds and high loads. For oil containing 0.05 wt% graphene at a lower
rotational speed of 500 r·min−1 and a higher load of 140 N, the temperature rise was reduced by
19.76%. In addition, the wear mark depth would decrease when adding appropriate graphene. The
mechanism behind the reduction in friction and anti-wear properties was related to the formation of
a lubricating protective film.

Keywords: Si3N4; graphene; lubrication; friction; temperature rise

1. Introduction

With the development of advanced manufacturing technology, the devices are often operated
under conditions such as high temperature, high pressure, or less lubrication etc. However, traditional
metal materials and metal tribo-pairs were not available due to its vulnerability to rupture and corrosion
damage. Engineering ceramic tribo-pairs, for example Si3N4/Si3N4, Al2O3/Al2O3, etc., have excellent
properties such as low density, significant thermal stability, and high hardness [1]. These properties
are suitable for a wide variety of tribological applications [2,3]. Therefore, the research and practical
application of Si3N4/Si3N4 as friction and wear components has become one of the hot spots of devices
and material science.

Lubrication is an important measure to reduce wear, save energy, and improve industrial efficiency
and reliability. In addition, lubricating oil additives are also important for improving the performance
of lubricating oil. Nanomaterials as a kind of lubricant additive play a good role in anti-wear and
anti-friction. Among them, as the component part of graphite used as the traditional solid lubricating
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material, graphene has attracted much attention in the tribological field due to its unique friction and
wear properties [4,5]. Graphene possesses an extremely thin laminated structure, high load-bearing
capacity, high chemical stability, and low surface energy, and thus, it can offer lower shear stress and
prevent direct contact between metal interfaces [6]. Liu et al. [7] prepared novel composite coatings of
diamond-like carbon/ionic liquid/graphene. They found that 0.075 mg·mL−1 graphene in the composite
coatings exhibited the lowest friction coefficient, and the highest bearing capacity in a simulated space
environment. Huang et al. [8] investigated the tribological behavior of the graphite nanosheets as an
additive in paraffin oil. Their result showed that the load-carrying capacity and anti-wear ability of
the lubricating oil were improved. Lin et al. [9], likewise, carried out a new kind of lubricating oil
containing modified graphene platelets. The results indicated that it could clearly improve the wear
resistance and load-carrying capacity of the machine.

Although many studies have shown that graphene as a lubricant additive can improve the
tribological properties of sliding trio-pairs, most of the studies have focused on steel/steel tribo-pairs. In
our previous study, we investigated the tribological behaviors of Si3N4/GCr15 sliding pairs lubricated
with graphene oxide [10]. However, there is less attention on the lubrication of Si3N4/Si3N4 tribo-pairs,
as the structure and performance characteristics of engineering ceramic device material are very
different from those of metal materials. In addition, there are also few reports on the cooling effect of
graphene as a lubricant additive. The purpose of this work is to explore the lubrication and cooling
effect for Si3N4/Si3N4 tribo-pairs by adding graphene to base lubricating oil. Factors influencing
friction coefficient include rotational speed, load, and graphene concentration. We have investigated
the tribological behavior of Si3N4/Si3N4 sliding pairs under three different experimental conditions by
using a Rtec MFT 5000 Tribometer with the ball-on-disk mode. Finally, the effect on lubrication and
cooling and the lubrication mechanism is discussed.

2. Materials and Methods

2.1. Materials

Few-layer graphene (FLG) was obtained from Detong Nanotechnology Co. Ltd. (Qingdao, China).
Mobile DTE oil light (Mdol) were selected as the base lubricating oil and purchased from Huijie
Development Co. Ltd. (Changsha, China). FLG was obtained by physical methods and used directly
without further purification. The kinematic viscosity of Mdol was 5.34 mm2·s−1, when the temperature
was 100 ◦C and 29.77 mm2·s−1 with a temperature of 40 ◦C. Mdol containing different concentrations
of FLG (0.025, 0.05, 0.075, and 0.1 wt%) was prepared and followed by ultrasonication for about 30 min
to make sure that FLG was evenly dispersed in the base lubricating oil.

2.2. Tribological Test

Si3N4 ceramic balls and disks were purchased from Zhihai Bearing Co., Ltd. (Shanghai, China).
The ball was a commercial product with a diameter of 9.525 mm and a surface roughness of no more
than 140 nm. The thickness of the disk was 5 mm and its surface roughness did not exceed 250
nm. The tribological behaviors of Si3N4/Si3N4 tribo-pairs lubricated without and with FLG were
examined using a Rtec MFT5000 Tribometer (Rtec, San Jose, CA, USA) with the ball-on-disk mode,
with the cylindrical upper tribo-pairs as a Si3N4 ball and the lower tribo-pairs as a Si3N4 disk. The
temperature of the Si3N4/Si3N4 sliding pairs was recorded by a temperature-rise detection device. The
temperature-rise detection device included a data acquisition device, a standard rod, and the spindle
error analyzer software. The temperature sensor used in data acquisition was a magnetic thermistor
attached to the cylindrical pin above the Si3N4 ceramic ball. It recorded temperature changes in real
time during the experiment.

In a typical test, Mdol containing 0.025, 0.05, 0.075, and 0.1 wt% FLG were prepared and ultrasonic
for about 30 min to ensure uniform dispersion of the graphene in the base lubricating oil. In order to
avoid interference from other factors, the graphene additive lubricating oil did not use a surfactant.
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Since factors influencing the tribological properties was carried out, including FLG concentration
(0.025, 0.05, 0.075, and 0.1 wt%), load (40, 80, 140 N), and rotational speed (500, 3000 r·min−1). All
tribological tests were repeated at least three times. The friction coefficient was automatically recorded
by the experimental device and the real-time temperature was recorded by the temperature-rise
detection system.

2.3. Characterization

The structure of FLG was imaged with Raman spectroscope (HR800, Horiba, Paris, France) with
a confocal Raman microscope mode and a laser wavelength of 532 nm. Nanoparticle analyzer is an
instrument that uses a physical method to test the size and distribution of particles. The particle
diameter distribution of FLG was measured by the NanoPlus-3 nanoparticle analyzer (Micromeritics,
New York, NY, USA). The wear mark depth of the Si3N4 disk was characterized by the OLS4100 3D
laser measuring microscope (Olympus, Tokyo, Japan). S-4800 scanning electron microscope (SEM,
Hitachi, Tokyo, Japan) equipped with an energy-dispersive X-ray spectroscope (EDS, Hitachi, Tokyo,
Japan) and Raman spectroscope (Horiba, Paris, France) were used to observe the wear mark of the
Si3N4 disk.

3. Results and Discussion

3.1. Materials Characterization

Figure 1 illustrates the characterization of FLG. Figure 1a is the SEM image of FLG, showing that
FLG retains its original laminated structure, which is transparent with folding at the edges, suggesting
very few layers. Figure 1b portrays the Raman spectrum of FLG. Three typical features of FLG, the
D-band (1342 cm−1), G-band (1575 cm−1), and 2D-band (2701 cm−1), are observed. As shown in
Figure 1b, the peak shape of the 2D-peak is widest, the intensity of the G-peak is very strong, and the
intensity ratio of the G to 2D band (IG/I2D) is more than 1, demonstrating that the graphene samples
exhibit a few-layered structure [11,12], as is proved in SEM (Figure 1a). However, the presence of the
D-band (1342 cm−1) illustrates the occurrence of disorder and defects in the graphene samples [13,14].
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Figure 1. Structure images of few-layer graphene (FLG). (a) Scanning electron microscope (SEM) image;
(b) Raman spectrum.

3.2. Tribological Properties

The average friction coefficient (COF) values of the Si3N4/Si3N4 sliding pairs lubricated by Mdol
with and without FLG at different experimental conditions are shown in Figure 2. Figure 2a shows the
friction coefficient curves of the Si3N4/Si3N4 lubricated by Mdol with 0.1 wt% FLG at 500 r·min−1 speed
under 40 N loads. When FLG is added to the base oil, the friction coefficient of the Si3N4/Si3N4 sliding
pairs is drastically reduced. Figure 2b shows the COF of the Si3N4/Si3N4 sliding pairs lubricated with
and without different contents of FLG in three different working conditions. Figure 2b clearly shows
that different amounts of graphene added to the lubricating oil have less influence on the lubrication
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effect at low speeds (such as 500 r·min−1), independent of load. Moreover, the lubricating effect is
better at high speed and low load. At low speed and high load, the excessive load causes the protective
film to rupture. Higher rotational speeds produce a lower COF. When the FLG content is 0.05 wt%, the
COF is reduced the least, since the FLG is quickly removed from the wear track due to centrifugal
force. As FLG content in base oil is increased, although the FLG is removed by centrifugal force at
the same rate, the additional FLG on the wear track improves the lubricating effect depicted by a low
friction coefficient. When FLG content is 0.1 wt%, the COF is reduced the most, decreasing by 76.33%
(from 0.169 to 0.04).
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(a) COF with a 40 N load and 3000 r·min−1 rotating speed with and without 0.1 wt% FLG; (b) comparison
of COF results under three different working conditions.

The wear mark depth (WMD) profile curves of the Si3N4 disk lubricated by different FLG
concentrations under a load of 40 N, at a rotational speed of 3000 r·min−1 are shown in Figure 3. It can
be seen that the FLG concentration has a certain influence on the WMD of the Si3N4 disk. The WMD
can be reduced when the Si3N4 disk is lubricated by a small amount of FLG. However, when the FLG
concentration is too much, it will lead to aggregation and to the increased wear.
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Figure 4 shows SEM images of wear scars on the Si3N4 disks lubricated by pure Mdol (Figure 4a)
and Mdol containing 0.1 wt% FLG (Figure 4b). Many pores and deep scratches can be observed on
the rubbing surface lubricated by pure Mdol, and EDS analysis reveals a surface carbon content of
only 10.3 wt%. On the contrary, the tribo-surface lubricated by Mdol containing 0.1 wt% FLG becomes
significantly smoother with less scratches and fewer pores compared to that lubricated with pure Mdol.
In addition, carbon content has increased to more than 25%. This is because FLG enters the interface
of tribo-pairs and forms a lubricating protective film, preventing direct contact between the sliding
pairs [15].
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3.3. Cooling Properties

Friction causes heat and temperature fluctuations during friction and wear testing. Temperature
change with time for the Si3N4/Si3N4 sliding pairs lubricated by Mdol with various contents of FLG
under different conditions are shown in Figure 5.
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By testing different contents of FLG to the base oil, we observe that a low content of FLG is
better in deterring temperature rise at low-speed (500 r·min−1 rotating speed). First of all, this can be
attributed to the excellent physical properties of FLG (high thermal conductivity and large specific
surface area) [16]. When a small amount of FLG is added to Mdol, the overall thermal conductivity of
the mixed liquid is increased [17]. During the sliding process, the COF was small, and the lubricant
oil flow will take away some of the heat, furthermore, FLG particles distributed in the Mdol will
promote heat transfer [18]. Therefore, the heat transfer performance is improved, resulting in a smaller
temperature rise. When FLG content increases, a lot of graphene will agglomerate, leading to slower
lubricant flow and reduced heat transfer. Secondly, for low rotational speeds, at the same content of
FLG, the temperature rise at high loads is higher. This is because the friction coefficient is higher at
heavy loads, resulting in more heat generation and therefore a rise in temperature rise. Interestingly,
lubricating oils with different graphene concentrations have less influence on the temperature rise at
high speed and low load, which is because the centrifugal force has a large influence at high rotation
speed, causing some graphene to be scooped out of the wear track. In addition, the friction generates
more heat at high speed, which cannot be offset by the cooling effect of a small amount of graphene.

Since Raman spectroscopy is a superior, sensitive, and widely used non-destructive
characterization technique and is also an effective tool for assessing the quality of carbon materials. In
this work, we use this technique to analyze the rubbing surfaces. Figure 6 shows the Raman spectra of
the wear surfaces of the Si3N4 disks lubricated by Mdol containing different contents of FLG, as well as
that of original FLG powder and in the case of dry friction. In contrast to dry friction (Figure 6a), it
can be inferred that the band at 2194 cm−1 is the typical signal of Mdol (Figure 6b). When Si3N4 disks
are lubricated by Mdol containing 0.1 wt% FLG (Figure 6c), Raman spectra of the wear surfaces not
only show the lubricating oil signal, but also the FLG signal at the bands 1343 and 1595 cm−1. This
indicates that FLG is adhered to the wear surfaces and forms a lubricating protective film. Compared
to the Raman signal of FLG powder (Figure 6e), for all FLG (Figure 6d) and Mdol with 0.1% FLG, the
intensity ratios of the D and G bands (ID/IG) are increased, which illustrates that the adhered graphene
has become severely disordered [19], and as a result, the peak shape of 2D becomes weak and wide [20].
Raman spectroscopy was carried out to further confirm that the improved tribological behavior of
Si3N4/Si3N4 sliding pairs is indeed attributable to the presence of FLG on the rubbing surface. These
results validate our assumption that FLG is indeed present and has formed a lubricating protective
film on the wear surface.Micromachines 2020, 11, x  7 of 9 
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Based on the above analysis, a schematic illustration of the tribological mechanism using FLG as a
lubricant additive is shown in Figure 7. A schematic diagram of the friction experiment is shown in

20



Micromachines 2020, 11, 160

Figure 7a. As shown in Figure 7b, direct contact between the Si3N4 ceramic ball and disk results in
high Hertz contact stress. Therefore, the oil film is quickly broken, and then, the contact surface of
Si3N4/Si3N4 sliding pairs is seriously destroyed. When FLG is added to the base oil, it easily enters the
rubbing interface and is sheared owing to its two-dimensional structure [21], as shown in Figure 7c.
The addition of FLG into Mdol prevents direct contact between the Si3N4/Si3N4 sliding pairs because
of the formation of a lubricating protective film. In addition, since FLG is easily torn under high Hertz
contact pressure, disordered FLG with a much smaller particle size is formed [22]. FLG then wraps the
abrasions to prevent direct contact between the sliding pairs. The reduction of the COF and anti-wear
properties may be related to these mechanisms. A lubricating protective film was also confirmed in
this paper, as measured by EDS analysis and Raman spectroscopy. The lubricating protective film
effectively avoids direct contact between sliding pairs, thereby reducing the wear of the surface and
decreasing the average friction coefficient.
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4. Conclusions

The effects of FLG as a potential lubricating additive have been studied in detail in different
experimental conditions. The results clearly show that FLG has a good effect on Mdol in improving the
tribological properties of Si3N4/Si3N4 sliding pairs for high speeds and low loads, as well as decreasing
temperature rise for low speeds regardless of the load level. The FLG content in Mdol has little effect
on the width of the disks in the same conditions. On the contrary, it can reduce the WMD of the
Si3N4 disks. This paper presented a lubrication mechanism to explain the test results. The presence
of lubricating protective film can effectively avoid the direct contact between the sliding pairs. In
addition, abrasive particles are coated with FLG. As a result, it reduced damage to the surface of the
wear scar. FLG as an additive in lubricating oil can provide a good cooling effect for the Si3N4/Si3N4

sliding pairs, which can be attributed to the high thermal conductivity of FLG.
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Abstract: Graphene and 2D materials have been exploited in a growing number of applications and
the quality of the deposited layer has been found to be a critical issue for the functionality of the
developed devices. Particularly, Chemical Vapor Deposition (CVD) of high quality graphene should
be preserved without defects also in the subsequent processes of transferring and patterning. In this
work, a lift-off assisted patterning process of Few Layer Graphene (FLG) has been developed to obtain
a significant simplification of the whole transferring method and a conformal growth on micrometre
size features. The process is based on the lift-off of the catalyst seed layer prior to the FLG deposition.
Starting from a SiO2 finished Silicon substrate, a photolithographic step has been carried out to define
the micro patterns, then an evaporation of Pt thin film on Al2O3 adhesion layer has been performed.
Subsequently, the Pt/Al2O3 lift-off step has been attained using a dimethyl sulfoxide (DMSO) bath.
The FLG was grown directly on the patterned Pt seed layer by Chemical Vapor Deposition (CVD).
Raman spectroscopy was applied on the patterned area in order to investigate the quality of the
obtained graphene. Following the novel lift-off assisted patterning technique a minimization of the
de-wetting phenomenon for temperatures up to 1000 ◦C was achieved and micropatterns, down to
10 µm, were easily covered with a high quality FLG.

Keywords: graphene; patterning; Pt; 2D materials; chemical vapor deposition (CVD)

1. Introduction

In the last years, Single Layer or Few Layer Graphene (SLG-FLG) have been widely exploited
to obtain novel high performance devices for different types of applications from electronics [1] to
energy storage [2], sensors [3], biomedical implants [4] and others [5,6]. The quality of the SLG or FLG
has been found to be a critical issue for the functionality of the devices and hence it is fundamental
to improve the production and synthesis steps to avoid defects. To develop an SLG and FLG based
device, the typical technological processes involved are: Chemical Vapor Deposition (CVD) on metal
catalyst seed layers such as Cu or Ni foils [6]; the transferring step on polymer,—that is, poly(methyl
methacrylate) (PMMA)—by spin coating and wet etching; the deposition on active regions, that is,
metallic electrodes on SiO2 finished Si substrates; and finally, the patterning step by plasma etching,
laser ablation or other techniques [7]. The transfer of graphene onto arbitrary substrates is generally
accomplished by polymer-assisted procedures. The transfer process consists of removing graphene
from the growing substrate with the aid of a sacrificial polymer layer. For this purpose, several
polymers like poly(methyl methacrylate) and polyvinylidene fluoride (PVDF) are widely employed as
sacrificial supports [7,8]. Removing of the growing catalyst substrate is accomplished by chemical
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etching [9] or by electrochemical delamination (ED) [10]. Finally, the graphene/polymer self-standing
membrane is attached on the target substrate and the polymer is then removed with a suitable
solvent [8]. Despite being widely used, this approach may lead to the formation of undesirable defects
and damages within the graphene layer. Hence, a major challenge is to minimize such defects by
contact transfer processes at wafer scale [11]. As an alternative, the direct growth of graphene on
insulating substrates using Cu vapor [12] or ultrathin Cu [13,14] and Ni [15] films as catalyst has
been attempted; however, these methods do not allow for a precise control of the defects. Another
interesting approach is to pattern the graphene directly on Cu substrates before transfer [16] ensuring
a precise reproduction of the pattern but involving time consuming polymer transfer. Due to the
difficulties to grow graphene directly on Cu or Ni thin films and due to the incompatibility of these
metals in most biological/electrochemical applications, usually graphene is transferred on Au or Pt
electrodes exploiting the previously described methods.

Several applications require the use of Pt electrodes coated with graphene. These include
atomic force microscope (AFM) tips for nanoscale electrical characterization [17], friction reduction in
Micro Electro Mechanical System (MEMS) [18], counter electrodes for dye-sensitized solar cells [19],
microelectrodes for neurostimulation [20], amperometric sensors in electrophoresis devices [21],
electrodes for the electrochemical adsorption of dyes by cyclic voltammetry [22] and electrodes
decorated with Pt nanoparticles for electrochemical applications [23,24]. Furthermore, graphene
patterning on this type of electrodes is crucial to define the active area of graphene on devices like
sensors [3,25,26]. This step introduces further defects and damages on the edges [27] or needs for
additional technological processes [28].

Due to the high melting point (Tm = 1768 ◦C) and low vapor pressure (1.3 × 10−14 mmHg), Pt is
a well-known catalyst for growing graphene by CVD [29]. In fact, it has been demonstrated that
sputtered Pt thin films do not suffer from de-wetting issues, typical of Cu and Ni, during monolayer or
few layers graphene growth [30]. The stability of Pt thin films against de-wetting [31] phenomena
at high temperature on Si/SiO2 wafers can be also tuned and improved by increasing the thickness
of the film [30]. In addition, the use of adhesion layers may lead to similar results with thinner
films as well as e-beam evaporated films. Usual adhesion layers for Pt are metals like Ti, Ta or Cr.
However, their exposure to high temperatures causes inter-diffusion or oxide formation and their
subsequent degradation [32]. Alumina (Al2O3) is preferred as Pt adhesion layer in high temperature
applications [33] due to its thermal and chemical stability. Moreover, it can be deposited with common
techniques such as sputtering or e-beam evaporation [34] and then easily integrated in Pt deposition
process. Finally, Pt is also an optimal choice for electrodes in chemical/biological sensors [35] as well as
for high temperature micro-hotplates sensors [36,37] due to its high chemical and temperature stability.
Therefore, the direct growth of high quality graphene on patterned Pt thin films may represent an
advantage and simplification of the entire device fabrication process.

Here, the direct growth of CVD FLG on Pt thin film was obtained by a lift-off assisted patterning.
Al2O3 was used as adhesion layer to avoid de-wetting of Pt film. FLG was grown on patterned Al2O3/Pt
substrates with features down to 10 µm. The graphene quality on patterned areas was evaluated and
compared to the graphene grown on un-patterned film by Raman analysis.

2. Materials and Methods

2.1. Lift-Off Assisted Patterning

The proposed novel method is based on the lift-off of the catalyst seed layer prior to the FLG
deposition (Figure 1). Single side polished, P type, (100) silicon wafers (resistivity 1–10 Ω·cm) finished
with 1 µm thermal oxide (supplied by Si-Mat, Kaufering, Germany) were employed for the patterning
process. Two cm × two cm squares samples were used in order to fit into the graphene deposition
system, which was the NANOCVD-8G system from Moorfield Nanotechnology Ltd. (Cheshire, UK).
Samples were cleaned in an acetone bath, rinsed with isopropyl alcohol and then patterned using
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image reversal photoresist (Microchemicals AZ 5214E, Ulm, Germany) and standard UV (ultraviolet)
lithography, through a photomask. The next step was the deposition of 30 nm of Al2O3 (purity 99.99%)
followed by 60 nm of Pt (purity 99.99%) by electron beam evaporation (ULVAC EBX-14D, Chigasaki,
Japan) with a deposition rate of 2–3 Å/s, both for Al2O3 and Pt, in high vacuum (<10−5 mTorr) and
heating the samples at 150 ◦C during the deposition process.

After the deposition, the photoresist was stripped with dimethyl sulfoxide (DMSO) at 50 ◦C and
the samples were rinsed with deionized water (DI) and dried with nitrogen.
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Figure 1. Process flow: (a) starting substrate, (b) photolithography, (c) Al2O3/Pt deposition and lift-off,
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2.2. Graphene Deposition on Pt Film

Graphene was grown on Si/SiO2/Al2O3/Pt substrates by a cold-wall chemical vapor deposition
(CVD) reactor operating at low pressure. To remove contaminants from the surface, a two-step
annealing of the substrates was performed: 2 min at 900 ◦C under reducing flow of Ar at 190 sccm
and H2 at 10 sccm (flow control regime) and then 30 s at 1000 ◦C in an atmosphere composed of Ar
90% and H2 10% at 10 torr (pressure control regime). The growth of graphene was then carried out at
1000 ◦C for 300 s, in a mixed atmosphere of Ar (80%), H2 (10%) and CH4 (10%) at 10 torr. The samples
were finally cooled down to 200 ◦C under a reducing flow of Ar + H2 (190 sccm and 10 sccm) and then
to room temperature in Ar atmosphere.

2.3. Characterization

Un-patterned Al2O3/Pt thin films were characterized with field emission scanning electron
microscopy (FESEM) after an annealing treatment at 900 ◦C, 1000 ◦C and 1050 ◦C to investigate the
high temperature effect related to the CVD graphene growth process. Images were obtained with
FESEM ZEISS Supra 40 (Oberkochen, Germany). For this purpose, the annealing was performed in the
same atmosphere and time duration previously described for the growth of graphene but excluding
CH4 in the gas mixture.

X-Ray Diffraction (XRD) was performed on un-patterned Si/SiO2/Al2O3/Pt substrates with the
twofold aim of analysing the corresponding crystal structure and orientation and evaluating the
effect of the thermal annealing at 1000 ◦C. XRD patterns were collected using a Panalytical X’Pert
Diffractometer (PANalytical, Almelo, The Netherlands) in Bragg-Brentano configuration, equipped
with a Cu Kα radiation as X-ray source (λ = 1.54059 Å).

Pt/FLG substrates were characterized by means of a Renishaw InVia Reflex micro-Raman
spectrometer (Renishaw plc, Wottonunder-Edge, UK), equipped with a cooled CCD camera. The Raman
source was a laser diode (λ = 514.5 nm) and samples inspection occurred in backscattering light
collection through a 50×microscope objective for all the single spectra acquisition. The spectra of the
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patterned structures were obtained by focusing the laser spot on their centre, while a Raman map of
the 10 µm-wide circle was collected by scanning, by means of a long working distance 100× objective,
a 16 µm × 16 µm area, with a 0.5 µm step. The spectral map analysis was performed by means of the
Renishaw WiRE 3.2 software. To collect both the single spectra and the map, 50 mW laser power, 60 s
of exposure time and 4 accumulations were employed.

Optical images were acquired with a Nikon Eclipse ME600 microscope (Nikon, Tokyo, Japan).

3. Results

Lift-off assisted patterning of FLG has been successfully obtained (Figure 2) on Al2O3/Pt
catalyst film.
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3.1. Morphologica Characterization of De-Wetting Dynamic

The temperature effects were evaluated by thermal annealing tests on Al2O3/Pt layer at 900 ◦C,
1000 ◦C and 1050 ◦C (Figure 3).
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FESEM images demonstrate that the Al2O3 adhesion layer allows for controlling the de-wetting
process (see supplementary information) to achieve a FLG growth temperature up to 1000 ◦C. It can be
noticed that a detrimental effect appears at 1050 ◦C, where a discontinuous film is formed, making it
impractical to use for most technological applications.

3.2. XRD Characterization

The diffraction spectrum obtained by XRD investigation (Figure 4) shows a comparison between
as-grown Al2O3/Pt samples and the 1000 ◦C annealed one. Apart from the contribution coming from
the Si substrate (2θ–69.2◦), a single diffraction peak is detected at 40.1◦ in both cases and ascribed
to the family of Pt(111) crystal planes (JCPDS Card 04-0802). After annealing, the crystal quality
of the Pt layers turns out to be improved, as demonstrated by the higher Pt(111) peak intensity.
Moreover, the (111) crystal orientation is also highly desirable for promoting graphene growth [23].
This characterization validates Al2O3 as adhesion layer for this kind of application; indeed, with
respect to previous work on a similar process [31], Al2O3 prevents a premature de-wetting for e-beam
evaporated Pt film.
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Annealed sample shows the amplification of Pt(111) phase which is suitable for graphene growth.
The inset shows a magnification of the Pt(111) phase.

3.3. Raman Characterization of Patterned Pt

The patterned Al2O3/Pt was characterized by Raman spectroscopy to evaluate the quality of the
grown graphene, which according to Wang et al. was about 2–3 layers [38].

The analysis was performed with the aim to evaluate the selective growth of FLG on Pt patterns
with respect to SiO2 and the correlation between the FLG defectivity and the patterns sizes. Furthermore,
growing temperature effect was investigated. Raman spectra of FLG on both un-patterned (red curve)
and patterned Pt samples ranging from 5 to 100 µm wide strips were reported (Figure 5). For the
patterned Pt samples, the Raman spectra were collected on a 1–2 µm wide area, far from the edges.
The intensity (I), position and shape of D, G and 2D peaks (centred at ~1350, 1580 and 2700 cm−1

respectively) are similar for the 100 µm patterned and un-patterned areas but the intensity of the D
peak differs on the 5 µm pattern. The presence of an ubiquitous peak at ~2324 cm−1 can be related to
atmospheric N2 gas fundamental vibration-rotation as previously reported [39].

For the FLG growth on the un-patterned Pt sample, the G peak only differs from the patterned ones
in shape and intensity with respect to the D band: a narrower and more symmetric band and an ID/IG
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ratio of ~0.20 are observable. Moreover, the calculated ID/IG is ~0.31 on the 100 µm pattern and ~0.73
on the 5 µm pattern suggesting that the presence of the microstructures could induce a more disordered
superposition of the graphene few layers. As pointed out in the review by Ferrari and Basko [40], other
factors confirm the disorder induced in the case of patterned Pt/FLG with respect to plain film; these
include: the increased dispersion of the G peak; the small elbow at the right of the G peak which could
be associated with a small D’ peak and the noise at the left of 2D which could be associated with the
D” peak. On the other hand, the shape and position of the 2D band for both samples (un-patterned
and patterned) indicate that the number and the quality of the deposited graphene sheets are quite
comparable, as the peak, though symmetric, cannot be fitted by one Lorentzian and it has a FWHM
of ~77 cm−1, 64 cm−1 and 84 cm−1 respectively for un-patterned, 100 µm and 5 µm patterns, which
are compatible with the characteristics of FLG grown on a nickel-coated SiO2/Si substrate, previously
reported by Park et al. [41].
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Figure 5. Comparative Raman spectra of un-patterned Pt/FLG (a), 100 µm strip pattern (b), 5 µm
strip pattern (c) and blank silicon collected between two 100 µm Pt strips (d). The main peaks labels
are shown.

Patterned Pt/FLG grown at 900 ◦C, 1000 ◦C and 1050 ◦C was further characterized by Raman
spectroscopy (Figure 6). It can be noticed that at 1050 ◦C graphene quality improves although Pt
thin film undergoes de-wetting effect and, with the increasing temperature, the ratio between 2D
and G peaks also increases indicating a reduction in the number of layers. Moreover, both D peak
intensity reduction and G peak sharpness indicate a minimization of the graphene defects. But from
the comparison with morphological analysis (Figure 3), at 1050 ◦C the de-wetting of the Pt film has
relevant detrimental effect.
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Figure 6. Comparative Raman spectra of 100 µm patterns of Pt/FLG grown at 900 ◦C (a), at 1000 ◦C (b)
and at 1050 ◦C (c). The ratio between 2D and G peaks intensities increases indicating a reduction in the
number of layers with temperature. The main peaks labels are shown.

Figure 7 shows FLG Raman spectra from the centre of a 5 µm strip to the border of the same
pattern and then in a region 2.5 µm far from the edge. A transition from graphene to graphitic carbon
residual is observed as the developing of D and G peaks indicate the presence of sp2 carbon with a
consistent number of defects as previously reported [42].

In order to verify the homogeneity of the FLG distribution and possible physical boundary
effects, the scanning of a 16 × 16 µm2 area, including circle-shaped patterns (10 µm in diameter), was
performed. The collected spectral Raman map (Figure 8) highlights that, in the inner region of the
microstructure, the intensities of the D, G and 2D bands are quite constant in distribution and mutual
ratio. Then, all the peak intensities increase by approaching the edge of the micro-circle, suggesting an
accumulation of more defective and lower quality graphene sheets within such regions. Beyond the
microstructure boundaries, no Raman features related to FLG are present, in accordance with blank
spectrum (black curve) of Figure 6. This demonstrates the high selectivity of the growing process.
Regarding defects accumulation on the edges, it is possible to assume that the discontinuities on the
catalyst can affect the formation of graphene crystal domains thus leading to a more disordered growth.
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4. Discussion 

The reported analysis demonstrates that the lift-off assisted patterning is a valid method to 
obtain good quality FLG on Pt layer. A significant time reduction with respect to traditional process 
was achieved since the typical transferring steps were completely skipped. In addition, this method 
is not affected by the contamination of supporting polymers as PMMA. The obtained optimal 
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optical image of the sample. A graphitic carbon residual is observed in (c) while in un-patterned areas
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by the presence of platinum also in a halo of 1–2 µm outside the pattern.
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Figure 8. Raman map of a 10 µm wide circle. The map is superimposed to the optical image of 4 circles
pattern for comparison. Map shows intensities distribution at 1350 cm−1 (a), 1580 cm−1 (b), 2700 cm−1

(c), overlap of all the selected Raman shift intensity distributions (d).

4. Discussion

The reported analysis demonstrates that the lift-off assisted patterning is a valid method to obtain
good quality FLG on Pt layer. A significant time reduction with respect to traditional process was
achieved since the typical transferring steps were completely skipped. In addition, this method is not
affected by the contamination of supporting polymers as PMMA. The obtained optimal repeatability
on micrometric patterns allows for covering Pt film with every layouts and, more important, Pt can
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be deposited with common techniques such as sputtering or e-beam evaporation and then easily
integrated in a full device fabrication process. Pt represents an optimal metal selection for electrodes
in chemical/biological sensors [5] as well as for high temperature micro-hotplates in Micro Electro
Mechanical System (MEMS) [6], due to its high chemical and temperature stability and hence the
implementation of this method is of high relevance for a wide range of applications from biosensing to
neuronal stimulation.

5. Conclusions

This FLG was grown directly on the patterned Pt seed layer by Chemical Vapor Deposition (CVD).
The use of a proper adhesion layer, Al2O3, for the Pt film allows for raising the FLG growth temperature
up to 1000 ◦C. The lift-off process of the catalyst, obtained by a standard photolithographic step, leads to a
significant time reduction and consequent costs, of the graphene patterning since the typical transferring
and etching steps were completely skipped, moreover an optimal repeatability on micrometric patterns
can be easily obtained. The Raman characterization shows that the micropatterning was effective, and
an accumulation of defects was mostly observed on the edges due to the discontinuity of the patterns.
Since Pt is one of the most used materials for electrochemical or gas sensors due to its high thermal and
chemical stability, the presented patterning approach has a potential high impact on the fabrication of
graphene-based devices, when high quality graphene is required on noble metal electrodes. Moreover,
the presented process can be applied to fabricate microelectrodes directly decorated with graphene on
a whole wafer of any size avoiding the constraints correlated to polymer-assisted graphene transfer
and etching.

Supplementary Materials: The following are available online at http://www.mdpi.com/2072-666X/10/6/426/s1,
Figure S1: FESEM images at different magnifications of graphene growth on Pt at 900 ◦C. Figure S2: FESEM
images at different magnifications of graphene growth on Pt at 1000 ◦C. Figure S3: FESEM images at different
magnifications of graphene growth on Pt at 1050 ◦C. Table S1: Percentage of Pt coverage to evaluate de-wetting.
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Abstract: Fano resonances in nanostructures have attracted widespread research interests in the past
few years for their potential applications in sensing, switching and nonlinear optics. In this paper,
a mid-infrared Fano resonance in a hybrid metal-graphene metamaterial is studied. The hybrid
metamaterial consists of a metallic grid enclosing with graphene nanodisks. The Fano resonance arises
from the coupling of graphene and metallic plasmonic resonances and it is sharper than plasmonic
resonances in pure graphene nanostructures. The resonance strength can be enhanced by increasing
the number of graphene layers. The proposed metamaterial can be employed as a high-performance
mid-infrared plasmonic sensor with an unprecedented sensitivity of about 7.93 µm/RIU and figure
of merit (FOM) of about 158.7.

Keywords: fano resonance; graphene; plasmonic sensor

1. Introduction

In the past decade, the so called Fano resonance—a type of resonance originated from the
constructive and destructive interference of a narrow discrete resonance with a broad spectral line
or continuum—has attracted wide spread research interests in the nanophotonics community [1].
Fano resonances have been observed in various dielectric or plasmonic nanostructures such as
metamaterials [2–6], oligomers [7], nanocavities [8–10] and so on [11–13]. The sharp variation of
the scattering profile by Fano resonances leads to a variety of applications in optics such as sensing,
switching and nonlinear devices. Particularly, Fano resonances in plasmonic nanostructures are
sensitive to the changes of local environment and a small perturbation can induce dramatic change of
scattering profiles [14]. Thus, Fano-resonant plasmonic structures, in combination with the appropriate
chemical and bio-markers, could enable the development of label-free chemical and bio-sensors [15–20].

Traditionally, plasmonic nanostructures are built on noble metals such as silver and gold and they
work mainly in the visible and near-infrared (IR) ranges. Meanwhile, graphene has recently been rising
as a building block for plasmonic devices in the mid- and far-IR ranges [21–23]. Graphene plasmons
show relatively low losses, high spatial confinement and incomparable tunability by chemical or
electrostatic doping [24,25], providing an versatile platform for tunable infrared devices [26,27],
mid-IR sensing [28–31], photodetectors [32,33] and other applications. Hybrid metal-graphene
structures have also been studied [34]. The plasmonic resonances of metallic nanostructures can
be employed to enhance light-graphene interactions in the visible and IR ranges [35,36] while graphene
provides an ideal material to tune the optical properties of metamaterials [34,37–39]. Due to the
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different plasmonic properties of metal and graphene, a hybrid metal-graphene structure could be
designed to show multi resonances in ultra-broadband spectral ranges from near to mid-IR ranges [40].
Their resonances can also coupling with each other, exhibiting interesting resonant behavior such as
Fano resonances [34,41,42].

In this paper, a hybrid metal-graphene metamaterial with a Fano-like resonance in the mid-IR
range is proposed. The Fano resonance arises from the coupling of the narrowband plasmonic
resonance of the graphene nanostructure to the broadband resonance of the metallic structure.
Its linewidth is narrower than that of the graphene plasmonic resonance and the resonance strength
can be controlled by changing the number of graphene layers. Its potential as a mid-IR refractive index
sensor is studied.

2. Results and Discussion

Figure 1a shows the schematic of the hybrid metamaterial. The structure comprises a cover layer,
a metallic grid (gold film with periodic holes) enclosing with graphene nanodisks right in its middle
and a semi-infinite substrate. The graphene nanodisks are assumed to locate right in the middle
of the holes (at the same height of the top surface of the metallic grid). The period of a unit cell is
P = 800 nm and length of the square hollow in the gold film is d = 300 nm. The height of the gold
layer is H = 30 nm and the diameter of graphene nanodisks is d = 300 nm. The structure is excited by
a x-polarized wave at normal incidence.

Au

Top view
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X

Y

Graphene

Substrate
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(a) (b) (c)

(d) (e)(d) (f)

Figure 1. A hybrid metal-graphene Fano-resonant metamaterial. (a) Schematic of the hybrid
metamaterial. (b–d) Simulated spectra of transmission, reflection and absorption for different
combination of nanostructured gold film and graphene nanodisks including nanostructured gold
film without graphene nanodisks (b), graphene nanodisks without the nanostructured gold film
(c) and nanostructured gold film enclosing with graphene nanodisks (hybrid metamaterial) (d).
(e,f) Distributions of local electric fields in the z-direction at the resonance wavelength for graphene
nanodisks at ∼10 µm and the proposed hybrid metamaterial at ∼10.05 µm, respectively. The fields
are normalized to the field amplitude of the incident wave (E0) and plotted at the x-y plane that is
5 nm above the graphene nanodisks. The x-polarized light impinges on the top side of the structure at
normal incidence.

For the metallic structure without graphene, the calculated spectra are shown in Figure 1b.
The plasmonic resonance is broadband and the resonance peak in the short wavelength range is not
shown here. For the periodical array of graphene nanodisks alone, the optical spectra are shown
in Figure 1c. There is a plasmonic dipolar resonance (see Figure 1e) at the wavelength of around
10 µm and the full width at half maximum (FWHM) of the resonance is about 0.16 µm. For the
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hybrid metal-graphene metamaterial, the coupling between the broadband plasmonic resonance of the
metallic nanostructure and the narrowband plasmonic dipolar resonance of the graphene nanodisks
leads to a sharp Fano resonance at around 10.04 µm with a FWHM of about 0.05 µm (Figure 1d,f).

An effective way to manipulate the mid-IR resonance is controlling the Fermi energy of graphene.
However, it is technically challenging to realize Fermi engergy higher than 1 eV. Another way
to enhance the plasmonic responses of graphene is using stacked graphene instead of monolayer.
Previous studies have shown that infrared plasmonic response of a graphene multi-layer stack is
analogous to that of a highly doped single layer of graphene [43]. For simplification, we assume that
multilayers of graphene are stacked without separation and it can be replaced by an equivalent layer
having the sum of the conductivity of each layer. Figure 2 shows the simulated transmission spectra
of the hybrid metal-graphene metamaterial with different layers of graphene. With the increase of
graphene layers, the resonance blue shifts and the intensity increases. As the graphene layer increases
from 1 to 2, the Fano resonance blue shifts from 10.04 µm to 7.17 µm and amplitude of resonance in
transmission increase from 17.3% to 41.1%. Furthermore, the Fano resonance blue shifts to 5.91 µm
and amplitude of resonance in transmission increases to 56.3% for 3 layers of graphene.

Figure 2. Simulated spectra of transmission for (a) Graphene nanodisks and (b) The hybrid
metal-graphene metamaterial with different layers of graphene.

The sharp Fano resonance of our proposed hybrid graphene-metal metamaterial can increase the
figure of merit (FOM, the sensitivity value divided by FWHM) of sensors and is suitable for mid-IR
plamsonic sensing. To evaluate its sensing ability, we calculate the transmission spectra of the hybrid
metamaterial when it is covered by a semi-infinite layer with different values of refractive indices
(Figure 3). As the refractive index of the cover layer (including the medium in the holes of the gold film)
increases from 1 to 1.3, the resonance wavelength red shifts from 10.04 µm to 12.42 µm, corresponding
to a linear sensitivity of about 7.93 µm/RIU (Figure 3b) and FOM of about 158.7.

In the above, we have shown that the hybrid graphene-metal metamaterial exhibits sharp Fano
resonance in the mid-IR range and it can be employed for high-performance sensing. The discussed
structure possess several drawbacks in practical realization. First, the graphene nanodisks are
electrically isolated and this makes it difficult for electrostatic doping and dynamic modulation
of Fermic energy (electrostatic doping with ion-gel is possible but the cover layer will affect its sensing
applications). So we may need to employ chemically doped graphene. Secondly, we have assumed that
the graphene film is located at the same height of the top surface of the metallic grid which is difficult
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to fabricate. In order to solve these problems, modified structures can be employed. As an example,
we show a hybrid metal-graphene metamaterial where graphene is located directly on the surface of the
substrate and the graphene is electrically connected (Figure 4a). Such a structure can be fabricated with
standard nanofabrication technique where CVD grown graphene can be transferred to the substrate
and patterned by electron beam lithography (EBL). Then the metallic nanostructure can be fabricated
on graphene by aligned EBL along with a lift-off process. The simulated spectra of transmission for
the hybrid metamaterial with two layers of graphene are shown in Figure 4b. Similar to the spectra in
Figure 2, there is a sharp Fano resonance at around 6.60 µm. Besides, an additional resonance appears
at around 8.81 µm. These two resonances arise from the coupling between the broadband plasmonic
resonance of the metallic nanostructure and the narrowband plasmonic resonance of the graphene
nanodisks and that of the graphene cross arms (see insets of field distributions in Figure 4).
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Figure 3. (a) Calculated transmittance of the hybrid metal-graphene metamaterial with a cover layer of
different refractive indices. (b) Wavelengths of the transmittance dips as a function of the cover layer’s
refractive index.
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Figure 4. (a) Schematic of a modified hybrid metal-graphene metamaterial. (b) Simulated spectra
of transmission. The insets are field distributions at the two resonances which are normalized to
the field amplitude of the incident wave (E0) and plotted at the x-y plane that is 5 nm below the
graphene nanodisks.

3. Materials and Methods

The numerical simulations are conducted using a fully three-dimensional finite element technique
(COMSOL Multiphysics, Stockholm, Sweden). In simulations, the monolayer graphene sheet is
modeled as a conductive surface [44,45] and the transition boundary is used for it. Optical conductivity
of graphene can be derived within the random-phase approximation (RPA) in the local limit as
below [46,47].
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where kB is the Boltzmann constant and T = 300 K is the temperature; ω is the frequency of incident
wave; τ denotes the carrier relaxation lifetime; E f = 0.9 eV is the Fermi energy. And We have
τ = µE f /eV2

F . VF = 106 m/s is Fermi velocity. The mobility is µ = 10, 000 cm2/(V · s), which could
be realized by chemical or electrostatic doping [48,49].

The substrate is assumed to be lossless with the refractive index n = 1.4 and the cover layer is
also semi-infinite with refractive index n = 1 at the beginning. The permittivity of Au is described by
the Drude-Lorentz dispersion model with plasma frequency ωp = 1.37 × 1016 s−1 and the damping
constant ωτ = 4.05 × 1013 s−1.

4. Conclusions

In summary, a mid-infrared Fano-like resonance in a hybrid metal-graphene metamaterial has
been studied. The Fano resonance arises from the coupling of the broadband resonance of the metallic
nanostructure and the narrowband plasmonic resonance of the graphene nanostructure. It is sharper
than plasmonic resonances in pure graphene nanostructures. The resonant strength can be effectively
enhanced by increasing the layer numbers of graphene. The sensing properties of the proposed
metamaterial are studied and it shows a sensitivity of about 7.93 µm/RIU. Such a sensitivity is higher
than most of reported graphene plasmonic sensors in the mid-IR [28,50] while the reduced line width
of the Fano resonance leads to an further increased FOM of about 158.7. The proposed concept can
be employed for various modified structures. As an example, we have shown a modified hybrid
graphene-metal metamaterial which is relatively easier to fabricate. The simulated transmission spectra
show similar Fano resonant responses. This work may stimulate the study on Fano resonances in
hybrid plasmonic structures and find applications in mid-IR sensing and others areas.
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Abstract: Bimetallic Au/Pd nanoscale-thick films were sputter-deposited at room temperature
on a silicon carbide (SiC) surface, and the surface-morphology evolution of the films versus
thickness was studied with scanning electron microscopy. This study allowed to elucidate the Au/Pd
growth mechanism by identifying characteristic growth regimes, and to quantify the characteristic
parameters of the growth process. In particular, we observed that the Au/Pd film initially grew as
three-dimensional clusters; then, increasing Au/Pd film thickness, film morphology evolved from
isolated clusters to partially coalesced wormlike structures, followed by percolation morphology, and,
finally, into a continuous rough film. The application of the interrupted coalescence model allowed
us to evaluate a critical mean cluster diameter for partial coalescence, and the application of Vincent’s
model allowed us to quantify the critical Au/Pd coverage for percolation transition.

Keywords: Au/Pd; SiC; nanomorphology; coalescence; percolation; scanning electron microscopy

1. Introduction

Silicon carbide (SiC) is a semiconductor, and ceramic material that has interesting physical and
chemical properties that are useful for various applications in different technological areas as a structural
material in electronics and optoelectronics [1–3]. In these applications, SiC’s characteristic properties,
such as a high melting temperature, high thermal conductivity, high Young modulus, wide energy
band gap, and chemical stability are fully exploited [1–3]. In particular, metal/SiC Schottky diodes are
used in the fabrication of different devices, ranging from high-temperature and -power electronics
to very sensitive high-temperature hydrogen and hydrocarbon gas detectors and biosensors (due to
SiC’s biocompatibility properties) [1–15]. So, in the last few decades, to meet specific technological
requirements, various methodologies were exploited for the fabrication of metal/SiC diodes. In
particular, all te elemental metals and, often, combinations of metals were used to produce SiC-based
Ohmic and Schottky contacts with resulting characteristics of barrier height, stability, etc. being widely
investigated. In particular, Pd/SiC [1–7,9,11,13,16] and Au/SiC [1–6,16–22] Schottky contacts with metals
in the form of nanoscale-thick deposited films or complex-shape deposited nanostructures attracted
much interest for various technological applications ranging from electronics and optoelectronics to
sensing and catalysis. In fact, in general, nanoscale-thick metal films and metal nanostructures on
functional surfaces are the basis of innovative versatile and high-performance devices [23–30], whose
properties are strongly dependent on the morphology, structure, shape, size, and metal–substrate
interactions of metal films and nanostructures. Nanoscale metals, in fact, exhibit valuable properties
that change by size reduction arising from the electron-confinement effect, and variations of electronic
structure and surface effects [23–26]. These properties are size-, shape-, and composition-dependent,
and are exploited in plasmonic, sensing, electrical, and catalytic applications [23–26]. In addition,
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regarding nanoscale metals supported on substrates, a specific metal–substrate interaction often leads
to an overall composite whose properties arise from the synergistic combination of the properties
of individual components, resulting in new functional characteristics. In this regard, nanoscale
metals/SiC combinations have potential to reach a high level of efficiency, overcoming the major
technical problem related to the low operating temperature of standard metals/Si devices [1–22].
In particular, nanoscale-thick Pd and Au films or Pd and Au nanostructures fabricated on a SiC
surface showed peculiar and interesting properties that are useful, for example, in gas sensing [7,31],
biosensing [21,22], and catalysts [32]. Besides pure metals, bimetallic nanoscale metals have shown to
have improved characteristics with respect to the characteristics of their individual components [25,33].
In particular, for example, Pd is an excellent catalyst for many reactions with improved effects in
nanoscale form [34–37]. Furthermore, the catalytic activity of nanoscale Pd is often enhanced by the
addition of Au [37,38]. In this regard, bimetallic Au/Pd nanoparticles on a SiC surface have recently
showed an efficient photocatalytic effect in the hydrogenation of nitroarenes, with a key role played by
the catalytic properties of bimetallic Au/Pd nanoparticles and of the specific energy-band diagram of
SiC [39].

In general, towards real device applications, the critical issue is the controlled direct fabrication of
nanoscale metals with the desired structure and morphology on the support substrate. Exploiting
physical-vapor deposition approaches for the formation of nanoscale metals on substrates, this can
be achieved by controlling the deposition-process parameters once the basic microscopic kinetics
and thermodynamics mechanisms, governing the metal growth, are known and related to the
growing film’s nanoscale morphology. This control ensures the desired nanomorphology control for
specific applications.

On the basis of these considerations, we report on the study of the morphological characteristics
of bimetallic Au/Pd nanoscale-thick films sputter-deposited on a SiC substrate. In particular, using the
sputter-deposition technique, we deposited bimetallic Au/Pd films on the SiC surface increasing overall
film thickness from ~1 to ~10 nm, and we used the scanning-electron-microscopy (SEM) technique to
study the surface-morphology evolution of the Au/Pd film versus film thickness.

The common methods of metal deposition used in SiC device fabrication are sputtering,
evaporation, chemical-vapor deposition, and atomic-layer deposition, in order of applicability [40].
However, sputtering is most commonly used today, since it is a fast and economical method that can
meet industrial requirements. In addition, metal adhesion is good, and compound targets are possible,
as in the case of the Au/Pd target. Evaporation is also common, since it allows higher deposition rates
and can be performed in an ultraclean vacuum system. Higher demands are usually placed on the
vacuum system, and adhesion can be a problem [40]. Metals can also be deposited by chemical-vapor
and atomic-layer deposition, but they are not as common as the other two. An advantage with the
chemical-vapor and atomic-layer deposition methods is that epitaxial growth is easier to promote,
because of the thermal energy present during the deposition; however, reports on SiC metallization
using these techniques are rare [40,41] (instead, for example, atomic-layer deposition is widely used to
deposit gate dielectrics on SiC to obtain high-quality interfaces [42]). For these reasons, here we focus
on the study of the morphology evolution of the Au/Pd films deposited on SiC substrates by sputtering
techniques: results could have a direct connection to industrial technologically important applications.

First, this study allowed us to identify different growth regimes for the Au/Pd film increasing
the film thickness: in the initial growth stage (nucleation regime), the nanostructured Au/Pd film
was formed by nanoscale dropletlike clusters that evolved into wormlike islands by an interrupted
coalescence process, increasing the amount of the deposited metals; further increasing film thickness,
a percolation stage was reached for which a discontinuous holed Au/Pd film was obtained; finally,
further increasing film thickness, the film became a compact and continuous rough layer. SEM images
were quantitatively analyzed to extract the evolution of the mean sizes and surface density of the
Au/Pd droplets and islands versus film thickness, and to extract the surface coverage of the Au/Pd film
versus film thickness. The plot of the Au/Pd droplets and wormlike-island sizes was analyzed using
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the interrupted coalescence model to quantify the critical Au/Pd droplet size; after that, the droplets’
nucleation stage ended, and interrupted coalescence growth leading to the formation of the wormlike
structures started. The plots of the droplet and island surface density and surface coverage versus
film thickness were analyzed by Vincent’s model to quantify the critical Au/Pd surface coverage, after
which the percolation stage started.

These data established a general working framework quantitatively connecting the Au/Pd
nanoscale morphology to film thickness, giving the possibility to choose specific deposition conditions
to obtain the desired nanoscale morphology of the Au/Pd film for specific applications. These
results could be generally useful to improve metallization schemes for SiC, and find applications
in some recent technological development, such as in analytical fields related to nanostructure
laser desorption/ionization (NALDI) [43,44], and in the epitaxial growth of graphene on SiC with
metal intercalation [45,46]. In fact, surface-assisted laser desorption/ionization time-of-flight mass
spectrometry using nanoparticles and nanostructured surfaces take the advantages of minimal
fragmentation of analytes resulting in extremely high sensitivity. In this regard, nanostructured metal
films, as in the case of Au/Pd on SiC, could be very useful to further improve the technique. On the
other hand, the application of graphene in electronic devices requires large-scale epitaxial growth. The
presence of the substrate, however, worsens charge-carrier mobility. Several works demonstrated the
possibility to decouple the partially sp3-hybridized first graphitic layer formed on the Si-terminated
face of SiC from the substrate by metal (i.e., gold) intercalation, leading to completely sp2-hybridized
graphene layer with improved electronic properties. A buffer layer on the SiC surface during graphene
growth could meet this approach.

2. Materials, Experiment Analysis, and Methods

The used substrates were 1 × 1 cm n-type 6H–SiC pieces (Si-terminated, doping concentration
ND ≈ 5.1 × 1017 cm−3). The Au/Pd films were deposited on the SiC piece surface by sputter deposition.
For these depositions, an Au60Pd40 (atomic %, nominal composition) target (99.999% purity) was used
with a circular shape and diameter of 6 cm. The SiC pieces were located in front of the target at a
distance of 4 cm. During the depositions, Ar (0.02 mbar) was used as the working gas. The emission
current was fixed to 10 mA (so, the applied power was consequently fixed), and the deposition time
was varied to change the effective thickness of the deposited Au/Pd film, the deposition rate being
~1.2 nm/min. However, after the deposition processes, the resulting effective thicknesses of the films
were checked by ex situ Rutherford backscattering analysis (RBS) performed on the Au/Pd films
deposited on reference Si substrates (to easily interpret the resulting RBS spectra) on which the films
were deposited in the same running processes of the SiC substrates. These analyses were performed by
using 2 MeV 4He+ backscattered ions with a scattering angle of 165◦. RUMP simulations [47] of the
RBS spectra first indicated the effective composition of the deposited films as Au64Pd36 (atomic %).
Then, the RUMP simulations of the RBS spectra indicated the following effective thicknesses for the
deposited Au/Pd films: h = 1.2, 2.1, 2.8, 3.5, 4.5, 5.2, 6.9, 8.8, and 10.5 nm with a measurement error of
5%. In particular, RBS analyses allowed to separately evaluate the amount of deposited Au and Pd in
atoms/cm2 that were converted into Au and Pd thickness by dividing the corresponding measured
amount for metal atomic density (5.9 × 1022 atoms/cm3 in the case of Au; 6.8 × 1022 atoms/cm3 in the
case of Pd) weighted for the corresponding metal atomic percent in the target (0.64 for Au and 0.36
for Pd), and finally summed to give the resulting overall effective thickness of the Au/Pd film. As an
example, Figure 1 reports the experimental RBS spectrum (black full line) concerning the Si/Au/Pd
where the Au/Pd film resulted in 4.5 nm thickness. The red full line indicates the corresponding
simulated spectrum.
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Figure 1. Representative Rutherford backscattering analysis (RBS) spectrum: black line, experimental
spectrum; red line, RUMP simulation. Spectrum refers to a Au/Pd film deposited on reference Si
substrate. Peaks corresponding to corresponding to presence of Au and Pd are indicated. Simulation of
experimental spectrum indicates an atomic composition of 64% Au and 36% Pd film. Correspondingly,
an effective thickness for the Au/Pd film of 4.5 nm was evaluated in this case.

Morphological studies were mainly performed with scanning electron microscopy (SEM)
employing a Gemini Field Emission Carl Zeiss SUPRA 25 microscope (Carl Zeiss, Oberkochen,
Germany). In SEM measurements, a 5 kV accelerated electron beam was used, and a working distance
of 3 mm was set. Gatan Digital Micrograph software (Version 3.4.1, Gatan Inc., Ametek, Berwin,
PA, USA) was employed to analyze the acquired SEM images; in particular, the brightness of the
image was manipulated so to obtain the brighter regions (intensity value set to 1) corresponding
to Au/Pd surface areas, and the darker regions (intensity value 0) corresponding to the SiC surface
areas. In this way, when identifying particles of a circular cross-section in the SEM image, diameter
(width = length = diameter) R of the circle was measured for at least 200 particles per sample to construct
sizes distributions from which mean diameter <R> and the corresponding error (evaluated as standard
deviation) were derived. On the other hand, when identifying islands with an elongated cross-section,
the smaller ellipse inscribing the particle for each structure was considered from which width R and
length D of the island (ellipse) were measured; this was repeated for at least 200 islands per sample to
construct size distributions from which mean width <R>, mean length <D>, and corresponding errors
(evaluated as standard deviations) were derived. Surface density N (structures/cm2) of the Au/Pd
particles or islands was evaluated by direct counting and averaging on at least 5 SEM images per
sample (and the corresponding error arising from the averaging procedure). Surface coverage P of the
Au/Pd film was evaluated as the ratio between the occupied area in an SEM image by the film (bright
area) and the total area of the image (bright + dark areas). This procedure was repeated for at least
5 SEM images per sample, and the values of the surface coverage and the corresponding errors were
evaluated by the averaging procedure.

In addition, atomic-force-microscopy (AFM) analyses were carried out by employing a
Bruker-Innova microscope (Billerica, MA, USA). The measurements were performed in high-amplitude
mode. MSNL-10 Si tips were used (from Bruker) having curvature radius of ∼2 nm. AFM images
were analyzed by using SPMLABANALYSES V7.00 software (Version 7, Billerica, MA, USA). AFM
images could be similarly analyzed to the SEM images (using, also, line-section profiles of the surface
structures) to extract quantitative information on the size of the surface Au/Pd nanostructures, their
surface density, and the fraction of the surface area covered by Au/Pd.

In the best setup conditions, the Gemini Field Emission Carl Zeiss SUPRA 25 microscope was in
~1.7 nm lateral resolution [48]. However, in the experiment setup, conditions for SEM measurements
in lateral SEM resolution were comparable to those of the AFM measurements (~2 nm, the radius of
curvature for the used Si tips) since independent analysis of SEM and AFM images resulted in very
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similar results for the nanoparticle sizes and surface densities, and for the fraction of surface area
covered by Au/Pd. Results obtained by SEM analysis checked by independent AFM measurements are
reported below.

3. Results and Discussion

Figure 2 shows the AFM and SEM images of the starting SiC bare surface: (a) 2 × 2 µm AFM
image (three-dimensional reconstruction) of SiC surface, (b,c) SEM images of SiC surface (increasing
magnification from (a) to (b)). No particular surface features were recognizable either on a large scale
(low-magnification image in (a)) or on a small scale (high magnification in (b)). The SiC surface was
clean and flat. In this regard, AFM analysis allowed to evaluate that the root-mean square (RMS,
i.e., standard deviation of surface heights) equaled to 0.2 nm, confirming the flatness of the starting
SiC surface.
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Figure 2. (a) A 2 µ × 2 µm AFM image (three-dimensional reconstruction) of starting bare silicon
carbide (SiC) surface. (b,c) SEM images of starting bare SiC surface with magnification increasing from
(b) to (c).

Figure 3 reports the representative SEM images of the surface of the Au/Pd film deposited on the
SiC surface for different film thicknesses h: (a–c) h = 1.2 nm and magnification increasing from (a) to
(c); (d–f) h = 3.5 nm and magnification increasing from (d) to (f); (g–i) h = 6.9 nm and magnification
increasing from (g) to (i); (j–l) h = 10.5 nm and magnification increasing from (j) to (l).

Concerning the deposited Au/Pd films with thickness h < 3.5 nm, the film is formed by small
clusters (nuclei) with a circular cross-section, as can be recognized from the SEM images in Figure 3a–c
corresponding to the film with thickness h = 1.2 nm. This is the very first stage of metal growth
denoted as the nucleation stage. Metal atoms or small clusters deposited on the substrate surface
from the vapor phase are characterized by mobility that leads them to probe a certain surface area
and meet other deposited atoms, clusters, or surface defects to start the nucleation process of small
three-dimensional islands that grow in size as metal deposition continues [49–51]. Both Au and
Pd have a strong nonwetting nature on the SiC surface [16,18,52], so starting from the bimetallic
Au/Pd target used for the depositions, the Au/Pd film grows in this nucleation regime, following
Volmer–Weber growth [51] mode resulting in the formation of a three-dimensional cluster with
dropletlike shapes (spherical or hemispherical), with their sizes represented by their diameters R.
Increasing Au/Pd film thickness, and in particular for 3.5 ≤ h < 5.2 nm, we observed a transition
of the cluster size from the circular cross-sectional shape to an elongated cross shape, as evident
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from the SEM images in Figure 3d–f corresponding to the film with h = 5.2 nm. In this thickness
range, the metal clusters became two-dimensional yet separated islands due to a (partial) coalescence
process of the growing metal clusters leading to the formation of the wormlike structures. This shape
transition is, roughly, represented in Figure 4, evidencing that, for the elongated metal islands, the
two characteristic planar sizes were width R and length D. Such growth evolution is typical for metal
films on nonwetting substrates [16,53–59], described by the interrupted coalescence model (ICM) first
proposed by Yu et al. [53]. Starting from the dropletlike metal clusters obtained in the nucleation
stage, further increasing the amount of deposited metal atoms, the growing clusters can touch each
other, giving origin to a coalescence process (two or more clusters merge to form a unique cluster
with volume equal to the sum of the volumes of the contacting clusters, but with a lower surface area
than the sum of the surface areas of the contacting clusters) to minimize the total surface area of the
system. Therefore, at this stage, the thermodynamic change drives system transformation towards the
minimum of surface energy. However, in this coalescence process, the substrate can act by a wiping
action leading to a partial coalescence process in which part of the substrate, which was initially
covered by metal, is then wiped clean. As a result, the metal film is formed by elongated islands
resulting from full coalescence in one direction and partial coalescence in another direction. The islands
are separated by gaps between them. The ICM model identified critical diameter Rc for the dropletlike
growing metal clusters separating the nucleation and growth stages to partial (interrupted) coalescence,
being Rc-dependent on the chemical nature of the metal and substrate, and on temperature.
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Figure 3. Examples of SEM images of surface of Au/Pd film deposited on SiC surface for different
film thicknesses h: (a–c) h = 1.2 nm and magnification increasing from (a) to (c); (d–f) h = 3.5 nm and
magnification increasing from (d) to (f); (g–i) h = 6.9 nm and magnification increasing from (g) to (i);
(j–l) h = 10.5 nm and magnification increasing from (j) to (l). In (c), (f), (i), and (l), marker refers to the
image in the smaller rectangle where, at parity of the electron-beam scanning rate, a smaller surface
area was imaged to reach a better lateral resolution in higher-magnification analysis.

Further increasing the amount of deposited metals with respect to the partial-coalescence stage,
a percolation regime occurs, in our case, for Au/Pd film thickness of 5.2 < h ≤ 8.8 nm. Percolative
morphology for the Au/Pd film can be observed in the SEM images in Figure 3g–i corresponding to
the film with h = 6.9 nm. In this growth regime, the increased amount of deposited metal led to the
continuous growth of the two-dimensional coalesced islands, which grew much longer than larger
until connecting with each other to form a quasicontinuous (holed) network across the surface. Finally,
further increasing the amount of deposited metal, a compact, rough, continuous film was obtained
by a filling process of the holes that were present in the previously obtained percolative film. In our
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case, this occurred for 8.8 < h ≤ 10.5 nm. As an example, the continuous, rough Au/Pd film can be
recognized in the SEM images in Figure 3j–l corresponding to the film with h = 10.5 nm.
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Figure 4. Planar section of an Au/Pd cluster in (a) first growth stages (a circle of diameter D) and
(b) later growth stages (elongated shape represented as an ellipse of characteristic sizes R and D > R).

We can characterize the partial-coalescence and percolation stages by the quantitative evaluation
and analysis of some parameters. First, we used the SEM images (see Section 2) to derive the values
for the mean sizes of the Au/Pd surface structures versus film thickness. In the nucleation stage,
we evaluated diameter R of the circular cross-section of the dropletlike Au/Pd particles to construct
diameter distributions from which mean diameter <R> (and the corresponding standard deviation)
was extracted. As an example, Figure 5a,b reports, respectively, the distribution of width R and length
D for the dropletlike particles observed in the sample with an Au/Pd film thickness of h = 2.8 nm;
<R> = <D> ≈ 19.5 nm, confirming the circular cross-section of the Au/Pd structures characterized
by unique mean diameter <R>. In addition, in the partial-coalescence stage, we evaluated width R
and length D of the partially coalesced wormlike Au/Pd structures to construct the distributions for R
and D, from which the mean values <R> and <D> (and the corresponding standard deviations) were
extracted. An example is shown in Figure 5c,d, where the distributions for R and D corresponding
to the Au/Pd structures were observed in the Au/Pd film with thickness of h = 5.2 nm. In this case,
<R> = 42.5 nm and <D> = 80.3 nm, confirming that, in the partial-coalescence stage, (<D>) > (<R>), a
condition characteristic of elongated Au/Pd structures. Overall, Figure 6 reports (on a log–log scale)
the experimentally derived values (dots) of mean island width <R> and length <D> as a function
of film thickness h (for 1.2 ≤ h ≤ 5.2 nm). For h = 1.2, 2.1, and 2.8 nm, condition <R> ≈ <D> was
realized; for h = 3.5, 4.5, and 5.2 nm, condition (<D>) > (<R>). In the log–log scale of the plot in
Figure 6, data <R> versus h and <D> versus h were fitted by linear functions (black full line for <R>

versus h with 1.2 ≤ h ≤ 5.2 nm, red full line for <D> versus h with 3.5 ≤ h ≤ 5.2 nm). The intersection
of the two full lines allowed to evaluate critical radius Rc defined by the ICM model from which the
partial-coalescence process of the Au/Pd clusters began.

So, we obtained Rc = 23.3 nm corresponding to the critical thickness for the Au/Pd film hc = 3.2 nm.
Therefore, at critical thickness 3.2 nm of the deposited Au/Pd film (corresponding to a mean critical
Au/Pd cluster diameter of 23.3 nm), the nucleation and growth stages of the dropletlike Au/Pd clusters
ended, and the partial-coalescence stage started. Continuing the metal deposition, a later stage of the
Au/Pd film growth occurred: the elongated islands grew larger and longer, and when the peripheries
of the neighboring islands met and touched, the onset for percolation occurred. To characterize the
percolation-growth stage, we used Vincent’s model [59–61]: in this model, the transition from isolated
islands to percolation occurs at critical film-percolation coverage Pc. In the framework of Vincent’s
model, film-percolation coverage P is related to metal-island surface density N by (in the hypothesis of
noninstantaneous coalescence [61])

P = P0(N/N0) + Pc[1− (N/N0)], (1)

where P0, initial metal coverage; N0, initial metal-island surface density (N = N0 when P = P0); and
Pc, critical film coverage for which percolation occurs. The application of Equation (1) requires to
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know N0. In this regard, in the framework of Vincent’s model, the metal-island surface density was
dependent on film thickness by [59]

ln(N/N0) = −Ah2/3, (2)

where A is a constant determined by the shape of the islands.
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Once N0 was evaluated, we reported the experiment-derived values of Au/Pd surface coverage P
(evaluated for each film thickness h) versus N/N0 (with N the Au/Pd island surface density evaluated
for each corresponding film thickness h); see the dots in the plot in Figure 8. The linear fit of the
experiment data (full line in Figure 8) allowed to evaluate the value of the initial Au/Pd surface coverage
as fitting parameters, P0 = 27%, and, in particular, the critical value for Au/Pd surface coverage at
which the percolation stage for the Au/Pd film occurred, Pc = 61%.
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4. Conclusions

We studied the growth morphology of nanoscale-thick (1–10 nm) bimetallic Au/Pd film that was
sputter-deposited, at room temperature, on 6H–SiC, versus film thickness h. Increasing film thickness,
we observed the evolution of the Au/Pd film as formed in the initial stage of growth (h < 3.5 nm,
nucleation regime) by three-dimensional isolated particles with circular cross-section to a film as
formed by partially coalesced wormlike islands (3.5 ≤ h < 5.2 nm, partial-coalescence stage), to a
percolative film (5.2 < h ≤ 8.8 nm, percolation stage), and finally to a continuous, compact, rough
film (h = 10.5 nm). The interrupted-coalescence model was applied to describe this growth sequence,
allowing to estimate critical mean Au/Pd particle diameter Rc = 23.3 nm (corresponding to critical
film thickness hc = 3.2 nm) to start the partial-coalescence regime. Furthermore, the evolution of the
Au/Pd particle surface density and coverage P was analyzed by using Vincent’s model to analyze,
in particular, the percolation process at the later stage of growth, allowing to evaluate percolation
threshold Pc = 61%.
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These results set a general framework that can connect Au/Pd nanoscale morphology
to film thickness, giving the possibility to controllably tune film morphology for specific
miniaturized-device applications.
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Abstract: Currently, inkjet printing conductive films have attracted more and more attention in the
field of electronic device. Here, the inkjet-printed silver thin films based on nanoparticles (NP) ink
and metal-organic decomposition (MOD) ink were cured by the UV curing method and heat curing
method. We not only compared the electrical resistivity and adhesion strength of two types of silver
films, but also studied the effect of different curing methods on silver films. The silver films based on
NP ink had good adhesion strength with a lowest electrical resistivity of 3.7 × 10−8 Ω·m. However,
the silver film based on MOD ink had terrible adhesion strength with a lowest electrical resistivity
of 2 × 10−8 Ω·m. Furthermore, we found a simple way to improve the terrible adhesion strength of
silver films based on MOD ink and tried to figure out the mechanisms. This work offers a further
understanding of the different performances of two types of silver films with different curing methods.

Keywords: inkjet printing; nanoparticle; metal-organic decomposition; silver thin film; adhesion
strength; electrical resistivity

1. Introduction

Inkjet printing has been used to print documents in offices for about 50 years. Now, people are
aware of its advantages in the electronic field, such as direct patterning without masks, micrometer
resolution, low cost, non-contacting printing, etc. [1,2]. Therefore, more and more attentions are paid
to the applications of inkjet printing conductive films in electronic products, such as radio frequency
identification (RFID) tag [3], thin film transistor [4–6], solar cell [7], OLED [8,9], etc. The performance
of conductive films mainly relies on the composition of materials and post treatments. Currently,
conductive materials widely used in inkjet printing conductive films are silver based inks because silver
is more chemically stable than copper and cheaper than gold. In addition, the melting temperature of
silver nanoparticles is much lower than bulk silver and decreases as the size of particles decreases,
which is beneficial to the low-temperature manufacture [10,11]. So far, silver-based inks mainly
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include nanoparticles (NP) silver ink and metal-organic decomposition (MOD) silver ink. The NP
silver ink consists of silver nanoparticles, organic solvents, dispersants, organic coating surrounding
silver particles, and other organic additives, while the MOD silver ink is mainly composed of
silver-based precursors and organic solvents [12]. For the NP silver ink, Alessandro et al. [13] realized
a power amplifier on a rigid alumina substrate by adopting a hybrid Ag-based ink, whose electrical
properties were comparable to that of pure-metallic ink systems. Dearden et al. [14] reported a low
curing temperature silver ink for inkjet printing silver films. Zhao et al. [15] improved the electrical
conductivity of printed silver films by using a novel carbon nanotubes/silver NP ink. For the MOD
silver ink, Nie et al. [16] printed the silver conductive film based on a silver citrate conductive ink.
Kalio et al. [17] developed a lead-free silver ink for the front side metallization of silicon solar cells.
In a word, most previous works [18–21] only focused on the effects of heat curing on a single silver
ink or printing silver films. However, there are few reports on comparing different types of silver
inks. Therefore, it is necessary to figure out different features of NP silver ink and MOD silver ink,
which can help researchers find their different scope of applications. The posttreatment methods used
in conductive films mainly include heat curing, laser sintering [22], electric sintering [23,24], microwave
sintering [3], etc. As a low temperature and fast curing method, UV curing was promising in flexible
electronics. Therefore, it was also meaningful to study the effects of UV curing on the NP and MOD
silver inks.

In this work, NP silver ink and MOD silver ink were chosen to prepare the inkjet-printed silver
thin films on glass substrates. UV curing and the traditional heat curing method were used to cure
silver films to investigate the effect of different curing methods on silver films. We investigated the
effects of two different curing methods on electrical resistivity and adhesion strength of two types of
silver films. Furthermore, we also tried to figure out the different mechanisms that two types of silver
films were bonded to the glass substrate under different curing methods.

2. Materials and Methods

In our work, the conventional alkali-free glass with a thickness of 0.7 mm was used as the
substrates. To remove dust and contamination on the surface, the substrates were ultrasonicated in
isopropyl alcohol, tetrahydrofuran, deionized water, and isopropyl alcohol in sequence. Then, the clean
substrates were dried for use without an additional pretreatment. The NP silver ink used in inkjet
printing was DGP-40LT-15C (purchased from Advanced Nano Products Co. Ltd., Sejong-si, Korea),
while the MOD silver ink was TEC-IJ-010 (purchased from Inktec Co. Ltd., Ansan, Japan). A dimatix
material printer (DMP-2800) with a 10 pL cartridge was used to print silver films. During the printing,
the inks were printed onto the substrates with a drop spacing of 35 µm. In addition, the substrate
temperature of the printer was set at 30 and 50 ◦C in order to get continous silver films based on NP
ink and MOD ink, respectively. After the printing, the silver films were cured by UV curing or heat
curing on a hot plate under ambient conditions. The UV light curing system used in UV curing was
IntelliRay UV0832 (Uvitron International Inc, West Springfield, MA, USA) and the power of UV lamp
in the system is 600 W.

The electrical resistivity of the films was calculated from the equation of ρ = RS × h, where ρ is the
electrical resistivity, Rs is the sheet resistance, and h is the thickness of films. The sheet resistance and
thickness were measured by a digital four-probe tester (KDY-1, Guangzhou Kunde Co. Ltd., Guangzhou,
China) and a step profiler (Dektak, Veeco, Plainview, NY, USA), respectively. A scanning electron
microscopy (SEM, NOVA NANOSEM 430, FEI, Hillsboro, OR, USA) with an energy dispersive X-ray
spectrometer (EDS) was used to obtain a relative element content, surface information, and interface
information between silver films and substrates. In addition, the adhesion strength of silver films was
tested by the tape test in which we printed 64 square silver films with an edge length of 0.7 mm onto
the substrates and used the 3M tape to test the adhesion strength.
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3. Results and Discussion

Figure 1a,b shows the influence of annealing temperature on the electrical resistivity of two types
of silver films, in which the sample in 25 ◦C was dried naturally without additional curing and just
prepared for comparison (not shown). A digital four-probe tester was used to measure sheet resistance
and the electrical resistivity of the films was calculated from the equation of ρ = RS × h. The silver film
in 25 ◦C was not conductive (not shown), indicating that a large number of organic coatings existed in
the silver films. As shown in Figure 1a,b, the lowest electrical resistivity of the silver films based on
NP ink (3.7 × 10−8 Ω·m) was larger than that of the silver films based on MOD ink (2.6 × 10−8 Ω·m).
The electrical resistivity of two types of silver films both decreased dramatically with the increasing
temperature at first because of the evaporation of solvent which was consistent with the decreasing
relative carbon content, as shown in Figure 1c. However, when the temperature continued to increase,
the electrical resistivity increased slightly. Compared with Figure 2a,c or Figure 2d,f, there were more
pores with a large size on the surface of silver films in 200 ◦C. It indicated that the faster evaporation
rate caused more pores in silver films, and a faster curing rate made the silver inks solidify more
quickly so that less pores could be eliminated by the flow of liquid inks, which caused a worse mutual
contact between the silver particles. On the other hand, the rapid solidification of silver ink resulted in
a small amount of organic substances trapped inside silver films, which was consistent with a slightly
increasing relative carbon content in 200 ◦C (Figure 1c). As a result, the electrical resistivity of silver
films increased. In addition, we speculated that more pores with a large size existing on the surface
of silver film based on NP silver ink than that based on MOD silver ink was due to the removal of
organic coatings in 200 ◦C.

The temperature of the lowest electrical resistivity of the silver films based on NP ink was smaller
than that based on MOD ink. It may be ascribed to the existence of the organic coating surrounding
the silver particles in the NP ink. The organic coating could not only prevent silver nanoparticles
from agglomeration when the silver ink was not cured, but also serve as the binder which leads to
a good mutual contact between the silver particles. Therefore, when the solvent was evaporated,
organic coating made the silver particle connected with each other so that the temperature (140 ◦C)
of the lowest electrical resistivity of the silver films based on NP ink was lower than that (180 ◦C)
based on MOD ink. However, the existence of organic coating made the lowest electrical resistivity of
silver films based on the NP ink larger than that based on the MOD ink. What is more, when organic
coating was removed in high temperature, it caused extra pores in the silver films. This explained
the phenomenon that the electrical resistivity of the silver films based on NP ink increased slightly
in high temperature (Figure 1a). As shown in Figure 2c,f, larger pores were observed in the silver
films based on NP ink in 200 ◦C than that based on MOD ink, which can be ascribed to the removal of
organic coating. Compared with NP ink, the silver particles from the MOD ink were not surrounded
by organic coating so that higher temperatures were needed to melt silver particles to form the mutual
connection between adjacent particles for a lower electrical resistivity. Therefore, less curing time was
needed to remove the organic residues in silver films based on MOD ink, which explained why the
curing time of the silver films based on MOD ink was 10 min instead of 30 min. As shown in Figure 2e,
a large amount of silver particles in silver films based on MOD ink were not connected to the adjacent
particles, while the connection between silver particles in silver films based on NP ink in 140 ◦C was
closer (Figure 2b). Therefore, it was necessary to increase the curing temperature to attain the lower
electrical resistivity for silver films based on MOD ink.

Figure 3a shows the electrical resistivity of silver films based on MOD ink with different UV
curing conditions. The electrical resistivity of silver films decreased with the decreasing D (distance
between UV lamp and silver films), which was consistent with the decreasing carbon content shown in
Figure 3b. In addition, the electrical resistivity decreased with the increase of curing time. The silver
film with a low electrical resistivity of ~2.03 × 10−8 Ω·m was obtained at D = 23 cm for 480 s by
UV curing. Furthermore, the electrical resistivity (~2.03 × 10−8 Ω·m) of silver films with UV curing
was smaller than the heat-cured one (2.63 × 10−8 Ω·m, in Figure 1b), which can be ascribed to the
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low temperature and good thermal uniformity for the UV curving method. Since less pores were
formed in low temperature, the lowest electrical resistivity of silver films with UV curing was lower
than the heat-cured one. However, the silver film with UV curing at D = 37 cm for 270 s was not
conductive in Figure 3a. As shown in Figure 4a, the silver film with UV curing at D = 37 cm for 270 s
was discontinuous, leading to the inferior conductivity. As D decreased and the curing time increased,
the silver particles in silver films started to melt and merge into bigger particles as shown in Figure 4b,c.
As a result, the electrical resistivity of silver films became smaller. As shown in Table 1, the resistivity
value (2.03 × 10−8 Ω·m) in our work is lower than that in the previous work, and the UV curing shows
a great potential in the field of flexible electronics which need a low temperature process.
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Figure 2. SEM images of heat-cured silver films: Silver films based on the NP ink were cured in (a) 100,
(b) 140, and (c) 200 ◦C for 30 min, respectively; silver films based on the MOD ink were cured in (d) 100,
(e) 140, and (f) 200 ◦C for 10 min, respectively.
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Figure 3. Electrical resistivity and carbon content of ultra violet (UV)-cured silver films based on MOD
ink: (a) The electrical resistivity of silver films; (b) relative carbon content of silver films. D was defined
as the distance between the samples and UV lamp.
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Figure 4. SEM images of silver films with UV curing at: (a) D = 37 cm for 270 s; (b) D = 23 cm for 270 s;
(c) D = 23 cm for 480 s; (d) D = 25 cm for 480 s; (e) D = 25 cm for 480 s [20]. (a–d) were the films based
on MOD ink while (e) was the film based on NP ink.

Table 1. Comparison of resistance of silver films between the previous work and this work.

Ref. Ink Type Preparation Post Treatment Electrical Resistivity/(Ω·m)

2 MOD Inkjet printing heat curing (170 ◦C) 8.4 × 10−8

13 NPs Inkjet printing heat curing (150 ◦C) (3–4) × 10−7

14 NPs Inkjet printing heat curing (150 ◦C) 1.8 × 10−7

20 NPs Inkjet printing UV curing 6.69 × 10−8

This work MOD Inkjet printing UV curing 2.03 × 10−8

Our previous work [25] had studied the effects of UV curing on the electrical resistivity of silver
films based on NP ink, and the silver film with a low electrical resistivity of ~6.7 × 10−8 Ω·m was

59



Micromachines 2020, 11, 677

obtained at D = 25 cm for 480 s. The electrical resistivity of the silver film based on NP ink was about
2.5 × 10−7 Ω·m when it was cured by UV at D = 37 cm for 180 s. By contrast, when D = 37 cm, the silver
film based on MOD ink was not conductive until the UV curing time was increased from 270 to 480 s,
as shown in Figure 3a. For the precursor in MOD, the process of decomposing and forming silver
particles took a lot of energy (UV irradiation: 600 W, D = 23 cm for 480 s), so it needed plenty of time
(~480 s) to form the conductive film when D was large. However, the electrical resistivity of the silver
film based on MOD ink was much smaller than that of the silver film based on NP ink when they were
UV cured at D = 25 cm for 480 s. The relatively large resistivity of the silver film based on NP ink can
be ascribed to the organic coating surrounding silver particles. Since the organic coating could prevent
silver particles from merging into bigger particles, and UV curing could not remove it completely
because of the relatively low energy. As shown in Figure 4e, the silver particles were closely packed but
they did not melt and merge into bigger particles. However, the silver particles from the MOD silver
ink were not surrounded by organic coating, so they were able to melt and merge into big particles
in low temperature (Figure 4d). Therefore, the lowest electrical resistivity of the silver film based on
MOD ink (~2.03 × 10−8 Ω·m) was much lower than that based on NP ink when they were UV cured at
D = 25 cm for 480 s.

The adhesion strength of silver films on the glass substrate were characterized by a tape test
according to the ASTM international standard [26]. The test steps are as follows: First, an 8 × 8 silver
electrodes array with an edge length of 0.7 mm was inkjet printed on the glass substrate and cured in
succession. Then, we put the tape on the surface of the silver electrodes and extruded the bubbles in
the tape. After resting in 90 s, we tore the tape at a 180◦ angle from the substrate and observed the
falling off of the silver electrodes. Figure 5 shows the adhesion strength of silver films based on NP ink.
We found that silver films based on NP ink had good adhesion strength on the glass substrate and
almost all of the square films were not detached from the substrates. The adhesion strength of silver
electrodes on the glass substrate was about 4–5 B according to the ASTM international standard [26].
We speculated that the remaining organic coating surrounding the silver particles may bond a silver
film with the substrate. To figure out the mechanism, we observed SEM images of the cross section of
silver films shown in Figure 6. Since the organic coating in NP silver ink usually has a relatively high
boiling point and will not be removed in low temperature, the remaining organic coating may serve as
the binder [27] and the interfacial pores can be filled with the coating, improving the adhesion strength
of silver films, as shown in Figure 7a. As shown in Figure 6, silver particles in the interface between
the substrates and films cured by two curing methods had a really close contact with the substrates.
What is more, compared with the silver film cured in 140 ◦C (Figure 2b,e), there were no apparent
edges of particles inside the UV-cured silver film and few pores in the interface. It indicated that the
silver particles were surrounded by organic coating in low temperature. Therefore, the organic coating
bonded silver film with the substrates, leading to the good adhesion strength of silver films is based on
NP ink.Micromachines 2020, 11, x 7 of 11 
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Figure 5. Photo of silver films based on NP ink after the tape test: (a) Heat cured in 80 ◦C for 30 min;
(b) heat cured in 140 ◦C for 30 min; (c) UV cured at D = 37 cm for 180 s; (d) UV cured at D = 25 cm for
480 s.
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Figure 6. SEM images of the cross section of silver films based on NP ink: (a) Heat cured in 140 ◦C for
30 min; (b) UV cured at D = 25 cm for 480 s.
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Figure 7. Schematic of the possible adhesion mechanism of (a) silver films based on NP ink; (b) silver
films based on MOD ink cured in low temperature; (c) silver films based on MOD ink cured in
high temperature.

Without the existence of organic coating, the adhesion strength of silver films based on MOD ink
was supposed to be worse than that based on NP ink. Figure 8 shows the adhesion strength of silver
films based on MOD ink. When silver films were cured by UV curing or heated at 180 ◦C, the adhesion
strength was poor and most of the square films were detached from the substrates, which was consistent
with our assumption. Since the solvent could be removed in a really low temperature and there was
no organic coating in the MOD silver ink, the connection between silver films and substrates was
poor. However, when silver films were heat cured, the adhesion strength increased with the increasing
temperature. When the silver film was heat cured at 200 ◦C for 10 min, few square films were detached
from the substrate, indicating that the mechanism of connecting silver films based on MOD ink with
the substrates was probably different from that based on NP ink.

As shown in Figure 9a, many pores existed in the interface and most of the silver particles were
not melted and merged into big particles when the film was cured in 160 ◦C. As the temperature
increased to 180 ◦C, the size of the pores in the interface became smaller due to the melting of the
particles shown in Figure 9b. Without the existence of the organic coating, the pores in the interface of
the silver films based on MOD ink led to a poor connection between the films and substrates, as shown
in Figure 7b. Consequently, the adhesion strength of the silver films cured in relatively low temperature
was relatively poor. As shown in Figure 9c, when the film was cured at 200 ◦C, all silver particles were
melted and no apparent pores were found in the interface, which indicated that the contacting area
between the silver film and the substrate became larger and the connection between the film and the
substrate became better. Therefore, the amount of the pores in the interface can be reduced by melting
the particles in high temperature and a few pores meant a good connection between the films and
substrates, leading to the good adhesion strength [28,29]. In addition, we speculated that a higher
temperature could probably promote the mutual diffusion between silver films and substrates [30],
which was needed to be proved in the future work.
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Figure 8. Photos of silver films based on MOD ink after the tape test: (a) UV cured at D = 37 cm for
480 s; (b) UV cured at D = 29 cm for 480 s; (c) UV cured at D = 23 cm for 480 s; (d) heat cured at 160 ◦C
for 10 min; (e) heat cured at 180 ◦C for 10 min; (f) heat cured at 200 ◦C for 10 min.
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Figure 9. SEM images of cross section of heat-cured silver films based on MOD ink at: (a) 160 ◦C;
(b) 180 ◦C; (c) 200 ◦C for 10 min.

To verify our hypothesis, the silver films prepared by DC magnetron sputtering were used for
comparison to eliminate the interference of the residue organic substance. The silver films were cured
on hot plate at a temperature of 100 and 200 ◦C for 10 min, respectively. According to the results of
the tape test shown in Figure 10, the adhesion strength of the silver film cured at 100 ◦C was really
poor. However, when the temperature increased to 200 ◦C, the adhesion strength of the silver film
was improved significantly. As shown in Figure 10c, the silver particles were melted and no apparent
pores existed in the interface, which was similar to Figure 9c. It indicated that the connection between
the silver films and glass substrates could be enhanced by increasing the curing temperature without
the help of organic coating. Correspondingly, the adhesion strength increased with the increase of
curing temperature. By comparing Figure 8f with Figure 10b, the adhesion strength of the silver film
fabricated by DC magnetron sputtering was still worse than that of the inkjet-printed silver film based
on MOD ink, indicating that there were possibly some residual organic substances on the interface
between the substrate and silver film based on MOD ink. Therefore, the adhesion strength of silver
film based on MOD ink was mainly affected by the curing temperature (or pores in the interface) and
residual organics.
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Figure 10. Photos of silver films deposited by DC magnetron sputtering after the tape test: (a) Heat
cured at 100 ◦C for 10 min; (b) heat cured at 200 ◦C for 10 min; (c) SEM image of cross section of silver
films heat cured at 200 ◦C for 10 min.

4. Conclusions

In conclusion, the NP silver ink and MOD silver ink were used to prepare silver films which
were cured by UV curing or the heat curing method, and the effects of two curing methods on the
electrical resistivity and adhesion strength of two types of silver films were systematically investigated.
The silver films based on NP ink had worse conductivity than that based on MOD ink due to the
existence of organic coating in NP ink. In our work, for silver films based on NP ink, the lowest
electrical resistivity of the UV-cured films was almost two times larger than that of the heat-cured
films because the organic coating stopped silver particles from merging into big particles in low
temperature. For silver films based on MOD ink, the lowest electrical resistivity of the UV-cured
films (~2.03 × 10−8 Ω·m) was similar to that of the heat-cured films (2.6 × 10−8 Ω·m), which means
that silver films based on MOD ink could attain a low electrical resistivity in the low-temperature
process. However, silver films based on MOD ink had to be cured in a relatively high temperature
to attain good adhesion strength while the silver films based on NP ink could attain good adhesion
strength in a relatively low temperature with the help of organic coating. Furthermore, the existence of
the remaining organic coating may cause interface problems of multilayers’ structure. These results
exhibited that our work could offer a further understanding of the different features of inkjet-printed
silver thin films based on NP ink and MOD ink and help other researchers choose proper conductive
materials and curing methods to fabricate different electronic devices. Next, we plan to study the
flexible electronic devices based on printing silver electrodes in the future.
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Abstract: The influence of illumination intensity and p-type silicon doping level on the dissolution
rate of Si and total current by photo-assisted etching was studied. The impact of etching duration,
illumination intensity, and wafer doping level on the etching process was investigated using scanning
electron microscopy (SEM), atomic force microscopy (AFM), and Ultraviolet-Visible Spectroscopy
(UV–Vis–NIR). The silicon dissolution rate was found to be directly proportional to the illumination
intensity and inversely proportional to the wafer resistivity. High light intensity during etching
treatment led to increased total current on the Si surface. It was shown that porous silicon of different
thicknesses, pore diameters, and porosities can be effectively fabricated by photo-assisted etching on
a Si surface without external bias or metals.

Keywords: photo-assisted etching; porous silicon; illumination; doping level; total current; reflectance

1. Introduction

Porous silicon (por-Si) has been receiving a great deal of attention due to its interesting physical and
optical [1] properties and promising potential technological applications in the fields of sensing [2,3],
Li-ion batteries [4], and solar cells [5]. The morphology of the silicon wafer may be modified
by electrochemical wet etching [6–8], galvanic etching [9–11], or metal-assisted chemical etching
(MACE) [12,13] to produce pores, nanowires, and microstructures. These methods have already been
studied in detail. A cheap, simple way to make porous silicon layers without surface contamination is
important for silicon technology. It is possible to produce porous silicon layers in solutions containing
HF and H2O2 under illumination without external bias or a metal film on the Si surface. This technique
is the photo-assisted etching of Si (PhACE). The silicon wafer is not connected to the external power
supply, and the electric field is due to band bending. PhACE can produce porous silicon for solar cell
applications; however, this method is poorly understood. The physical properties of porous silicon are
determined by two large groups of factors that affect carrier density on the surface. The first group
of factors includes doping type and charge carrier concentration [10,14]. The second group includes
illumination during etching [15,16]. The influence of lamp illumination on the properties of n-type
porous silicon samples during the etching process has been deeply investigated. For example, Koker
and Kolasinski [17] investigated laser-assisted porous silicon formation on n-Si. In addition, several
authors have investigated the photodissolution of n-type silicon in HF-containing electrolyte [7,18].
On n-type silicon, illumination is used to supply holes at the silicon surface and for pore growth.
It depends on illumination intensity and wavelength. On p-type silicon, illumination may increase the
conductivity of the substrate and of the porous layer [19]. Most of the present observations can be
rationalized in terms of a photoinduced etching mechanism [20]. p-Type Si (p-Si) can also be modified
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by different illumination intensities [16]. The concentration of charge carriers and illumination intensity
regulates the current density in the etching process. The current density on the silicon surface not only
determines the rate of por-Si formation but also has a significant impact on its structure and physical
characteristics. PhACE is characterized by low silicon etching rates, economic efficiency, and the ability
to etch many wafers simultaneously. Only the uniform supply of reagents and light to the surface of
silicon is required. There is no data on the etching rate and charge on the Si surface during PhACE of
p-Si under visible light illumination in the literature. The originality of this paper is the formation
of porous silicon and an investigation of the etching rate and total current on the Si surface during
etching under front-side illumination and the dark. The paper provides information about the features
of the porous silicon formation process in a potentiostatic regime.

2. Materials and Methods

Wafers of p-Si (100) with ρ = 0.01, 1, and 12 Ω·cm were used as the substrate. The silicon wafers
were treated with piranha etch (a mixture of H2SO4 (98 wt.%) and H2O2 (30 wt.%) (1:2 by volume)) for
600 s at 130 ◦C. Then, the wafers were rinsed with deionized water and dried in an isopropyl alcohol
vapor flow. The organic solvent vapor reduces the surface tension of the solution, and, due to this,
water and small particles are removed from the surface of the substrate.

After that, the Si wafers were rinsed in an HF-H2O solution (1:5 by volume) to remove native
SiO2. The wafers were then cut into pieces and used as samples. The etching was performed in a
solution that contained HF (40 wt.%):H2O2 (30 wt.%):H2O (2:1:10 by volume) at 25 ◦C for 20, 40, 60, and
80 min. The treatment was performed in the dark in an opaque Teflon beaker. The treatment was also
performed with visible light using front-side illumination from a halogen lamp (JCDR 50 W) equal to
460 and 8000 lx. The distance between the lamp and the sample was 40 cm. The solution temperature
was constant during illumination. The entire nonworking surface was protected by a chemically
resistant varnish during etching. The entire working area was illuminated. Then, the samples were
rinsed in an ethanol–water solution and dried in air. The sample surface morphology was investigated
by scanning electron microscopy (SEM) using a JSM-6010PLUS/LA (JEOL company, Peabody, MA,
USA) and Helios NanoLab 650 (Thermo Fisher Scientific, Waltham, MA, USA). AFM measurements
were carried out in non-contact mode using a silicon cantilever at a resonance frequency of about
200 kHz under ambient conditions (microscope SOLVER-PRO, NT-MDT Ltd., Moscow, Russia) for
roughness and pore walls analysis. AFM measurements were analyzed in Image Analysis. Gravimetric
analysis was used for the porosity of the porous silicon calculation. The samples (five samples) were
weighed before (m1) and after (m2) etching using analytical balance XP 205 (Mettler Toledo, Greifensee,
Switzerland). The average values of the masses and the standard deviation were calculated:

mn =
mn1 + mn2 + . . .+ mn5

5
,

∆m =

√∑5
i=1(mni −mn)

2

4
.

The sample area was measured (S = a × b, a—length of the sample, b—width of the sample).
It ranged from 0.5 to 1.5 cm2. After etching, the porous silicon was dissolved in a 1 wt.% NaOH
aqueous solution at room temperature until gas evolution stopped. After drying at room temperature,
the samples were weighed (m3). Porosity was calculated by the following equation:

P =
m1 −m2

m1 −m3
× 100%, (1)

where m1 and m2 are the sample’s masses before and after etching and m3 is the sample mass after por-Si
dissolution. Samples were etched in the same conditions because of the multi-sectional Teflon cell.

The short-circuit current in the galvanic cells was measured with a digital multimeter (UNI-T
UT61C, Hong Kong, China). A Si sample connected with a Pt-electrode and set to a HF and 22-containing
solution formed a galvanic cell. The value of the charge Q’Excess Carrier was determined by numerical
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integration of current versus time, Q =
∫ t

0 Jdt. The optical properties of the porous silicon formed
by PhACE were measured using a UV–Vis–NIR spectrophotometer (Cary 5000, with an integrating
sphere) in the 200–1300 nm wavelength range. Surface reflectance measurements were used to confirm
that the porous silicon produced was useable for solar cells.

Gravimetric analysis was also used to define the number of carriers consumed over seconds during
photo-assisted chemical etching. The investigations of excess current through silicon during PhACE
with different illumination intensities were carried out using the short-circuit current. Short- circuit
measurements were used to define current through the wafer during photo-assisted chemical etching.
A mechanism for the formation of porous silicon without an external bias using the short-circuit
measurement, J(t), was established.

3. Results

It was found that porous silicon formation on p-Si is possible using front-side illumination without
an external current source (electrochemistry) or metal on the surface of Si (MACE). The Si-HF-H2O
equilibrium diagram in [21] indicates band bending of p-Si in an HF solution, which leads to a
hole-depleted layer formation on the Si surface. Therefore, a potential greater than the anodic silicon
decomposition potential is required. Therefore, silicon anodic dissolution reactions are provided either
by applying an external voltage, the deposition of a metal on the Si surface, or illumination. Photon
absorption excites electrons to the conduction band, resulting in the formation of valence band holes.
Silicon does not dissolve without an oxidizer (H2O2), because the role of H2O2 under photon excitation
is to consume the excited conduction band electrons. The electrochemical potential of H2O2 is much
more positive than the valence band of Si, and hole injection from H2O2 into the valence band is
energetically possible [12,22]. This facilitates the transport of holes to the Si surface, which can then
induce etching.

The mechanism of the photo-assisted etching of p- and n-Si with ρ = 2 Ω·cm in HF was described
in [23], with ρ = 0.01 and 10 Ω·cm [24]. Peroxide reduction is cathodic and silicon dissolution is an
anodic process [25]:

H2O2 + 2H+ + 2e− → 2H2O, (2)

Si + 6HF→ SiF2−
6 + 6H+ + 4e−. (3)

Por-Si formation on the Si surface is possible due to the heterogeneous distribution of the
electrochemical potential. There are some places on the surface of Si near which dissolution occurs at a
higher rate. Doping level and resistivity influence the rate of pore formation. The lower the resistivity,
the faster the etching rate. With the same modes of Si etching, silicon resistivity affects the amount of
dissolved silicon. Additional illumination allows hole generation due to photon absorption. Porous
silicon is the result of photo-assisted p-Si etching.

Figure 1 shows the time dependence of dissolved p-Si with 0.01, 1, and 12 Ω·cm for different
illumination intensities (∆m = m1 − m2). The error was calculated as the standard deviation.

The effect of the resistivity, ρ, of doped silicon on the rate of its dissolution was noted. This effect
is due to two factors. The inhomogeneous electrochemical potential distribution on the surface of the
wafer is the first. The potential dispersion increases with impurity concentration in Si, so the pore
density increases. Therefore, for p-Si with a lower resistivity, the dissolved mass will be higher than for
p-Si with a high resistivity.

The silicon dissolution rate is directly proportional to the illumination intensity. The smaller value
for the dissolved silicon mass at 0 lx is due to the low charge carrier generation rate at the Si surface
in contact with the electrolyte. The maximum etching rate of Si was observed for p-Si with ρ = 0.01
Ω·cm under 8000 lx illumination. The rate of Si dissolution for ρ = 0.01 Ω·cm is 3 and 11.8 µg/min,
that for ρ = 1 Ω·cm is 1.2 and 3.9 µg/min, and that for ρ = 12 Ω·cm is 3 and 0.9 µg/min in the dark and
under 8000 lx illumination, respectively. We approximated the dependence of the dissolved silicon
mass change ∆m = m1 − m2 on the etching time by a linear function. The angular coefficient of the
linear approximation allowed the silicon etching rate for the solution to be calculated.
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Figure 1. The effect of treatment duration on dissolved Si mass per surface area (a) in the dark, and
under (b) 460 and (c) 8000 lx illumination.
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Front-side illumination is necessary for porous silicon formation. The etching rate is determined
by hole (h+) accumulation in the contact area of the HF electrolyte and Si atoms. The hole generation
rate (gx) in a semiconductor is given by the following equation [26]:

gx = I0·α·e−α·x, (4)

where I0 is the intensity of light during etching, x is the depth of the light penetration, and α is the
absorption coefficient.

According to Equation (4), the first factor that affects the hole generation rate is the light intensity
during etching. The higher the illumination intensity, the higher the dissolution rate (Figure 1). Light
absorptance (LA) is the second factor that affects the hole generation rate. Silicon wafers with ρ =

0.01, 1, and 12 Ω·cm before photo-assisted etching have a low absorption coefficient. The effect of
short-term silicon etching in the solution containing HF and H2O2 is por-Si, which exhibits high LA
properties [16,26] (Figure 2). LA depends on porous silicon thickness and pore diameters. Etching rate
and resistivity influence these.
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Figure 2 shows the reflectance spectra of silicon before etching and porous silicon formed for 600 s
under 8000 lx illumination.

As can be seen from the reflectance spectra, even after 600 s of porous silicon formation, the optical
reflectance at the air–silicon interface is significantly reduced as the porous layer thickness increases.
The resistivity influences the porous silicon thickness (Figure 1). Thus, the sample formed on p-Si with
ρ = 0.01 Ω·cm under 8000 lx illumination has a minimum reflectance, because the pore density has
maximum values in this case. Porous silicon thickness depends on treatment duration and illumination.

The dissolution rate of Si is a function of the current flowing through the circuit, which characterizes
the total number of charge carriers that are injected into silicon and participate in its dissolution over
seconds. The total current (TC), J, on the Si surface during etching in the dark and under illumination
can be calculated as follows [27]:

J =
(m1−m2)

S ·n·e
t·mSi

=
V·n·e
mSi

, (5)

where m1 is the mass before etching, m2 is the mass after etching during t, (m1 − m2)/S is result of
gravimetric analysis, mSi is mass of the Si atom, n is the number of holes required for dissolution of
each silicon atom, which equals 2 [28], t is the etching duration, e is the elementary electric charge,
and S is the sample area.

Figure 3 shows that the TC, J, calculated using Equation (5), occurs on the p-Si surface during
PhACE under different illumination intensities. The current decreases with increasing treatment time
as the rate of porous silicon formation slows down. There are two possible reasons. First, the porous
silicon layer absorbs light. Light does not reach the bottom of the pores, which leads to dissolution of
the pore walls but not growth of the porous layer thickness. The second reason is that with an increase
in thickness of the porous layer, reagents take longer to reach the chemical reaction zone at the bottom
of the pores, so the concentration of HF and H2O2 decreases, as does the rate of silicon dissolution.
This fact explains the form of the J(t) curve.

TC increases with the front-side surface illumination intensity. Light is suitable for creating
majority charge carriers (holes) in silicon, which are necessary for etching. Thus, the values of the
anode J depend on charge transfer mechanisms controlled by the illumination level and the resistivity
of the initial Si wafer.

A p-type silicon wafer connected to platinum in a solution containing HF and H2O2 gives a
galvanic cell [29,30]. Pt is in the electrolyte close to the sample surface. The current flows through
the electrolyte between the Pt cathode and the silicon anode. This current can be measured using the
short-circuit current. The cell produces a steady-state current proportional to the silicon area (Figure 4).
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etching. The holes injected into the valence band of silicon participate in the dissolution of Si and the 
formation of a porous layer. The transport of holes through porous silicon is difficult due to the high 
resistivity of the porous layers [31]. The excess holes that are not involved in the dissolution of Si 
diffuse into the semiconductor. The current of nonequilibrium charge carriers and the ion current 
can be measured by a galvanic cell (Figures 5 and 6). Figures 5 and 6 show the current measured 
after the Si and Pt are short-circuited in the dark and under illumination, respectively, for a 1 cm2 
sample. 

 

Figure 5. Current density measured in the dark. 

Figure 4. Schematic of the galvanic cell.

When the p-type silicon sample is connected to platinum in the HF/H2O2 solution, short-circuit
current is observed in the dark and under illumination. Hydrogen peroxide is reduced during the
etching. The holes injected into the valence band of silicon participate in the dissolution of Si and the
formation of a porous layer. The transport of holes through porous silicon is difficult due to the high
resistivity of the porous layers [31]. The excess holes that are not involved in the dissolution of Si
diffuse into the semiconductor. The current of nonequilibrium charge carriers and the ion current can
be measured by a galvanic cell (Figures 5 and 6). Figures 5 and 6 show the current measured after the
Si and Pt are short-circuited in the dark and under illumination, respectively, for a 1 cm2 sample.
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4. Discussion

The J(t) curve measured under 460 lx illumination has a typical shape for the potentiostatic regime.
The short-circuit current occurring under 460 lx illumination first rises sharply and then decreases
significantly over 180–360 s. After 360 s, the current density is reduced from the maximum value to a
stable value.

The J(t) curves characterize the etching mechanism. Three characteristic regions can be identified:

1. Current increasing,
2. slowing growth rate and subsequent decrease in current,
3. constant current.

J(t) reflects a change in the area (S) of the electrochemical reaction front. Changes in J with time
(Figure 7) are related to the evolution of the Si morphology during pore nucleation. Pore formation
takes place after the immersion of silicon into the solution containing HF and H2O2. The pore area
depends on the duration of treatment. The increase in the specific surface area leads to growth of
the current density—the first region. The current growth will continue until a porous layer of critical
thickness is formed on the Si surface. In this case, access of the solution to the surface of monocrystalline
silicon becomes limited. The transport of holes through porous silicon is difficult due to the high
resistivity of the por-Si.
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With an increase in the thickness of the porous layer, the concentration of excess holes that are not
involved in the dissolution of Si becomes smaller, which is reflected in the value of the slope angle of
region II, which characterizes the growth rate of the por-Si layer. A further effect of the solution on the
surface leads to the dissolution of the porous layer (the beginning of region III), and the illumination
of the sample will play an important role. Dissolution of por-Si will reduce the thickness of the
porous layer to less than the critical value, which will increase the concentration of holes in Si and,
consequently, the current in region III. The slope angle of the section will characterize the dissolution
rate of the porous Vdissol layer. That is why the inclination angle of region III J(t) measured under 460 lx
(Figure 6) is less than that under 8000 lx illumination (Figure 7).

The slope of the I segment (∂J/∂t) characterizes the porous layer nucleation rate, which will
be higher for ρ = 0.01 Ω·cm in the case of different values of ρ. This result is consistent with the
experimental data in Figure 6. The higher the speed of the Vsurface, the greater the area of silicon
dissolution, so a larger number of charge carriers will inject into silicon and reach the non-working
side of the plate.
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When comparing the results obtained from calculations using Equation (5) and measurements in a
galvanic cell, a significant difference in currents was found. The value of Q’Excess Carrier was determined
by numerical integration of the dependence of the current on time (Figure 6). The Q’Excess Carrier value
was low compared to Qtotal as it characterizes the current of excess charge carriers that have diffused
into the substrate. Table 1 presents the charge values Qtotal, Q’Excess Carrier, and ∆Q for samples with
different treatment parameters.

Table 1. Charge values for porous silicon samples.

Value Illumination, lx ρ = 0.01 Ω·cm ρ = 1 Ω·cm ρ = 12 Ω·cm

Qtotal (Equation (4))
0

1.535 ± 0.953 0.688 ± 0.282 0.437 ± 0.024

Q’Excess Carrier (J(t)) 0.27 0.16 0.039

∆Q (Equation (5)) 1.265 0.528 0.398

Qtotal
460

2.02 ± 1.3 1.17 ± 0.043 0.86 ± 0.437

Q’Excess Carrier 0.348 0.37 0.496

∆Q 1.674 0.8 0.364

Qtotal
8000

5.95 ± 4.475 2.95 ± 0.0062 1.77 ± 0.948

Q’Excess Carrier 5.28 2.05 1.64

∆Q 0.67 0.9 0.13

The charge passing through the substrate is a term in Equation (6) and depends on the concentration
of charge carriers injected into silicon Q total.

Q’ Excess Carrier = Q total - Q. (6)

Qtotal, calculated by Equation (5): Q = J·t, characterizes the value of all charge carriers involved in
the etching process. The increase in charge carrier concentration on the surface of the hole caused by
injection leads to the appearance of a diffusion electron flow directed along the x-axis perpendicular
to the semiconductor surface, with the result that the carrier concentration increases not only on the
surface but also in the depth of the semiconductor. In this case, injected carriers go deeper into the
semiconductor at different distances, where they are recombined. The contribution of the morphology
of the porous layer is significant in the value of Q’Excess Carrier as some of the charge carriers remain in
the porous layer ∆Q.

Having obtained the values of ∆Q, it is possible to determine the effect of light intensity and
resistivity to estimate the change in the thickness of the porous layer. The decrease in ∆Q with an
increase in the resistivity during etching in the dark and 460 lx illumination is associated with a
decrease in the thickness of porous silicon. This is confirmed by the results of gravimetric analysis.
The high value of Q’Excess Carrier and low ∆Q samples etched at 8000 lx, in relation to the above, are
associated with an intensive dissolution of the porous layer, as well as an increase in the diameter
of the pores in the latter. The increase in the diameter of pores contributes to the improvement in
the access of the reagents to the silicon surface, which increases the concentration of charge carriers
injected into the semiconductor.

As can be seen from the SEM images in Figure 8, the thickness of porous silicon formed in the
dark reaches values not exceeding 300 nm, at 460 lx—not more than 1 micron, and at 8000 lx—the
dissolution of the porous layer is clearly observed in both thickness and in the pore walls thickness.
Illumination of the reaction zone is necessary for the thickness and porosity of porous silicon growth.
However, long-term 8000 lx illumination contributes to the pore diameter growth, which leads to a
reflectance increase.
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Figure 8. Cross-section of samples formed in the (a) dark, and (b) 460 and (c) 8000 lx.

Figure 9 shows SEM (a–c) and AFM images (d–f) of the samples with ρ = 0.01 Ω·cm after different
etching regimes. The pore diameter increases after etching under high 8000 lx illumination.

In this case, the intense generation of holes occurs in the pore walls, which contributes to wall
dissolution. The walls dissolve, and the pores gradually unite with each other. Such samples differ
from black porous silicon (3600 s, 460 lx); they are brown. «Black» and «brown» porous silicon are
characterized by the color of the samples. The roughness and pore wall size of the black and brown
silicon were measured by AFM using the non-contact mode. AFM measurements were analyzed in
Image Analysis, resulting in the roughnesses presented in Figure 9d–f. The thickness of the walls of
black and brown silicon is shown in Figure 9g.

As can be seen from Figure 9 and Table 2, the pore sizes increase with treatment duration from
10–100 to 25–125 nm for 10 and 60 min, respectively. The illumination 8000 lx during the 60 min etching
of silicon leads to the formation of a porous layer with 90–440 nm pore diameter. Thus, illumination
intensity significantly influences the pore size. The illumination intensity and treatment duration
influence the pore wall thickness. This is confirmed by AFM measurement results. Black porous silicon
has a wall thickness of 150–175 nm; brown porous silicon has a 350–375 nm wall thickness, because of
wall dissolution and porous under-layer formation.
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Figure 9. Morphology evolution of porous silicon by photo-assisted etching inspected after (a, d) 10 
and (b, c, e, f) 60 min under (a, b, d, e) 460 and (c, f) 8000 lx illumination. (a–c) SEM images, (d–f) 
AFM images, and the (g) wall thickness of black and brown silicon. 
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Figure 9. Morphology evolution of porous silicon by photo-assisted etching inspected after (a, d) 10
and (b, c, e, f) 60 min under (a, b, d, e) 460 and (c, f) 8000 lx illumination. (a–c) SEM images, (d–f) AFM
images, and the (g) wall thickness of black and brown silicon.

78



Micromachines 2020, 11, 199

Table 2. The roughness and the pore diameters of black and brown silicon.

№ Treatment
duration, min

Illumination,
lx

P, % (gravimetric
analysis)

Roughness,
nm (AFM)

d pores, nm
(SEM)

1 10 460 14 22 10−100

2 60 460 60 50 25−125

3 60 8000 68 58 90–440

The increase in roughness and porosity contributes to the deterioration of the optical properties of
porous silicon for solar cell applications (Figure 10). In the visible (VIS) region, the refractive index
decreases with porosity, in contrast to the increasing edge absorption coefficient with an increase in
porosity [32]. The porous silicon layer further increases the efficiency and absorbs more light energy in
c-Si solar cells [33].
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Figure 10. Reflectance curves of the samples with ρ = 0.01 Ω·cm after 10 and 60 min treatment under
460 and 8000 lx illumination.

Reflection peaks (8.4%) 280 and 370 nm are associated with direct interband transitions in c-Si in
the case of 73 nm thick porous layers [34]. At these wavelengths, the reflectance decreases to 6.4 and
5.4% as the thickness increases due to rising treatment duration. The effect of changing the thickness
is now critical for shorter wavelengths [35]. The reflection peak at 370 nm shifts along the x-axis to
425 and 480 nm for samples after 3600 s etching under 460 and 8000 lx illumination, respectively.
The roughness of the surface can influence the shift in the position of the maximum. Hence, it can be
concluded that the reflectance increase in the visible spectral range, as shown in Figure 8, is solely the
result of the surface roughness induced by illumination, which is consistent with literature results [36].
As a result, an 8000 lx illumination of silicon during etching promotes an increase in the roughness and
reflection of the porous silicon surface, which is then called brown.

Thus, a comprehensive study of the currents involved in the dissolution of silicon, short-circuit
currents, and optical and morphological properties made it possible to identify the effect of illumination
intensity and resistivity on the concentration of nonequilibrium charge carriers. The absence of an
external source of current and a metal catalyst on the surface made it possible to establish a significant
contribution to the illumination intensity and resistivity as separate parameters of the etching process.
The morphology and optical properties of the porous layer were shown to have a significant effect on
the short-circuit current and, accordingly, on the concentration of non-equilibrium charge carriers in
the semiconductor wafer.

79



Micromachines 2020, 11, 199

5. Conclusions

It has been shown in this paper that porous silicon of different thicknesses, pore diameters,
and porosity can be effectively fabricated by the photo-assisted etching on a Si surface without external
bias or metals. The morphology of porous layers can be modified by varying parameters such as
etching duration, surface illumination intensity, and wafer resistivity. Charge carriers that occur in Si
during etching under illumination and in the dark lead to black and brown silicon formation. The total
current on the Si surface can reach 3 mA for ρ = 0.01 Ω·cm and 8000 lx illumination. The total current
value is comparable to the current during electrochemical etching. Por-Si can be used to enhance
optical absorption in the UV, visible, and near-IR spectra. The results obtained in this work will allow
the development of technology to increase the efficiency of the solar cells at the p–n junction due to the
formation of black silicon on the Si surface. Control of the porous layer thickness with a minimum
reflection coefficient will be carried out by measuring the current using the short-circuit current.
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Abstract: The naked-eye three-dimensional (3D) display technology without wearing equipment
is an inevitable future development trend. In this paper, the design and fabrication of a flexible
naked-eye 3D display film element based on a microstructure have been proposed to achieve
a high-resolution 3D display effect. The film element consists of two sets of key microstructures,
namely, a microimage array (MIA) and microlens array (MLA). By establishing the basic structural
model, the matching relationship between the two groups of microstructures has been studied.
Based on 3D graphics software, a 3D object information acquisition model has been proposed to
achieve a high-resolution MIA from different viewpoints, recording without crosstalk. In addition,
lithography technology has been used to realize the fabrications of the MLA and MIA. Based on
nanoimprint technology, a complete integration technology on a flexible film substrate has been
formed. Finally, a flexible 3D display film element has been fabricated, which has a light weight and
can be curled.

Keywords: naked-eye 3D; microstructure; flexible; film; fabrication

1. Introduction

With the development of science and technology, people are hoping to truly restore
three-dimensional (3D) information of the object space. As a result, 3D display technology has
emerged with the times and has become a research hotspot in the field of image displays [1–6].

As Wheatstone invented the first stereoscopic picture viewer in 1838, the technology of 3D
displays has been developed for nearly 200 years [7]. In this development process, head-mounted 3D
display technology is very mature in principle and technology [8–11], and there are a large number
of commercial products. However, due to the need of wearing equipment, it is always inconvenient.
Meanwhile, long-term use depending on the binocular parallax principle will lead to viewing fatigue,
and viewers will feel dizzy. Therefore, it is an inevitable trend for the future development of naked-eye
3D display technology without wearing equipment.

Research groups have developed a variety of naked-eye 3D display technologies, including
the grating 3D display technology of binocular parallax, holographic technology, and integrated
imaging technology. Grating 3D display technology uses the principle of binocular parallax to produce
a 3D sensation [12,13]. This technology has the advantages of low cost, simple structure, and easy
implementation. However, because the left and right parallax images cannot be completely separated,
the viewing area of the viewer is limited, and the 3D image can only be viewed in a relatively fixed
position, lacking freedom. Therefore, it is only suitable for a single user and small range of motion.

By using the interference principle, holographic technology interferes the light wave reflected
by the object with the reference light wave, and records it in the form of interference fringes to form

83



Micromachines 2019, 10, 864

a hologram [14]. When the hologram is illuminated by a coherent light source, the original light wave
will be reproduced based on the diffraction principle, to form a realistic 3D image of the original
object. However, the production of high-quality optical holograms requires a high-coherence laser,
shockproof platform, and precise optical path setting. In addition, the ambient air flow will also affect
the successful recording of holograms. Later, with the development of digital holography technology,
using charge coupled devices (CCDs) instead of ordinary holographic recording materials to record
holograms and using computer simulations instead of optical diffraction to realize object reproduction,
the digitization of the whole process of hologram recording, storage, processing, and reproduction
can be realized [15]. However, the resolution of digital holography using CCDs to record coherent
light waves cannot be compared to that of holographic dry plates, so the resolution of holograms is
relatively low, which seriously affects the image clarity.

The computer-generated hologram, which combines digital computing with modern optics,
encoding the complex amplitude of the object light wave from a computer to computer-generated
hologram (CGH), has unique advantages and good flexibility [16]. However, there is a large amount of
data information and processing time for 3D objects, so it is necessary to select appropriate algorithms
and coding methods to overcome [5,17]. In addition, the spatial light modulator plays a very important
role in the experiment of CGH photoelectricity reproduction. It is necessary to overcome the influence
of spatial light modulation on the quality of the reconstructed image [18,19]. At present, the CGH is
still in the research stage of algorithm optimization to realize a 3D display of large scale and large field
of view. It is still early to expect a commercial product based on holographic display devices.

Integrated imaging technology is also composed of two basic processes: Recording and
reproduction. Unlike holographic technology, the recording and reproduction process do not require
the participation of coherent light, which reduces the difficulty of the whole system. This technology
was first proposed by Lippmann, a famous French physicist and Nobel Laureate in physics, in 1908 [20].
The microlens units in the microlens array (MLA) are used to record 3D object information from different
perspectives to form a microimage array (MIA), and then the recorded MIA is placed on the focal plane
of the MLA whose parameters are matched with a microlens in the recording process. The 3D image
can be viewed by irradiating with scattered light according to the principle of optical reversibility
and the fusion of the human brain. This technology can provide full parallax and a full-color image,
without any special equipment, and the viewpoint provided is quasi-continuous. In a certain area,
it can be viewed by many people, which has become an important development trend of naked-eye
3D displays.

The recording and reconstruction of 3D objects are formed through the interaction of tens of
thousands or even hundreds of thousands of microimages. A camera array can be used to record the
MIA. This method requires a large number of expensive and complex camera equipment, and the
mechanical error between camera equipment will also affect the final imaging effect [21,22]. The optical
recording method [23] uses an MLA to record the MIA, which is easy to be affected by surrounding
environmental conditions such as brightness, sensitivity, and uniformity. The experimental operation
is difficult, and the adjacent images are prone to crosstalk, resulting in a poor imaging effect of the
final MIA. Then, the acquisition of the MIA based on 3D graphics software is proposed [24], which can
realize the free crosstalk and high-resolution recording of the MIA. In addition, the display screen
is generally used to display the recorded microimage array in 3D image reproduction. At present,
the screen resolution of the mainstream high-definition display screen is 1920 × 1080, and the number
of pixels per inch is 89, i.e., 89 ppi. Compared to the resolution limit of the human eye of 300 ppi,
the resolution is still low. The granular distortion effect will be visible at a certain distance.

In this paper, based on the integrated imaging technology, a flexible naked-eye 3D display film
element based on microstructures has been designed and fabricated, which can achieve the 3D imaging
effect with a resolution higher than the human eye resolution limit of 300 ppi, and has the advantages of
curling and light weight. The main arrangement of this paper is as follows: The second part describes
the structure design and imaging principle of the 3D display film element. The third part presents the
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structural design of the MLA and acquisition of the MIA. The fourth part describes the preparation
and integration of the microstructure, and the final part presents the summary of the whole paper.

2. Structural Design and Imaging Principle

The structure of the flexible naked-eye 3D display film element consists of three parts,
namely, an MLA, MIA, and flexible substrate material, as shown in Figure 1a. The MIA is imaged by
the MLA with different viewing angle information. The sub-images of each imaging channel are fused
to form a 3D display effect. The human eye can watch the 3D image of the object in front of them,
as shown in Figure 1b.
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Figure 1. Flexible naked-eye 3D display film element: (a) structure composition; (b) imaging principle;
(c) viewing angle.

The aperture (D) of the microlens is the same as the size (T) of the microimage unit, and the
distance (d) between the MLA and MIA is the effective focal length (f ) of the microlens. A single
microlens can image the corresponding microimage independently, and several sub-images are fused
to form a 3D effect. According to the theory of Gauss optics, when the distance between the MLA and
MIA is the focal length of the microlens, the image distance is infinite, which means that light from any
angle on the MIA is refracted by the MLA and then emitted as parallel light. Therefore, the number of
pixels of the reconstructed 3D image is determined by the number of MLAs (n× n). Finally, the imaging
resolution (Re) of the element can be calculated according to Equation (1), where L is the size of the
MIA. L can be obtained by multiplying the array number (n × n) of microimages by the size of the
microimage unit (T). The viewing angle of the film element (Figure 1c) can be obtained from Equation
(2). As the focus display mode [25] is used in this paper, the 3D depth range (∆Z) is determined by
Equation (3), where PI is the pixel size of the microimage.

Re =
n
L

, (1)

θ= 2arctan(
T
2d

), (2)

∆Z= 2
dD
PI

. (3)

85



Micromachines 2019, 10, 864

3. Structural Design of Microlens Array (MLA) and Acquisition of Microimage Array (MIA)

3.1. Structural Design of MLA

Due to the MLA being the key imaging element, the reasonable design of the parameters of the
MLA, such as the aperture, focal length, and array number, is related to the integration of the whole
element and the quality of the 3D image. For a miniaturized 3D film element, when the microlens
is designed with a large aperture or a small number of MIAs, the resolution of images from all
perspectives of the 3D image will be very low, which makes the viewing effect worse. In order to meet
the requirement of the human eye resolution of 300 ppi, the structural parameters of the microlens are
designed as follows: (1) the material of the microlens is a photosensitive adhesive (NOA61), and the
refractive index is 1.56 in the visible light band; (2) the aperture (D) of the microlens is 80 µm; (3) the
curvature radius of the microlens is 47.5 µm; (4) the focal length (f ) of the microlens is 85 µm; (5) the sag
height of the microlens is 22 µm; (6) the array number of the microlens is 250 × 250. Then, the imaging
resolution is calculated as 317 ppi, which is higher than the human-eye resolution limit. The viewing
angle (θ) is about 50◦. At this time, the focal length of the microlens is very short, so the distance
between the MLA and MIA is 85 µm. Thus, the whole element will reach the thin-film level.

3.2. Acquisition of MIA

The acquisition of tens of thousands or even hundreds of thousands of microimages has been
carried out based on 3D graphics software. This method does not need complicated and expensive
optical equipment, and can also avoid human and mechanical errors in the operation of optical
equipment. With the use of computer memory, computer generation technology can generate
microimages quickly, accurately, and in large quantities.

Based on 3ds MAX software (3ds MAX 2009, San Rafael, CA, USA), a 3D scene was established,
as shown in Figure 2. The scene contained the Chinese characters “光电所” and letters “IOE.”
The central 3D coordinates of “光”, “电”, and “所” were (15.59 mm, −6.8 mm, 9.5 mm), (30.79 mm,
0, 9.5 mm), and (37.88 mm, 6.8 mm, 9.5 mm), respectively. The central 3D coordinates of “I”,
“O”, and “E” were (37.35 mm, −6 mm, 13 mm), (23.43 mm, 0, 13 mm), and (12.48 mm, 6 mm, 13 mm),
respectively. The virtual dynamic camera array was established to simulate the image acquisition
process of the whole MLA, and the acquisition of the microimage was carried out for different 3D
information from far to near. In the image acquisition, the 3D coordinates of the start point of the
camera were A (0, −12.5 mm, 0), and the 3D coordinates of the end point were B (0, 7.42 mm, 19.92 mm).
The field of view of the camera was 5◦ and the moving interval was 80 µm, which was matched with
the structural parameters of the MLA. Finally, 250 × 250 microimages were acquired. The pixel number
of the microimage was 40 × 40, and the pixel size of the microimage (PI) was 2 µm. Therefore, the 3D
depth range could be calculated as 6.8 mm.

In the process of MIA acquisition, the camera captured images of the 3D scene from different
perspectives, as shown in Figure 3, to record the information at different perspectives. In addition,
the obtained microimages are shown in the box in the upper right corner of the corresponding
perspective. It can be seen that the microimages captured by the virtual camera have a very high image
resolution and perfect image quality.
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Figure 3. Imaging from different perspectives: (a) imaging from one prespective of “所”, (b) imaging
from one prespective of “O”, (c) imaging from one prespective of “电”, and (d) imaging from one
prespective of “I”.

Furthermore, 250 × 250 microimages captured by the camera were encoded and fused according
to the arrangement of the MLA. The MIA was generated by computer processing, as shown in Figure 4.
From the enlarged images of different regions, we can see that each microimage is different with
information of different perspectives from the 3D scene.
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4. Preparation and Integration

There are two key microstructures in the 3D display element, which are the MLA and MIA.
The MLA was prepared by photolithography and the hot melting method, and the preparation
results are shown in Figure 5, which shows the prototype of the MLA (Figure 5a), micromagnifier
of the microlens (Figure 5b), and surface profile of the microlens (Figure 5c). The sag height of the
microlens was 21.97 µm, which is consistent with the design result. The MIA was also prepared by
photolithography. The pattern was prepared on the substrate material by a series of processes such as
exposure, development, and etching. The MIA and enlarged images of different regions of the MIA are
shown in Figure 6. The substrate material was a polyethylene terephthalate (PET) film, which has
characteristics of high toughness, smooth surface, and good light transmittance. The pattern was made
by lithography with a high resolution of minimum linewidth of 2 µm, which is equal to the pixel size
of the microimage.
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Figure 6. Preparation results of (a) MIA in different areas: (b) few microimages of “I”, (c) few
microimages of “O”, and (d) few microimages of “E”.

Subsequently, integration of the two key microstructures needs to be carried out. During the
integration, the MLA and MIA need to be aligned one by one to realize 3D image reconstruction. In the
experiment, nano-imprinting alignment technology was used to achieve alignment integration of the
two microstructures, as shown in Figure 7.
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on the prepared MIA; (e) leveling; (f) imprinting and UV curing; (g) mold peeled off.
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First, the imprinting mold with the structural information of the MLA should be prepared.
The imprinting mold is composed of polydimethylsiloxane (PDMS). The free energy of the interface of
the PDMS mold is low and has chemical inertness. Therefore, the mold is easy to be separated when
the mold is used to carry out the integration. During the mold preparation, PDMS stroma and curing
agent were poured into a clean beaker at a volume ratio of 10:1, continuously stirring with a glass rod.
A large number of bubbles were generated in the PDMS prepolymer until the bubbles disappeared
gradually. In addition, the PDMS prepolymer was poured on the prepared MLA, as shown in Figure 7a.
Then, the substrate was placed on the coater at a speed of 250 rpm with a time of 20 s, shaking off

the excess PDMS. Subsequently, it was placed in a vacuum oven until all the bubbles disappeared
for curing, as shown in Figure 7b. The baking temperature and time were set as 65 ◦C and 4 h,
respectively. Finally, the PDMS imprinting mold with negative structural information of the MLA on
the surface could be peeled off from the MLA, as shown in Figure 7c.

Secondly, the structural information of the MLA should be imprinted on the surface of the MIA
by using the imprinting mold to realize the integration of the MLA and MIA. The process flow was
as follows:

First, the photosensitive adhesive (NOA61) was dropped on the prepared MIA, as shown in
Figure 7d. After it was leveled (Figure 7e), the imprinting mold was used to imprint photosensitive
adhesive. During imprinting, the high-precision alignment device was used to align the microlenses
with the microimages one by one. On the basis of alignment, the photosensitive adhesive was
irradiated by ultraviolet light with a wavelength of 365 nm until it was cured, as shown in Figure 7f.
Finally, the PDMS mold was peeled off (Figure 7g) to obtain an integrated 3D display film element,
as shown in Figure 8.
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Figure 8. Integration of thin film element: (a) planar display; (b) curved display; (c) weight.

Figure 8a shows the 3D effect of the planar display, and the 3D display effect can be seen from various
angles. Figure 8b shows the 3D display effect after bending of the element. Meanwhile, the weight
of the 3D display element on the flexible substrate has been characterized, which is less than 1 g,
as shown in Figure 8c, reaching the lightweight level. Figure 9 shows the 3D effects from different
viewing angles.
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5. Conclusions

In this paper, we propose to design and fabricate a 3D display film element based on
microfabrication. The imaging resolution is higher than that of the human eye at 300 ppi. At the same
time, the element has the characteristics of miniaturization and light weight, which can be applied
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to product packaging, handicrafts, anti-counterfeiting, and other industries. Using the 3D display
effect to replace the original two-dimensional image display has a certain market application prospect,
and also lays the technical foundation for wearable display equipment.
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Abstract: A long-standing goal of nanoelectronics is the development of integrated systems to be used
in medicine as sensor, therapeutic, or theranostic devices. In this review, we examine the phenomena of
transport and the interaction between electro-active charges and the material at the nanoscale. We then
demonstrate how these mechanisms can be exploited to design and fabricate devices for applications
in biomedicine and bioengineering. Specifically, we present and discuss electrochemical devices
based on the interaction between ions and conductive polymers, such as organic electrochemical
transistors (OFETs), electrolyte gated field-effect transistors (FETs), fin field-effect transistor (FinFETs),
tunnelling field-effect transistors (TFETs), electrochemical lab-on-chips (LOCs). For these systems, we
comment on their use in medicine.

Keywords: biodevices; integration; miniaturized devices

1. Introduction

Theranostics is universally understood to be the use of a combination of nanoscale agents and
techniques that have both diagnostic and therapeutic effects on a disease. Theranostics provides a
transition from conventional medicine to a personalized and precision medicine approach.

It includes a large variety of themes including, for example, molecular imaging, personalized
medicine, or pharmacogenomics that expand the field of knowledge on targeted therapies and enhance
our understanding of the molecular mechanisms of drugs. In the last years, recent advances in
microfluidics [1–4] and nanotechnology [5–8] gave significant support to theranostics for developing
new procedures and treatments of diseases.

This review focuses on the development of strategies and potential applications of emerging
theranostic nanosystems based on the transport of electroactive species (i.e., ions or electrons) at the
nanoscale. Faster diagnosis and screening of diseases have become increasingly important in predictive
personalized medicine as they improve patient treatment strategies and reduce cost as well as the
burden of healthcare. However, the correct extraction, acquisition, and sampling of physiological
signals is still unsatisfied by many of the currently available approaches; for these, the analysis of body
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fluids such as tears, sweat, saliva, or interstitial fluid, is heavily conditioned by the type of biomarker
integrated with the electrochemical/bioelectronics sensor that performs the analysis.

The choice of the correct biomarker is a critical step that can compromise the entire process
of measurement and overrule even the more advanced technology of a sensing device. The blind
biomarker should exhibit the properties of high specificity and sensitivity in monitoring a disease.
This adherence must be investigated in a preliminary stage, before the use of the biomarker in the
device in its final configuration. Then, the aim of the (electrochemical) device is that of enhancing
the sensing abilities of the biomarker in terms of limit of detection (i.e., the smallest quantity or
concentration of the analyte to be detected), resolution (i.e., the smallest incremental unit of the analyte
that the biosensor can detect), and sensitivity (i.e., how much the response of the system changes as the
input changes). A nanoscale architecture of the device can improve the limit of detection, resolution,
and sensitivity of the biosensor. This review is an account of how nanotechnology can enter the field of
electrochemical transistors to impact clinical medicine. The circuit functionalities and their applications
will also be addressed, with attention to current trends in the field.

For their characteristics of high sensitivity and fast response times, electrochemical biosensors may
provide early diagnosis of diseases and increase the possibility of a patient’s recovery. Perhaps more
importantly, electrochemical biosensors are able to translate a chemical signal into an electrical signal
and this enables us to detect and quantify several different molecular or cellular species in the
body. Moreover, these systems can be integrated with lab-on-chips to obtain point of care (POC)
analytical platforms.

In the fields of theranostics and prognosis, it is necessary to develop devices with a high impact on
the detection sensitivity and specificity of the biomarker that in turn must be specific and adherent to
the disease under examination. The integration between electrochemical biosensors and lab-on-chips
(LOCs) to obtain POC analytical platforms is discussed with plenty of examples. We report, describe,
and comment on latest generation transistors, electrochemical biosensors (fin field-effect transistors
(FinFETs), tunnelling field-effect transistors (TFETs), and organic electrochemical transistors (OECTs)),
and the combination of electrochemical biosensors with lab-on-chips for medical applications.

2. Fin Field-Effect Transistor (FinFET), Tunnel FET

The field-effect transistor is a type of transistor that uses an electric field to control the flow of
current. A typical FET device has three terminals: source, gate, and drain. The application of a voltage
to the FET’s gate modifies the conductivity between the drain and the source, allowing the control of
the flow of current.

One of the first examples of field-effect devices for the evaluation of ionic species was introduced
by Bergveld in the 1970s and named ion sensitive field-effect transistor (ISFET) [9].

In this class of devices, the gate consists of an SiO2 layer placed in solution, and consequently,
the drain current is influenced by analyte activity by varying the potential at the gate/electrolyte
interface [9,10]. Subsequently, different technologies of field-effect devices were developed to overcome
the main limits imposed by FET–based devices, such as the threshold voltage drift. In chronological
order the extended gate field effect transistor (EGFET) was developed by Van der Spiegel in the
early 1980s [11]. The continuous scaling of planar metal-oxide-semiconductor field-effect transistor
(MOSFET) evidenced come technological difficulties whereby the device can no longer be classified as
a long channel MOSFET. The main short-channel effect is due to the two-dimensional distribution
of potential and high electric fields in the channel region, which mainly lead to variable threshold
voltage, saturation region that does not depend on drain potential, and drain current that does not
depend on the inverse of channel length [12]. Subsequently a variety of different planar and non-planar
topologies were investigated, such as the FinFET and the TFET [13,14]. The FinFET resulted in an
attractive option for the fabrication of a non-planar device with self-aligned double-gate using a
standard complementary metal-oxide semiconductor (CMOS) process [15]. Conversely, the FET is
considered a promising design which guarantees immunity to subthreshold swing degradation at
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short channel length [16]. More recently, the development of more sophisticated organic materials led
to the development of devices that are trying to replace the role of silicon, such as the organic thin-film
transistors (OTFTs). Even though the OTFTs’ performances are actually not comparable with inorganic
ones in terms of carrier mobility, operating frequency, and subthreshold swing, the low cost and easier
fabrication, as well as the possibility to chemically modify the material properties, represent a key role
in the development of organic biosensors [17].

The electronic interface of a field-effect biosensors’ electronic interface is a standard and/or custom
designed MOSFET, which ensures long-term stability and insulation from the chemical environment to
the device (where the sensing layer is generally placed) [16]. In linear region, the sensor output (i.e.,
drain current) is related to the analyte as follows:

IDS = µCox
W
L

[(
VRe f −V∗th

)
VDS − 1

2
V2

DS

]
(1)

here W is the width and L is the length of the channel, µ is the carrier mobility, COx is the gate oxide
capacitance per unit area, and VRe f and VDS are the applied reference electrode and the drain-to-source
voltages. V∗th is the threshold voltage, which is related to the device and the chemical environment as
follows:

V∗th = Vth + Ere f + χsol − WM

q
−φ (2)

In Equation (2), Vth is the threshold voltage of the field-effect device. ERe f is the reference electrode
potential, χsol is the dipole potential of the electrolyte, WM is the work function of the reference
electrode, q is the charge, and ϕ is the potential at the sensing interface [10]. In Figure 1 is reported a
comparison between an EGFET and a Fin-FET device for biosensing.
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Figure 1. Representative view of a device based on extended gate field effect transistor (EGFET) (a)
and (b) fin field-effect transistor (Fin-FET) technology (not in scale).

In the EGFET aspect ratio W/L influences the characteristics of the devices in terms of
transconductance gm. A higher transconductance is desirable because it results in lower flicker
(1/ f ) noise device. There are several advantages in FinFET such as a lower off current, a lower Vth due
to a reduced bulk (depletion) capacitance and a very low output conductance (higher voltage gain).
Conversely, FinFETs suffer from a high series resistance and thus a lower peak transconductance [18].
In both cases the literature reports that most of the developed biosensors are developed using
commercial devices, evidencing how the development of biosensors over the years has been mostly
oriented toward the sensing part, using off-the-shelf components because of the easier fabrication
process and lower cost [19,20]. Even though they are a more recent technology, FinFETs have more
recently been commercialized and thus are mature for biosensor applications [21]. One of the key
metrics in the development of biosensors is their sensitivity, which through the years has been the
object of intensive investigation, especially for the detection of analytes at even lower concentration.
Being inherently characterized by theoretical limits other approaches were investigated instead of
classical planar and non-planar geometries. The TFET is one of the most recent devices, with base
conduction mechanism on the band-to-band tunneling. In this class of device, the analyte influences
the tunneling barrier, and hence the tunneling current. Literature has evidenced that the use of TFET
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technology results in devices with improved sensitivity and reduced response time, while retaining
all other advantages of FET biosensors [22–24]. FinFET technology was originally proposed as an
improved technology characterized by higher sensitivity, stability, and reliability [25]. Literature
reports some attempts to fabricate FinFET-based sensors for biomolecule detection such as cellular ion
activities [26], pH [25,27], and the detection of avian influenza (AI) antibody [28]. Change in current
was recently linked to change in gate capacitance, allowing the detection of proteins linked to early
detection of diseases (e.g., streptavidin, biotin) [29]. Moreover, being a relatively recent technology,
modelling tools are still under development to optimize the design phase [30].

The continuous efforts to improve the sensing performances attracted significant attention through
the recent technological advancement in synthesis and deposition on high performance materials,
such as graphene (i.e., nanopores, nanoribbon, reduced graphene oxide and graphene oxide), carbon
nanotube, nanowires, and nanoporous materials [31–38]. Graphene is a high-performance material,
recently investigated in different fields due to the availability of synthesis and mature deposition
technologies, characterized by high carrier mobility and low inherent 1/ f noise [39]. As result,
different attempts at using a graphene-FET (GFET) as biosensor were reported in literature. Most of
the applications are focused on low-concentration nucleic acid detection, exploiting the site-specific
immobilization of probes [32]. The reported resolution of GFETs, often conjugated with metal
nanoparticles (e.g., Au) can be lowered down to the pM range [40,41]. Despite the interesting sensing
applications, continuous investigations are still required to improve the reduced DNA translocation
dynamics and the low-frequency noise levels [32,42,43]. Other applications are concerned with protein
detection, living cell and bacteria monitoring [33,44]. A commercial graphene-based biosensor is
the agile biosensor chip—NTA, used overall for research purposes, allowing the immobilization of
recombinant proteins.

The efforts to develop the FinFET device often lead to biosensors with performances comparable
with that of other multigate or planar MOSFETs [25]. Subsequently, in order to reduce the development
time, commercial FET devices are sometimes preferred.

3. Organic Electrochemical Transistor Devices

The role of organic electrochemical transistors in biomedicine is becoming increasingly relevant.
OECTs are devices based on a semiconductor, conventionally named channel, that is physically placed
in contact with a solution. Upon the action of an externally controlled voltage, ions of the solution are
displaced and can be either injected or removed from the channel, doping or dedoping it, changing the
bulk conductivity of the entire device. Alterations in the electrical characteristics of the device can be in
turn correlated to the physical and chemical characteristics of the electrolyte. State of the art OECTs are
mostly based on the conducting polymer poly(3,4-ethylenedioxythiophene) doped with polystyrene
sulfonate (PEDOT:PSS) [45], thus OECTs share many of the characteristics of polymers such as low
weight, low density, low cost, high resilience, elevated specific strength, biocompatibility, and facile
deposition. Moreover, because they have a transistor architecture, OECTs feature high sensitivity, high
signal-to-noise ratio, high gain [46–48], enabling amplification of weak electric signals such as those
generated by biological systems.

OECTs, in fact, can operate at low voltages, in aqueous environments such as efficient
ion-to-electron converters, providing an interface between the worlds of biology and electronics.

As key constituents of biosensors and analytical devices, OECTs have been used for
electrophysiological recording, for bio-sensing applications and applications at the bio-interface [45,49,
50], bio-computing [51], neuromorphic engineering [52–54], as constituents in electronic bio-devices [55],
and as a sensor for cells [56].

As flexible, high-sensitivity low-cost devices, OECTs have found different applications in
biomedicine and biology. They have been applied as sensors for simple analytes such as hydrogen
peroxide [57] and ions [47,58]. In reference [59] Seong-Min Kim and colleagues examined the long
term stability of PEDOT:PSS, examined the correlations among the microstructure, composition, and
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device performance of PEDOT:PSS films for possible applications in the development of long-term
stable implantable bioelectronics for neural recording/stimulation. In reference [60], devices based
on the conducting polymer PEDOT:PSS have been demonstrated for the real-time processing and
manipulation of signals from living organisms; devices with the characteristics of miniaturization
and bio-compatibility with human skin have been used to analyze neurophysiological activity.
In references [61–63] it is discussed how similar OECTs can be used as sensing interfaces of cells and
systems of cells. OECTs can very practically determine the physiological conditions of living cells,
follow the processes at the basis of their life cycle, including reproduction processes, and track their
transition to apoptosis [63].

Moreover, OECTs can be used as electronic switches or components of logic gates, also in
interaction with biological interfaces, creating a multiple interactive logic that is perfectly suited to talk
with living systems [64]. The in vivo monitoring of biological-driven phenomena is likewise heavily
investigated, including, for example, enzymatic interactions [65] useful to detect metabolites relevant
in in the biological processes and function of cells and organs, such as lactate or glucose, which are
indicative of the physiological conditions of a patient [66]. Finally, a wide range of applications is still
open in the detection of biomolecules based on specific antigens, which are crucial in the in vivo early
diagnosis of bacteria and specific illnesses [67].

The typical configuration of an OECT is reported in Figure 2. An electrolyte, i.e., a solution
containing electroactive species, is contacted to the device with three electrodes: the gate, the drain,
and the source. The gate is the reference electrode that is directly connected to the electrolyte.
Instead, the drain and the source are bridged together by the conductive polymer channel (Figure 2a).
Upon application of a voltage between the gate and the source (Vgs) and the drain and the source
(Vds), ions in the electrolyte are propelled towards the polymer channel, penetrate into the channel,
and generate a current Ids that flows from the drain to the source (Figure 2b). Thus, the current Ids is
the typical output of an OECT device. The reaction between the ions and the polymer in the channel is
described by the following equation:

PEDOT+ : PSS− + M+ + e− → PEDOT + M+ : PSS− (3)

where M+ represents the cations. The presence of cations in the PEDOT : PSS film depletes the number
of available carriers, reducing the source–drain current Ids. Thus, Ids is modulated by the inflow or
outflow of ions—from the electrolyte to the channel—and values of current measured by the device can
be indicative of the concentration, size, and charge of the specie initially dispersed in solution, and of
the geometrical characteristics of the system. The form of the Ids current is similar to response of a first
order system: values of current are a function of time and increase from a reference value (minimum
background current, no flux) to a steady state value (maximum value of current, constant regime)
(Figure 2c). The signal can be modelled by an exponential function of the type Ids ∼ m

(
1− e−t/τ

)
, where

t is time, and m and τ are the modulation and time constants of the system. The modulation is the
signal increment normalized to its initial value, m =

(
I f in
ds − I0

ds

)
/I0

ds; it is proportional to the strength of
the signal. The time constant is the time after which the signal attains 67% of its steady state value,
Ids(τ) ∼ 0.67 I f in

ds ; it is indicative of the inertia of the system. Remarkably, using mathematical models
described elsewhere [68] m and τ can be associated with the diffusivity, charge, concentration, and
other physical, chemical and geometrical characteristics of a system, so that the information encoded
in the Ids can be broken to extract the characteristics of the system in analysis. Typical Ids values and
increments fall in the 0–5 mA range. The values of Vds, instead, are controlled by the operator and are
typically varied in discrete increments in the 0–1 V range.
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Figure 2. Scheme of a conventional organic electrochemical transistor (OECT) device, in which a
solution is connected to the device through the gate, source and gate electrodes, and a conductive
polymer channel (a). Upon application of an external voltage at the gate and the drain (b), a current of
ions flows to the source generating a continuous function of time (c).

In this scheme, the electrolyte is contained in a channel, a chamber, or a reservoir; the interface of the
solution with the external regions of the device is a flat surface with zero curvature. This automatically
implies that the motion of ions in the system to the active sites of the device is driven by diffusion: the
process is inefficiently controllable by the outside. By nanostructuring of the surface of the polymer
channel, one can make the surface super-hydrophobic. Super-hydrophobicity prevents wetting of
the surface, allowing a drop of solute positioned on that surface to maintain its originating spherical
shape. The curvature of the drop can be modulated by tailoring the geometry of the super-hydrophobic
surface and by regulating the amount of the solute partitioned in each drop. Thanks to a non-zero
curvature, convective Marangoni flows arise in the drop (Figure 3a).
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Figure 3. Nanoscale modification of a surface can make that surface super-hydrophobic (a). In a drop
on a super-hydrophobic surface, the motion of particles is determined by the combination of diffusion
and Marangoni convective flows (b). The inset reports a graphical representation of the potential
functions ψ that describe the velocity field within a spherical drop (c). The displacement of particles
in a drop can be determined from the velocity field using the Langevin equation and a numerical
scheme (d).

Depending on the value of curvature, the size of the drop, and the gradient of temperature
between the substrate and the drop, the intensity of the convective fields can be equal, or greater or
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less, than the intensity of diffusion. Thus, convection represents the additional degree of freedom
introduced in the system [69], and the competition between convection and diffusion drives the solute
species on predefined spots. The velocity field developed within the drop owing to Marangoni flows
is derived as the derivative of the stream functions ψ(r,θ) with respect to the coordinates r and θ.
The stream functions are potential functions that describe the characteristics of a fluid flow, they have
been originally derived by Tam and collaborators and [70] read:

ψ(r,θ) = − 1
8

(
1− r2

)[
1 + r cosθ− 1−r2

(r2+1−2r cosθ)
1
2
+

∑∞
n=2

(n−1)−2(n−1)Bi
(2n−1)((n−1)+Bi) rn(Pn−2 cosθ− Pn cosθ)

]
, (4)

where (r,θ) is the position of a point in the drop in polar coordinates, Bi is the Biot number, and Pn is
the Legendre polynomial of order n. The corresponding velocity field v is then derived as:

vr = − 1
r2sinθ

∂ψ
∂θ

, vθ =
1

r sinθ
∂ψ
∂r

, (5)

that can be used, in turn, in the Langevin equation [71–73] to find the distribution of a trace in the drop:

m
∂u
∂t

= 6πµa
(
Kpu−K f v

)
+ Fe + Fb. (6)

In Equation (6) u is the unknown velocity vector for the particle, v is the unperturbed fluid velocity,
m and a are the mass and radius of the solute particulates. Moreover, Fe is the electrostatic force,
Fb is the Brownian force that depends on the temperature as Fb ∝

√
T, Kp and K f account for the

hydrodynamic hindrance of the system, and t is time. Equation (6), solved using a numerical scheme,
allows us to determine how a solute propagates in a super-hydrophobic drop because of convection
and diffusion.

Inspired by Lotus leaves and by nature, super-hydrophobic surfaces have been reproduced
using combinations of nano-fabrication techniques [74,75]. Typically, the artificial analogue of a
super-hydrophobic surface is an array of microsized pillars, where the size (d), spacing (δ), and
height (h) of the pillars in the array can vary over large intervals. The upper surface of the pillars
contains, in turn, details at the nanoscale, and the combined effects across length-scales cause the
surface to be super-hydrophobic [76–78]. The pillars of those surfaces are often made out of silicon,
nano-machined using reactive ion etching techniques, or of polymers, created using optical or electron
beam lithography techniques [79]. Fluorinated polymers with low friction coefficients, nano-porous
silicon, or nano-rough materials with low surface energy densities, can be deposited on the pillars
representing the second-level roughness of the hierarchical nanomaterial device [80]. The contact angle
of a drop on similar super-hydrophobic surfaces can be predicted using the celebrated model of Cassie
and Baxter [74]:

cos(ϑc) = −1 + φ cos(ϑ), (7)

where ϑ is the contact angle of the drop on the surface without texture, ϑc is the contact angle on the
surface with the texture, and φ is the solid fraction of the surface. Typical design values of d and δ
are d = 10 µm and δ = 20 µm, so that φ = π/4(d/δ)2 ∼ 0.087. With these values of d, δ and φ, any
originating contact angle ϑ > 60◦ will lead to final contact angles ϑc > 150◦, i.e., a super-hydrophobic
surface. For this combination of d and δ, the height of the pillars should be chosen such that h ≥ 20 µm,
in that ratio of h to δ is greater than one, h/δ > 1, to assure stable adhesion of the drop on the
surface [81].

Motivated by the need of new sensor devices with higher sensitivity, higher accuracy, and
increased selectivity with respect to available approaches, beginning in 2014 some of the authors of
this paper started to nanostructure OECTs with the aim to harness their functionalities [82]. Starting
from conventional OECT devices, we modified the geometry of those devices at the nanoscale, and
created a new class of bio-devices that we called surface enhanced organic electrochemical transistors
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(SeOECTs) [69]. SeOECTs are a third generation of organic thin film transistors, in which the electrolyte
medium is an active part of the device gating and the surface micro and nanostructure enhances the
properties of the electrochemically active conductive polymer. In SeOECTs, a 3-dimensional design
and topographical modification of the surface enables selectivity, enhances sensitivity, and enables the
detection of multiple analytes in very low abundance ranges.

SeOECTs are based on the fine tailoring of surface microstructure and nano structure. The device
comprises arrays of super-hydrophobic micro-pillars, functionalized with a conductive PEDOT:PSS
polymer sensitive to the ionic strength of the electrolyte. Each pillar has a diameter of 10 µm and a
height of 20 µm. The pillars are positioned on the substrate to form a non-periodic lattice (Figure 4a).
A similar non-uniform tiling of pillars generates a system of radial forces that recalls the drop to the
center of the lattice for automatic sample positioning. Some of the pillars are individually contacted to
an external electrical probe station for site selective measurement on the sample surface (Figure 4b,c);
they incorporate nano-gold contacts with sub-micron reciprocal distance that generate enhanced
and localized electric fields (Figure 4d–h). Due to the microstructure of the device, the device is
super-hydrophobic with contact angles up to 165◦ (Figure 4i). The device takes advantage of a
combination of scales to resolve, identify, and measure complex biological mixtures. At the micro-scale,
arrays of super-hydrophobic micro pillars enable manipulation and control of biological fluids. At the
nano-scale, some pillars are modified to incorporate nano-electrodes for time and space resolved
analysis of solutions.
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Figure 4. Surface enhanced organic electrochemical transistors (SeOECT) devices are based on a
non-periodic array of micro-pillars (a). Some of those pillars are contacted through circuits to an
external electric probing station (b) and are equipped with nanoelectrodes for site selective measurement
of the ionic current: each of those pillars is named sensor (c–f). The device imaged with a camera lens,
the distance between the parallel gold circuits is 1 cm (g). The sensors are placed in line on the device,
symmetrically with respect to the center of the device (h). Due to the characteristics of the substrate,
during operation the liquid sample maintains a spherical shape (i).

SeOECTs are obtained by the superposition of different layers as explained in detail in reference [69].
To perform a measurement, a liquid sample is positioned on the device. Due to the

super-hydrophobic characteristics of the surface, the sample takes a quasi-spherical shape (drop) and
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is automatically centered on the device. Then, the device is driven by an externally applied voltage,
ranging between 0 and 1 volt. Upon the application of the voltage, a current of ions Ids flows from the
sample through the circuit and is measured by the points of measurements (sensors) on the device.
Ions in the sample drop are transported by buoyancy and Marangoni flows that originate in the drop
because of its curvature. Since the motion of ions—under the combined effect of convective flows and
electric field—is directly proportional to the charge, directly proportional to the diffusion coefficient,
and inversely proportional to the size, the process achieves the migration and spatial separation of
species in solution. Arrays of sensors, spatially positioned on the device, can resolve this separation
in space and time. Thus, the device measures ionic current transients at different positions on the
substrate and for different values of voltage. While the information content of the solution is mapped
into a whole set of variables, statistical techniques of analyses can be used to decode such information
and determine the characteristics of target molecules.

The state of the system in a specific configuration is a point in the m − τ plane. Samples with
different characteristics are placed in different regions of the diagram (Figure 5a). Thanks to this
graphical representation, it is possible to operate sample separation, clustering, and classification
(Figure 5b). The separation can be optimized if one considers sensors positioned at opposite extremes
of the device or high values of voltage, for which the convective transport effects are amplified and the
differences between species with different charge and size are maximized (Figure 5c). Points in the
m− τ diagram can be parametrized by voltage (Figure 5d) or by time (Figure 5e). In both cases, data
processing and analysis generate trajectories, the shapes of which are indicative of the time evolution
and of the characteristics of the system (Figure 5f).
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Figure 5. The response of the SeOECT devices is described by the sole variables modulation and time
constant (a). The scatter plot of modulation against time constant may be indicative of differences
between samples and can be used to operate sample separation, clustering, and classification (b).
Separation between species can be improved by setting high voltage values and using sensors positioned
at the border of the drop, where Marangoni flows are maximized (c). The modulation and time constant
variables can be parametrized by voltage (d) and by time (e). The form of these trajectories can be
indicative of the time evolution of the system (f).

SeOECT devices have been used to evaluate tumors [83]. Since cancerous states are associated
with an altered protonation state of the intra/extracellular microenvironment, one can estimate the onset
and progression of a cancerous disease from a measurement of the ionic content of a blood-derived
cell culture. We used SeOECTS to evaluate potential perturbation of protein protonation state (i.e.,
charge) of cell secretome in the extracellular compartment in vitro. We applied the analysis to the
conditioned medium of blood culture after a short-time expansion, derived from patients with, without,
and suspected of cancer. Using data from the bio-chip and statistical techniques of analysis, we
developed algorithms that segregated tumor patients from non-tumor patients. For the ~30 patients
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across two independent cohorts, the method identified tumor patients with high sensitivity and 93%
specificity [83].

4. Combined Electrochemical Biosensor and Lab-on-Chip

The sensing platform is then a crucial point for a specific application of LOCs, consisting of a sort of
recognition element required for the capture of the target. The high affinity between antigen–antibody
(Ag–Ab) or protein–aptamer makes them largely applied for biosensing design. Nanotechnologies
offer support as electrochemical devices because the nanomaterials employed, from silicon to graphene
or graphene oxide to carbon nanotubes or to metal nanoparticles, are characterized by excellent
electrical, mechanical, and, generically, physical/chemical properties, which, combined with the novel
nanotechnology techniques (lithography, metal deposition, plasma treating), allow the realization
of appropriate architectures with the appropriate functionalities too. In particular the optical and
electrical properties of the sensing nanodevices are related to their materials as well as to their
geometry, and an optimal combination of them can amplify the signals coming from the analytes.
Consequently, high-sensitivity analyses of biomarkers (usually cellular biomarkers or biomolecules)
become possible adopting nanodevices with different techniques (e.g., cyclic voltammetry (CV),
electrochemical impedance spectroscopy (EIS), IR, or Raman spectroscopy) [84,85]. Reference [7]
reports one of the first examples of a sensor able to capture circulating tumor cells (CTCs), which
could be used to study tumor staging, to guide the study of the risk of recurrence. Folic acid (FA) was
selected as transducer molecule, because CTCs characterized by high expression of folate receptor
(FR) and, consequently, evidencing also 5-methylcytosine-positive nuclei, are potentially dangerous
for their dissemination power in healthy tissue. The FA surface can trap cancer-cell-expressing FR,
encouraging the attack and the growth of CTC subsets with a higher content of methylated genomic
DNA, with notable consequences on tumor prevention strategies and on prognosis definition.

Microfluidic paper-based analytical devices (µPADs) represent a technology of
hydrophilic/hydrophobic micro-channel networks and associated analytical devices for development
of portable and low-cost diagnostic tools that improve point of care testing (POCT) and disease
screening [86] involving the specific detection of biomolecules. They have the ability to perform
laboratory operations on micro-scale, using miniaturized equipment, and can be fabricated by using
2-D [86–88] or 3-D [89,90] methods to transport fluids in both horizontal and vertical dimensions,
depending on complexity of the diagnostic application. The principal techniques in the literature
for fabrication of paper-based microfluidic devices include: wax printing [90], inkjet printing [91],
photolithography [92], flexographic printing [93], plasma treatment [94], laser treatment [95], wet
etching [96], screen printing [97], and wax screen printing [98]. The µPADs can be used with the naked
eye for qualitative testing but can also be used as quantitative assays based on specific detection methods.
The choice of the method to detect the binding events that occur on a transducer surface depends on
the type of biomarker. The detection methods currently used for sensitive measurements with low
detection limits are represented by colorimetry, electrochemistry, fluorescence, chemiluminescence
(CL), electrochemiluninescence (ECL), and photoelectrochemistry (PEC). Moreover, the surfaces can
be modified to impart high selectivity to the binding of the target analyte, which is desirable in
complex biological samples. In fact, sensitivity and specificity of the µPADs can be enhanced through
a combination use of the reaction mechanisms categorized into biochemical, immunological, and
molecular detections, transforming the device in a multiplexed testing [99–101]. However, chemical
amplification or multiplex procedures are often disadvantaged in the µPADs as they require expensive
reagents, multiple steps that must be performed by the end user, and complex protocols for the
interpretation of the final data.

5. Future Trends of Combined Electrochemical Biosensor and Lab-on-Chip

The µPADs promise to meet the critical needs of rapid analytical tests in the diagnostic area.
These devices represent the diagnostic field, a platform for a wide variety of chemical and biochemical
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reactions and detection patterns that can be used to assess the health status of the general population.
They are useful for people who must reach very distant health facilities (Figure 6) [102]. These devices
can also be used to monitor intoxications in occupational medicine. Finally, their ever-increasing
application in the qualitative assessment of foods is beginning. Further research is needed to address
several common challenges, such as the poor reproducibility, the need of high detection limits, the
inadequate specificity, and the risk of a subjective interpretation of data. Most µPADs successfully
address most of these challenges through the association of a machine learning procedure based
on “kernel machines.” Kernel machines have considerable appeal in the machine learning research
community due to a combination of conceptual elegance, mathematical tractability, and state-of-the-art
performance [102], and, applied on Android smartphones for image processing and paper-based
devices, they are able to solve many of the several common challenges mentioned.
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Figure 6. Flowchart of the use of an Android smartphone for image processing and paper-based
devices. In this example, the test is performed at home, the data collected from the paper-based device
through the Android application, and adequate software is sent to qualified medical personnel to
support the management of the results obtained.

The calculations of the limit of detection (LOD) and limit of concentration (LOC) for the combination
of Android smartphones with image processing and paper-based devices are considered the frontier
for their use. Despite its limitations, the interesting combination of the µPAD and Android applications
provides a coherent and objective analysis of colorimetric data without the need of complicated
interpretation data methods, and consequently it represents a significant milestone in the current and
future development of ePADs for clinical diagnostics

Finally, attracting increased attention from the research community is the development of mobile
device-based healthcare as a revolutionary approach for monitoring medical conditions. More systems
have computerized traditional clinical tests to design functions and interactions of smartphone-based
rehabilitation systems [103] regarding diseases like as stroke and cardiac failure [104]. Moreover,
sophisticated platforms were developed for a better-targeted cancer therapy and improved follow-up
care, to make the care process more effective in terms of clinical outcome. On the other hand, there is
also the need to develop the µPAD for personalized toxicity studies. Therefore, the future trends on
theranostic applications of the µPAD will be developed from the bench-to-bedside and updated to
produce patient-friendly analytical assays [105].

6. Medical Clinical Applications

In cancer, the next generation of POC will probably be represented by 2-D material-based
electrochemical biosensors/sensors [106] such as electrochemical apparatus [107], lateral flow assays
(LFAs) [108], or paper-based colorimetric solutions [109]. The main biomarkers relevant in this field are
nucleic acids such as mRNA and DNA; proteins such as antigens, enzymes, and peptides; some small
molecules such as the reactive species of oxygen and nitrogen; and, notably, the protonation state [83].
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Due to the chaotic nature of this medical condition, multiple marker solutions can fit the clinical needs
better. Aptamers [110] are artificial oligonucleotides selected through a Systematic evolution of ligands
by exponential enrichment (SELEX) procedure. They are gaining appreciation as ultra-specific, stable
probes. Their use spans therapeutics to diagnostics, where they can be used as biomarker surrogates or
in so-called aptahistochemistry, an evolution of immunohistochemistry [111].

In this section of the review some examples related to the more diffuse cancer types and infectious
diseases are reported. Cancer-related applications are summarized in Table 1, infectious disease
applications are summarized in Table 2.

In breast cancer aptamers are gaining momentum, and they find usage in therapy, as well as in
the detection of diagnostic and prognostic markers such as aberrant HER-2 forms [112,113], α-estrogen
receptor status [114], vascular endothelial growth factor (VEGF) [115], osteopontin [116], Michigan
Cancer Foundation-7 (MCF-7) cells [117], anterior gradient homolog 2 (AGR-2) protein [118].

In lung cancer, one of the main issues is early diagnostics and effective screening. The problem is to
find a proper balance between sensitivity and specificity, and complexity, time, and expenses. According
to a recent review by Roointan and colleagues [119], the main biosensor approaches in lung cancer early
diagnosis are electrochemical, optical, and piezoelectric (mass-based). The best clinical, analytical, and
technological performances are achieved by electrochemical sensors. The main biomarkers sensed by
those instruments, are: VEGF165 [120,121], EGFR [122], Annexin II and MUC5AC [123], HIF-1α [124],
NADH levels [125].

In colorectal cancer (CRC) the main early diagnostic biomarker is the fecal occult blood
test (FOBT) [126,127]. The most advanced FOBT tests commonly available on the market are
immunochemical [128,129]. These can be further divided into qualitative and quantitative [130].
One of the main advantages of the immunological-based approach is that patients are allowed to stay
on a regular diet without the need to stop drugs known to interfere with the guaiac-based FOBT [128].

Instead of looking for occult blood in stools, it is possible to approach early diagnosis looking
for common genetic aberrations commonly found in CRC, such as K-Ras, adenoma polyposis coli
(APC), p53, and microsatellite instability. Moreover, the novel DNA tests comprise epigenetic analysis
of methylated genes for vimentin, secreted frizzled-related protein 2 (SFRP2), bone morphogenetic
protein 3 (BMP3), N-Myc downstream-regulated gene 4 protein (NDRG4), and tissue factor pathway
inhibitor 2 (TFPI2), using as analytical matrix feces or venous blood. Another promising target for
early diagnosis and screening are fecal miRNAs [129–138].

A totally disruptive approach to FOBT is an ingestible micro-bio-electronic device (IMBED)
based on environmentally resilient biosensor bacteria for in situ biomolecular detection, coupled with
miniaturized luminescence readout electronics that wirelessly communicate with an external device.
According to the authors, gut biomolecular monitoring could be more precise and faster than any other
laboratory methods [139].

Another biomarker relevant in GI tract neoplasms is sarcosine. It is not only associated with CRC
and stomach cancer, but also with prostate cancer and neurodegenerative disorders. Analytically it is
relevant to human pathology in the food and fermentation industry. Many biosensor-based approaches
have been tried to measure this analite: amperometric biosensors, potentiometric sarcosine biosensors,
impedimetric sarcosine biosensors, photoelectrochemical (PEC) biosensors, and immunobiosensors.
All these methods have been recently reviewed by Pundir at al. [140].

In the infectious disease market, many different tests received the Clinical Laboratory Improvement
Amendments (CLIA) waivers that enable POC use [141]. Most POC rapid tests use lateral flow
immunoassay (LFIA) technology, a limited number of POC diagnostics utilize molecular approaches.
One of the most interesting molecular methods is nicking enzyme amplification reaction (NEAR) [142],
an isothermal nucleic acid amplification. Back in 2015, the FDA approved the Alere i influenza A & B
test [143] based on NEAR technology, which is an isothermal DNA amplification technique. Later also
a test for group A Streptococcus (GAS) that uses throat swabs as samples was CLIA waived [144], and
one for respiratory syncytial virus (RSV) [145].
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Recently some reviews summarized monographically the state of the art in POC testing of
common conditions. Kozel and collaborators [141] provided data for cryptococcal antigen meningitis
and malaria. Grebely and colleagues in 2017 reviewed the offer for HCV (Hepatitis C Virus) POC
testing [146]; Gaydos et al. Trichomonas vaginalis [147]; Hurt et al. HIV (Human Immunodeficiency
Virus) [148]; Kelly and his group Chlamydia trachomatis [149]; Basile and collaborators in 2018 reviewed
POC testing for respiratory viruses [150]; and Nzulu and colleagues in 2019 the one for Leishmania [151].

Concerning other experimental techniques in infection diagnostics and specific biosensor
approaches, refer to the work by Datta et al. [152].

There are two other major chapters in infectious disease relevant for this review, apart from pure
diagnosis: antibiotic susceptibility testing [153,154] and sepsis early diagnosis [155–158].

Table 1. Clinical application in oncology.

Device Disease Reference

RNA aptamers anti HER2 Breast cancer [110]
Nanotube-wrapped anti-HER2 protein aptamers Breast cancer [113]

DNA aptamer anti ERα Breast cancer [114]
Upconversion nanoparticles DNA aptasensor for VEGF Breast cancer [115]

Electrochemical aptasensor for osteopontin Breast cancer [116]
MCF-7 aptamer-functionalized magnetic beads and quantum

dots based nano-bio-probes Breast cancer [117]

G-quadruplex structured DNA aptamer against AGR-2 Breast cancer [118]
Electrochemical detection of VEGF based on Au–Pd

alloy-assisted aptasensor Lung cancer [120]

Electrochemical aptasensor for VEGF Lung cancer [121]
EGFR DNA sandwich-type electrochemical biosensor Lung cancer [122]

Amperometric immunosensors for Annexin II and MUC5AC Lung cancer [123]
Amperometric sensing of HIF1α Lung cancer [124]

Amperometric sensor for NADH (nicotinamide adenine
dinucleotide) using activated graphene oxide Lung cancer [125]

Volatile organic compounds (VOC) (Different methods) GI (GastroIntestinal)-tract cancer [126]
Pyruvate kinase isoenzyme type M2 (M2-PK) (Different

methods) GI-tract cancer [127]

Ingestible micro-bio-electronic device (IMBED) and
miniaturized luminescence readout electronics, wirelessly

communicating with an external device
GI-tract cancer [139]

Sarcosine (Different methods)
Colorectal, prostate, and stomach

cancer; Alzheimer, dementia,
sarcosinemia

[140]

Table 2. Clinical application in infectious diseases.

Device Disease Reference

Isothermal nucleic acid amplification test Influenza [142,143]

Isothermal nucleic acid amplification test Group A beta-hemolytic
streptococcus [142,144]

Isothermal nucleic acid amplification test Respiratory syncytial virus [141,145]
Different methods (review) Hepatitis C [146]
Different methods (review) Trichomonas vaginalis [147]
Different methods (review) HIV [148]
Different methods (review) Urogenital Chlamydia trachomatis [149]
Different methods (review) Viral respiratory tract infections [150]

Loop-mediated isothermal amplification (LAMP) Leishmania spp [151]
Gene Specific DNA Sensors Pathogenic Infections [152,154]
Different methods (review) Antibiotic-Susceptibility Profiling [153,154]
Different methods (review) Sepsis (Lactate) [155,156]

Microfluidic biochip Sepsis (CD64) [157,158]

7. Conclusions

The size of the global market for sensors is expected to increase in the near future due to the (i)
growing demand for devices that meet the needs of early and reliable analysis of diseases and (ii)
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the fast pace at which technology is developing, providing products that satisfy those needs, with
the additional characteristics of low energy consumption, eye-catching design, and ease of use. Here,
we have reported on the most up-to-date nanotechnology prototypes in the field of sensor devices.
Despite the frontier technology many of these devices possess, their functionality is often compromised
by a lack of care and strategy in the pre-analytical and device-maintenance phases. In this context
it is important, for example, to identify the optimal operation-interval of the sensor and tune this
interval such that it matches with the range of values of the biological sample signal that are clinically
relevant. Such a range, in turn, depends on the characteristics of the biological sample, or matrix (tissue
position and blood/urine collection), and on the degree of advancement of the disease. This is to say
that the optimization and use of a device in biomedicine is not simple and requires cooperation across
disciplines and a multidisciplinary approach to ensure the right technology is adopted in the right
conditions and at the right time. The many interesting contributions to biomedical nanoelectronics
that we have reviewed in this paper are examples of how technology has developed to meet the needs
of medicine. The nature of the problems that a new technology has to face is bifold: on one side, it
has to solve specific scientific problems, and on the other side it has to adapt such a solution at the
interface with medicine. Thus, it is likely that the evolution of the field of nanoelectronics in the near
future will be guided by the definition of new problems in medicine.
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