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## Preface to "Fuel Cell Renewable Hybrid Power Systems"

The incredibly rapid increase in the world's energy demand over the last decade, along with the request for sustainable development, can be addressed using microgrids based on hybrid power systems combining renewable energy sources and fuel cell systems. This book includes innovative solutions and experimental research as well as state-of-the-art studies in the following challenging fields: fuel cell (FC) systems-modeling, control, optimization, and innovative technologies to improve the fuel economy, lifetime, reliability, and safety in operation; hybrid power systems (HPSs) based on renewable energy sources (RESs) (RES HPS)—optimized RES HPS architectures; global maximum power point tracking (GMPPT) control algorithms to improve energy harvesting from RESs; advanced energy management strategies (EMSs) to optimally ensure the power flow balance on DC (and/or AC bus) for standalone RES HPSs or grid-connected RES HPSs (microgrids); RES HPS with an FC system as a backup energy source (FC RES HPS) -innovative solutions to mitigate RES power variability and load dynamics to energy storage systems (ESSs) by controlling the generated FC power, DC voltage regulation, and/or load pulse mitigation by active control of the power converters from hybrid ESS; FC vehicles (FCVs)—FCV powertrain, ESSs topologies and hybridization technologies, and EMSs to improve the fuel economy; optimal sizing of FC RES HPSs and FCVs; the changes in climate that are visible today and are a challenge for the global research community.

The stationary applications sector is one of the most important energy consumers. Harnessing the potential of renewable energy worldwide is currently being considered to find alternatives for obtaining energy by using technologies that offer maximum efficiency and minimum pollution. In this context, new energy generation technologies are needed to both generate low carbon emissions as well as identifying, planning, and implementing the directions in which the potential of renewable energy sources can be harnessed. Hydrogen fuel cell technology represents one of the alternative solutions for future clean energy systems. Hence, the first chapter presents the potential applications of hydrogen energy in hybrid power system using SWOT (strengths, weaknesses, opportunities, threats) analysis. The main strategies to be used for integrating the hydrogen-based and classical energy sources in the hybrid power system were identified and detailed. In addition to research, technical, and implementation factors, hydrogen integration also depends on legislative and energy decision-makers, potential investors, and final beneficiaries.

In Chapter 2 is an analysis of fuel cell (FC) system integration in a hybrid power system using three control variants of the FC power based on the required-power-following (RPF) control mode, which ensures the load demand under variable renewable energy. One variant is to control FC power via the FC boost converter, and the other two variants are via air regulator and the fuel regulator. The FC system will compensate the power flow balance on the DC bus and operate the battery stack in charge-sustained mode. Thus, the FC power will be mainly given by the positive difference between the load demand and renewable power. If renewable power is higher than the load demand, then this excess will power an electrolyzer to maintain the charge-sustained mode of the battery. Seven control architectures have been investigated using a fuel economy optimization function, resulting in $15 \%$ fuel savings for the best RPF-based strategy compared to the commercial strategy based on feed-forward control.

Chapter 3 compares power losses in the case of current operating conditions of electricity distribution networks (EDNs) and modern microgrids based on renewable energy sources. Optimal
allocation of capacitor banks is performed using five metaheuristic algorithms to minimize the power losses on the IEEE 33-bus system and a real 215-bus EDN from Romania.

Sensitivity analysis to evaluate the critical parameters in the design of a new fuel economy strategy for a proton-exchange membrane fuel cell (PEMFC)-based hybrid power system is presented in Chapter 4. The fuel economy strategy uses load-following control and the global extremum seeking (GES) algorithm to minimize fuel consumption. The multimodal behavior in dither frequency and parameter keff is highlighted for the optimization function defined as a mix of the FC net power and fuel efficiency, with the latter being weighted with parameter keff. The results show that the best fuel economy can be obtained for 100 Hz dither frequency and keff $=20$.

Chapter 5 addresses the optimal sizing of a PEMFC-powered electric truck to minimize vehicle production and use costs. Property costs were estimated for various design parameters such as the cost of hydrogen and powertrain components, and mileage.

In Chapter 6, a low-power station based on direct methanol fuel cell (DMFC) stacks is designed and tested in a real environment. The generated power can be increased by using multiple DMFC stacks in parallel and an appropriate energy management strategy for the power flows.

Chapter 7 presents the advantages of using a high-temperature (HT) proton-exchange membrane fuel cell (PEMFC) and a carbon capture/liquefaction system in a hydrogen-fueled ship application. The steam methane reforming and steam methanol reforming technologies are evaluated from the point of view of the energetic and exergetic performances, respectively of the occupied space. Compared to fuel cell vehicles (FCVs), the use of electric vehicles (EVs) in the transport of goods and passengers has rapidly increased in number and manufacturer diversity. Hence, it is necessary to optimally plan the location of charging stations near work offices in mall parking areas and in certain locations on frequently used routes.

Chapter 9 presents and tests a charging station according to the standard of the International Electrotechnical Commission (IEC) 61851-1. In this chapter, it is demonstrated that a Simulink dynamic model based on an open source for the proton-exchange membrane fuel cell (PEMFC) system can be easily used in real-time design solutions by exporting the generated code as C/C++. The calculation time is reduced taking into account only important PEMFC parameters in the modeling without significantly depreciating the modeling performance.

As reported in recent studies on microgrids based on renewable energy, wind and photovoltaic energy are the most widely used renewable energy sources used in hybrid energy systems grid-connected. Chapter 10 presents an advanced fuzzy logic control for wind turbines to improve their behavior during transient regimes after grid failures. To improve the efficiency of solar energy conversion, the last chapter studies the design and safe use of a Stirling engine combined with a solar concentrator. As this book presents the latest solutions in the implementation of fuel cells and renewable energy in mobile and stationary applications such as hybrid and microgrid power systems, we hope the chapters within will be of interest to readers working in related fields.

Nicu Bizon
Editor
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#### Abstract

The climate changes that are becoming visible today are a challenge for the global research community. The stationary applications sector is one of the most important energy consumers. Harnessing the potential of renewable energy worldwide is currently being considered to find alternatives for obtaining energy by using technologies that offer maximum efficiency and minimum pollution. In this context, new energy generation technologies are needed to both generate low carbon emissions, as well as identifying, planning and implementing the directions for harnessing the potential of renewable energy sources. Hydrogen fuel cell technology represents one of the alternative solutions for future clean energy systems. This article reviews the specific characteristics of hydrogen energy, which recommends it as a clean energy to power stationary applications. The aim of review was to provide an overview of the sustainability elements and the potential of using hydrogen as an alternative energy source for stationary applications, and for identifying the possibilities of increasing the share of hydrogen energy in stationary applications, respectively. As a study method was applied a SWOT analysis, following which a series of strategies that could be adopted in order to increase the degree of use of hydrogen energy as an alternative to the classical energy for stationary applications were recommended. The SWOT analysis conducted in the present study highlights that the implementation of the hydrogen economy depends decisively on the following main factors: legislative framework, energy decision makers, information and interest from the end beneficiaries, potential investors, and existence of specialists in this field.


Keywords: alternative energy; energy efficiency; fuel cell; hydrogen energy; stationary application

## 1. Introduction

Unconventional energy sources have gained and will continue to gain an increasing share in energy systems around the world [1], due to both the research and political efforts [2-8] involved in their development, as well as due to the price increases of energy obtained by traditional methods [9]. The primary energy sources, generally called renewable, are those sources found in the natural environment, available in virtually unlimited quantities or regenerated through natural processes, at a faster rate than they are consumed. Officially recognized renewable energies originate from the Sun's rays, the internal temperature of the Earth or the gravitational interactions of the Sun and the Moon with the oceans. The processes and methods of producing or capturing these types of alternative energy are in the process of being improved, the lower costs of infrastructure investments and the improved efficiency of conversion processes have made renewable energy sources provide a small part of the
energy needs on a planetary scale [10]. The more optimistic forecasts estimate that renewable energy production will enjoy a 30-50\% share of the total energy market by around 2050, but this depends on reducing production costs and finding massive energy storage possibilities [11]. In addition, none of these forms of energy can also provide fuels in satisfactory quantities for use in various stationary, mobile or industrial applications [5].

In this context, we are currently looking for alternatives for obtaining energy by using technologies that offer maximum efficiency, high reliability and minimum pollution. Such a technology, considered at the moment the cleanest, through which sustainable energy can be obtained, is based on fuel cells [12]. As fuel cells develop, hydrogen-based energy production has become a reality [13]. The future hydrogen-based economy presents hydrogen as an energy carrier within a secure and sustainable energy system [14]. Humanity is on the verge of a new era characterized by advanced technologies and new fuels. We will witness new and completely different ways of producing and using energy. The energy could be generated by sources with virtually zero pollution. Hydrogen can be considered as a synthetic fuel, carrying secondary energy in a future era after the fossil fuel economy [15-18].

In order to outline an overview of the sustainability elements, the potential of using hydrogen as an alternative energy source for stationary applications and for identifying the possibilities of increasing the share of hydrogen energy in stationary applications, in this paper, a SWOT analysis was performed.

The work was structured as follows: the first part introduces the topic, presents and briefly describes the issues addressed. In Section 2 the Materials and Methods used in the present study are described. The data of the theme regarding the technical aspects and the sustainability elements are presented in Section 3-Hydrogen energy and Fuel cells-Hydrogen conversion technology. For the identification of the own potential of harnessing the hydrogen energy in stationary applications, but also of the opportunities and possible threats from the external environment, a SWOT analysis was developed in Section 4 and all aspects involved are discussed and critically analyzed, with the aim to evaluate the options and establish strategies to address the issues that best align the resources and capacities of hydrogen energy to the requirements of the stationary applications domain. The conclusions are presented is Section 5 as short bullet points that convey the essential conclusions of this paper.

## 2. Materials and Methods

The documentation for carrying out the study is based on the specialized scientific literature, articles in journals, papers presented at conferences on the hydrogen applcation topic and on-line scientific databases and web pages, including Google Academic, Google Scholar, MDPI, Science Direct, Scopus and research platforms or topic-specific web pages. In addition, this paper utilizes and analyzes a large number of reports, informations regarding the hydrogen \& fuel cell strategic research agenda and documents published by the European Union (EU), the United Nations Organization (ONU), the International Energy Agency (IEA) [19-21] and other important dates from research and development institutions that are relevant to hydrogen economy, including E4Tech [22,23], International Association for Hydrogen Energy (IAHE) [24], National Research and Development Institute for Cryogenic and Isotopic Technologies (ICSI) Râmnicu Vâlcea, Romania.

The instrument used in this paper in order to verify and analyze the overall position with respect to general acceptance status regarding the harnessing energy potential of hydrogen technology and its use as an alternative energy source for stationary applications is the SWOT analysis.

SWOT analysis provides an overview of the characteristics specific to the objective/domain of analysis and the environment in which it will be implemented. The SWOT analysis functions as an x-ray of the concept of hydrogen energy implementation in stationary applications and at the same time evaluates the internal and external influence factors of the concept, as well as its position in the applicability environment in order to highlight the strengths and weaknesses of the concept, in relation to the opportunities and threats existing at the moment [25].

The steps to perform the SWOT analysis are shown schematically in the diagram in Figure 1 in order to identify the strengths, weaknesses, opportunities and threats characteristics of the concept of hydrogen energy for stationary applications.


Figure 1. The SWOT process.
As a rule, SWOT analysis allows investigators to improve the performance of current strategies by using new opportunities or by neutralizing potential threats [25]. Therefore, this analysis could be useful in helping decision makers and stakeholders to have a better overview of the concept of hydrogen energy used in stationary applications, facilitating the improvement of the current situation. As a result, SWOT analysis can be considered as an appropriate instrument for this research with scope to identify significant elements and advantages regarding the use of hydrogen energy in stationary applications, research/implementation/solutions/market status and possible changes, challenges, perspectives and improvements.

In order to perform the proposed SWOT analysis, the development in the form of the schematic matrix illustrated in Figure 2, the following stages were required:

Stage 1: Documentation, collection, interpretation of materials and data, and critical analysis.
Stage 2: Discussions with several experts, researchers and PhD students on the topic of hydrogen economy, but also of civil engineers given the scope of the concept, namely stationary applications.
Stage 3: Based on the data and results obtained from the previous stages, all the significant elements regarding the strengths, weaknesses, opportunities and threats are critically discussed, analyzed, classified and the SWOT matrix was drawn.
Stage 4: The SWOT matrix was used to determine strategies for strengths-opportunities (S\&O), strategies for weaknesse-opportunities (W\&O), strategies for strengths-threats (S\&T) and strategies for weaknesses-threats (W\&T). To develop S\&O strategies, internal strengths are correlated with external opportunities, and strengths are key elements that will take advantage of opportunities. W\&O strategies were developed by matching them internal weaknesses with external opportunities and overcoming weaknesses by taking advantage of opportunities. S\&T strategies correlate internal strengths with external threats, and strengths are used to avoid threats. W\&T strategies correlate internal weaknesses with external threats, and weaknesses are minimized to avoid threats.

|  | Strengths <br> internal | Weaknesses <br> internal |
| :---: | :---: | :---: |
| Opportunities <br> external | $\mathbf{S \& O}$ | $\mathbf{W \& O}$ |
| Threats <br> external | S\&T | $\mathbf{W \& T}$ |

Figure 2. SWOT analysis matrix [25].

## 3. Considerations Regarding Hydrogen Fuel Cell Technology

### 3.1. Hydrogen-Energy Vector within a Sustainable Energy System

Today hydrogen is recognized as a non-polluting energy carrier because it does not contribute to global warming if it is produced from renewable sources [26]. In addition, hydrogen is the only secondary energy carrier that is suitable for a wide range of applications in the market [27]. At the center of attention is the fact that hydrogen can be obtained from a wide range of primary energies [28]. It can be used advantageously for a wide range of applications, ranging from transport and portable to stationary use [29]. In addition, hydrogen can also be used in decentralized systems without emitting carbon dioxide [30]. Hydrogen is already a part of today's chemical industry, but as a source of energy its rare benefits can only be achieved with technologies such as fuel cells [31].

Since hydrogen can be produced from a wide range of primary energies and can be consumed in a larger number of applications, it will become an energy center, just as electricity today is [32]. The advantage of hydrogen over electricity is that it can be stored in the medium and long term [33]. As a consequence, an energy carrier helps to increase the stabilization of energy security and price, giving rise to competition between different energy sources [34].

Veziroglu [35,36], editor of the journal specialized in hydrogen technology and energy, the International Journal of Hydrogen Energy summarizes several features that recommend the use of hydrogen as a secondary energy vector produced using unconventional technologies:

- Hydrogen is a concentrated primary energy sources, which can be made available to the consumer in a convenient way.
- It offers the possibility of conversion into different forms of energy through high efficiency conversion processes.
- It is an inexhaustible source, if it is obtained electrolytically from water; hydrogen production and consumption represents a closed cycle, the source of production-water-is kept constant and represents a classic cycle of recirculation of this type of raw material.
- Is the easiest and cleanest fuel; the burning of hydrogen is almost entirely devoid of pollutant emissions.
- It has a much higher gravimetric energy density compared to other fuels.
- Hydrogen can be stored in various ways, such as gas at normal pressure or at high pressure, in the form of liquid hydrogen or as solid hydride.
- It can be transported over long distances, stored in the native form or in one of the modalities presented above.
- Hydrogen-based fuel cells have efficiencies of up to $60 \%[35,36]$.

Hydrogen is considered by more and more specialists to be a true fuel of the future. Hydrogen is condensed to $-252.77^{\circ} \mathrm{C}$, and the specific weight of liquefied hydrogen is $71 \mathrm{~g} / \mathrm{L}$, which gives it the highest energy density per unit of mass between all fuels and energy carriers: 1 kg of hydrogen contains as much energy as 2.1 kg of natural gas or 2.8 kg of oil. This characteristic of it, made of hydrogen the fuel used in the propulsion and energy supply of the spaceships. Unlike other fuels, such as oil, natural gas and coal, hydrogen is renewable and non-toxic when used in fuel cells. Hydrogen has a very high potential as environmentally friendly fuel and in reducing the import of energy resources [37-42].

Even if the use of hydrogen at present seems unprofitable, due to the improvement of the technologies, we could assist in the not too distant future in the development of a hydrogen-based economy [43].

Etymologically, the word hydrogen is a combination of two Greek words, meaning "to make water" [44]. Produced from non-fossil sources and raw materials, using different forms of alternative energy (solar, wind, hydroelectric, geothermal, biomass, etc.), hydrogen is considered to be a prime fuel in the supply of so-called "green energy" [45]. Thus, hydrogen-fueled systems can be considered as the best solution for accelerating and ensuring global energy stability [43]. Hydrogen is expected to play an important role in the future energy scenarios of the world, the most important factor that will determine the specific role of hydrogen will probably be the demand for clean growing energy [35]. At the same time, hydrogen can, to some extent, replace fossil fuels and become the preferred clean, non-toxic energy carrier in the near future [36]. The main characteristics of hydrogen [35,37], presented in Table 1, recommend it as an alternative fuel to the classic ones.

Table 1. Hydrogen characteristics.

| Characteristics | Unit | Value |
| :---: | :---: | :---: |
| Density | $\mathrm{kg} / \mathrm{m}^{3}$ | 0.0838 |
| Higher Heating Value (HHV)/liquid hydrogen $\left(\mathrm{LH}_{2}\right)$ | $\mathrm{MJ} / \mathrm{kg}$ | $141.90-119.90$ |
| HHV/cryogenic hydrogen gas $\left(\mathrm{CGH}_{2}\right)$ | $\mathrm{MJ} / \mathrm{m}^{3}$ | $11.89-10.05$ |
| Boiling point | K | 20.41 |
| Freezing point | K | 13.97 |
| Density (liquid) | $\mathrm{kg} / \mathrm{m}^{3}$ | 70.8 |
| Air diffusion coefficient | $\mathrm{cm}^{2} / \mathrm{s}$ | 0.61 |
| Specific heat | $\mathrm{kJ} / \mathrm{kg} \mathrm{K}$ | 14.89 |
| Ignition limits in air | $\%($ volum $)$ | $4-75$ |
| Ignition energy in the air | Millijoule | 0.02 |
| Ignition temperature | K | 585.00 |
| Flame temperature in air | K | 2318.00 |
| Energy in explosion | $\mathrm{kJ} / \mathrm{g} \mathrm{TNT}$ | 58.823 |
| Flame emissivity | $\%$ | $17-25$ |
| Stoichiometric mixture in air | $\%$ | 29.53 |
| Air/fuel stoichiometry | $\mathrm{kg} / \mathrm{kg}$ | $34.30 / 1$ |
| Burning speed | $\mathrm{cm} / \mathrm{s}$ | 2.75 |
| Power reserve factor | - | 1.00 |

In order to highlight the advantages that hydrogen has, compared to other fuels, the main properties of the various fuels currently used are presented in Table 2.

Table 2. Comparison between the main properties of hydrogen and other fuels [46,47].

| Fuel Type | Energy/Mass <br> Unit $(\mathbf{J} / \mathbf{k g})$ | Energy/Volume <br> Unit $\left(\mathbf{J} / \mathbf{m}^{\mathbf{3}}\right)$ | Energy Reserve <br> Factor | Carbon Emission <br> Specific (kgC/kg Fuel) |
| :---: | :---: | :---: | :---: | :---: |
| Liquid hydrogen | 141.90 | 10.10 | 1.00 | 0.00 |
| Hydrogen gas | 141.90 | 0.013 | 1.00 | 0.00 |
| Fuel oil | 45.50 | 38.65 | 0.78 | 0.84 |
| Gasoline | 47.40 | 34.85 | 0.76 | 0.86 |
| Jet fuel | 46.50 | 35.30 | 0.75 | - |
| GPL | 48.80 | 24.40 | 0.62 | - |
| GNL | 50.00 | 23.00 | 0.61 | - |
| Methanol | 22.30 | 18.10 | 0.23 | 0.50 |
| Ethanol | 29.90 | 23.60 | 0.37 | 0.50 |
| Biodiesel | 37.00 | 33.00 | - | 0.50 |
| Natural gases | 50.00 | 0.04 | 0.75 | 0.46 |
| Coal | 30.00 | - | - | 0.50 |

Analyzing the table information it can be concluded that the main arguments in favor of the use of hydrogen as synthetic fuel, obtained from renewable sources, are the following: it has the highest energy/mass unit of all the fuel types; it is ecologically friendly, as from its combustion produces only water vapor, indicating that for hydrogen the amount of carbon emissions is zero; it has the highest energy reserve factor, and the largest conversion factor into electricity, respectively, and for this reason it is considered the best of the fuels presented, and the energy efficiency is very high. Hydrogen is expected to play an important role in future energy scenarios globally [46,47]. The advantages that promote it as an energy vector in relation to other forms of energy are:

- Hydrogen can be transported remotely through pipes, in safe conditions.
- Hydrogen is a non-toxic energy carrier, with a high specific energy per mass unit (for example, the energy obtained from 9.5 kg of hydrogen is equivalent to that of 25 kg of gasoline).
- Hydrogen can be generated from various energy sources, including renewable ones.
- Compared to electricity or heat, hydrogen can be stored for relatively long periods of time.
- Hydrogen can be used advantageously in all sectors of the economy (as a raw material in the industry, as a fuel for cars and as an energy carrier in sustainable energy systems to generate electricity and heat through fuel cells).

Barriers to be overcome refer to issues regarding:

- Hydrogen burns in the presence of air, which can cause operational safety problems.
- Storing hydrogen in liquid form is difficult because very low temperatures are required to liquefy hydrogen.
- High costs of hydrogen technologies and processes.
- High costs of hydrogen energy conversion technologies through fuel cells.
- The viability/cost ratio of hydrogen and fuel cell technologies is relatively low.
- The current lack of logistics, transport infrastructure and distribution of hydrogen to final consumers requires costly investments.

Schematically the pro/against hydrogen arguments are shown in Figure 3.


Figure 3. Advantages and barriers regarding the use of hydrogen as energy vector [40].
In view of the research and development programs supported in this field, the technical problems regarding the production, storage and distribution of hydrogen, together with the reduction of costs and the increase of the life of the equipment used in the generation of energy based on hydrogen, will be solved shortly time, and hydrogen will become a possible solution for providing fuels, at the same time being an alternative energy resource to the traditional ones.

### 3.2. Fuel Cells-Hydrogen Conversion Technology

Science has shown that there are two alternatives for sustainable energy supply: renewable sources and fuel cells-hydrogen-based energy-which will play a complementary role in ensuring global energy resource security [36].

By promoting the use of hydrogen-based energy technologies as clean energy technologies for stationary applications [48], at the level of local communities, industrial and commercial communities, the research topic in this field will help the practical development of sustainable and clean energy systems.

### 3.2.1. General Aspects

## Short History

The beginning of the 19th century represents the starting point of research in the field of fuel cells. In 1801 Humphry Davy demonstrated the principle that underlies the functioning of the fuel cell, and later in 1839 the lawyer and amateur scientist William Grove accidentally discovered the principle of the fuel cell during an electrolysis expereriment, when he disconnected the battery from the electrolysis device and touched the two electrodes [49]. He called this cell "gas battery", which consisted of platinum electrodes placed in tubes containing hydrogen gas and oxygen, respectively, tubes submerged in dilute sulfuric acid. The generated voltage was around 1 V . Sometime later, Grove connected several such "gas batteries" in series and used this thus obtained voltage source to supply the electrolyzer that separates the hydrogen from the oxygen. Due to electrode corrosion problems and the instability of the materials used, Grove's fuel cell did not produce practical results [50]. Langer and Mond developed Grove's invention by observing that over time the reactivity phenomenon of platinum black in contact with electrolytes is diminished, and the life of the fuel cell is prolonged by keeping the electrolyte in a non-conducting porous material [42,51], and using in 1889 for the first time the term fuel cell.

Subsequently, the studies were deepened with significant progress, and the 1960s-1970s brought the first practical applications of fuel cells, these being used by NASA for spacecraft. At the same time, the General Electric company was developing fuel cells with proton exchanger membranes, which were the basis of the fuel cells used for the generation of electricity in the Gemini program missions and the Apollo space program [51,52]. Starting in 1990, the research aimed to implement fuel cell technology in stationary applications, and fuel cells of different capacities for use in this field have been developed. Progress on membrane durability and improved energy performance of fuel cell assemblies has prompted the use of phosphoric acid fuel cells (PAFCs) in cogeneration applications and their widespread use $[19,31,51]$.

Also, proton exchange membrane fuel cell (PEMFC) and solid oxide fuel cell (SOFC) technology has been developed for this field, especially for small stationary applications. The year 2000 also marks significant contributions in the field of portable devices, when fuel cell technology with direct methanol (DMFC) is widely adopted and used in this type of applications [19,31,51].

In the last two decades there has been a rapid acceleration in the increase of the use of fuel cells covering a wide diversity of applications in the portable, mobile and stationary fields. These increases are due, on the one hand, to technical progress in the field of fuel cells, and on the other hand, they are driven by global concerns about energy security, efficiency, energy sustainability, reducing greenhouse gas emissions and not least, decreasing dependence on the use of fossil fuels.

## Fuel Cell Concept

Fuel cells are now increasingly being researched, considering that they are revolutionizing the ways in which energy is produced. They use hydrogen as a fuel, while also ensuring the possibility of generating clean energy, with the protection and even improvement of the environmental parameters [17,18].

By definition, the fuel cell is an electric cell, which, unlike battery cells, can be continuously fed with fuel, so that the electrical power from the output of this electric cell can be maintained indefinitely $[38,39,42]$. Therefore, the fuel cell converts hydrogen or hydrogen-based fuels directly into
electricity and heat through the electrochemical reaction of hydrogen with oxygen. The process carried out at the fuel cell level is the inverse of electrolysis:

$$
\begin{equation*}
2 \mathrm{H}_{2}+\mathrm{O}_{2} \rightarrow 2 \mathrm{H}_{2} \mathrm{O}+\text { energy } \tag{1}
\end{equation*}
$$

where, the conversion of the chemical energy of the fuel (hydrogen) and the oxidant (oxygen) into continuous current, heat and water as reaction products [42] takes place. Due to the fact that in the fuel cell the hydrogen and oxygen gases are transformed by an electrochemical reaction into water, this has considerable advantages over the thermal engines: higher efficiency, practically silent operation, lack of pollutant emissions where the fuel is even hydrogen, and if hydrogen is produced from renewable energy sources, the electrical power thus obtained is indeed sustainable [38,39,42].

## Component Elements

In order to analyze the importance of all the phenomena that take place in a fuel cell, it is necessary to know the component elements (Figure 4).


Figure 4. Components of the fuel cell $[24,42]$.
There are some distinct elements in a fuel cell [42], namely:
Electrolyte. In order for a substance to fulfill the role of electrolyte in a fuel cell it must fulfill several conditions, as follows: high chemical stability with respect to the two electrodes, in order not to react with them; high melting and boiling points for cells operating at high temperatures; predominantly ionic conductivity and absence of electronic conductivity. The main types of electrolyte are liquid electrolytes (the most common are basic or acidic solutions, the ion transport phenomenon being similar to the one from the electrolysis of aqueous solutions), solid electrolytes (ion exchange membranes and crystalline solid electrolytes are used), melted electrolytes and liquid electrolytes with dissolved fuel [42].

Catalyst layer (at the anode and cathode). All electrochemical reactions in the fuel cells take place on the surface of catalyst layers. To increase the reaction rate of the cell, the electrodes (catalyst layers) contain catalyst particles. Thus, the electrode of a fuel cell is made of a porous carbon support on which the catalyst is deposited. The thickness of an electrode is usually between $5-15 \mu \mathrm{~m}$, and the charge of the catalyst is between 0.1 and $0.3 \mathrm{mg} / \mathrm{cm}^{2}$ [42].

Bipolar plate (at the anode and cathode). Bipolar plates play a dual role, guiding the reactant gases to the electrolytic exchange surface of the fuel cell and driving the obtained electric current. Materials used for bipolar plates must have a high conductivity and be gas-tight. They must also be corrosion resistant and chemically inert. Taking into account these considerations, graphite or steel can be used, but also composite materials. The gas flow channels are "engraved" in the bipolar plates, which otherwise should be as thin as possible to reduce the weight and volume of the battery.

The geometry of the flow channels has an influence on the flow velocity of the reactants and the mass transfer, implicitly they have a determining influence on the performance of the fuel cells, being necessary to optimize the flow surface so that the reaction surface is as large as possible [42].

## Operating Principle

Although there are different types of fuel cells, they all work on the same principle:

- Hydrogen or a hydrogen rich fuel is introduced to the anode, where the anode-coated catalyst separates electrons from positive ions (protons).
- At the cathode, oxygen is combined with electrons and, in some cases, with protons or water, resulting in hydrated water or ions.
- The electrons that form at the fuel cell anode cannot pass directly through the electrolyte to the cathode, but only through an electrical circuit. This movement of electrons determines the electric current [38,39,42,52].

The electrochemical conversion consists of the direct conversion into electrical energy of the chemical energy stored in various active materials. This type of conversion is called direct because no other intermediate form is interposed between the initial and final energy forms. Indirect energy conversion systems contain several transformation stages, between which the form of thermal or mechanical energy is obligatory. Direct energy conversion eliminates the "link" thermal or mechanical energy by achieving higher efficiency, which does not depend on the limited efficiency of the thermal machines. The idea of obtaining electricity by direct conversion of chemical energy arose when the problem of unfolding and reverse of the phenomenon of water electrolysis (which results in its components), that is to say, to obtain electric current from the reaction between hydrogen and oxygen [53]. The schematic in Figure 5 illustrates a comparison regarding the operating principle of fuel cells-direct systems of conversion of energy forms and the classical technologies devoted to conversion - indirect systems [54,55].


Figure 5. Fuel conversion process. Comparison of the operation principles of various technologies.
Fuel cells are electrochemical electricity generators characterized by a continuous supply of reactants to the two electrodes. The fuel rating comes from the fact that they use as sources of chemical energy, natural or synthetic fuel substances, which are subjected to oxidation and reduction reactions.

The anode, or fuel electrode, is the place where the oxidation of the fuel $\left(\mathrm{H}_{2}, \mathrm{CH}_{3} \mathrm{OH}, \mathrm{N}_{2} \mathrm{H}_{4}\right.$, hydrocarbons, etc.) takes place. The cathode, or oxygen (air) electrode, is the place where molecular oxygen reduction occurs [31,42,48].

Electrochemical oxidation of hydrogen is carried out at an anode of a conducting material (eg platinum dispersed on activated carbon) constituting the negative pole of the cell [42,44]:

$$
\begin{array}{cc}
\text { acid electrolyte: } & \mathrm{H}_{2} \rightarrow 2 \mathrm{H}^{+}+2 \mathrm{e}^{-} \\
\text {alkaline electrolyte: } & \mathrm{H}_{2}+2 \mathrm{OH}^{-} \rightarrow 2 \mathrm{H}_{2}+2 \mathrm{e}^{-} \tag{3}
\end{array}
$$

The electrochemical reduction of oxygen occurs at a catalytic cathode constituting the positive pole of the cell:

$$
\begin{array}{cl}
\text { acid electrolyte: } & \frac{1}{2} \mathrm{O}_{2}+2 \mathrm{H}^{+}+2 \mathrm{e}^{-} \rightarrow \mathrm{H}_{2} \mathrm{O} \\
\text { alkaline electrolyte: } & \frac{1}{2} \mathrm{O}_{2}+\mathrm{H}_{2} \mathrm{O}+2 \mathrm{e}^{-} \rightarrow 2 \mathrm{OH}^{-} \tag{5}
\end{array}
$$

The catalytic functions of the electrodes are very important, namely: the hydrogen electrode (the anode) must ensure the adsorption of the hydrogen molecule, its activation, promoting the reaction with the hydroxyl ion; the oxygen electrode (cathode) must allow molecular oxygen adsorption, promoting reaction with water.

The anode and cathode are separated by an ionic conductor, electrolyte, and/or a membrane that prevents the reactants from mixing and the electrons pierce the heart of the cell. Initially, the energy released from the oxidation of conventional fuels, generally used in the form of heat, can be converted directly into electricity with excellent efficiency, in a fuel cell. Because in almost all oxidation reactions an electron transfer between fuel and oxidant occurs, it is obvious that the chemical oxidation energy can be converted directly into electricity. There is an oxidation-reduction reaction in which the oxidation of the fuel and the oxidant reduction occur with a loss on the one side and an electron gain on the other. Any galvanic element involves oxidation to the negative pole (loss of electrons) and reduction to the positive one (gain of electrons) and, as in all galvanic elements, the fuel cells tend to separate the two partial reactions in the sense that the changed electrons pass through an external use circuit [39,42,44].

## The Main Types of Fuel Cell

The classification of fuel cells can be done according to several criteria that take into account certain common features. Thus, depending on the type of fuel (gases, solids, liquids), depending on the electrolyte used (liquid or solid), depending on how the fuel is consumed (directly and indirectly), but the most widely used classification method is the one takes into account the operating temperature:

- Low temperature (cold) fuel cells, operating between $20-100^{\circ} \mathrm{C}$;
- Medium temperature (hot) fuel cells, operating between $200-300^{\circ} \mathrm{C}$;
- High temperature fuel cells, operating between $600-1500^{\circ} \mathrm{C}[41,42]$.

Currently in (or close to) current usage, there are six types of fuel cells, with various operating temperatures, as follows [38,42]:

- Alkaline fuel cells (AFCs), with operating temperatures around $70{ }^{\circ} \mathrm{C}$.
- Direct methanol fuel cells (DMFCs), operating at temperatures between $60-130^{\circ} \mathrm{C}$.
- Molten carbon fuel cells (MCFCs) at temperatures up to $650^{\circ} \mathrm{C}$.
- Phosphoric acid fuel cells (PAFCs) at temperatures of $180-200^{\circ} \mathrm{C}$.
- Proton exchange membrane fuel cells (PEMFCs). These work at low temperatures of $100^{\circ} \mathrm{C}$, but also at temperatures of $150{ }^{\circ} \mathrm{C}$ to $200^{\circ} \mathrm{C}$.
- Solid oxide fuel cells (SOFCs). They operate at high temperatures from $800-1000{ }^{\circ} \mathrm{C}$.

Each of these fuel cell types has specific characteristics. They have obvious advantages, but also disadvantages (in fact limited possibilities of use, now or in the near future) [24,41,42,56]. Apart from these six types there are others, more or less different from the first ones, which will probably be used in the near future: the zinc-air fuel cell (ZAFC) which uses a zinc anode similar to a battery; the ceramic proton exchanger fuel cell (PCFC), a relatively new type of fuel cell; the regenerative fuel cell (RFC) which is based on the most attractive way of generating hydrogen and oxygen by electrolysis, having the Sun as an energy source; in the fuel cell hydrogen and oxygen produce electricity, heat and water, which is then recycled and used for electrolysis.

With regard to the applicability of these typologies of energy conversion technologies for the stationary applications, five of them have been identified in the specialized literature which are used to serve stationary consumers, as follows: DMFC is particularly suited to the supply of electricity in small domestic applications, while MCFC, PAFC, PEMFC, SOFC are used to serve the large consumer market in the stationary field [45,56-58].

### 3.2.2. Practical Applications of the Fuel Cell

Based on the literature, especially the most current reports prepared in 2014-2018 by Fuel Cell Today, which is the main source of information, studies and analysis covering the global fuel cell market and Fuel Cells and Hydrogen Joint Undertaking - New Energy World, which represents the organization whose main objective is hydrogen and its technology at the European Union level, aspects of recent information from the last five years, regional and global developments regarding the implementation of these equipments has been synthesized [19-24].

Various pilot projects aiming at hydrogen technology are being validated, and the performances of fuel cell systems operating under real conditions are analyzed and reports on technology performance, progress and new challenges are being prepared. This analysis includes fuel cell assemblies of various types, namely proton exchange membrane fuel cells, solid oxide fuel cells, phosphoric acid fuel cells and molten carbon fuel cells, having dimensions of power generation systems with generated power ranging from 5 kW up to 2.8 MW , and the equipment has nominal powers ranging from 0.5 kW up to 400 kW [20,21]. Fuel cell systems are used in stationary applications [59-63] where they can be used for various purposes, namely as back-up power supplies, power generation for remote locations, stand-alone power stations for one or more consumers, distributed generation for buildings and cogeneration (in which excess thermal energy resulting from the production of electricity is used to provide the thermal agent) $[24,40]$.

In commercial markets, fuel cells destined to the stationary sector show an increasing trend of technology transfer from the producer to the final consumer (Figure 6), being currently recognized as a feasible option compared to the conventional technologies of generator type, internal combustion engines or batteries. At the level of 2014, this technology transfer amounted to a value of 395,000 units regarding the delivery to the stationary field of fuel cell equipment, and for 2018 it increased to 575,000 units [22-24], this being possible due to the increased use of fuel cells as a practical application in which they play the role of energy backup (back-up system), but also due to the success of the residential fuel cell program "ENE-FARM" developed in Japan.


Figure 6. Shipments by application.
The distribution by region of this number of units transferred to practical applications is graphically illustrated in Figure 7 [22-24].


Figure 7. Shipments by region of implementation.
It is noted that Asia is the region with the largest number of fuel cell units in practical applications over the last five years, with an increase due to the commercial development of micro-cogeneration fuel cells produced in Japan, so for 2018 a number of 55,500 units was reported, being $29.20 \%$ higher than in 2014. The North American region reported in 2014 a number of 16,900 units transferred to practical applications, and in 2015 there was a $59.20 \%$ decrease compared to the previous year, followed by an increasing trend, in 2018, 9800 units were reported to practical applications. With regard to Europe, they remained relatively constant during the period analyzed, except for a decline in 2016, but also in 2017 they maintain the same stagnation trend.

When analyzing the value data reported over the last five years regarding the distribution of the technological transfer according to the fuel cell typology (Figure 8), it is observed that the fuel cell with proton exchange membrane is dominant. This is due to the possibility of using this type of fuel cell for a wide range of applications for all three segments (portable, stationary and transport),
from small applications, micro-cogeneration systems to centralized power generation through high power applications.


Figure 8. Shipments by fuel cell type.
It is noted that with the development and extensive use of PEMFC the other types of fuel cells, like DMFC, MCFC, and PAFC, recorded during the five years small ascending or decreasing variations, but this is also due to the fact that most types of cells are integrated into projects and programs that are in pilot phase, where the results are being validated.

With regard to SOFC technology, there was also a significant increase in the number of units transferred to practical applications since 2016, this is due to the transfers to the stationary area that are the subject of the Japanese Ene-Farm project and scheme. If in 2014, approx. 2700 units were reported, in 2018, a significant increase was achieved, reaching 27,800 SOFC units transferred to their practical applications [19,22-24].

Based on the number of units transferred to practical applications, Fuel Cell Today made a calculation regarding the sum of the fuel cell capacities that were installed to support these applications. The total capacity obtained is schematically illustrated in Figure 9.


Figure 9. Megawatts by application.

The analysis of the data regarding the stationary sector shows a tendency of continuous growth starting with 2014. At the level of 2018 a total capacity transferred from the producer to the practical applications of 239.8 MW worldwide has been reported [19,22-24]. This was due in particular to the large number of micro-cogeneration units implemented in Asia, but the development of large capacity applications of central type of distributed hydrogen energy generation within which they are integrated and fuel cells with high power, totaling a significant number of megawatts is also worth noting. It should be also noted that the applications of hydrogen energy in the field of electromobility and transport registered a spectacular growth in 2018 compared to 2014.

Stationary applications for hydrogen fuel cells refer to fuel cell units designed to provide power at a 'fixed' location. They include small, medium and large stationary prime power, backup and uninterruptable power supplies (UPS), combined heat and power (CHP) and combined cooling and power. On-board APUs 'fixed' to larger vehicles such as trucks and ships are also included [22-24].

The distribution of total capacities installed by regions is graphically illustrated in Figure 10. Over the last five years, America and Asia have competed for the leading region in terms of implementation and adoption of fuel cells in stationary applications.


Figure 10. Megawatts by region of implementation.
If in 2014 Asia surpassed America, with 34.7 MW total installed capacity, in 2018 America became the leader because it already has fuel cell systems in place, reaching a total capacity of 415 MW , whereas in Asia, compared to 2014, a growing trend was reported with only 343.3 MW installed. Europe is experiencing moderate growth in this sector, but compared to America which currently holds the leading position, values are reported as $90 \%$ lower in Europe, respectively 43.8 MW.

If one looks at the aspect of the total installed capacity in relation to the fuel cell typology (Figure 11) it is found that the PEMFC technology is used in a wide range of segments of the practical applications, therefore it contributes with the greatest number of megabytes of total installed capacity from 2014 to 2018. Considering the validation and demonstration of the large size capabilities of many PAFC and SOFC units implemented in the stationary field starting with 2014, there is an increasing trend in the use and implementation in stationary applications of these types of fuel cells [19,22-24].


Figure 11. Megawatts by fuel cell type.
The prospect of significant growth in the number of fuel cell applications for the stationary field has real potential in the coming years. On a large scale, fuel cells for the power generation sector based on hydrogen as a raw material for the production of electricity in the centralized system (power plants) have shown real success in Japan, Korea and North America, and Europe offers, also, a number of opportunities in this sector [19-24].

From a sustainability point of view, the reduction of carbon dioxide emissions in all fields of activity by using fuel cells and the production of hydrogen from renewable electricity is advantageous for reducing the level of carbon dioxide emissions in the electricity sector. For the purpose of stability of the electricity distribution network, hydrogen-based power plants will contribute to their balance and will locally provide the necessary energy supply near the renewable energy production sites [34].

A number of major plans targeting this segment are announced at global and regional levels, and governments and partner organizations specialized in hydrogen and fuel cells make a concerted joint effort to ensure centralized production, storage and distribution infrastructure and supply end-users with hydrogen, as well as a wide variety of technical, financial and management issues are being reviewed to develop a future hydrogen-based economy $[24,43]$. The main arguments worth highlighting regarding fuel cell power generation systems in stationary applications are as follows:

- By using hydrogen technology in the generation of electricity, a degree of autonomy of $100 \%$ can be obtained compared to the national centralized network for the supply of electricity.
- Hydrogen and fuel cells meet $100 \%$ of the consumer's energy needs, with no unmeted energy demand.
- Renewable sources can be better harnessed by completely eliminating the deficiencies related to their meteorological intermittency, but also to the issues related to the storage in batteries, eliminating totally the losses associated to these disadvantages by the technology of hydrogen, particularly electrolytic production of hydrogen based on renewable energies and storage via hydrogen, a secondary energy carrier, which can release this energy stored by the electrochemical conversion carried out by the fuel cell.
- The excess energy resulting from the operation of the systems can be harnessed by hydrogen either as green energy exported to the centralized electricity network or as a useful fuel for other types of applications.
- Electrolytic hydrogen production is directly influenced by the availability of renewable energy resources, having a variable character over time, which implicitly influences the electricity production of the fuel cell, which is also directly proportional to the availability of hydrogen.
- The carbon dioxide emissions in the case of energy systems with fuel cells are much lower, registering an average of over $80 \%$ decrease compared to the conventional energy systems that support standard applications.
- The costs of the equipment components of the energy systems regarding the hydrogen technology and the costs with the purchase of the hydrogen fuel have a high influence in the diagram of the total costs of these systems, but the technology of electricity generation based on hydrogen and the methods of production, storage and distribution of hydrogen are the object of continuous research and development, and over time a number of pilot projects currently in progress in this field will be validated, which will influence and determine cost reductions in the near future, and this equipment, and also hydrogen fuel, will be competitive with the classic technologies in the field of energy production and storage [12-24,35-43].
- The optimization of the fuel cell systems in order to increase the overall efficiency of the hybrid power generation systems can be performed by nonlinear control [64], extremum seeking [65], and global optimization $[66,67]$ techniques.


### 3.2.3. The Main Modalities to Energy Supply through Hydrogen Fuel Cell Technologies

The main types of fuel cell technologies presented above, having different operating characteristics and principles, can serve different segments of the energy generation market, either in CHP or power generation. Each type of technology has advantages and disadvantages that motivate its end use in specific applications and domains. In brief, the applications for which different types of fuel cells are suitable, but also their advantages and disadvantages, are presented in Table 3.

Table 3. Suitability in practical applications of the fuel cells types adapted from [68].

| Fuel Cell Type | Typical Electrical Efficiency (LHV) | Power (kW) | Applications | Advantages | Disadvantages |
| :---: | :---: | :---: | :---: | :---: | :---: |
| AFC | 60\% | 1-100 | Back-up power; Electromobility; Military; Space. | Stable materials allow lower cost components; Low temperature; Quickly start-up. | Sensitive to $\mathrm{CO}_{2}$ in fuel and air; <br> Electrolyte management (aqueous); <br> Electrolyte conductivity (polymer). |
| MCFC | 50\% | 300-3000 | Electric utility; Distributed generation. | Fuel flexibility; High efficiency; Suitable for hybrid/gas turbine cycle; Suitable for carbon capture; <br> Suitable for CHP. | High temperature corrosion and breakdown of cell components; <br> Long start-up time; <br> Low power density. |
| PAFC | 40\% | 5-400 | Distributed generation. | Suitable for CHP; Increased tolerance to fuel impurities. | Expensive catalysts; Long start-up time; Sulfur sensitivity. |
| PEMFC | $60 \%$ direct $\mathrm{H}_{2}$ $40 \%$ reformed fuel | 1-100 | Back-up power; Distributed generation; Electromobility; Grid support; Portable power; Power to power (P2P). | Solid electrolyte reduces corrosion \& electrolyte management problems; Low temperature; Quickly start-up. | Expensive catalysts; Sensitive to fuel impurities. |
| SOFC | 60\% | 1-2000 | Auxiliary power; Distributed generation; Electric utility. | Fuel flexibility; <br> High efficiency; <br> Potential for reversible operation; <br> Solid electrolyte; Suitable for CHP; Suitable for hybrid/gas turbine cycle. | High temperature corrosion and breakdown of cell components; <br> Long start-up time; Limited number of shutdowns. |

The main modalities of energy support of the stationary applications by hydrogen fuel cell technology that have been identified in the specialized literature refer to the following aspects:

## CHP With Fuel Cells in the Buildings Domain

Fuel cells are suitable for micro-cogeneration and CHP because the technology inherently produces electricity and heat from a single source of fuel such as hydrogen, and systems can also run on traditional fuels, such as natural gas. Currently, the CHP fuel cell units are installed in buildings, being functional in individual regimes, but such systems with low power capacities are under development, the projects having the objectives oriented towards the energetic support of the collective houses with several apartments. In this type of application, the fuel cell with proton exchanger membrane is commonly used, which works and ensures the energy demand both during the day when peaks are recorded and at night. Solid oxide fuel cells can also be used in residential micro-cogeneration systems, having a relatively efficiency equal to that of PEMFCs. Because SOFCs use higher operating temperatures than PEMFCs, they are more tolerant to carbon monoxide in the fuel, and this allows for some simplification in terms of system configuration.

All CHP technologies offer increased combined efficiency compared to traditional solutions for separate generation of electricity and thermal energy. Cogeneration with fuel cells can exceed the value of the "traditional frontier" in terms of energy efficiency due to the special performances that this type of technology achieves (Table 4) [69,70]. PEMFC and SOFC are usually used for energy supply systems for small residential applications, and SOFC, PAFC and MCFC for systems that energetically support large commercial and industrial applications.

Table 4. A brief summary of the CHP performance of fuel cells adapted from [69,70].

|  | MCFC | PAFC | PEMFC | SOFC |
| :---: | :---: | :---: | :---: | :---: |
| Electrical capacity (kW) | $300+$ | $100-400$ | $0.75-2$ | $0.75-250$ |
| Electrical efficiency (LHV) | $47 \%$ | $42 \%$ | $35-39 \%$ | $45-60 \%$ |
| Thermal capacity (kW) | $450+$ | $110-450$ | $0.75-2$ | $0.75-250$ |
| Thermal efficiency (LHV) | $43 \%$ | $48 \%$ | $55 \%$ | $30-45 \%$ |
| Application |  <br> Commercial | Commercial | Residential |  <br> Commercial |
| Degradation rate (per year) | $1.5 \%$ | $0.5 \%$ | $1 \%$ | $1-2.5 \%$ |
| Expected lifetime (hours) | 20,000 | $80,000-130,000$ | $60,000-80,000$ | $20,000-90,000$ |

The starting point for this sector is the project initiated in the 1990s by the Japanese government which supported the research activity in order to develop a city-gas-derived hydrogen system that would generate both electric and thermal energy for individual residential buildings, following which was developed the system of residential micro-cogeneration recognized worldwide under the name of Ene-Farm [71]. At the end of 2018, 200,000 PEMFC units were reported as being implemented as part of the Ene-Farm project [23]. In the future, a system similar to the one developed by the Ene-Farm project is planned by Japan to be installed in collective apartment buildings. The success of Ene-Farm has inspired various demonstration projects in other parts of the world, including Korea, Denmark, Germany, the USA and the UK $[23,71]$.

## Backup Power Systems wich Using Renewable Energy Sources or Converting Waste into Energy

This type of function involves storing and increasing the degree of use by avoiding the losses associated with the excess energy produced in the power plants that operate by exploiting the renewable energy sources. Various concerns in this sector have laid the foundations for the research and development projects of these systems, being currently in progress or in validation of the obtained results. As an example: Solar to Hydrogen-MYRTE combines solar energy with electrolyzers,
hydrogen storage and fuel cell usage, and the project was a partnership between French Nuclear and Alternative Energy Commission, the energy company AREVA and the University of Corsica [72].

It is worth mentioning the recent initiative undertaken by the European Commission that funded through the public-private partnership Fuel Cells and Hydrogen Joint Undertaking (FCH JU) within the Assessment of the Potential, the Actors and Relevant Business Cases for Large Scale and Seasonal Storage of Renewable Electricity by Hydrogen Underground Storage in Europe project (HyUnder) [73]. The idea behind the project was to establish a European initiative for the implementation of energy technologies based on hydrogen generated by increasing the percentage of the use of renewable resources. This project aimed at researching large-scale hydrogen storage in underground caverns, an aspect related to the energy market and existing storage technologies, and aims to identify and analyze the areas of applicability, potential stakeholders, safety rules, the regulatory framework and the societal impact on public acceptance. Within this project, case studies were provided in several areas of Europe. Each case study analyzed the competitiveness of hydrogen storage compared to other types of energy storage, the geological potential of hydrogen storage and the way in which this hypothesis hydrogen storage can be implemented on the energy market. National Research and Development Institute for Cryogenic and Isotopic Technologies-ICSI Rm. Valcea, Romania, participated in the mentioned project through the National Center for Hydrogen and Fuel Cells.

Hydrogen production by water electrolysis leads to the consumption of water resources. In some areas, this is not a problem, but elsewhere it is a huge barrier to the implementation of hydrogen fuel cell technology. For these reasons, a series of studies have been directed towards methods of obtaining hydrogen from various wastes of which can be exemplified: preparation and catalytic steam reforming of crude bio-ethanol obtained from fir wood [74], pyrolysis-catalytic steam reforming of agricultural biomass wastes and biomass components for production of hydrogen/syngas [75], methodology for treating biomass, coal, msw/any kind of wastes and sludges from sewage treatment plants to produce clean/upgraded materials for the production of hydrogen, energy and liquid fuels-chemicals [76], biohydrogen production from solid wastes [77], not least, carbohydrate-to-hydrogen production technologies [78]. Table 5 presents the main hydrogen production methods in terms of efficiency and energy consumption.

Table 5. Hydrogen production methods-efficiency and energy consumption adapted from [70,79,80].

|  | Energy Consumption (kWh/kgH2 $\mathbf{)}$ | Efficiency $(\mathbf{L H V})$ |
| :--- | :---: | :---: |
| Biomass gasification | $69-76$ | $44-48$ |
| Coal gasification | $51-74$ | $45-65 \%$ |
| Electrolysis | $50-65$ | $51-67 \%$ |
| Methane reforming | $44-51$ | $65-75 \%$ |

The production of hydrogen from fossil fuels and biomass, including the catalytic reforming of natural gas, appear to be environmentally unresponsible methods [81], especially due to carbon emissions that qualify the processes as a negative emission technology. In this regard, concentrated research efforts are being made to develop cleaner hydrogen production systems. Thus, a series of high purity hydrogen production installations, which work with carbon capture and storage (CCS) or post-combustion carbon capture (PCC), are demonstrated. Noteworthy in this direction is the research activity supported by Graz University of Technology, Institute of Chemical Engineering and Environmental Technology, Austria by Bock, Zacharias and Hacker. They studied and demonstrated the production of high purity hydrogen (99.997\%) with the co-production of pure nitrogen ( $98.5 \%$ ) and carbon dioxide ( $99 \%$ ) with a raw material use of up to $60 \%$ in the largest loops with fixed beds worldwide [82].

## Prime Power Generation Large Capacity Electric Power Stations

Several types of fuel cells find applicability in power generation for large stationary applications. AFC, PAFC, PEMFC, SOFC and MCFC systems are used worldwide for the generation of distributed
electricity for local use [83]. Figure 12 illustrates the relative weight of the various high-capacity fuel cell technologies installed by the end of 2018 [22-24]. It is noted that the sector is dominated by three types of technologies, MCFC having the highest weight, followed by SOFC and PAFC. To date, only a small number of high-capacity installations based on PEMFC and AFC technologies have been implemented.


Figure 12. Large scale stationary fuel cells.

## 4. Results and Discussion

The important elements to be discussed regarding hydrogen fuel cell technology were schematically presented in Figure 13, being widely developed within the SWOT analysis [84] and refer to technological, environmental, social and economic factors.


Figure 13. Hierarchy of important factors in hydrogen fuel cell technology.

### 4.1. Strengths-Weaknesses-Opportunities-Threats (SWOT) Analysis

Based on the data from the specialized literature collected, studied, analyzed critically, the SWOT matrix was developed (Table 6), the specific main characteristic elements of hydrogen fuel cell technology being presented, its worthy to be considered if we talk about energy for stationary applications towards a green to green paradigm.

Table 6. Strengths-Weaknesses-Opportunities-Threats (SWOT) analysis.

| Strengths |
| :--- |
| S1. Technical strengths: |
| - hydrogen has the highest energy/mass unit of |

## all fuel types;

- $\quad 1 \mathrm{~kg}$ of hydrogen contains as much energy as 2.1 kg of natural gas or 2.8 kg of oil;
- fuel cell technolohy has an overall efficiency of up to $60 \%$;
- the fuel cell converts hydrogen directly into electricity + heat through the electrochemical reaction of hydrogen with oxygen;
- hydrogen concentrates primary renewable energy sources, which it makes available to the consumer in a convenient way;
- can be produced on-site at the consumer's place - reduce the dependence on long distance pipelines;
- hydrogen can be stored for the medium and long term;
- integration with smart grid - hydrogen can stabilize power fluctuations in the grid;
- $\quad$ can be transported over long distances stored in various forms or has potential of utilizing current fuel transportation infrastructure.


## S2. Environmental strengths:

- it is an inexhaustible source, if it is obtained by electrolysis of water, hydrogen production and consumption is a closed cycle;
- the burning of hydrogen is almost entirely devoid of pollutant emissions;
- hydrogen is a non-toxic energy transport operator;
- environmental friendly and reduces the amount of GHG emissions from the energy system;
- low noise pollution compared to other energy production methods.
S3. Sustainable development strengths:
- consequent energy supply and energy security (hydrogen could be considered as a never ending source of energy);
- hydrogen as a non-polluting energy carrier;
- huge development potential;
- possibility of production on site for stand alone applications and remote areas;
- $\quad$ hydrogen can be obtained from a wide range of primary renewable energies;
- hydrogen is the only secondary energy carrier that is suitable for wide applications in stationary, transport and portable domains;
- sustainable transportable energy source;
- favorable research and development theme;
- stimulates and creates new jobs;
- hydrogen will become an energy center, just as electricity is now.
S4. Diversity in resources harnessing:
- hydrogen can be obtained from a wide range of primary energies;
- various methods of obtaining hydrogen;
- harnessing waste as it is possible to produce hydrogen from waste as a by-product;
- can be used as a feedstock in other industries;
- hydrogen has potential to integrate in the energy system of the intermittent renewable energies;
- allows remote communities to manage their own energy supply;
- decrease dependence to fossil classic fuels and increase alternative energy diversity.


## W1. Unavailability of an efficient hydrogen

 infrastructure:lack of points of hydrogen production; lack of an efficient transport, distribution and storage systems;
incomplete hydrogen infrastructure;
limited access and availability (unavailability)
of enough hydrogen refill stations;
necessity to change current distribution system in residential buildings;
lack of plans for the development and implementation of the hydrogen economy.

## W2. Introduction risks:

the complexity of the hydrogen economy;
the integration of hydrogen as energy carrier into the energy system is not tested on an industrial scale;
lack of effective instruments for introduction of hydrogen in the existing transmission and distribution natural gas networks;
development of support services assistance in the hydrogen energy domain is still very immature;
hydrogen burns in the presence of air, which can cause operational safety problems;
hydrogen energy as a new product presents uncertainties related to its public acceptance.
W3. Lack of support from the government:

- insufficient cooperation between political authorities and professional associations in the field of hydrogen energy and economic operators, producers of hydrogen fuel cell technologies.


## W4. System integration:

lack of codes, technical design regulations, implementation procedures, technical standards for hydrogen economy in general, stationary applications of hydrogen energy in particular; lack of widespread awareness of capabilities and potential benefits of hydrogen fuel cell technologies used to supply clean energy for stationary applications;
weak development of hydrogen supply network;

- uncertainties and lack of information related to problems of exploitation under conditions of stability and safety of hydrogen;
unavailability of clear marketing policies and strategies to promote hydrogen energy as clean energy for stationary applications; unclear plans for a future economy based on hydrogen energy.
W5. High costs:
- high initial investment installation costs; high production costs of hydrogen; high production costs of fuel cell; high production costs of systems based on hydrogen fuel cell technologies;
- $\quad$ high price of energy generated by hydrogen-based energy systems; high costs for hydrogen storage; high costs for adaptation of the hydrogen economy;
lack of focused research and development works from major companies to develop the equipment and reduce costs.

Table 6. Cont.

| Opportunities |
| :--- |
| O1. Development potential |
| $-\quad$ hydrogen is a key element for a future green |

hydrogen is a key element for a future green sustainable development of energy systems;

- hydrogen energy can be considered as an object of innovations and technological development along the lines of energy efficiency;
- hydrogen fuel cells technology enables investment in sustainable energy infrastructure;
- encouraging the generation of green energy from indigenous unconventional sources;
- hydrogen fuel cell technology can be considered next energy efficiency solution for supply energy in stationary applications;
- developing social policies that respond to the challenges generated by the implementation of clean energy policies;
- development of human capital in order to ensure the implementation of the energy strategy in a future hydrogen-based economy;
- hydrogen and fuel cell technology stimulates research, innovation and development in the energy systems domain.


## O2. Improve energy security

hydrogen is expected to play an important role in global future energy scenarios;

- an energy carrier helps to increase the stabilization of energy security and price, giving rise to competition between different energy sources;
- increasing the energy efficiency through the efficient use of energy resources throughout the energy cycle - production, transport, storage, distribution and final consumption;
- decarbonisation of the energy sector at minimum costs;
- energy diversification;
- integrating hydrogen into the energy mix that responds to the sustainable development desire and which ensures the reduction of energy import dependency.


## O3. Increase cooperation

- opportunities for collaboration between academic institutions, research institutes on line of knowledge transfer to economic operators;
- educational opportunity for universities with energetic and environmental learning profile to development of a new teaching discipline;
- improve cooperation with governments, local authorities and make alliance with local political administrations or economic operators as investors in the implementation of green energy systems;
- collaboration opportunities among line ministries, departments and other energy system actors;
- international interconnection.


## O4. New business opportunity

- emergence of hydrogen market;
- emergence of a new commercialization plans;
- emergence of potential suppliers, demanders and end-users;
- involving several companies in the energy sector and setting up new ones;
- emergence and development of new business models;
- emergence of new jobs;
- development of the blockchain model for hydrogen economy.

T1. Technical
$-\quad$ low stimulation of hydrogen competitiveness in
field of stationary applications regarding the generation of energy from alternative sources to the classical ones;
immaturity of some technologies for the conversion of hydrogen into electric and thermal energy despite the efforts stimulated on the one hand by the technical progress in the field of fuel cells, and on the other hand driven by the global concerns regarding energy security, efficiency, energy sustainability, reduction of greenhouse gases emissions and last but not least, the reduction of dependence on the use of fossil fuels;
lack of specialists and experts in the field regarding the implementation of hydrogen energy projects for stationary applications; insufficient storage capacity in large quantities of hydrogen: Increasing production of fluctuating renewable energy intensifies the need for electricity storage to ensure network reliability and flexibility. Using hydrogen as a mean to store energy in the long run may in the future help address the challenge of grid balancing when large quantities of fluctuating renewable electricity are introduced in the energy mix;
immature solutions for massive hydrogen storage, which are not widely tested (e.g. underground hydrogen storage, potentially attractive solution, but still needs to be evaluated thoroughly from a technical, economic and societal standpoint); limited practical experience in both producers and consumers;
lack technical information of potential investors regarding hydrogen new technologies for power generation and energy efficiency of fuel cell technology, which it generates a low degree of interest from them.
T2. Social
negative influence from other energy actors; public acceptance of the widespread use of hydrogen in stationary applications is unclear; technical regulations, standards and procedures deficiencies for the applicability of hydrogen energy in stationary applications; immaturity of the legislative framework; weak support from authorities and government to shift to a hydrogen-based economy; non-recognition of hydrogen-based power generation systems and hydrogen economy as strategic infrastructure;
the results of the research projects cannot be adequately replicated due to the various difficulties at the legislative level.

## T3. Economic

its were not developed sufficient fiscal instruments to support the investment programs in the energy efficiency sector and the use of hydrogen energy in
stationary applications;
lack of potential suppliers, potential investors and demanders;
competitions with other renewable resources;
the difficulty to compete with the current fossil fuel market;
strong position of fossil fuel producers;
deficient organization and financing of the hydrogen economy.

This type of instrument/analysis method is validated by numerous studies carried out in the energy and the environment domain [85-87]. The objectives of the analysis were to highlight the strengths and weaknesses, in relation to the opportunities and threats existing or potential regarding the conditions of the implementation of hydrogen as the source of energy in stationary applications.

### 4.2. Strategies Proposed for the Use in Stationary Applications of Hydrogen Energy

In order to outline an overview of the possibilities of implementing hydrogen-based energy systems to power stationary applications, respectively to identify the possibilities for increasing the share of the use of hydrogen as alternative resource, a series of strategies have been proposed with a character of recommendation (Figure 14).

|  | Strengths | Weaknesses |
| :---: | :---: | :---: |
| Opportunities | S\&O1: promote the utilization of hydrogen energy in stationary applications to make it more popular; S\&O2: develop hydrogen economy with comprehensive legislation; S\&O3: stimulate public acceptance. | W\&O1: stimulate developments, innovations and research; W\&O2: stimulate development in hydrogen infrastructure; $\mathbf{W \& O}$ : governmental and funding programmes. |
| Threats | S\&T1: continued R\&D funding to explore the potential applications; S\&T2: strategies between hydrogen energy and other renewables to decrease competition between them; S\&T3: cooperation between energy actors, $R \& D$ centers and politicians. | W\&T1:promote regulated hydrogen economy; <br> W\&T2: absorb private and foreign investments to financially support hydrogen economy projects; W\&T3: implementation of specific laws for safety and stability in use. |

Figure 14. Established and recommended strategies.
At EU level, there are a large number of projects [88] that are already facing some of the strategies highlighted in Figure 14. To assist and promote the EU's commitment to the "hydrogen challenge", it is worth highlighting some of these significant projects in the area of Hydrogen Fuel Cell Technology for sustainable future of Stationary Applications: TriSOFC—Durable Solid Oxide Fuel Cell Tri-generation system for low carbon Buildings [89]; C3SOFC—Cost Competitive Component Integration for Stationary Fuel Cell Power, application area: stationary power production and CHP [90]; STAGE-SOFC-Innovative SOFC system layout for stationary power and CHP applications [91]; Remote area Energy supply with Multiple Options for integrated hydrogen-based Technologies-demonstration of fuel cell-based energy storage solutions for isolated micro-grid or off-grid remote areas [92]; Demo4Grid—Demonstration of 4MW Pressurized Alkaline Electrolyser for Grid Balancing Services [93]; ELECTROU—MW Fuel Cell micro grid and district heating at King's Cross [94], ene.field-European-wide field trials for residential fuel cell micro-CHP [95], H2 Future-Hydrogen meeting future needs of low carbon manufacturing value chains [96].

Energy strategies in the context of sustainable development refer both to the present and to the future, as they define the vital interests and establish the lines of action to meet the present and future needs while managing the evolutions in the field. When discussing energy security, it must be viewed as a vital component and includes: security of energy sources, securing the existing energy routes, identifying alternative energy routes, identifying alternative energy sources, environment protection. As a result, the topics discussed and analyzed in the present article fall into the current national,
european and international context, the importance of the problem being topical both from a scientific, technological, but also from a socio-economic or cultural point of view.

In this context, hydrogen, as an energy vector or environmentally friendly synthetic fuel, together with the fuel cell, its conversion technology, can play an important role in energy strategies regarding the efficiency and decarbonisation of energy generation systems in stationary applications. Technologies using low-carbon footprint hydrogen can be valuable in various end-use stationary applications.

## 5. Conclusions

Hydrogen and fuel cell technology have advanced considerably over the last fifteen years. At the global level, this area continues to face significant challenges-technical, commercial and infrastructure-related-that need to be overcome before fuel cells can realize the full potential of which they are capable. Policy makers have included hydrogen and fuel cell on the map of future energy strategies and have already taken into account the fact that fuel cells have great real potential and can successfully meet the technical, social, economic and environmental objectives in the context of the multidisciplinary concept of sustainable development.

In this paper, the review of literature and agencies' reports on specialized metrics in the domain of the hydrogen fuel cell technologies, highlights the essential considerations regarding stationary applications, as follows:

- More than 850 MW of large stationary fuel cell systems with a ( $>200 \mathrm{kw}$ ) nominal power have been installed worldwide for power generation and CHP applications up until 2018.
- Worldwide, the use of three types of fuel cell technologies is prevalent: MCFC, SOFC and PAFC.
- AFC and PEMFC are relatively new technologies under development and implementation within stationary applications.
- The main modalities of integrating hydrogen fuel cell technology into stationary applications are in the form of CHP units with fuel cells for small individual residential buildings, back-up power systems and large capacity electric power stations or distributed generation systems.
- The key factors that influencing development include: energy and climate policies, fuel cell funding programmes, concurrent technologies, the attendance of fuel cell system producers and energy costs.

The SWOT analysis conducted in the present study highlights that the implementation of the hydrogen economy depends decisively on the following main factors: legislative framework, energy decision makers, information and interest from the end beneficiaries, potential investors, and existence of specialists in this field.
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#### Abstract

In this paper, a systematic analysis of seven control topologies is performed, based on three possible control variables of the power generated by the Fuel Cell (FC) system: the reference input of the controller for the FC boost converter, and the two reference inputs used by the air regulator and the fuel regulator. The FC system will generate power based on the Required-Power-Following (RPF) control mode in order to ensure the load demand, operating as the main energy source in an FC hybrid power system. The FC system will operate as a backup energy source in an FC renewable Hybrid Power System (by ensuring the lack of power on the DC bus, which is given by the load power minus the renewable power). Thus, power requested from the batteries' stack will be almost zero during operation of the FC hybrid power system based on RPF-control mode. If the FC hybrid power system operates with a variable load demand, then the lack or excess of power on the DC bus will be dynamically ensured by the hybrid battery/ultracapacitor energy storage system for a safe transition of the FC system under the RPF-control mode. The RPF-control mode will ensure a fair comparison of the seven control topologies based on the same optimization function to improve the fuel savings. The main objective of this paper is to compare the fuel economy obtained by using each strategy under different load cycles in order to identify which is the best strategy operating across entire loading or the best switching strategy using two strategies: one strategy for high load and the other on the rest of the load range. Based on the preliminary results, the fuel consumption using these best strategies can be reduced by more than $15 \%$, compared to commercial strategies.
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## 1. Introduction

The very fast increase of global energy demand over recent decades calls for a new approach to energy sustainable development based on Hybrid Power Systems (HPS) combining Renewable Energy Sources (RESs) and Fuel Cell (FC) systems [1-3]. Therefore, innovative solutions based on experimental research have been proposed for the implementation of the Fuel Cell Hybrid Power Systems (FCHPS) with or without support from the RESs [4-6].

The state-of-the-art studies in this field have identified the following challenging topics for the next stage of research [7-9]:

- Modeling, control, and optimization of the FC system to improve the fuel economy [10-12];
- Developing innovative solutions and advanced technologies to improve the lifetime, reliability and safety in operation of the FC system [13,14];
- Numerical models for the control of hydrogen and thermal/electric energies productions through Solid Oxide Electrolyzer/Fuel Cells [15]:
- Proposal of innovative stand-alone or grid-connected RES HPS architectures, which can be optimized based on advanced Energy Management Strategies (EMSs) [16-18] and Global Maximum Power Point Tracking (GMPPT) control algorithms [19-21] applied to available RESs (photovoltaic systems, wind turbines etc.) in order to optimally ensure the power flow balance on the DC bus (and/or the AC bus) [22-24] and improve the harvested energy from the RESs [25-27];
- Hybridization of the RES HPS with an FC system as backup energy source (FC/RES HPS) to mitigate the RES power variability and load dynamics by controlling the generated FC power at the level of the required power on the DC bus [28-30].
- Use of hybrid Energy Storage Systems (ESSs) with advanced control of the ESS bidirectional power converters to ensure that the DC voltage regulation and mitigation of the power pulses on the DC bus as well [31-33];
- Improving the fuel economy of the FC vehicles (FCVs) by using innovative FCV powertrain [34-36], advanced EMSs [37-39], and hybrid technologies [40-42];
- Optimal sizing of the FC RES HPSs [43-45], FCVs [46-48], and hybrid ESSs [49,50].
- Electrical and thermal analysis of the HPS [51].

In this study, the optimization of the FCHPS is approached using the control mode of the required load power on the DC bus, named the Required-Power-Following (RPF) control-mode of the FC system. The FC system using RPF-control mode will generate, on the DC bus, the needed power to compensate the DC power flow balance for a Hybrid Power System operating with a variable load demand. The RPF-control mode will use one from the three inputs variables of the FC system that can control the FC power: the reference input for the FC boost controller, the air regulator, or the fuel regulator. So, the other two inputs or only one input can be used to optimize the operation of the FC system in order to improve the fuel consumption based on the optimization function chosen. Thus, the RPF-control loop and two optimization loops controlling all three reference inputs of the FC system means three optimization strategies. In addition, beside one needed loop for the RPF-control, only one optimization loop controlling two from the three reference inputs of the FC system means the other four optimization strategies. Consequently, seven optimization strategies can be set for an FC Hybrid Power System to be analyzed.

The real-time searching and tracking of the optimum is mandatory for the optimization algorithm used in this study [52-54]. Furthermore, the optimization function is time-dependent and could become a multimodal type by controlling the FCHPS in different operating modes [55]. So, a Real-Time Optimization (RTO) algorithm must be selected to search the global optimum. The Global Extremum Seeking (GES) scheme proposed in [20] will be considered here, with minor changes of the parameters' values to improve the searching performance.

Summarizing, the novelty of this study is that seven RTO strategies will be analyzed for a FCHPS under the same load profile in order to estimate the fuel consumption compared to that obtained using the Static Feed-Forward (sFF) strategy, which is commercially implemented [56].

The goal of this study is to identify which is the best RTO strategy in full range of load demand or the best two RTO strategies that can be used for high and low values of the load demand, respectively.

The obtained results reveal that the fuel economy is better (in comparison with the sFF strategy) for only two RTO strategies, if the FCHPS is operated using the same strategy in the full range of load demand. If the FCHPS is operated using the best RTO strategy for high values of the load demand and another one which is best in the rest of the load range, then more combinations are possible (which we
refer to as the switching strategies). This is because two RTO strategies are identified as best for high levels of load and two others as best for low load.

The rest of this study is organized as follows. The modeling of the FCHPS, the Energy Management Unit implementing the RPF-control mode and the optimization loops, and setting of the RTO strategies are presented in Section 2. The fuel economy obtained using a RTO strategy for the FCHPS is discussed in Section 3. Th final section concludes the performed study by highlighting the main findings and next work.

## 2. The Energy Management Unit of the Fuel Cell Hybrid Power System

The diagram of the FCHPS Energy Management Unit (EMU) is presented in Figure 1. The setting block will select one of the RTO strategies proposed in the literature [17,29,38,44,56-59] (see the right side of the Figure 1 and Table 1, where the references are mentioned in the last column) in order to evaluate the fuel economy under the same load profile.

Table 1. Real-Time Optimization (RTO) strategies.

| Strategy | $I_{\text {ref(Boost) }}$ | $I_{\text {ref(Air) }}$ | $I_{\text {ref(Fuel) }}$ | Ref. |
| :---: | :---: | :---: | :---: | :---: |
| sFF | $I_{\text {ref(RPF) }}$ | $I_{F C}$ | $I_{F C}$ | [56] |
| RTO1 | $I_{\text {ref( }}$ (RPF) | $I_{F C}$ | $I_{\text {ref(GES2) }}+I_{F C}$ | [57] |
| RTO2 | $I_{\text {ref(RPF) }}$ | $I_{\text {ref(GES1) }}+I_{F C}$ | $I_{F C}$ | [58] |
| RTO3 | $I_{\text {ref(GES1) }}$ | $I_{\text {ref(RPF) }}$ | $I_{F C}$ | [17] |
| RTO4 | $I_{\text {reff (GES2) }}$ | $I_{F C}$ | $I_{\text {ref(RPF) }}$ | [38] |
| RTO5 | $I_{\text {ref(GES1) }}$ | $I_{\text {ref( }}$ (RPF) | $I_{\text {ref(GES2) }}+I_{\text {FC }}$ | [29] |
| RTO6 | $I_{\text {reff (GES2) }}$ | $I_{\text {ref(GES1) }}+I_{F C}$ | $I_{\text {ref(RPF) }}$ | [59] |
| RTO7 | $I_{\text {ref( }}$ (RPF) | $I_{\text {ref(GES1) }}+I_{F C}$ | $I_{\text {ref(GES2) }}+I_{F C}$ | [44] |

The performance under constant load could be measured by different indicators, such as the generated FC net power ( $P_{F C n e t}$ ) or the fuel consumption efficiency (Fuel ${ }_{\text {eff }} \cong P_{F C n e t} /$ FuelFr ), which are both important to be optimized. Thus, the optimization function used in this study will linearly mix these performance indicators as below:

$$
\begin{equation*}
f\left(x, \text { AirFr }, F u e l F r, p_{\text {load }}\right)=P_{F C n e t}+k_{\text {fuel }} \cdot \text { Fuel }_{\text {eff }} \tag{1}
\end{equation*}
$$

where $x$ is the state vector, $p_{\text {load }}$ the disturbance, and the fuel flow rate (FuelFr) and the air flow rate ( AirFr ) are the control variables of the FC power. Also, note that another way to control the generated FC power on the DC bus is via the boost DC-DC converter, which is usually used as an interface for the FC system to the DC bus. So, three input control variables of the FC system will be considered in this study to control the FC net power generated on the DC bus.

The objective is to maximize the optimization function (1). The weighting coefficient $k_{\text {fuel }}$ [liters per minute (lpm)/W] will be adjusted to explore the best fuel savings obtained for all RTO strategies using constant load and variable profile for the load.

The dynamics of the FCHPS is set by the smooth function $g$ :

$$
\begin{equation*}
\dot{x}=g\left(x, \text { AirFr }, \text { FuelFr }, p_{\text {Load }}\right), x \in X \tag{2}
\end{equation*}
$$

where the time constants of the $6 \mathrm{~kW} / 45 \mathrm{~V}$ FC system and the $100 \mathrm{Ah} / 200 \mathrm{~V}$ batteries' stack were set to 0.2 s and 10 s , and the equivalent series resistor of the 100 F ultracapacitors' stack to $0.01 \Omega$. The DC voltage reference is set to 200 V , the ultracapacitors' stack has 100 V initial voltage and $10 \mathrm{k} \Omega$ parallel resistor (being connected via a bidirectional DC-DC to the DC bus and controlled to regulate the DC voltage), and the batteries' stack has an $80 \%$ initial State-of-Charge (SOC) (being connected directly to the 200 V DC bus).

Figure 1. The Fuel Cell Hybrid Power Systems (FCHPS), Energy Management Unit (EMU) and RTO strategy setting block.

The losses in the FC system are mainly given by the air compressor, so the FC net power is:

$$
\begin{equation*}
P_{F C n e t} \cong P_{F C}-P_{c m} \tag{3}
\end{equation*}
$$

where $P_{\text {RES }}$ is the FC power, the $P_{c m}$ is the air compressor power [60]:

$$
P_{c m}=I_{c m} \cdot V_{c m}=\left(a_{2} \cdot A i r F r^{2}+a_{1} \cdot \operatorname{AirFr}+a_{0}\right) \cdot\left(b_{1} \cdot I_{F C}+b_{0}\right)
$$

and the coefficients are $[60,61]: a_{0}=0.6 a_{1}=0.04 a_{2}=-0.00003231 b_{0}=0.9987$, and $b_{1}=46.02$. The dynamics of the air compressor is modeled through a second order system with 100 Hz natural frequency and 0.7 damping ratio [60].

Note that in a Renewable FCHPS the variable profile from the available Renewable Energy Sources ( $P_{\text {RES }}$ ) can also be considered as disturbance as well. But both variable power profiles can be considered together by using a single disturbance, referred to as the power requested on the DC bus $\left(P_{D C r e q}=P_{\text {load }}-P_{\text {RES }}>0\right)$. When $P_{\text {DCreq }}=P_{\text {load }}-P_{\text {RES }}<0$, an excess of RES power is available on the DC bus, which, for example, can be used to supply an electrolyzer in order to generate hydrogen and then store it in tanks. So, during the excess of power on the DC bus $\left(P_{\text {RES }}>P_{\text {load }}\right)$, the FC system will operate in standby mode, but during a lack of power on the DC bus $\left(P_{\text {RES }}<P_{\text {load }}\right)$ then the FC system must compensate the power flow balance on the DC bus by generating on average (AV) the FC net power, $P_{F C n e t(A V)}$, instead of taking this power $\left(P_{D C r e q(A V)}\right)$ from the batteries' stack, where:

$$
\begin{equation*}
P_{F C \text { net }(A V)}=I_{F C(A V)} V_{F C \text { net }(A V)} \cong \frac{P_{D C r e q}(A V)}{} \frac{\eta_{\text {boost }}}{} \tag{4}
\end{equation*}
$$

Consequently, based on the power flow balance on the DC bus (5):

$$
\begin{equation*}
C_{D C} u_{D C} \frac{d u_{D C}}{d t}=\eta_{b o o s t} p_{F C \text { net }}+p_{E S S}-p_{D C r e q} \tag{5}
\end{equation*}
$$

the average of the $p_{E S S}$ power is zero $\left(P_{E S S(A V)} \cong 0\right)$, where $p_{E S S}$ is the output power of the hybrid battery/ultracapacitors ESS.

So, the size of the batteries stack can be further reduced or even be eliminated, with only the ultracapacitors' stack remaining to dynamically compensate the lack or excess of power on the DC bus, due to load pulses or sharp variation in the load demand or the RES power. Note that the capacitor $C_{D C}$ connected on DC bus is used only to filter the ripple of the DC voltage ( $u_{d c}$ ). The regulation of the DC voltage to 200 V is easily done by controlling the bidirectional DC-DC converter of the ultracapacitors' stack.

So, summarizing the above presented RTO strategy, $P_{E S S(A V)} \cong 0$ if the FC system is to be operated in the RPF-control mode using the reference current $I_{r e f(R P F)}$ to control the FC power (as much as necessary to comply the power flow balance on the DC bus), then:

$$
\begin{equation*}
I_{r e f(R P F)} \cong I_{F C(A V)}=\frac{P_{D C r e q(A V)}}{\eta_{\text {boost }} V_{F C n e t}(A V)} \tag{6}
\end{equation*}
$$

Note that promising results have been achieved for the Renewable FCHPSs using the RPF- control mode on the FC system [55,61]. For a clear comparison of the RTO strategies but without losing the generality of this study, the proposed RPF-control mode of the FC system will be analyzed for a FCHPS without variable RES power $\left(P_{\text {RES }}=0\right)$. So, as explained before, the disturbance in the FCHPS will be represented by the load power $\left(P_{D C \text { req }}=P_{\text {load }}\right)$.

The RPF-control mode for the FC system can be obtained by controlling the boost DC-DC converter $\left(I_{r e f(R P F)}=I_{r e f(b o o s t)}\right)$, the $\operatorname{AirFr}$ regulator $\left(I_{r e f(R P F)}=I_{r e f(A i r)}\right)$, or the FuelFr regulator $\left(I_{\text {ref(RPF) }}=I_{\text {ref }}(\right.$ Fuel $)$ ).

For example, controlling the boost DC-DC converter, the 0.1 A hysteretic controller of the boost converter will ensure $I_{r e f(R P F)}=I_{r e f(\text { boost })} \cong I_{F C}$, so the FC system will be operated in the RPF-control mode based on (6).

The other two control variables, FuelFr and AirFr, will be set based on (7) [56]:

$$
\begin{align*}
\text { FuelFr } & =\frac{60000 \cdot R \cdot(273+\theta) \cdot N_{C} \cdot I_{r e f(F u e l)}}{2 F \cdot\left(101325 \cdot P_{f(H 2)}\right) \cdot\left(U_{f(H 2)} / 100\right) \cdot\left(x_{H 2} / 100\right)}  \tag{7a}\\
\text { AirFr } & =\frac{60000 \cdot R \cdot(273+\theta) \cdot N_{C} \cdot I_{r e f(\text { Air })}}{4 F \cdot\left(101325 \cdot P_{f(\mathrm{O} 2)}\right) \cdot\left(U_{f(\mathrm{O} 2)} / 100\right) \cdot\left(y_{\mathrm{O} 2} / 100\right)} \tag{7b}
\end{align*}
$$

where the signals $I_{\text {ref(Fuel) }}$ and $I_{\text {ref(Air) }}$ are the references used to optimize the FCHPS.
The FC parameters $\left(N_{C}, \theta, U_{f(H 2)}, U_{f(\mathrm{O} 2)}, P_{f(\mathrm{H} 2)}, P_{f(\mathrm{O} 2)}, x_{\mathrm{H} 2}, y_{\mathrm{O} 2}\right)$ are set to default values of the 6 $\mathrm{kW} / 45 \mathrm{~V}$ FC system, and $R=8.3145 \mathrm{~J} /(\mathrm{mol} \mathrm{K})$ and $F=96,485 \mathrm{As} / \mathrm{mol}$ are two well-known constants [62].

For safety reasons in the FC system operation, the slope of the signals $I_{\text {ref(Fuel) }}$ and $I_{r e f(A i r)}$ have been limited to $100 \mathrm{~A} / \mathrm{s}$. This will limit the response time of the FC system to generate the requested DC power set by (4) in order to compensate the power flow balance on the DC. For example, if the FC system operates in a stationary regime generating 5 kW at about 50 V , and it must pass in 8 kW generating regime due to step-up in load demand, then the transitory regime will be of about 0.6 s $(3000 \mathrm{~W} / 50 \mathrm{~V}=60 \mathrm{~A}$ and $60 \mathrm{~A} / 100 \mathrm{~A} / \mathrm{s}=0.6 \mathrm{~s})$. In this case, the response time of the FC system is limited by the $100 \mathrm{~A} / \mathrm{s}$ slope, not by the 0.2 s FC constant time. So, the ESS must be appropriately designed to ensure such transitory regimes, which could arise in driving the FC vehicles. But if this design is performed considering all potential cases, then the FCHPS will operate properly under an unknown profile of load demand and then the optimization problem can be approached in real-time based on Global Extremum Seeking (GES) control.

For example, in the RTO7 strategy, both control variables, FuelFr and AirFr, are used to optimize the FCHPS, considering the GES references $I_{r e f(G E S 1)}$ and $I_{r e f(G E S 2)}$ generated by the two GES controllers. The searching signals $I_{r e f(F u e l)}$ and $I_{r e f(\text { Air })}$ will be given by $I_{r e f(F u e l)}=I_{r e f(G E S 2)}+I_{F C}$ and $I_{r e f(\text { Air })}=$ $I_{r e f(G E S 1)}+I_{F C}$. The optimum on the optimization surface is close to the operating point of the FCHPS using the reference strategy, which is usually implemented in FC systems and is referred to in the literature as the Static Feed-Forward (sFF) strategy [56]. Thus, the searching area is limited around the FC current set by the RPF-control mode ( $\left.I_{F C} \cong I_{r e f(R P F)}\right)$ in order to speed up the searching process. So, in less than 10 dither's periods, the optimum will be found, which means up to 100 milliseconds for 100 Hz sinusoidal dither. The searching time is, therefore, in the order of the FC time constant and the FC system reacting to changes in both inputs control variables, FuelFr and AirFr.

Instead, only one control variable is used by the strategies RTO1 and RTO2 in search of the optimum, as follows: $I_{r e f(F u e l)}=I_{r e f(G E S 2)}+I_{F C}$ and $I_{r e f(A i r)}=I_{r e f(G E S 1)}+I_{F C}$. The other control variable is set to $I_{F C} \cong I_{r e f(R P F)}$ in order to speed up the searching process.

The RPF-control mode of the FC system is obtained by setting $I_{r e f(A i r)}=I_{r e f(R P F)} \cong I_{F C}$ for the strategies RTO3 and RTO5. In the same manner for the strategies RTO4 and RTO6, the RPF-control mode of the FC system is obtained by setting $I_{\text {ref(Fuel) }}=I_{r e f(R P F)} \cong I_{F C}$. Only the boost controller is used in search of the optimum by the RTO3 strategy and the RTO4 strategy, so $I_{r e f(b o o s t)}=I_{r e f(G E S 1)} \cong I_{F C}$ and $I_{r e f(b o o s t)}=I_{r e f(G E S 2)} \cong I_{F C}$ due to low value of the hysteresis band of 0.1 A . The other control variable in the RTO3 strategy and the RTO4 strategy, which is $I_{r e f(F u e l)}$ and $I_{r e f(A i r)}$, respectively, is set to $I_{F C} \cong I_{r e f(R P F)}$ in order to speed up the searching process. So, the searching for the optimum is performed on the optimization curve, which is a multimodal function to the FC current.

On the other hand, the strategies RTO5 and RTO6 use a second control variable in searching for the optimum (which is $I_{r e f(F u e l)}=I_{r e f(G E S 2)}+I_{F C}$ and $I_{r e f(A i r)}=I_{r e f(G E S 1)}+I_{F C}$ ), besides the control variable $I_{r e f(b o o s t)}$. So, in this case, the searching for the optimum is performed on the multimodal optimization surface.

Thus, seven possible RTO strategies will be analyzed in this study, compared to sFF strategy as a reference. All RTO strategies use the GES control scheme proposed in [20] to find the optimum of the optimization function in case of $k_{\text {fuel }}$ set to 0,25 , and 50 [lpm/W].

The interested reader can search the following references [17,29,38,44,56-59] for the hybrid system configuration, the control block diagrams, and the setting used for each strategy analyzed in this study.

The GES control has been implemented based on [20]. The interested reader, in the design of the GES control, can find design examples in [63,64]. In this study, the following values are used for the GES parameters: $k_{1}=1, k_{2}=2, k_{N p}=20, k_{N y}=1 / 1000, f_{d 1}=100 \mathrm{~Hz}$ and $f_{d 2}=200 \mathrm{~Hz}$, and $b_{h}=0.1$ and $b_{l}=1.5$ for the cut-off frequencies $\left(b_{h} f_{d}\right.$ and $\left.b_{l} f_{d}\right)$ of the band-pass filter.

## 3. Results

Each RTO strategy has been analyzed using the FCHPS diagram shown in Figure 1 and control loops setting listed in Table 1.

The hydrogen consumption during a load cycle is evaluated for each RTOk strategy ( $\mathrm{k}=1 \div 7$ ) using the performance indicator $\mathrm{Fuel}_{T}=\int \mathrm{FuelFr}(t) d t$ (measured in liter [L]) and the fuel economy compared to sFF strategy, $\Delta$ Fuel $_{T k}=$ Fuel $_{T k}-$ Fuel $_{T 0}$, is listed in Tables 2-4.

Table 2. Fuel economy for $k_{\text {fuel }}=0$ and different $P_{\text {load }}$.

| $P_{\text {load }}$ <br> $[\mathbf{k W}]$ | Fuel $_{\text {T0 }}$ <br> $[\mathrm{L}]$ | $\Delta$ Fuel $_{\text {T1 }}$ <br> $[\mathrm{L}]$ | $\Delta$ Fuel $_{\text {T2 }}$ <br> $[\mathrm{L}]$ | $\Delta$ Fuel $_{\text {T3 }}$ <br> $[\mathrm{L}]$ | $\Delta$ Fuel $_{\text {T4 }}$ <br> $[\mathrm{L}]$ | $\Delta$ Fuel $_{\text {T5 }}$ <br> $[\mathrm{L}]$ | $\Delta$ Fuel $_{\text {T6 }}$ <br> $[\mathrm{L}]$ | $\Delta$ Fuel $_{\mathrm{T} 7}$ <br> $[\mathrm{~L}]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 34.02 | 1.22 | 1.2 | 11.26 | -0.46 | 8 | -0.42 | -0.22 |
| 3 | 56.3 | 0.13 | 0.79 | 4.14 | -1.22 | 6.16 | -1.7 | -0.38 |
| 4 | 74.8 | -0.13 | 0.77 | 2.08 | -2.28 | 1.94 | -3.1 | -0.54 |
| 5 | 98.6 | -0.38 | 0.55 | -0.08 | -5.6 | -5.18 | -5.24 | -0.72 |
| 6 | 125.58 | -1.38 | 0.42 | -2.28 | -7.66 | -11.56 | -8.48 | -0.9 |
| 7 | 158.34 | -4.34 | -0.14 | -12.16 | -13.56 | -24.48 | -14.04 | -1.08 |
| 8 | 176 | -11.8 | -4 | -28.48 | -22.92 | -43.34 | -27.36 | -1.38 |

Table 3. Fuel economy for $k_{\text {fuel }}=25$ and different $P_{\text {load }}$.

| $P_{\text {load }}$ <br> $[\mathrm{kW}]$ | Fuel $_{\text {T0 }}$ <br> $[\mathrm{L}]$ | $\Delta$ Fuel $_{\mathrm{T} 1}$ <br> $[\mathrm{~L}]$ | $\Delta$ Fuel $_{\mathrm{T} 2}$ <br> $[\mathrm{~L}]$ | $\Delta$ Fuel $_{\text {T3 }}$ <br> $[\mathrm{L}]$ | $\Delta$ Fuel $_{\text {T4 }}$ <br> $[\mathrm{L}]$ | $\Delta$ Fuel $_{\text {T5 }}$ <br> $[\mathrm{L}]$ | $\Delta$ Fuel $_{\text {T6 }}$ <br> $[\mathrm{L}]$ | $\Delta$ Fuel $_{\text {T7 }}$ <br> $[\mathrm{L}]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 34.02 | 1.22 | -0.09 | 12.14 | -0.644 | 6.78 | -0.56 | -0.352 |
| 3 | 56.3 | -0.25 | -0.24 | 5.548 | -3.876 | 1.76 | -2 | -0.6 |
| 4 | 74.88 | -0.71 | -0.25 | 1.2 | -5.176 | -3.72 | -3.76 | -0.88 |
| 5 | 98.6 | -1.03 | -0.46 | -6.44 | -8.76 | -11.42 | -6.52 | -1.2 |
| 6 | 125.58 | -2.08 | -1.58 | -14.14 | -12.54 | -17.82 | -11.28 | -1.6 |
| 7 | 158.34 | -10.56 | -4.24 | -28.42 | -24.26 | -30.24 | -20.76 | -2.08 |
| 8 | 176 | -22.92 | -18.48 | -31.08 | -26 | -47.72 | -37.98 | -2.92 |

Table 4. Fuel economy for $k_{\text {fuel }}=50$ and different $P_{\text {load }}$.

| $\boldsymbol{P}_{\text {load }}$ <br> $[\mathbf{k W}]$ | Fuel $_{\text {T0 }}$ <br> $[\mathrm{L}]$ | $\Delta$ Fuel $_{\text {T1 }}$ <br> $[\mathrm{L}]$ | $\Delta$ Fuel $_{\text {T2 }}$ <br> $[\mathrm{L}]$ | $\Delta$ Fuel $_{\text {T3 }}$ <br> $[\mathrm{L}]$ | $\Delta$ Fuel $_{\text {T4 }}$ <br> $[\mathrm{L}]$ | $\Delta$ Fuel $_{\text {T5 }}$ <br> $[\mathrm{L}]$ | $\Delta$ Fuel $_{\text {T6 }}$ <br> $[\mathrm{L}]$ | $\Delta$ Fuel $_{\text {T7 }}$ <br> $[\mathrm{L}]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 34.02 | 1.28 | 1.22 | 7.628 | -0.1 | 8.56 | -0.42 | -0.28 |
| 3 | 56.3 | 0.1 | 0.56 | 2.764 | -3.7 | 4 | -2 | -0.48 |
| 4 | 74.88 | -0.23 | 0.42 | 0.288 | -5.264 | 1.1 | -3.66 | -0.64 |
| 5 | 98.6 | -0.48 | 0.28 | -5.8 | -8.76 | -6.34 | -6.28 | -0.84 |
| 6 | 125.58 | -1.08 | 0.22 | -13.02 | -13.98 | -13 | -9.42 | -1.04 |
| 7 | 158.34 | -3.56 | -1.14 | -24.82 | -20.74 | -23.9 | -14.48 | -1.32 |
| 8 | 176 | -6.8 | -8.48 | -29.8 | -25 | -45.52 | -23.44 | -1.8 |

### 3.1. Constant Load

The fuel savings for each RTOk strategy compared to sFF strategy $\left(\Delta\right.$ Fuel $_{T k}=$ Fuel $_{T k}-$ Fuel $_{T 0}$, $\mathrm{k}=1 \div 7$ ) is listed in Tables $2-4$ for $k_{\text {fuel }}=0, k_{\text {fuel }}=25$, and $k_{\text {fuel }}=50$ and different values of the constant load ( $P_{\text {load }}$ mentioned in first column of the Tables 2-4). The second column of the Tables 2-4 mentions for the sFF strategy the hydrogen consumption $\left(\right.$ Fuel $\left._{T 0}\right)$ during a load cycle.

The fuel economy ( $\Delta$ Fuel ) for all RTOk strategy $\left(\mathrm{k}=1 \div 7\right.$ ) are presented in Figures 2-4 for $k_{\text {fuel }}=0$, $k_{\text {fuel }}=25$, and $k_{\text {fuel }}=50$.


Figure 2. Fuel economy for $k_{\text {fuel }}=0$ and different $P_{\text {load }}$.


Figure 3. Fuel economy for $k_{\text {fuel }}=25$ and different $P_{\text {load }}$.


Figure 4. Fuel economy for $k_{\text {fuel }}=50$ and different $P_{\text {load }}$.

In case of $k_{\text {fuel }}=0$ (see Figure 2), the optimization function will be $f\left(x, \operatorname{AirFr}\right.$, FuelFr, $\left.P_{\text {Load }}\right)=P_{\text {FCnet }}$, so the optimization objective is to increase the FC net power. Thus, the fuel savings will be higher in the case of $k_{\text {fuel }} \neq 0$ (see Tables 3 and 4 compared to Table 2) because the optimization function $f\left(x\right.$, AirFr, FuelFr,$\left.P_{\text {Load }}\right)=P_{\text {FCnet }}+k_{\text {fuel }} \cdot$ Fuel $_{\text {eff }}$ takes in consideration the efficiency of the fuel consumption (Fuel ${ }_{\text {eff }}$ ). It is worth mentioning that the fuel economy does not increase by increasing the value of the $k_{\text {fuel }}$ parameter (see Table 4 compared to Table 3). In fact, a sensitivity analysis of the fuel economy to values of the $k_{\text {fuel }}$ parameter in range 0 to 50 has been revealed the multimodal variation of the fuel economy for all RTO strategy. Based on this analysis performed in other work, the best economy can be obtained for a value of the $k_{\text {fuel }}$ parameter in range 20 to 30 , but this is not the goal of the work shown here. As mentioned before, the goal is to identify which is the best RTO strategy in the full range of load demand or the best two RTO strategies that can be used: one in the range of high load demand and the other in the rest of range (of low load demand), respectively.

The analysis of Figures 2-4 highlights the best strategies for high load demand ( $P_{\text {load }}=8 \mathrm{~kW}$ ), rated load demand $\left(P_{\text {load }}=6 \mathrm{~kW}\right)$, and low load demand $\left(P_{\text {load }} \leq 5 \mathrm{~kW}\right)$.

In the case of $k_{\text {fuel }}=25$ (see Figure 3) the order of the RTO strategies (starting with that which gives the best fuel economy) is as follows:

- RTO5, RTO6, RTO3, and RTO4 for $P_{\text {load }}=8 \mathrm{~kW}$;
- RTO5, RTO3, RTO4, and RTO6 for $P_{\text {load }}=6 \mathrm{~kW}$;
- RTO4 and RTO6 for $P_{\text {load }} \leq 5 \mathrm{~kW}$;

It is worth mentioning this order in the case of $k_{\text {fuel }}=0$ and $k_{\text {fuel }}=50$.
In the case of $k_{\text {fuel }}=0$ (see Figure 2) the order of the RTO strategies (starting with that which gives the best fuel economy) is as follows:

- RTO5, RTO3, RTO6, and RTO4 for $P_{\text {load }}=8 \mathrm{~kW}$;
- RTO5, RTO6, RTO4, and RTO3 for $P_{\text {load }}=6 \mathrm{~kW}$;
- RTO6 and RTO4 for $P_{\text {load }} \leq 5 \mathrm{~kW}$;

In the case of $k_{f u e l}=50$ (see Figure 4) the order of the RTO strategies (starting with that which gives the best fuel economy) is as follows:

- RTO5, RTO3, RTO4, and RTO6 for $P_{\text {load }}=8 \mathrm{kW;}$
- RTO4, RTO5, RTO3, and RTO6 for $P_{\text {load }}=6 \mathrm{~kW}$;
- RTO4 and RTO6 for $P_{\text {load }} \leq 5 \mathrm{~kW}$;

Note that the same RTO strategies are in the first four positions for $P_{\text {load }}=8 \mathrm{~kW}$ and $P_{\text {load }}=6 \mathrm{~kW}$ when $k_{\text {fuel }}=0, k_{\text {fuel }}=25$, and $k_{\text {fuel }}=50$. The strategies RTO4 and RTO6 are between these four positions, but also are in the first two positions for $P_{\text {load }} \leq 5 \mathrm{~kW}$. So, the strategies RTO4 and RTO6 can be used to optimize the FCHPS operating in the entire loading range. It is difficult to say which is the recommended strategy for variable load demand. So, more tests will be performed in the next section.

Also, it is worth mentioning that the strategies RTO5 and RTO3 cannot be used for $P_{\text {load }} \leq 5 \mathrm{~kW}$ due to low performance compared to other RTO strategies (such as the strategies RTO4 and RTO6, for example). So, it is clear that a switching (SW) strategy (which will use the strategies RTO4 and RTO6 for $P_{\text {load }} \leq 5 \mathrm{~kW}$ and the strategies RTO5 and RTO3 for $P_{\text {load }}>5 \mathrm{~kW}$ ) can improve the obtained fuel economy, as compared to the case of one RTO strategy being used in the full range of load demand. The following SW strategies are identified based on the above results:

- SW1 strategy, which will use the strategies RTO6 and RTO5 for $P_{\text {load }} \leq 5 \mathrm{~kW}$ and $P_{\text {load }}>5 \mathrm{~kW}$, respectively;
- SW2 strategy, which will use the strategies RTO4 and RTO5 for $P_{\text {load }} \leq 5 \mathrm{~kW}$ and $P_{\text {load }}>5 \mathrm{~kW}$, respectively;
- SW3 strategy, which will use the strategies RTO6 and RTO3 for $P_{\text {load }} \leq 5 \mathrm{~kW}$ and $P_{\text {load }}>5 \mathrm{~kW}$, respectively;
- SW4 strategy, which will use the strategies RTO4 and RTO3 for $P_{\text {load }} \leq 5 \mathrm{~kW}$ and $P_{\text {load }}>5 \mathrm{~kW}$, respectively;
The strategies SW1, SW2, and SW3 request two GES controllers, due to the use of strategies RTO6 and RTO5, instead of one GES controller as for SW4 strategy.


### 3.2. Variable Load

The profile chosen for the variable load is of the scale up and down type with the following constant levels within 4 s: $0.75 P_{\text {load }(A V),} 1.25 P_{\text {load (AV) }}$, and $P_{\text {load }(A V)}$. Thus, the average value (AV) of the variable load profile is $P_{\text {load }(A V)}=\left(0.75 P_{\text {load }(A V)} \cdot 4 \mathrm{~s}+1.25 P_{\text {load }(A V)} \cdot 4 \mathrm{~s}+P_{\text {load }(A V)} \cdot 4 \mathrm{~s}\right) / 12 \mathrm{~s}$, where $P_{\text {load }(A V)}$ is mentioned in the first column of Tables 5-7. The second column of the Tables 5-7 mentions the hydrogen consumption during the variable load cycle for the sFF strategy $\left(\mathrm{Fuel}_{T 0}\right)$.

Table 5. Fuel economy for $k_{\text {fuel }}=0$ and different $P_{\text {load(AV) }}$.

| $\boldsymbol{P}_{\text {load }(A V)}$ <br> $[\mathrm{kW}]$ | $\mathrm{Fuel}_{\mathrm{T} 0}$ <br> $[\mathrm{~L}]$ | $\Delta \mathrm{Fuel}_{\mathrm{T} 1}$ <br> $[\mathrm{~L}]$ | $\Delta \mathrm{Fuel}_{\mathrm{T} 2}$ <br> $[\mathrm{~L}]$ | $\Delta \mathrm{Fuel}_{\mathrm{T} 3}$ <br> $[\mathrm{~L}]$ | $\Delta \mathrm{Fuel}_{\mathrm{T} 4}$ <br> $[\mathrm{~L}]$ | $\Delta \mathrm{Fuel}_{\mathrm{T} 5}$ <br> $[\mathrm{~L}]$ | $\Delta \mathrm{Fuel}_{\mathrm{T} 6}$ <br> $[\mathrm{~L}]$ | $\Delta \mathrm{Fuel}_{\mathrm{T} 7}$ <br> $[\mathrm{~L}]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 34.14 | 1.3 | 1.35 | 5.26 | 0.7 | 8.26 | -0.18 | 0 |
| 3 | 53.92 | 0.71 | 0.6 | 4.28 | -0.56 | 6.7 | -1.32 | -0.62 |
| 4 | 75.8 | 0.07 | 0.52 | 2.4 | -0.82 | 2.84 | -2.84 | -1.36 |
| 5 | 100.62 | -1.6 | 0.4 | -4.38 | -4.72 | -2.84 | -4.52 | -2.26 |
| 6 | 130.2 | -3.8 | -0.2 | -15.08 | -11.46 | -29.08 | -8.22 | -3.7 |

Table 6. Fuel economy for $k_{\text {fuel }}=25$ and different $P_{\text {load }(A V)}$.

| $P_{\text {load }(A V)}$ <br> $[\mathbf{k W}]$ | $\mathrm{Fuel}_{\mathrm{T} 0}$ <br> $[\mathrm{~L}]$ | $\Delta \mathrm{Fuel}_{\mathrm{T} 1}$ <br> $[\mathrm{~L}]$ | $\Delta \mathrm{Fuel}_{\mathrm{T} 2}$ <br> $[\mathrm{~L}]$ | $\Delta \mathrm{Fuel}_{\mathrm{T} 3}$ <br> $[\mathrm{~L}]$ | $\Delta \mathrm{Fuel}_{\mathrm{T} 4}$ <br> $[\mathrm{~L}]$ | $\Delta \mathrm{Fuel}_{\mathrm{T} 5}$ <br> $[\mathrm{~L}]$ | $\Delta \mathrm{Fuel}_{\mathrm{T} 6}$ <br> $[\mathrm{~L}]$ | $\Delta \mathrm{Fuel}_{\text {T7 }}$ <br> $[\mathrm{L}]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 34.14 | 0.5 | -0.51 | 7.18 | 1.92 | 10.8 | -0.1 | -0.44 |
| 3 | 53.92 | -0.48 | -0.75 | 7.24 | 0.82 | 8.74 | -1.04 | -1.44 |
| 4 | 75.8 | -1.8 | -1 | 3.32 | -0.64 | -0.26 | -3.84 | -2.58 |
| 5 | 100.62 | -3 | -1.2 | -3.16 | -4.16 | -12.96 | -9.3 | -3.98 |
| 6 | 130.2 | -5.3 | -1.8 | -13.28 | -10.08 | -42.54 | -18.56 | -6.18 |

Table 7. Fuel economy for $k_{\text {fuel }}=50$ and different $P_{\text {load }(A V)}$.

| $P_{\text {load(AV) }}$ <br> $[\mathbf{k W}]$ | Fuel $_{\text {T0 }}$ <br> $[\mathrm{L}]$ | $\Delta \mathrm{Fuel}_{\text {T1 }}$ <br> $[\mathrm{L}]$ | $\Delta$ Fuel $_{\text {T2 }}$ <br> $[\mathrm{L}]$ | $\Delta \mathrm{Fuel}_{\text {T3 }}$ <br> $[\mathrm{L}]$ | $\Delta$ Fuel $_{\text {T4 }}$ <br> $[\mathrm{L}]$ | $\Delta$ Fuel $_{\text {T5 }}$ <br> $[\mathrm{L}]$ | $\Delta$ Fuel $_{\text {T6 }}$ <br> $[\mathrm{L}]$ | $\Delta \mathrm{Fuel}_{\text {T7 }}$ <br> $[\mathrm{L}]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 34.14 | 0.51 | -0.5 | 14.5 | 3.4 | 10.14 | -0.38 | -0.34 |
| 3 | 53.92 | -0.47 | -0.74 | 12.7 | 2.9 | 8.82 | -1.18 | -1.22 |
| 4 | 75.8 | -1.58 | -0.97 | 3.5 | -0.5 | 4.92 | -2.88 | -2.24 |
| 5 | 100.62 | -2.99 | -1.25 | -2.34 | -3.98 | -9.66 | -6.2 | -3.38 |
| 6 | 130.2 | -5.23 | -1.72 | -12.08 | -9.46 | -37.26 | -16.38 | -5.3 |

The fuel economy $\Delta \mathrm{Fuel}_{\mathrm{Tk}}=\mathrm{Fuel}_{\mathrm{Tk}}-\mathrm{Fuel}_{\mathrm{T} 0}$ for each RTOk strategy ( $\mathrm{k}=1 \div 7$ ) compared to commercial strategy, such as the sFF strategy is listed in Tables $4-6$ for $k_{\text {fuel }}=0, k_{\text {fuel }}=25$, and $k_{\text {fuel }}=50$.

The fuel economy ( $\Delta$ Fuel ) mentioned in Tables 4-6 for all RTOk strategy $(\mathrm{k}=1 \div 7)$ are presented in Figures 5-7 for $k_{\text {fuel }}=0, k_{\text {fuel }}=25$, and $k_{\text {fuel }}=50$, using $P_{\text {load(AV) }}$ as variable.


Figure 5. Fuel saving for $k_{\text {fuel }}=0$ and different $P_{\text {load(AV) }}$.


Figure 6. Fuel saving for $k_{f u e l}=25$ and different $P_{\text {load(AV) }}$.


Figure 7. Fuel saving for $k_{\text {fuel }}=50$ and different $P_{\text {load(AV) }}$.
Analysis of the Figures 5-7 highlights the same best four strategies for the load profile with $P_{\text {load }(A V)}>5 \mathrm{~kW}$ (as in case of $\left.P_{\text {load }}>5 \mathrm{~kW}\right)$. This validates the results obtained for constant load.

Besides the strategies RTO5 and RTO3, it also appears that the RTO4 strategy cannot be used for $P_{\text {load }(A V)} \leq 5 \mathrm{~kW}$ due to low performance compared to strategy RTO6 for variable load. So, the SW strategies that remain to be tested, compared to strategy RTO6 (which still ensure fuel saving for different $P_{\text {load }(A V)}$ ) are as follows:

- SW1 strategy, which will use the strategies RTO6 and RTO5 for $P_{\text {load }} \leq 5 \mathrm{~kW}$ and $P_{\text {load }}>5 \mathrm{~kW}$, respectively;
- SW3 strategy, which will use the strategies RTO6 and RTO3 for $P_{\text {load }} \leq 5 \mathrm{~kW}$ and $P_{\text {load }}>5 \mathrm{~kW}$, respectively;
These results validate the aforementioned conclusions for constant load.


## 4. Conclusions

Seven control topologies are identified based on the three ways (inputs) to regulate the FC power: via the FC boost converter, and via the fueling regulators. One of these inputs will control the generated FC net power, ensuring the DC power flow balance under variable load. The other two or only one are used for optimization the FC system in order to minimize the fuel consumption. Thus, seven strategies are analyzed for an FC system under constant and variable load demand.

The conclusions of the analysis performed for all strategies are as follows:

- The strategies RTO3 and RTO5 have been identified as best strategies to operate the FC hybrid power system in the high range of the load demand; both strategies control the air flow regulator to obtain the RPF-control mode for the FC system;
- The strategies RTO4 and RTO6 have been identified as best strategies to operate the FC hybrid power system in the low range of the load demand; both strategies control the fuel flow regulator to obtain the RPF-control mode for the FC system;
- The RTO6 strategy has been identified as best strategy to operate the FC hybrid power system under variable load in the entire loading range;
- The fuel economy will be improved by using the switching strategies under variable load in the entire loading range.

The next work will be focused on comparative analysis of fuel economy for the four switching strategies identified, using the RTO6 strategy as reference. Besides the RTO6 strategy (which uses two GES controllers), the RTO4 strategy (which uses only one GES controller) can become a possible strategy in the low range of load demand, due to simple implementation and minor differences in fuel economy compared to RTO6 strategy under constant load. The cases of strategies SW2 and SW4 remain to be further analyzed in order to decide which strategy is best from different points of view: performance, cost, complexity of implementation. For example, the cost and complexity of implementation is lower for the SW4 strategy compared to strategies SW1, SW2, and SW3 due to the use of one GES controller instead of two GES controllers. The threshold of the load demand (which will be used in switching strategies to split the loading range) will be set after a sensitivity analysis for all switching strategies using a threshold in the range of 4 kW to 6 kW .
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#### Abstract

Energy losses and bus voltage levels are key parameters in the operation of electricity distribution networks (EDN), in traditional operating conditions or in modern microgrids with renewable and distributed generation sources. Smart grids are set to bring hardware and software tools to improve the operation of electrical networks, using state-of the art demand management at home or system level and advanced network reconfiguration tools. However, for economic reasons, many network operators will still have to resort to low-cost management solutions, such as bus reactive power compensation using optimally placed capacitor banks. This paper approaches the problem of power and energy loss minimization by optimal allocation of capacitor banks (CB) in medium voltage (MV) EDN buses. A comparison is made between five metaheuristic algorithms used for this purpose: the well-established Genetic Algorithm (GA); Particle Swarm Optimization (PSO); and three newer metaheuristics, the Bat Optimization Algorithm (BOA), the Whale Optimization Algorithm (WOA) and the Sperm-Whale Algorithm (SWA). The algorithms are tested on the IEEE 33-bus system and on a real 215-bus EDN from Romania. The newest SWA algorithm gives the best results, for both test systems.
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## 1. Introduction

Distribution Network Operators take into account the implementation of smart solutions to improve both the voltage level in the subordinate networks and the power factor, with the aim to maintain the balance between power generation and consumption while meeting the quality of supply standards and regulations.

In this context, the use of capacitor banks is an easy solution to be implemented with technical and economic benefits to the smart grid, maximizing the long-term return on investment as the network develops. An intelligent control of capacitor banks leads to improved energy efficiency and voltage level in the buses of distribution networks, resulting in an increase in the percentage of energy delivered to consumers [1].

The advantages of integrating capacitor banks in the flexible smart grid communication and control infrastructure are the increase of network energy efficiency and power quality improvement [2] Thus, the technologies and modern techniques enable today the large-scale integration of capacitor banks managed with smart control algorithms.

In the literature, many methods have been proposed to solve the Optimal Capacitor Banks Allocation (OCBA) in distribution networks as a combinatorial optimization problem. These techniques can be grouped in four main categories: numerical [3]; analytical [4]; heuristic [5-7]; and artificial
intelligence, population based (Artificial Neural Networks, metaheuristics) [8,9]. An overview about the metaheuristics used for the problem of capacitor banks allocation is made in the following, highlighting their specific purpose. The OCBA solution for power losses or cost minimization is obtained using a genetic algorithm in [10,11], a fuzzy technique in [12] and an artificial neural network in [9]. Regarding the metaheuristics, a significant number of papers consider the joule loss minimization, voltage bus improvement, and total cost minimization. Thus, in [13-15] a Multi-Objective Particle Swarm Optimization (MOPSO) algorithm is proposed. For active power loss reduction using load flow computation, the branch and bound method is generally preferred, for its reduced computation time. For example, for the minimization of the total annual costs, the Crow Search Algorithm (CSA) is used in [16,17], the Particle Swarm Optimization (PSO) and hybrid PSO algorithm are adapted in [18-21], the Flower Pollination Algorithm (FPA) is preferred in [22,23], and an Improved Harmony Algorithm is chosen in [24]. On the other hand, the OCBA problem based on active power minimization was approached in $[25,26]$ using the Bacterial Foraging Optimization Algorithm, the Intersect Mutation Differential Evolution (IMDE) Algorithm in [27], the Artificial Bee Colony (ABC) in [5,28] and the Ant Lion Optimization Algorithm in [29]. The improvement of the voltage profile carried out using the Symbiotic Organisms Search Algorithm (SOSA) in [30]. Another paper proposes the JAYA optimization algorithm [31] for power factor correction. For voltage profile improvement, the Oppositional Cuckoo Optimization Algorithm (OCOA) was used in [32]. It must be mentioned that the authors' previous approaches regarding the OCBA problem used several metaheuristic algorithms, such as PSO, BOA, Fireworks Algorithm (FWA), and WOA [33].

A brief description of the papers that use metaheuristics in the CBA problem considering both objective functions (OF) and constraints (C) is presented in Table 1. The considered objective functions are: OF1, active power losses minimization; OF2, voltage profile improvement; OF3, voltage deviation minimization; OF4, cost minimization; OF5-net savings maximization; OF6, voltage stability improvement. The main constraints for the OCBA problem are a combination of the following: C 1 , bus voltage allowable limits; C 2 , current flow limits on the branches; C 3 , bus reactive allowable limits; C4, maximum stock of capacitors; C5, bus apparent power balance; C6, maximum number of transformer tap changer steps; C7, the total reactive power injected should not exceed the total reactive power demand; C8, power flow limits on the branches; and C9, bus power factor limits.

This paper is focused on a comparative study of several metaheuristic algorithms adapted for solving the OCBA problem with the objective of energy loss minimization in MV distribution networks. During the analysis, the well-known GA and PSO are tested against two newer metaheuristics that have seen previous uses in power engineering applications, the BOA and WOA, and another recent but much less used method, the SWA. The latter is shown to outperform all its predecessors, when tested on two MV distribution networks with different characteristics: the smaller IEEE 33-bus test network [5,13,25] and a larger 215-bus $20 / 0.4 \mathrm{kV}$ distribution network from Romania. During the case study, the algorithms use the same initial population and fitness function. Results are shown regarding active power and energy losses and bus voltage levels, for which the best results are obtained with the SWA.
Table 1. Literature review regarding the capacitor allocation problem based on artificial intelligence.

| Objective <br> Function | Constraints |  |  |  |  |  |  |  |  | Test Network | References |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | C1 | C2 | C3 | C4 | C5 | C6 | C7 | C8 | C9 |  |  |
| OF1 | X | X | - | - | - | - | - | - | - | 38 bus-Roy-Billinton Test System | [8] |
|  | X | - | X | - | X | X | - | - | - | IEEE 30, 57, 118 and 300 bus | [10,27,29] |
|  | X | - | X | - | X | - | - | - | - | IEEE 33 bus | [13] |
|  | X | X | X | X | - | - | - | - | - | IEEE 33 and 94 bus | [14,15] |
|  | X | X | X | - | X | X | - | - | - | IEEE 30 bus | [21] |
|  | X | X | X | - | X | - | - | - | - | IEEE 33 and 85 bus | [25,28] |
|  | X | X | X | X | X | - | - | - | - | IEEE 33 and 119 bus | [5] |
| OF2 | X | - | - | - | - | - | - | - | - | IEEE 10, 23 and 34 bus | [12] |
|  | X | - | X | - | X | - | - | - | - | IEEE 22, 69, 85 and 141 bus | [32] |
| OF3 | X | - | X | - | X | X | - | - | - | IEEE 30, 57, 118 and 300 bus | [10,27] |
|  | X | X | X | - | X | X | - | - | - | IEEE 30 bus | [21] |
| OF4 | X | - | X | - | - | - | X | - | X | IEEE 10,33 and 69 bus | $\begin{gathered} {[16,17,22,} \\ 26] \\ \hline \end{gathered}$ |
|  | X | - | X | - | - | - | - | X | - | IEEE 10, 15 and 34 bus | [19] |
|  | X | - | X | - | - | - | - | - | - | IEEE 30 and 85 bus | [20] |
|  | X | - | X | - | - | - | - | - | - | IEEE 33, 34, 69 and 85 bus | [23,27] |
|  | X | - | X | - | X | - | X | - | X | IEEE 85 and 118 bus | [24] |
| OF5 | X | - | - | - | X | - | - | - | - | IEEE 28-bus | [11] |
|  | X | - | - | - | - | - | - | - | - | IEEE 9-bus | [30] |
| OF6 | X | - | X | - | - | X | X | - | - | IEEE 30 bus | [18] |
|  | X | - | X | - | X | X | X | - | - | IEEE 30, 57 and 118 bus | [27] |
|  | X | - | X | - | X | - | - | - | - | IEEE 30, 118 and 300 bus | [29] |

## 2. Metaheuristic Algorithms

Metaheuristics are a special class of algorithms that can be used to solve search and optimization problems. As described in [34], they are approximate, usually non-deterministic methods that aim to search for solutions near the global optimum, exploring this space through a partly guided and partly random search. While the main disadvantage of metaheuristics is the uncertainty of reaching the global optimal solution, their advantages lie in not being problem-specific (allowing the flexibility of applying the same solving principle to several types of problems) and having intuitive mathematical models, borrowing concepts and approaches from the natural world, rather than from theoretical mathematical models. This contributes to their accessibility for a wider range of users. Most modern metaheuristics are population-based, starting from an initial group of solutions, called 'population', generated randomly, and refining it in an iterative process, according to a set of specific steps, until a stopping criterion is met. The performance of each individual from the population is assessed by computing its fitness function. The basic block diagram of a population-based metaheuristic algorithm (PMA) is depicted in Figure 1, where the steps common to all algorithms are represented with white boxes, and the part specific to each algorithm, delimited by symbols $(A)$ and $(B)$ is presented in gray.


Figure 1. The basic flowchart of a population-based metaheuristic algorithm.
The initial parameters are partially common to all algorithms, such as population size $N$ or maximum number of iterations maxit, and partially specific to each algorithm, such as the mutation rate $r m u t$ for the Genetic Algorithm (GA) or inertia value $w$ for the Particle Swarm Optimization (PSO). An individual from a population with $N$ members, denoted in the following as

$$
\begin{equation*}
X_{i}=\left[x_{1}, x_{2}, \ldots, x_{m}\right], \quad i=1 \ldots N \tag{1}
\end{equation*}
$$

is encoded as a vector with length $m$, and element types and values dictated by the problem that needs to be solved. It usually represents an input parameter combination or a possible solution for the problem, which must satisfy all the constraints of the optimization model. The fitness evaluation of each population member requires the decoding of the information contained in the solution that it represents, solving the problem and evaluating the results. The optimality degree of the solution is assessed with the fitness function value associated to the respective population member. For a population with $N$ members, $X_{i}, i=1, \ldots, N, N$ fitness functions will be computed and ranked.

The (A) to (B) section from Figure 1 consists of several steps, which describe each specific metaheuristic algorithm. While in the figures accompanying Sections 2.1-2.5 are presented all the details specific to each algorithm, delimited by (A) to (B), Table 2 summarizes their main steps, emphasizing their particularities.

Table 2. The metaheuristic algorithms used in the paper for solving the OCBA problem.

| Algorithm | Main Steps |
| :---: | :---: |
| Genetic Algorithm (GA) | Selection, crossover, mutation, using the entire <br> population |
| Particle Swarm Optimization (PSO) | Speed and position update, using the entire <br> population, and exploration followed by exploitation <br> of the search space |
| The Bat Optimization Algorithm (BOA) | Speed and position update, frequency adaptation, <br> and local search in each iteration, using the entire <br> population, exploration followed by exploitation |
| The Sperm Whale Algorithm (SWA) | Continuous choice between three search methods: <br> exploration, encircling, and spiral attack, using the <br> entire population |
| Population divided in subgroups that perform the <br> search independently, using dominant crossover in <br> each subgroup |  |

Among the various metaheuristic algorithms available in the literature, those from Table 2 were chosen taking into account the following reasoning: the genetic algorithm and the particle swarm optimization are the best known and widely used metaheuristics, with numerous applications in power systems, which makes them a valid basis for comparison. The bat algorithm and the whale optimization algorithm are newer algorithms, previously used by the authors in solving similar optimization problems and shown to improve the quality of the results, compared with GA and PSO $[35,36]$. On the other hand, the sperm whale algorithm is a novelty in solving optimization problems in the power systems field. The results from the case study will show that the SWA outperforms the previous algorithms, making it a viable new alternative for solving optimization problems related to power systems applications.

The best-known PMAs are the genetic algorithm and the particle swarm optimization, which also describe two fundamental search principles used by metaheuristic algorithms: the evolutionary and performance-based patterns.

### 2.1. Genetic Algorithms

The Genetic Algorithm (GA), proposed in [37], is probably the best-known metaheuristic algorithm. In the GA, population members are named 'chromosomes', and their elements are 'genes'. The search and optimization mechanisms use Darwinist natural evolution, based on perpetuation through genetic material exchange and mutation inside a population of same-species individuals, across a significant number of generations (iterations).

For finding new and improved solutions for an optimization problem, the GA relies on changing the population by using in each iteration the three main genetic operators (Figure 2):

- Selection: From the existing population, whole individuals are selected based on their performance, expressed by the fitness function. The better-adapted individuals are favored for surviving. In the standard GA, the population size is constant. Thus, the lesser adapted individuals, which are discarded, are replaced by clones of the survivors.
- Crossover: Pairs of parent chromosomes exchange a number of genes, the resulting offspring having new characteristics, possibly resulting in better solutions for the problem.
- Mutation: Randomly generated variations on gene values, resulting in chromosomes with minor structural changes, simulating genetic mutations of real living organisms.


Figure 2. The flowchart of a GA iteration.
Optionally, an elitist procedure can also be incorporated in the GA, which ensures the preservation of the best-found optimal solution and its fitness function across generations.

The literature offers a high variety of selection [38] and crossover [39] types, which together with the user-chosen crossover and mutation rates provide significant customization possibilities, making the GA a flexible problem-solving tool.

In this paper, the tournament selection method was used, which draws randomly $p$ members from the existing population, out of which retains the best $q$, according to their fitness function. The procedure is repeated until a new population of size $N$ is created.

The method of choice for the crossover operator was the uniform crossover, illustrated in Figure 3. Two parents are randomly chosen from the population and, for each gene, a random number is generated. The parents swap the genes only if the generated random number exceeds a customizable threshold $t r$.


Figure 3. The uniform crossover.

### 2.2. Particle Swarm Optimization

On the other hand, the PSO algorithm [40] uses a different search method, based on variable travel speeds and position shifting in the search space. Each individual ('particle') from the population ('swarm') changes its speed in each iteration based on its current distance from two reference points: The best solution found so far by the swarm leader and the best position ever achieved by the particle itself. Compared with the GA, the PSO mechanism, presented in Figure 4, is very simple, requiring for each particle $j, j=1, \ldots, N$, only the computation of its new speed and position:

$$
\begin{gather*}
s p_{j}^{(i t)}=w \cdot s p_{j}^{(i t-1)}+2 \cdot r n d_{1} \cdot\left(x_{j, b e s t}^{(i t)}-x_{j, c r t}^{(i t)}\right)+2 \cdot r n d_{2} \cdot\left(\text { leader }^{(i t)}-x_{j, c r t}^{(i t)}\right)  \tag{2}\\
x_{j}^{(i t+1)}=x_{j}^{(i t)}+s p_{j}^{(i t)} \tag{3}
\end{gather*}
$$

followed by the update of each particle's best position and the change of the leader position, if better solutions are found. The particle speeds are initialized with low random values, which would not influence the search direction.


Figure 4. The flowchart of a PSO iteration.
In Equations (2) and (3), $s p_{j}{ }^{(i t)}$ and $s p_{j}{ }^{(i t-1)}$ are the speed of particle $x_{j}(j=1 \ldots N)$ in the previous (it - 1) and current (it) iteration, $r n d_{1}$ and $r n d_{2}$ are random vectors, $x_{j, b e s t}^{(i t)}$ and $x_{j, c r t}{ }^{(i t)}$ are the best personal
and the current position of particle $x_{j}$, leader ${ }^{(i t)}$ is the position of the leader in iteration $i t$, and $x_{j}{ }^{(i t)}$ is the position of particle $x$ in the current iteration. The factor $w$ from Equation (2) is an inertia term, which decreases over the iteration count, larger initial values encouraging exploration, and smaller final values enabling the exploitation or local search around the best-known optimal solution.

It should be noted that while the GA explores the search space using crossover to make random changes of the information that is already present in the population, the mutation probability being much smaller, PSO changes randomly the speed of each particle element, moving it in the direction of the leader and personal best position.

The newer metaheuristic methods used in this paper, while sharing the natural inspiration of GA and PSO, combine elements found in the two algorithms and increase the number of input parameters and the complexity of their mathematical model in order to improve their optimization performance. They are the Bat Optimization Algorithm (BOA), Whale Optimization Algorithm (WOA) and Sperm-Whale Algorithm (SWA).

### 2.3. The Bat Optimization Algorithm

Bats hunt for prey using echolocation. In the initial search stage, they emit high amplitude/low frequency ultrasound impulses, with low emission rate ( $10-20 \mathrm{imp} / \mathrm{sec}$ ), decoding in real time the reflected waves in order to identify the approximate position of the prey. When a potential target is identified, the bat increases the pulse rate up to $200 \mathrm{imp} / \mathrm{sec}$, and the pulse frequency, which enables it to search accurately the space separating it from the prey, identifying the obstacles in its path and precisely locating the victim and its movement pattern.

The bat optimization algorithm [41] uses the PSO principle of changing the speed and position of the population members (here called 'bats'), but the speed update formula is more elaborated, considering the principle of raising the signal frequency and pulse rate as the bats are getting close to the prey, i.e., to the optimal solution. The basic flowchart of a BOA iteration is depicted in Figure 5.


Figure 5. The flowchart of a BOA iteration.
The bats' speeds are initialized in the same manner as in the PSO algorithm but are accompanied by the initial signal amplitude, $A_{j}$, maximum pulse rate, $r_{j, \max }$ and random pulse frequency $f_{j} \in\left[f_{\min }, f_{\max }\right]$, $j=1, \ldots, N$.

In each iteration $i t$, every bat from the population performs three operations:

- Frequency update:

$$
\begin{equation*}
f_{j}=f_{\min }+r n d \cdot\left(f_{\max }-f_{\min }\right) \tag{4}
\end{equation*}
$$

- $\quad$ Speed update, with an equation inspired from (2):

$$
\begin{equation*}
s p_{j}^{(i t)}=w \cdot s p_{j}^{(i t-1)}+f_{j} \cdot r n d_{1} \cdot\left(\mathrm{x}_{j, c r t}^{(i t)}-\mathrm{x}_{j, b e s t}^{(i t)}\right) \tag{5}
\end{equation*}
$$

- Position update, identical to the formulation from (3):

$$
\begin{equation*}
x_{j}{ }^{(i t+1)}=x_{j}{ }^{(i t)}+s p_{j}{ }^{(i t)} \tag{6}
\end{equation*}
$$

The BOA also includes a local search. The best individuals from the population are randomly moved in the search space, with

$$
\begin{equation*}
x_{j}^{(i t+1)}=x_{j}^{(i t+1)}+p p \cdot \bar{A}, \quad j=1 \ldots M, \quad M<N \tag{7}
\end{equation*}
$$

where $\bar{A}$ is the average bat amplitude for iteration it and $p p \in[-1,1]$.
The new bat positions computed with Equations (4) to (7) are accepted in the population with random probability and only if the newly obtained position is better than the previous.

At the end of each iteration, if a bat improves its position, its signal amplitude is decreased:

$$
\begin{equation*}
A_{j}{ }^{(i t+1)}=\alpha \cdot A_{j}{ }^{(i t)} \tag{8}
\end{equation*}
$$

and its pulse emission rate increases:

$$
\begin{equation*}
r_{j}^{(i t+1)}=r_{j}^{(i t)} \cdot\left(1-e^{-\gamma \cdot i t}\right) \tag{9}
\end{equation*}
$$

where $\alpha \in(0,1)$ and $\gamma>0$.
This behavior, much like the inertia term for PSO, increases the probability of performing local searches when the iteration count is nearing itmax.

### 2.4. The Whale Optimization Algorithm

The hunting behavior of humpback whales is the source of inspiration for the Whale Optimization Algorithm (WOA). The whales hunt in groups, and when they find their prey, consisting of schools of krill or small fish near the water surface, they attack it from below using two maneuvers: encircling and spiraling.

The WOA uses a population of vector solutions ('whales'), which are hunting for prey independently, guiding their search by following a reference individual, usually their leader, i.e., the whale closest to the problem solution ('food'), according to its fitness function.

During the algorithm, whales use initially encircling, then spiral attack, in the same way PSO and BOA use the broad exploration and the exploitation of the search space near the optimal solution.

In each iteration $i t$, the encircling performed by each whale $j$ from the population is described by [42]:

$$
\begin{equation*}
x_{j}{ }^{(i t+1)}=\text { reference }^{(i t)}-A \cdot D_{1} \tag{10}
\end{equation*}
$$

where

$$
\begin{gather*}
A=2 \cdot a \cdot r n d_{1}-a  \tag{11}\\
D_{1}=\mid C \cdot \text { reference }^{(i t)}-x^{(i t)} \mid, \quad C=2 \cdot \text { rnd }_{2} \tag{12}
\end{gather*}
$$

The coefficient $a$ from equation (11) is a scalar value decreasing during the iterative from a positive value to 0 . The $(\cdot)$ sign denotes the element-by-element multiplying of vectors, and \| , an absolute value.

For the extreme values of $a=0$ and $a=1$, equations (10) to (12) show that position $x_{j}^{(i t+1)}$ will always lie between $x_{j}^{(i t)}$ and reference ${ }^{(i t)}$, thus moving any whale towards the reference solution used to guide the population. If values larger than 1 are given to $a$, factor $A$ from (11) will also increase, moving the wales beyond the target and exploring a possibly uncharted portion of the search space.

If the reference position is reference ${ }^{(i t)}=$ leader $^{(i t)}$, the leader from the current iteration, when $A$ decreases, whales get closer to the leader, encircling the prey or the optimal solution. If another whale is used as reference, reference ${ }^{(i t)}=\operatorname{random}\left(x^{(i t)}\right)$, the search will shift towards its path, simulating the exploration of the sea in search for food performed by real whales.

The spiral attack phase is described by an equation that combines oscillatory and exponentially variating components:

$$
\begin{equation*}
x_{j}{ }^{(i t+1)}=D_{2} \cdot e^{b \cdot l} \cdot \cos (2 \cdot \pi \cdot l)+\text { leader }^{(i t)} \tag{13}
\end{equation*}
$$

with

$$
\begin{equation*}
D_{2}=\mid \text { leader }^{(i t)}-x_{j}^{(i t)} \mid \tag{14}
\end{equation*}
$$

In equation (13), $b$ is a constant, and $l$ is a random value from the $[-1,1]$ interval [42].
The initially large, then gradually decreasing values of $a$, so that first $|A|>1$, then $|A|<1,|A| \rightarrow 0$, first move the whales away from the leader in exploration, then encourage encircling, followed by spiral attack. If $p$ denotes a random number, the general equation for changing the position of a whale follows as:

$$
x_{j}^{(i t+1)}=\left\{\begin{array}{cl}
\text { reference }^{(i t)}-A \cdot D_{1}, & \text { if } p \geq 0.5  \tag{15}\\
D_{2} \cdot e^{b l} \cdot \cos (2 \cdot \pi \cdot l)+\text { leader }^{(i t)} & \text { if } p<0.5
\end{array}\right.
$$

The flowchart of a WOA iteration is presented in Figure 6.


Figure 6. The flowchart of a WOA iteration.
WOA has two specific parameters that can be tuned for better performance: coefficient $a$ from Equation (11) and constant $b$ from (13).

### 2.5. The Sperm-Whale Algorithm

The search used by the SWA mimics the hunting behavior of sperm whales, which live alone or in small groups at the bottom of the sea and must come to the surface to hunt and breathe [43]. In each iteration, the population of the SWA is split into smaller search groups consisting in uniformly distributed better and worse adapted members ('sperm whales'). Consequently, the search for the optimal solution occurs independently in each group. First, the sperm whales change their position from the bottom of the sea to the surface. This step is simulated only for the worst adapted member of the group, for which the opposite position is computed. The positions of the leader and of the worst individual in a group $g$, leader ${ }^{(g, i t)}$ and worst ${ }^{(g, i t)}$, are used to compute an in-between distance dist ${ }^{(g, i t)}$ :

$$
\begin{equation*}
\operatorname{dist}^{(g, i t)}=\text { worst }^{(g, i t)}+w \cdot \operatorname{leader}^{(g, i t)} \tag{16}
\end{equation*}
$$

The reflex position of worst ${ }^{(g, i t)}$ is then computed with Equation (17).

$$
\begin{equation*}
\operatorname{reflex}(g, i t)=\text { worst }^{(g, i t)}+2 \cdot\left(\operatorname{dist}^{(g, i t)}-\text { worst }^{(g, i t)}\right)=2 \cdot \operatorname{dist}(g, i t)-\text { worst }^{(g, i t)} \tag{17}
\end{equation*}
$$

The newly computed individual reflex ${ }^{(g, i t)}$ will replace worst ${ }^{(g, i t)}$ only if its fitness function is better. At the beginning of the iterative process, when the inertia $w$ from Equation (16) is large, the individual will search beyond leader ${ }^{(g, i t)}$ (exploration phase, Figure 7a). As $w$ decreases, the search will focus between worst ${ }^{(g, i t)}$ and leader ${ }^{(g, i t)}$, exploiting the search space around the known optimal solution (Figure 7b).


Figure 7. Reflex search in the SWA algorithm: (a) exploration, (b) exploitation.
In the second stage, a Good Gang is formed within the group, gathering the best $g g$ individuals ranked according to their fitness function. Every Good Gang member performs several local searches in which its elements $k$ are displaced randomly, within a small radius $r$ :

$$
\begin{equation*}
x_{j, k}= \pm r \cdot x_{j, k,} \quad j=1 \ldots g g \tag{18}
\end{equation*}
$$

The original Good Gang members are replaced only if better sperm-whale positions are found during the local search.

Finally, the best Good Gang member from the group (the dominant sperm-whale) performs genetic crossover with all other group individuals. One of the two resulting children is chosen randomly to replace the worst of the two parents.

At the end of the iteration, the groups are reunited in the final population, which will repeat the search process until the stopping criterion of the algorithm is met. The basic flowchart of a SWA iteration is presented in Figure 8.


Figure 8. The flowchart of a SWA iteration.
The SWA offers several tuning options for the user. The population size, number of search groups within the population, the inertia $w$ and its decrement, the Good Gang size and number of local searches for its members, the local search radius $r$, and the crossover method can be adjusted for better performance.

## 3. The Implementation of the Optimal Reactive Compensation for Loss Minimization Problem

The five metaheuristic algorithms presented in the previous chapter were run in an implementation of the Optimal Capacitor Banks Allocation (OCBA) problem for active energy loss minimization. The approach used in this paper is stated as follows: Find the optimal buses in an EDN where capacitor banks (CB) should be installed and the amount of reactive load compensation in each bus, with the objective of operating the EDN with minimal active power and energy losses for the interval of a typical day. For an EDN with $N N$ buses (nodes) and $N B$ branches, the mathematical expression of the objective function of the OCBA problem was defined as:

$$
\begin{equation*}
\Delta P[\%]=\sum_{h=1}^{24} \Delta P_{h} /\left(\sum_{h=1}^{24} \sum_{b u s=1}^{N N} P_{b, h}+\sum_{h=1}^{24} \Delta P_{h}\right) * 100=\min \tag{19}
\end{equation*}
$$

The mathematical model of the fitness function considered the following constraints:
Cr1. The available CB stock cannot be exceeded:

$$
\begin{equation*}
\sum_{b u s=1}^{N N} N C B_{b u s} \leq \text { stock }_{C B} \tag{20}
\end{equation*}
$$

Cr2. The compensation level in each bus cannot exceed the reactive bus load (avoid reversed reactive power flows):

$$
\begin{equation*}
N C B_{b u s} \cdot q_{C B} \leq Q_{\text {bus }}, \quad \text { bus }=1 \ldots N N \tag{21}
\end{equation*}
$$

Cr 3 . Branch current flows after compensation cannot exceed the branch rated current:

$$
\begin{equation*}
I_{b r}<=I_{m a x}, b r, \quad b r=1 \ldots N B \tag{22}
\end{equation*}
$$

Cr4. Bus voltages after compensation cannot exceed the maximum allowed value:

$$
\begin{equation*}
U_{b u s}<=U_{m a x, b u s}, \quad \text { bus }=1 \ldots N N \tag{23}
\end{equation*}
$$

In Equations (19) to (22), $\Delta P[\%]$ is the percent active power loss in the EDN over $24 \mathrm{~h}, \Delta P_{h}$ is the active power loss in the EDN at hour $h, N C B_{b u s}$ is the number of CBs installed in a generic bus; $q_{C B}$ is the reactive power rating of a $C B, Q_{b u s}$ is the reactive load of a generic bus, stock ${ }_{C B}$ is the $C B$ stock; $I_{b r}$ is the current flow on a generic branch $b r, I_{\max , b r}$ is the rated current of branch $b r, U_{b u s}$ is the voltage of a generic bus after compensation, and $U_{m a x, b u s}$ is the maximum bus voltage allowed in a generic bus.

All the algorithms tested in the case study used the same solution encoding for their population members. They were generated as vectors of the type described by Equation (1), with integer numbers and length equal to the number of buses in which compensation was possible in the network. The significance of the value of a generic element represented the number of CBs placed in the bus to which it was designated. All the algorithms started in the first iteration with the same population, generated randomly but considering constraint Cr 2 of maximum allowed number of CBs in each bus and Cr1, the maximum CB stock (Figure 9).


Figure 9. The encoding of the solutions used by the OCBA problem.
The fitness of the optimal solutions was assessed in all the algorithms using the objective function (19), which also considered the constraints from Equations (20) to (23). The methodology employed for calculating the fitness of each solution is described in Figure 10.


Figure 10. Fitness computation and solution validation for the OCBA problem.
By applying any of the equations (2) to (18) or by genetic crossover and mutation, the changes undergone by population members can result in their invalidation because of

- Non-integer values, leading to invalid number of CBs installed in a bus;
- Values exceeding the interval $\left[0, N C B_{b u s}\right]$ allowed by the constraint Cr 2 ;
- Violation of constraint Cr1, by exceeding the available CB stock;
- Solutions otherwise valid but which lead to the violation of the constraints Cr 3 or Cr 4 .

Thus, every newly generated population member, for each algorithm, must pass through a validation procedure before being allowed in the population created for the next iteration.

If constraint Cr 1 is not satisfied, the solution is always discarded as unfeasible. If the constraint Cr 2 is not fulfilled, the solution is modified by setting the unfeasible values to the nearest allowed value, using for each element $x_{j}$ from Figures 1 and 9 the following correction:

$$
x_{j}=\left\{\begin{array}{c}
0, \quad \text { if } x_{j}=0  \tag{24}\\
N C B_{j}, \\
\text { otherwise }
\end{array}\right.
$$

For each population member, the active power losses used in equation (19) are computed with the Newton-Raphson load flow (LF) algorithm, which is slower, but generally considered more accurate than the branch-and-bound methods preferred in the analysis of distribution networks. The LF algorithm also provides the results required for checking the constraints Cr 3 and Cr 4 , bus voltage and branch current flow limits. Prior to computing the LF, the compensation solution is simulated subtracting from the bus reactive loads the CB injection for each compensated bus, according to the population member/solution being tested.

## 4. Results

The OCBA problem was solved using the metaheuristics presented in Section 2, with the aim of comparing the performance of the newer algorithm designs, BOA, WOA, and SWA against the two well established methods, GA and PSO. For comparison purposes, all the algorithms had a common representation for the members of the population, illustrated in Figure 9, and the same fitness function, active power and energy loss minimization, computed with Equation (19) and subjected to the constraints given by Equations (20) to (23), Section 3. The initial parameters used for the algorithms are presented in Table 3.

Since for all algorithms there was no improvement for the optimal solution beyond generation 350 , the graphical representations of the results will be limited to the first 360 generations.

Two test networks were used to validate the comparison: the smaller sized IEEE 33-bus MV radial voltage distribution system (Figure 11) and a larger 215-bus MV EDN from a residential area of a major city from Romania (Figure 12).

Synthetic data regarding the physical characteristics for the IEEE 33-bus system is given in Table 4. The system does not include MV/LV transformer data; thus, the active power losses computed by the algorithms do not include transformer losses. The extended data regarding branch characteristics (connecting buses, type line or transformer, electrical parameters resistance and reactance, maximum branch current) is provided in Appendix A, Table A1. For the active and reactive bus loads, the study uses a custom representation consisting of daily 24-h profiles, described below.

For this particular test system, the literature provides only a set of instantaneous active and reactive bus loads. In this paper, these values were used as reference, in conjunction with a set of typical load profiles (TLP) provided in the Supplementary Materials attached to the paper, to create 24-h profiles. The TLPs considered several types of loads, residential, industrial, and their distribution in the network is summarized in Table 5.

Table 3. The initial parameters used for the metaheuristic algorithms.



Figure 11. The IEEE 33-bus test system.


Figure 12. The residential 215-bus EDN.

Table 4. The physical characteristics of the IEEE 33-bus system.

| Number of Buses | Transformer Rated <br> Power/Number | Feeder Type | Feeder <br> Cross-Section <br> $\left(\mathbf{m m}^{2}\right)$ | Total Length(km) |
| :---: | :---: | :---: | :---: | :---: |
| $12.66 \mathrm{kV}: 33$ | None | Unknown $^{(1)}$ | Unknown $^{(1)}$ | Unknown ${ }^{(1)}$ |

${ }^{(1)}$ Only the total resistance and reactance is known for each branch

Table 5. The TLP categories used for the IEEE 33 -bus system and their bus distribution.

| TLP Category | Bus |
| :---: | :---: |
| Residential | $4,5,6,7,8,9,10,11,12,1314,15,16,17,18$ |
| Industry | $2,3,19,20,21,22,23,24,25$ |
| Commercial | $26,27,28,29,30,31,32,33$ |

The second test system used in the case study is a much larger EDN, consisting of 135 MV buses to which 80 loads are connected through MV/LV transformers. For simplicity, the transformers are omitted in Figure 12, together with the corresponding 80 bus numbers for the transformer LV busbars (from 136 to 215). A summary of the transformer rated power, together with the feeder and bus general information, is given in Table 6. The electrical parameters of the branches are given in Appendix A, Table A2. For this network, the bus loads were also modelled as $24-\mathrm{h}$ daily profiles, being measured by the smart metering infrastructure installed by the local distribution utility for a typical working day.

Table 6. The physical characteristics of the 215-bus EDN.

| Number of Buses | Transformer Rated <br> Power/Number | Feeder Type | Feeder <br> Cross-Section <br> $\left(\mathbf{m m}^{2}\right)$ | Total Length (km) |
| :---: | :---: | :---: | :---: | :---: |
|  | $63 \mathrm{kVA}: 33 ; 100$ |  |  |  |
| $20 \mathrm{kV}: 135(1-135)$ | kVA: 14 | Cable | $3 \times 95$ | $2 \times 120$ |
| $0.4 \mathrm{kV}: 80(136-215)$ | kVA: 15,250 <br> kVA: 15 <br> $400 \mathrm{kVA}: 3$ |  | $3 \times 150$ | 84.45 |
|  |  |  | 3.2 |  |

Because a 24-h voltage profile was not available for the 215-bus network, the voltage reference for the slack bus was recommended by the distribution utility at the value of 1.06 pu. For the IEEE 33-bus system, the setpoint was 1 pu (nominal voltage). The slack bus for both networks is bus 1 , and all the other buses are modeled as PQ (consumer) buses.

### 4.1. Results for the IEEE 33-Bus System

The first step of the study was the choice of the maximum CB stock used for optimization. For this purpose, the load profile of the network for 24 h , given in Figure 13, was analyzed. Since the purpose was to test the performance of each algorithm, the CB stock was set at $70 \times 7.5 \mathrm{kVar}$ units, which would ensure a maximum of 525 kVar of VAR compensation, about half of the minimal value of the reactive load, occurring at night hours. In this way, the number of possible $C B$ allocation variants is maximized, while reducing the investment cost.


Figure 13. The active and reactive load profiles of the IEEE 33-bus test system—hourly values.
The GA, PSO, BOA, WOA, and SWA were run using this CB stock, the initial parameters from Table 3, and the same initial population. The solution identified by each algorithm, compared with the reference case (no reactive power compensation), and their corresponding fitness functions (percent losses) are presented in Table 7. The first line of Table 7 also presents the maximum number of CBs that can be allocated in each bus, computed according to the minimal reactive power load, so that constraint Cr 2 would be always fulfilled. The same results are displayed graphically in Figure 14. In Figure 15, the parallel evolution of the fitness function of each algorithm over the first 350 generations is presented, on a typical run, emphasizing the fact that the SWA and BOA obtain the solutions corresponding to the lowest loss values, followed by the PSO, GA, and BAT.
Table 7. The OCBA solutions found by the metaheuristic algorithms for the IEEE 33-bus system.

| Bus | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 |  | 13 | 14 | 15 | 16 | 17 | 18 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| CB |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| limit | 3 | 2 | 4 | 0 | 0 | 6 | 3 | 1 | 4 | 0 | 6 |  | 4 | 4 | 0 | 0 | 0 | 14 |
| Reference | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 | 0 | 0 |
| GA | 1 | 1 | 1 | 0 | 0 | 1 | 1 | 1 | 2 | 0 | 5 |  | 1 | 2 | 0 | 0 | 0 | 13 |
| PSO | 0 | 0 | 0 | 0 | 0 | 4 | 0 | 1 | 0 | 0 | 0 |  | 4 | 4 | 0 | 0 | 0 | 14 |
| BAT | 0 | 2 | 4 | 0 | 0 | 3 | 1 | 1 | 1 | 0 | 6 |  | 4 | 3 | 0 | 0 | 0 | 2 |
| WOA | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 |  | 4 | 4 | 0 | 0 | 0 | 14 |
| SWA | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 4 |  | 4 | 4 | 0 | 0 | 0 | 14 |
| Bus | 19 | 20 | 21 | 22 | 23 | 24 | 25 | 26 | 27 | 28 | 29 | 30 | 31 | 32 | 33 |  |  | Fitness |
| CB |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| limit | 6 | 1 | 17 | 2 | 3 | 7 | 5 | 0 | 0 | 0 | 3 | 39 | 4 | 5 | 0 |  |  | N/A |
| Reference | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |  | 5.482 |
| GA | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 1 | 27 | 4 | 2 | 0 |  |  | 4.982 |
| PSO | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 3 | 39 | 0 | 0 | 0 |  |  | 4.947 |
| BAT | 0 | 1 | 0 | 1 | 3 | 7 | 2 | 0 | 0 | 0 | 2 | 24 | 2 | 1 | 0 |  |  | 5.038 |
| WOA | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 39 | 1 | 5 | 0 |  |  | 4.939 |
| SWA | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 35 | 4 | 5 | 0 |  |  | 4.934 |



Figure 14. The number of CBs allocated in the buses of the IEEE 33-bus system by each algorithm.


Figure 15. The fitness of the optimal solution found by the metaheuristic algorithms after 360 iterations, for the IEEE 33-bus system.

The results from Table 7 and Figure 14 show that the best fitness function values are obtained when maximum compensation is applied at buses 18 (feeder end), 29-32 (feeder end), and 12-14, while for other buses with compensation potential, such as $21-25$, where the reactive load is high, no capacitor banks are allocated. All the algorithms use the entire CB stock available, with differences in the buses chosen for compensation and number of CBs allocated to each bus.

The results regarding the active power losses, for each hour and algorithm, compared with the reference case are plotted in Figure 16 and presented in Table 8. Table 9 gives the loss reduction in percent, against the reference case, for which the total values are represented in Figure 17. The loss reduction ranges between $6.55 \%$ and $16.78 \%$, depending on the algorithm and network load. The improvement is higher in off-peak hours, and the best results are obtained with SWA $(8.17 \%$ to $16.78 \%$ ), with a global value of $10.51 \%$ over 24 h . PSO, WOA, and SWA are the closest to the optimal solution.


Figure 16. Hourly active power losses in the IEEE 33-bus system, for each algorithm.
Table 8. Hourly and total active power losses in the IEEE 33-bus system, in kW, for each algorithm.

| Hour | Ref. | BAT | GA | PSO | WOA | SWA |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| h01 | 140.04 | 122.53 | 120.22 | 118.98 | 118.74 | 118.51 |
| h02 | 128.61 | 111.53 | 109.32 | 108.14 | 107.93 | 107.70 |
| h03 | 122.58 | 105.89 | 103.74 | 102.65 | 102.45 | 102.22 |
| h04 | 119.17 | 102.76 | 100.65 | 99.59 | 99.39 | 99.17 |
| h05 | 118.50 | 102.35 | 100.31 | 99.31 | 99.13 | 98.90 |
| h06 | 128.54 | 112.25 | 110.25 | 109.23 | 109.04 | 108.82 |
| h07 | 205.62 | 184.05 | 181.30 | 179.43 | 178.99 | 178.75 |
| h08 | 314.56 | 287.82 | 284.37 | 281.89 | 281.25 | 280.98 |
| h09 | 374.57 | 345.89 | 342.50 | 340.05 | 339.35 | 339.12 |
| h10 | 448.92 | 416.40 | 412.92 | 410.21 | 409.41 | 409.15 |
| h11 | 462.22 | 427.75 | 424.10 | 421.26 | 420.40 | 420.17 |
| h12 | 404.06 | 373.11 | 370.05 | 367.81 | 367.11 | 366.87 |
| h13 | 408.02 | 377.17 | 373.94 | 371.64 | 370.97 | 370.72 |
| h14 | 364.61 | 335.05 | 331.31 | 328.94 | 328.27 | 328.03 |
| h15 | 324.39 | 296.90 | 293.33 | 291.25 | 290.70 | 290.45 |
| h16 | 277.75 | 254.32 | 251.42 | 250.06 | 249.70 | 249.46 |
| h17 | 298.98 | 275.44 | 272.52 | 271.10 | 270.71 | 270.50 |
| h18 | 421.48 | 391.95 | 388.02 | 385.68 | 385.03 | 384.78 |
| h19 | 466.73 | 436.14 | 431.94 | 429.53 | 428.93 | 428.60 |
| h20 | 458.26 | 427.14 | 422.83 | 420.32 | 419.70 | 419.36 |
| h21 | 329.63 | 302.53 | 298.48 | 295.98 | 295.44 | 295.03 |
| h22 | 273.68 | 248.43 | 244.68 | 242.37 | 241.88 | 241.51 |
| h23 | 187.07 | 167.53 | 164.73 | 163.25 | 162.98 | 162.67 |
| h24 | 139.61 | 123.09 | 120.90 | 119.80 | 119.60 | 119.37 |
| total | 6917.59 | 6328.03 | 6253.83 | 6208.47 | 6197.11 | 6190.86 |
|  |  |  |  |  |  |  |

Table 9. Hourly and total power loss reduction in the IEEE 33-bus system, in \%, for each algorithm.

| Hour | BAT | GA | PSO | WOA | SWA |
| :---: | :---: | :---: | :---: | :---: | :---: |
| h01 | 12.50 | 14.15 | 15.03 | 15.21 | 15.37 |
| h02 | 13.28 | 15.00 | 15.91 | 16.08 | 16.26 |
| h03 | 13.62 | 15.37 | 16.26 | 16.42 | 16.61 |
| h04 | 13.77 | 15.54 | 16.43 | 16.60 | 16.78 |
| h05 | 13.62 | 15.35 | 16.19 | 16.35 | 16.54 |
| h06 | 12.67 | 14.22 | 15.02 | 15.17 | 15.34 |
| h07 | 10.49 | 11.83 | 12.74 | 12.95 | 13.06 |
| h08 | 8.50 | 9.60 | 10.39 | 10.59 | 10.67 |
| h09 | 7.66 | 8.56 | 9.22 | 9.40 | 9.47 |
| h10 | 7.24 | 8.02 | 8.62 | 8.80 | 8.86 |
| h11 | 7.46 | 8.25 | 8.86 | 9.05 | 9.10 |
| h12 | 7.66 | 8.42 | 8.97 | 9.15 | 9.20 |
| h13 | 7.56 | 8.35 | 8.92 | 9.08 | 9.14 |
| h14 | 8.11 | 9.13 | 9.78 | 9.97 | 10.03 |
| h15 | 8.47 | 9.57 | 10.21 | 10.38 | 10.46 |
| h16 | 8.44 | 9.48 | 9.97 | 10.10 | 10.18 |
| h17 | 7.87 | 8.85 | 9.32 | 9.46 | 9.53 |
| h18 | 7.00 | 7.94 | 8.49 | 8.65 | 8.71 |
| h19 | 6.55 | 7.46 | 7.97 | 8.10 | 8.17 |
| h20 | 6.79 | 7.73 | 8.28 | 8.41 | 8.49 |
| h21 | 8.22 | 9.45 | 10.21 | 10.37 | 10.50 |
| h22 | 9.23 | 10.60 | 11.44 | 11.62 | 11.76 |
| h23 | 10.45 | 11.94 | 12.73 | 12.88 | 13.04 |
| h24 | 11.83 | 13.40 | 14.19 | 14.33 | 14.49 |
| total | 8.52 | 9.60 | 10.25 | 10.42 | 10.51 |



Figure 17. The total active power loss reduction in the IEEE 33 -bus system, in kW , for each algorithm.
Compared with the reference case, the best compensation solution found by the SWA leads to a loss reduction of 726.73 kW for the analyzed day, which, if it is extrapolated for a year, amounts to 265.26 MW loss saving. The difference between SWA and the second best result, given by WOA, is of 6.25 kW per day or 2.28 MW for an entire year. As Figure 16 shows, SWA achieves these savings mainly during two hours, at 19.00 and 24.00.

Reactive power compensation with capacitor banks is mainly used in EDN for voltage profile improvement, where specific networks configurations and load patterns lead to high voltage drops along the feeders. In the case of the IEEE 33-bus system, the nominal voltage setting for the slack bus and the load profiles from Appendix A lead, in the reference case without compensation, to the voltage profile described by Figure 18.


Figure 18. The bus voltages in the IEEE 33-bus system without compensation, for each hour from the analyzed day.

The values show voltage drops that exceed the lower limit of $-10 \%$ prescribed by the Romanian standards, in several buses located near the end of the main two supply paths, ending in buses 18 and 33. For bus 18 , the voltage has the minimum value of 0.858 pu , at hours 19.00 and 20.00 , while for bus 33 , the minimum voltage is 0.882 pu , at hour 10.00 .

The improvement of the voltages obtained hourly with each algorithm is depicted in Figure 19 for bus 18 and in Figure 20 for bus 33. The percent improvements over the reference values (no compensation) are given in Tables 10 and 11, respectively. Again, the SWA gives the best results, with the maximum voltage improvement. The minimum reference voltage value of 0.858 pu in bus 18 (hour 10.00 ) is raised by $1.65 \%$, to 0.872 pu. However, the voltages remain below the 0.9 pu minimum allowed limit, for 10 h from the $24-\mathrm{h}$ analysis interval. Better voltage regulation can be possible using a larger CB stock or raising the voltage in the reference bus, by changing the HV/MV transformer tap position from the substation at bus 1 .


Figure 19. Voltage improvement after compensation for bus 18, the IEEE 33-bus system.


Figure 20. Voltage improvement after compensation for bus 33, the IEEE 33-bus system.
Table 10. Hourly reference voltage values for bus 18 and percent improvements after compensation, the IEEE 33-bus test system.


Table 11. Hourly reference voltage values for bus 33 and percent improvements after compensation, the IEEE 33-bus test system.

| Hour | Voltage, pu | Improvement, \% |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Reference | BAT | GA | PSO | WOA | SWA |
|  | 0.935 | 0.78 | 0.91 | 1.02 | 1.10 | 1.11 |
| h01 | 0.937 | 0.77 | 0.90 | 1.01 | 1.09 | 1.10 |
| h02 | 0.939 | 0.77 | 0.90 | 1.01 | 1.09 | 1.10 |
| h03 | 0.939 | 0.77 | 0.90 | 1.01 | 1.09 | 1.10 |
| h04 | 0.940 | 0.77 | 0.90 | 1.01 | 1.08 | 1.10 |
| h05 | 0.938 | 0.77 | 0.90 | 1.01 | 1.09 | 1.10 |
| h06 | 0.915 | 0.82 | 0.96 | 1.08 | 1.16 | 1.17 |
| h07 | 0.896 | 0.86 | 1.01 | 1.14 | 1.22 | 1.24 |
| h08 | 0.890 | 0.88 | 1.02 | 1.15 | 1.24 | 1.25 |
| h09 | 0.882 | 0.90 | 1.05 | 1.18 | 1.27 | 1.28 |
| h10 | 0.883 | 0.90 | 1.05 | 1.18 | 1.27 | 1.28 |
| h11 | 0.895 | 0.87 | 1.01 | 1.14 | 1.23 | 1.24 |
| h12 | 0.895 | 0.87 | 1.01 | 1.14 | 1.23 | 1.24 |
| h13 | 0.899 | 0.86 | 1.00 | 1.13 | 1.22 | 1.23 |
| h14 | 0.908 | 0.84 | 0.98 | 1.10 | 1.19 | 1.20 |
| h15 | 0.921 | 0.81 | 0.94 | 1.06 | 1.14 | 1.15 |
| h16 | 0.916 | 0.82 | 0.96 | 1.07 | 1.16 | 1.17 |
| h17 | 0.894 | 0.87 | 1.02 | 1.14 | 1.23 | 1.24 |
| h18 | 0.890 | 0.88 | 1.03 | 1.15 | 1.24 | 1.26 |
| h19 | 0.890 | 0.88 | 1.03 | 1.15 | 1.24 | 1.26 |
| h20 | 0.900 | 0.85 | 1.00 | 1.12 | 1.21 | 1.22 |
| h21 | 0.908 | 0.84 | 0.98 | 1.10 | 1.19 | 1.20 |
| h22 | 0.927 | 0.79 | 0.93 | 1.04 | 1.12 | 1.14 |
| h23 | 0.77 | 0.90 | 1.01 | 1.09 | 1.11 |  |
| h24 | 0.937 |  |  |  |  |  |
| minimum | 0.882 |  |  |  |  | 1.27 |
| value, p.u. |  |  |  |  | 1.28 |  |
| max. improvement, $\%$ | 0.90 |  |  |  |  |  |

The voltage improvements are smaller for bus 33, with a maximum of $1.28 \%$ with the SWA, but with three algorithms (SWA, PSO and WOA), the voltage levels are raised after compensation above the maximum $-10 \%$ deviation allowed by the regulations during $7 \mathrm{~h}(8.00,9.00,12.00,13.00$, $18.00,19.00$, and 20.00), only two hours remaining below this threshold ( 10.00 and 11.00 ), as it can be seen in Figure 20.

### 4.2. Results for the 215-Bus Distribution Network

In this case, the CB stock used for compensation was chosen using the 24-h load profile of the network from Figure 21. In comparison with the IEEE 33-bus system, the minimum off-peak reactive load is reduced, while the number of buses available for compensation increases significantly, allowing a higher number of possible solutions. Thus, the CB stock was set at 90 units of 7.5 kVar each, providing a maximum of 675 kVar of reactive power. As the solutions from Figure 22 and Table 12 show, all the algorithms use the entire stock, with different bus allocation. The SWA provides the best solution (6.19\% active power losses), followed by the PSO (6.21\%). In Table 12, since the VAR compensation is performed at the LV side of the substation transformers, the bus numbers are given for both the MV buses denoted in Figure 12, and for their corresponding LV transformer busbars. In Figure 22, only the LV bus numbers are used, for better readability. Figure 23 presents the evolution of the fitness function of each metaheuristic algorithm over the first 360 generations, on a typical run.


Figure 21. The active and reactive load profiles of the 215-bus network-hourly values.


Figure 22. The number of CBs allocated in the buses of the 215-bus network by each algorithm: (a)-buses 136-175, (b)—buses 176-215.

For this network, as Figure 22 shows, the best two solutions (SWA, PSO) are mainly differentiated by the CB allocation at buses 151, LV side (28, MV side); 153 (31); 155 (34); 156 (35); and 157 (36), located at the beginning of the network, and having significant reactive power loads. This behavior is triggered by the use of the 90 CB stock, which is close to the maximum possible number of CBs that can be allocated for compensation, 107, and because of the sufficient stock, most of the buses can use the maximum possible $C B$ allocation.

The comparison between the hourly active power losses computed by the Newton-Raphson algorithm for the reference case (no compensation) and the losses determined for each best compensation solution found by the metaheuristic algorithms is presented in Table 13 and Figure 24. Furthermore, Table 14 gives the percent reduction in losses obtained using the compensation solutions, while Figure 25 allows for an overview of the total losses obtained in each case, based on the values computed in Table 13.
Table 12. The OCBA solutions found by the metaheuristic algorithms for the 215-bus network.

| MV Bus | 2 | 3 | 5 | 6 | 7 | 10 | 11 | 13 | 15 | 17 | 19 | 21 | 23 | 24 | 26 | 28 | 29 | 31 | 32 | 34 | 35 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| LV Bus | 136 | 137 | 138 | 139 | 140 | 141 | 142 | 143 | 144 | 145 | 146 | 147 | 148 | 149 | 150 | 151 | 152 | 153 | 154 | 155 | 156 |
| bus limit | 0 | 5 | 3 | 0 | 1 | 1 | 0 | 2 | 2 | 3 | 1 | 3 | 0 | 0 | 0 | 4 | 1 | 2 | 1 | 2 | 4 |
| reference | 0 | 0 | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| GA | 0 | 3 | 2 | 0 | 1 | , | 0 | 1 | 1 | 3 | 1 | 1 | 0 | 0 | 0 | 4 | 1 | 2 | 1 | , | 3 |
| PSO | 0 | 5 | 0 | 0 | 1 | 1 | 0 | 1 | 2 | 3 | 1 | 0 | 0 | 0 | 0 | 4 | 1 | 1 | 1 | 2 | 0 |
| bat | 0 | 0 | 3 | 0 | 1 | 1 | 0 | 1 |  | 0 | 1 | 3 | 0 | 0 | 0 | 4 | 1 | 1 | 1 | 2 | 4 |
| WOA | 0 | 2 | 3 | 0 | 1 | 1 | 0 | 2 | 2 | 1 | 1 | 1 | 0 | 0 | 0 | 2 | 1 | 1 | 1 | 2 | 4 |
| SWA | 0 | 5 | 0 | 0 | 0 | 1 | 0 | 0 | 2 | 3 | 1 | 0 | 0 | 0 | 0 | 3 | 1 | 2 | 0 | 1 | 0 |
| MV Bus | 36 | 38 | 39 | 40 | 41 | 42 | 43 | 45 | 46 | 49 | 51 | 53 | 55 | 57 | 58 | 61 | 63 | 64 | 65 | 68 | 70 |
| LV Bus | 157 | 158 | 159 | 160 | 161 | 162 | 163 | 164 | 165 | 166 | 167 | 168 | 169 | 170 | 171 | 172 | 173 | 174 | 175 | 176 | 177 |
| bus limit | 2 | 1 | 0 | 1 | 0 | 1 | 0 | 5 | 0 | 1 | 0 | 2 | 2 | 1 | 1 | 2 | 0 | 1 | 1 | 1 | 1 |
| reference | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  | 0 | 0 | 0 |
| GA | 1 | 1 | 0 | 1 | 0 | 1 | 0 | 5 | 0 | 1 | 0 | 2 | 2 | 1 | 1 | 2 | 0 | 1 | 1 | 1 | 1 |
| pso | 1 | 1 | 0 | 1 | 0 | 1 | 0 | 5 | 0 | 1 | 0 | 0 | 2 | 1 | 1 | 2 | 0 | 1 | 1 | 1 | 1 |
| bat | 1 | 1 | 0 | 1 | 0 | 1 | 0 | 5 | 0 | 1 | 0 | 2 | 2 | 1 | 1 | 2 | 0 | 1 | 1 | 1 | 1 |
| WOA | 1 | 1 | 0 | 1 | 0 | 1 | 0 | 5 | 0 | 1 | 0 |  | 1 | 1 | 1 | 2 | 0 | 1 | 1 | 1 | 1 |
| SWA | 2 | 0 | 0 | 1 | 0 | 1 | 0 | 5 | 0 | 1 | 0 | 2 | 2 | 1 | 1 | 2 | 0 | 1 | 1 | 1 |  |
| MV Bus | 71 | 72 | 74 | 76 | 77 | 79 | 81 | 83 | 85 | 87 | 90 | 91 | 92 | 94 | 96 | 97 | 99 | 102 | 103 | 105 | 107 |
| LV Bus | 178 | 179 | 180 | 181 | 182 | 183 | 184 | 185 | 186 | 187 | 188 | 189 | 190 | 191 | 192 | 193 | 194 | 195 | 196 | 197 | 198 |
| bus limit | 1 | 1 | 1 | 0 | 1 | 2 | 0 | 3 | 1 | 2 | 1 | 3 | 1 | 1 | 0 | 1 | 0 | 0 | 0 | 4 | 0 |
| reference | 0 | 0 | 0 | 0 | 0 | 0 | - | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  | 0 | 0 |
| GA | 1 | 1 | 1 | 0 |  | 2 | 0 | 2 | 1 | 2 | 1 | 3 | 1 | 1 | 0 | 1 | 0 |  | 0 | 3 | 0 |
| pso | 1 | 1 | 1 | 0 | 1 | 2 | 0 | 3 | 1 | 2 | 1 | 3 | 1 | 1 | 0 | 1 | 0 | 0 | 0 | 4 | 0 |
| bat | 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 3 | 1 | 1 | 0 | 1 | 0 | 0 |  | 3 | 0 |
| WOA | 1 | 1 | 1 | 0 | 1 | 1 | 0 | 1 | 1 | 1 | 1 | 3 | 1 | 1 | 0 | 1 | 0 |  | 0 | 4 |  |
| SWA | 1 | 1 | 1 | 0 | 1 | 2 | 0 | 3 | 1 | 2 | 1 | 3 | 1 | 1 | 0 | 1 | 0 | 0 | 0 | 4 | 0 |
| MV Bus | 109 | 111 | 112 | 115 | 117 | 118 | 119 | 121 | 122 | 123 | 124 | 126 | 128 | 130 | 132 | 133 | 135 |  |  |  |  |
| LV Bus | 199 | 200 | 201 | 202 | 203 | 204 | 205 | 206 | 207 | 208 | 209 | 210 | 211 | 212 | 213 | 214 | 215 | $\begin{gathered} \text { CB } \\ \text { Used } \end{gathered}$ |  | Fitness |  |
| bus limit | 1 | 3 | 1 | 1 | 1 | 0 | 0 | 2 | 0 | 1 | 4 | 0 | 2 | 2 | 4 | 1 | 3 | 107 |  |  |  |
| reference | 0 |  | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 | 0 |  | 0 | 0 | 0 | 0 |  | 0 |  | 6.8578 |  |
| GA | 1 | 2 | 1 | 1 |  | 0 |  | 2 | 0 | 1 | 4 | 0 | 1 | 2 | 4 | 1 | 0 | 90 |  | 6.2385 |  |
| pso | 1 | 3 | 1 | 1 | 1 | 0 | 0 | 2 | 0 | 1 | 4 | - | 0 | 2 | 4 | 1 | 3 | 90 |  | 6.2050 |  |
| bat | 1 |  | 1 | 1 | 1 | 0 | 0 | 1 |  | 1 | 4 |  | 2 | 2 |  | 1 | 3 | 90 |  | 6.2278 |  |
| WOA | 1 | 3 | 1 | 1 | 1 | 0 |  | 2 | 0 | 1 |  | 0 | 2 |  | 4 | 1 | 3 | 90 |  | 6.2175 |  |
| SWA | 1 | 3 | 1 | 1 | 1 | 0 | 0 | 2 | 0 | 1 | 4 | 0 | 2 | 2 | 4 | 1 | 3 | 90 |  | 6.1910 |  |



Figure 23. The fitness of the optimal solution found by the metaheuristic algorithms after 360 iterations, for the 215-bus network.

Table 13. Hourly and total active power losses in the 215-bus network, in kW, for each algorithm.

| Hour | Ref. | BAT | GA | PSO | WOA | SWA |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| h01 | 67.331 | 55.673 | 55.609 | 55.539 | 55.583 | 55.305 |
| h02 | 56.182 | 45.636 | 45.575 | 45.517 | 45.541 | 45.319 |
| h03 | 53.214 | 43.113 | 43.053 | 43.000 | 43.016 | 42.817 |
| h04 | 58.190 | 47.878 | 47.818 | 47.762 | 47.782 | 47.572 |
| h05 | 90.377 | 77.534 | 77.467 | 77.382 | 77.446 | 77.109 |
| h06 | 147.228 | 131.143 | 131.068 | 130.941 | 131.065 | 130.562 |
| h07 | 245.758 | 223.025 | 223.059 | 222.583 | 222.867 | 222.029 |
| h08 | 290.292 | 262.257 | 262.479 | 261.527 | 261.962 | 260.864 |
| h09 | 303.227 | 270.552 | 271.077 | 269.405 | 270.026 | 268.696 |
| h10 | 296.025 | 261.012 | 261.713 | 259.595 | 260.336 | 258.874 |
| h11 | 354.181 | 312.943 | 313.922 | 311.078 | 312.050 | 310.247 |
| h12 | 363.306 | 320.607 | 321.658 | 318.606 | 319.647 | 317.753 |
| h13 | 352.690 | 310.099 | 311.147 | 308.090 | 309.134 | 307.242 |
| h14 | 350.992 | 308.310 | 309.373 | 306.281 | 307.332 | 305.437 |
| h15 | 394.674 | 349.439 | 350.570 | 347.313 | 348.428 | 346.400 |
| h16 | 393.582 | 349.764 | 350.799 | 347.811 | 348.843 | 346.908 |
| h17 | 505.757 | 458.845 | 459.845 | 456.827 | 457.938 | 455.824 |
| h18 | 741.209 | 680.993 | 682.464 | 678.467 | 679.882 | 677.100 |
| h19 | 892.805 | 825.937 | 827.555 | 823.210 | 824.773 | 821.637 |
| h20 | 795.742 | 736.564 | 737.748 | 734.379 | 735.670 | 732.945 |
| h21 | 672.197 | 623.613 | 624.385 | 621.999 | 622.971 | 620.808 |
| h22 | 304.238 | 280.233 | 280.128 | 279.887 | 280.171 | 279.245 |
| h23 | 194.076 | 175.399 | 175.315 | 175.153 | 175.327 | 174.688 |
| h24 | 122.607 | 107.163 | 107.100 | 106.949 | 107.055 | 106.594 |
| total | 8045.88 | 7257.73 | 7270.93 | 7229.30 | 7244.84 | 7211.97 |



Figure 24. Hourly active power losses in the IEEE 33-bus system, for each algorithm.
Table 14. Hourly and total power loss reduction in the 215-bus network, in \%, for each algorithm.

| Hour | BAT | GA | PSO | WOA | SWA |
| :---: | :---: | :---: | :---: | :---: | :---: |
| h01 | 17.31 | 17.41 | 17.51 | 17.45 | 17.86 |
| h02 | 18.77 | 18.88 | 18.98 | 18.94 | 19.33 |
| h03 | 18.98 | 19.09 | 19.19 | 19.16 | 19.54 |
| h04 | 17.72 | 17.82 | 17.92 | 17.89 | 18.25 |
| h05 | 14.21 | 14.28 | 14.38 | 14.31 | 14.68 |
| h06 | 10.92 | 10.98 | 11.06 | 10.98 | 11.32 |
| h07 | 9.25 | 9.24 | 9.43 | 9.31 | 9.66 |
| h08 | 9.66 | 9.58 | 9.91 | 9.76 | 10.14 |
| h09 | 10.78 | 10.60 | 11.15 | 10.95 | 11.39 |
| h10 | 11.83 | 11.59 | 12.31 | 12.06 | 12.55 |
| h11 | 11.64 | 11.37 | 12.17 | 11.90 | 12.40 |
| h12 | 11.75 | 11.46 | 12.30 | 12.02 | 12.54 |
| h13 | 12.08 | 11.78 | 12.65 | 12.35 | 12.89 |
| h14 | 12.16 | 11.86 | 12.74 | 12.44 | 12.98 |
| h15 | 11.46 | 11.17 | 12.00 | 11.72 | 12.23 |
| h16 | 11.13 | 10.87 | 11.63 | 11.37 | 11.86 |
| h17 | 9.28 | 9.08 | 9.67 | 9.45 | 9.87 |
| h18 | 8.12 | 7.93 | 8.46 | 8.27 | 8.65 |
| h19 | 7.49 | 7.31 | 7.80 | 7.62 | 7.97 |
| h20 | 7.44 | 7.29 | 7.71 | 7.55 | 7.89 |
| h21 | 7.23 | 7.11 | 7.47 | 7.32 | 7.64 |
| h22 | 7.89 | 7.92 | 8.00 | 7.91 | 8.22 |
| h23 | 9.62 | 9.67 | 9.75 | 9.66 | 9.99 |
| h24 | 12.60 | 12.65 | 12.77 | 12.68 | 13.06 |
| total | 9.80 | 9.63 | 10.15 | 9.96 | 10.36 |



Figure 25. The total active power loss reduction in the 215-bus network, in kW , for each algorithm.
The best CB allocation solution, obtained with the SWA, achieves a loss reduction of 833.91 kW or $10.36 \%$ for the entire network, in 24 h , which amounts to 304.38 MW in an entire year. The next best solution, found with the PSO algorithm, achieves only $816.58 \mathrm{~kW}(10.15 \%)$. The difference between the
two solutions is of 17.33 kW in the analyzed day, or 6.32 MW in a year. The improvement over the IEEE 33-bus system regarding the loss reduction can be attributed to the presence of the MV/LV transformers.

The bus voltage levels for all 24 h and buses from the 215-bus network are presented in Figure 26. The length of the main feeder and the bus loadings lead to low voltage levels at the last buses on the main supply path, with values below the 0.9 pu limit at the LV side. At the MV side, the voltages are inside the allowed range, varying from 1.060 pu in the slack bus to 0.940 pu .


Figure 26. The bus voltages in the 215-bus network without compensation, for each hour from the analyzed day.

Figures 27 and 28 depict the effect of VAR compensation on the voltages at bus 135 (MV) and 215 (LV). By allocating the available CB stock according to the solutions found by the five metaheuristic algorithms, the bus voltages increase with maximum $1.36 \%$, as shown in Table 15 for bus 215 (LV). This increase is not sufficient for raising the lowest voltage values above the desired limit of 0.9 pu . Since the CB stock is near the maximum allowed reactive load compensation which fulfills constraint Cr 2 specified by the optimization model, an alternative solution is to change the MV/LV transformer tap settings in the affected buses.


Figure 27. Voltage improvement after compensation for bus 135, medium voltage, the 215-bus network.


Figure 28. Voltage improvement after compensation for bus 215, low voltage, the 215-bus network.
Table 15. Hourly reference voltage values for bus 215 and percent improvements after compensation, the 215-bus network.


## 5. Discussions and Conclusions

The reactive power flow in the active electricity distribution networks has an important influence on the bus voltage level and the active power losses. Therefore, in order to control the reactive power absorbed by consumers, their consumption must be characterized by a power factor approximately equal to the neutral value ( 0.9 in Romania). Optimal allocation of reactive sources in the electricity distribution networks is made for power losses reduction, power factor correction and/or voltage profile improvement.

The optimization model considered in the paper has as main objective the optimal allocation of capacitor banks (CBs) in the medium voltage networks to minimize the power/energy losses, taking into account the technical restrictions imposed by the available CB stock, the compensation
level in each bus, branch current flows, and bus voltages. This is very useful for distribution network operators that install now large amounts of capacitor banks (CB) in the distribution networks. In order to optimize the location of these CBs, the used test networks (the IEEE 33-bus system and a real 215-bus EDN from Romania) were modelled considering the MV lines, the MV/LV transformers from the electric distribution substations, where available, and the MV and LV buses. The different algorithms (Genetic Algorithm (GA), Particle Swarm Optimization (PSO), Bat Optimization Algorithm (BOA), Whale Optimization Algorithm (WOA) and Sperm-Whale Algorithm (SWA)) were tested to see which would be the best to solve the problem of capacitor bank allocation. The study, made using the IEEE 33-bus system, highlighted the fact that the SWA leads to the best results compared to the other algorithms. Compared with the reference case, the best compensation solution found by the SWA leads to a loss reduction of 726.73 kW for the analyzed day, which, if it is extrapolated for a year, amounts to 265.26 MW loss saving. The difference between SWA and the second best result, given by WOA, is of 6.25 kW per day or 2.28 MW for an entire year. In the case of the voltage level, an improvement was observed on the entire electricity distribution network, in all nodes, also obtained with the help of SWA. The minimum reference voltage value in bus 18 (the farthest node), at hour 10.00, was increased by $1.65 \%$.

Moreover, the algorithms were tested in a real electricity distribution network (215-bus EDN) from Romania. The best CB allocation solution, obtained again with the SWA, achieves a loss reduction of 833.91 kW or $10.36 \%$ for the entire network, in 24 h , which amounts to 304.38 MW in an entire year. The next best solution, found with the PSO algorithm, achieves only $816.58 \mathrm{~kW}(10.15 \%)$. The difference between the two solutions is of 17.33 kW in the analyzed day, or 6.32 MW in a year. The solutions found led to an increase of the voltage in the farthest node (215) with maximum $1.36 \%$.

Based on the obtained results, it can be affirmed that the use of capacitor banks is an easy solution to be implemented with technical and economic benefits to the electricity distribution networks that maximizes long-term return on investment as the network develops. An intelligent control of capacitor banks leads to improved energy efficiency and voltage level in the buses of electricity distribution networks, resulting in an increase in the percentage of energy delivered to consumers. Amongst the tested algorithms, the SWA finds the best compensation solutions, which can lead to significant additional loss savings and shorter investment recovery times.
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## Appendix A

Table A1. Branch parameters for the IEEE 33-bus system.

| Bus 1 | Bus 2 | Imax, $\mathbf{A}$ | Type $^{\mathbf{1}}$ | Resistance, $\Omega$ | Reactance, $\Omega$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 420 | 1 | 0.092 | 0.047 |
| 2 | 3 | 420 | 1 | 0.493 | 0.251 |
| 3 | 4 | 420 | 1 | 0.366 | 0.186 |
| 4 | 5 | 420 | 1 | 0.381 | 0.194 |
| 5 | 6 | 420 | 1 | 0.819 | 0.707 |
| 6 | 7 | 420 | 1 | 0.187 | 0.619 |
| 7 | 8 | 420 | 1 | 1.03 | 0.235 |
| 8 | 9 | 420 |  | 0.74 |  |

Table A1. Cont.

| Bus 1 | Bus 2 | Imax, A | Type $^{\mathbf{1}}$ | Resistance, $\boldsymbol{\Omega}$ | Reactance, $\boldsymbol{\Omega}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 9 | 10 | 420 | 1 | 1.044 | 0.74 |
| 10 | 11 | 420 | 1 | 0.197 | 0.065 |
| 11 | 12 | 420 | 1 | 0.374 | 0.124 |
| 12 | 13 | 420 | 1 | 1.468 | 1.155 |
| 13 | 14 | 420 | 1 | 0.542 | 0.713 |
| 14 | 15 | 420 | 1 | 0.591 | 0.526 |
| 15 | 16 | 420 | 1 | 0.746 | 0.545 |
| 16 | 17 | 420 | 1 | 1.289 | 1.721 |
| 17 | 18 | 420 | 1 | 0.732 | 0.574 |
| 19 | 20 | 420 | 1 | 1.504 | 1.356 |
| 2 | 19 | 420 | 1 | 0.164 | 0.157 |
| 20 | 21 | 420 | 1 | 0.41 | 0.478 |
| 21 | 22 | 420 | 1 | 0.709 | 0.937 |
| 23 | 24 | 420 | 1 | 0.898 | 0.709 |
| 24 | 25 | 420 | 1 | 0.896 | 0.701 |
| 26 | 27 | 420 | 1 | 0.284 | 0.145 |
| 27 | 28 | 420 | 1 | 1.059 | 0.934 |
| 28 | 29 | 420 | 1 | 0.804 | 0.701 |
| 29 | 30 | 420 | 1 | 0.508 | 0.259 |
| 3 | 23 | 420 | 1 | 0.451 | 0.308 |
| 30 | 31 | 420 | 1 | 0.975 | 0.963 |
| 31 | 32 | 420 | 1 | 0.31 | 0.362 |
| 32 | 33 | 420 | 1 | 0.341 | 0.53 |
| 6 | 26 | 420 | 1 | 0.203 | 0.103 |

${ }^{1}$ Branch type can be 1—line; 2-transformer.

Table A2. Branch parameters for the 215-bus distribution network.

| Bus 1 | Bus 2 | Imax, A | Type | Resistance, $\Omega$ | Reactance, $\Omega$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 235 | 1 | 0.80625 | 0.314159 |
| 2 | 3 | 315 | 1 | 0.1051 | 0.061104 |
| 2 | 4 | 295 | 1 | 0.7701 | 0.358142 |
| 4 | 5 | 295 | 1 | 0.00154 | 0.000716 |
| 4 | 6 | 295 | 1 | 0.30804 | 0.143257 |
| 6 | 7 | 295 | 1 | 0.021306 | 0.009909 |
| 7 | 8 | 295 | 1 | 0.27306 | 0.009909 |
| 8 | 9 | 295 | 1 | 0.056474 | 0.126543 |
| 8 | 29 | 295 | 1 | 0.02567 | 0.026264 |
| 9 | 10 | 295 | 1 | 0.213061 | 0.011938 |
| 9 | 11 | 295 | 1 | 0.115515 | 0.099086 |
| 11 | 12 | 295 | 1 | 0.02567185 | 0.065659 |
| 101 | 102 | 295 | 1 | 0.02567 | 0.011938 |
| 101 | 103 | 295 | 1 | 0.361947 | 0.011938 |
| 104 | 105 | 295 | 1 | 0.02567 | 0.168327 |
| 104 | 106 | 295 | 1 | 0.2567 | 0.011938 |
| 106 | 107 | 295 | 119381 |  |  |
| 106 | 108 | 295 | 0.467194 | 0.023876 |  |
| 108 | 109 |  |  | 10.217273 |  |
| 108 | 110 |  |  | 1 | 1 |

Table A2. Cont.

| Bus 1 | Bus 2 | Imax, A | Type | Resistance, $\Omega$ | Reactance, $\Omega$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 110 | 111 | 295 | 1 | 0.115515 | 0.053721 |
| 110 | 113 | 295 | 1 | 0.12835 | 0.05969 |
| 12 | 13 | 295 | 1 | 0.07701 | 0.035814 |
| 12 | 14 | 295 | 1 | 0.019253 | 0.008954 |
| 111 | 112 | 295 | 1 | 0.041072 | 0.019101 |
| 113 | 114 | 295 | 1 | 0.2567 | 0.119381 |
| 113 | 125 | 295 | 1 | 0.07701 | 0.035814 |
| 114 | 115 | 295 | 1 | 0.173273 | 0.080582 |
| 114 | 116 | 295 | 1 | 0.035938 | 0.016713 |
| 116 | 117 | 295 | 1 | 0.369648 | 0.171908 |
| 116 | 119 | 295 | 1 | 0.07701 | 0.035814 |
| 117 | 118 | 295 | 1 | 0.202793 | 0.094311 |
| 119 | 120 | 295 | 1 | 0.562173 | 0.261443 |
| 120 | 121 | 295 | 1 | 0.15402 | 0.071628 |
| 120 | 122 | 295 | 1 | 0.110381 | 0.051334 |
| 122 | 123 | 295 | 1 | 0.187391 | 0.087148 |
| 123 | 124 | 295 | 1 | 0.187391 | 0.087148 |
| 125 | 126 | 295 | 1 | 0.038505 | 0.017907 |
| 125 | 127 | 295 | 1 | 0.169422 | 0.078791 |
| 127 | 128 | 295 | 1 | 0.02567 | 0.011938 |
| 127 | 129 | 295 | 1 | 0.064175 | 0.029845 |
| 129 | 130 | 295 | 1 | 0.20536 | 0.095504 |
| 129 | 131 | 295 | 1 | 0.361947 | 0.168327 |
| 14 | 15 | 295 | 1 | 0.097546 | 0.045365 |
| 14 | 22 | 295 | 1 | 0.035938 | 0.016713 |
| 131 | 132 | 295 | 1 | 0.120649 | 0.056109 |
| 131 | 133 | 295 | 1 | 0.17969 | 0.083566 |
| 131 | 134 | 295 | 1 | 0.2567 | 0.119381 |
| 134 | 135 | 295 | 1 | 0.033371 | 0.015519 |
| 15 | 16 | 295 | 1 | 0.15402 | 0.071628 |
| 16 | 17 | 295 | 1 | 0.15402 | 0.071628 |
| 16 | 18 | 295 | 1 | 0.019253 | 0.008954 |
| 18 | 19 | 295 | 1 | 0.17969 | 0.083566 |
| 18 | 20 | 295 | 1 | 0.019253 | 0.008954 |
| 20 | 21 | 295 | 1 | 0.02567 | 0.011938 |
| 22 | 23 | 295 | 1 | 0.351679 | 0.163551 |
| 22 | 24 | 295 | 1 | 0.248999 | 0.115799 |
| 24 | 25 | 295 | 1 | 0.23103 | 0.107442 |
| 25 | 26 | 295 | 1 | 0.071876 | 0.033427 |
| 25 | 27 | 295 | 1 | 0.392751 | 0.182652 |
| 27 | 28 | 295 | 1 | 0.10268 | 0.047752 |
| 29 | 30 | 295 | 1 | 0.038505 | 0.017907 |
| 30 | 31 | 295 | 1 | 0.071876 | 0.033427 |
| 30 | 37 | 295 | 1 | 0.056474 | 0.026264 |
| 31 | 32 | 295 | 1 | 0.123216 | 0.057303 |
| 32 | 33 | 295 | 1 | 0.087278 | 0.040589 |
| 33 | 34 | 295 | 1 | 0.192525 | 0.089535 |
| 33 | 35 | 295 | 1 | 0.071876 | 0.033427 |
| 35 | 36 | 295 | 1 | 0.351679 | 0.163551 |
| 37 | 38 | 295 | 1 | 0.10268 | 0.047752 |
| 37 | 40 | 295 | 1 | 0.318308 | 0.148032 |
| 39 | 38 | 309 | 1 | 0.46244 | 0.268858 |
| 40 | 41 | 295 | 1 | 0.41072 | 0.191009 |
| 40 | 43 | 295 | 1 | 0.403019 | 0.187427 |
| 42 | 41 | 295 | 1 | 0.12835 | 0.05969 |

Table A2. Cont.

| Bus 1 | Bus 2 | Imax, A | Type | Resistance, $\Omega$ | Reactance, $\Omega$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 43 | 44 | 295 | 1 | 0.084711 | 0.039396 |
| 44 | 45 | 295 | 1 | 0.33371 | 0.155195 |
| 44 | 47 | 295 | 1 | 0.189958 | 0.088342 |
| 45 | 46 | 295 | 1 | 0.02567 | 0.011938 |
| 47 | 48 | 295 | 1 | 0.238731 | 0.111024 |
| 47 | 56 | 295 | 1 | 0.338844 | 0.157582 |
| 48 | 49 | 295 | 1 | 0.17969 | 0.083566 |
| 48 | 50 | 295 | 1 | 0.238731 | 0.111024 |
| 50 | 51 | 295 | 1 | 0.288788 | 0.134303 |
| 50 | 52 | 295 | 1 | 0.040045 | 0.018623 |
| 52 | 53 | 295 | 1 | 0.07701 | 0.035814 |
| 52 | 54 | 295 | 1 | 0.10268 | 0.047752 |
| 54 | 55 | 295 | 1 | 0.23103 | 0.107442 |
| 56 | 57 | 295 | 1 | 0.05134 | 0.023876 |
| 56 | 59 | 295 | 1 | 0.659719 | 0.306808 |
| 57 | 58 | 295 | 1 | 0.10268 | 0.047752 |
| 59 | 60 | 295 | 1 | 0.043639 | 0.020295 |
| 59 | 66 | 295 | 1 | 0.084711 | 0.039396 |
| 60 | 61 | 295 | 1 | 0.02567 | 0.011938 |
| 60 | 62 | 295 | 1 | 0.074443 | 0.03462 |
| 62 | 63 | 295 | 1 | 0.441524 | 0.205335 |
| 62 | 64 | 295 | 1 | 0.028237 | 0.013132 |
| 64 | 65 | 295 | 1 | 0.17969 | 0.083566 |
| 66 | 67 | 295 | 1 | 0.17969 | 0.083566 |
| 66 | 73 | 295 | 1 | 0.467194 | 0.217273 |
| 67 | 68 | 295 | 1 | 0.10268 | 0.047752 |
| 67 | 69 | 295 | 1 | 0.120649 | 0.056109 |
| 69 | 70 | 295 | 1 | 0.02567 | 0.011938 |
| 69 | 71 | 295 | 1 | 0.210494 | 0.097892 |
| 71 | 72 | 295 | 1 | 0.02567 | 0.011938 |
| 73 | 74 | 295 | 1 | 0.02567 | 0.011938 |
| 73 | 75 | 295 | 1 | 0.467194 | 0.217273 |
| 75 | 76 | 295 | 1 | 0.64175 | 0.298451 |
| 75 | 78 | 295 | 1 | 0.021306 | 0.009909 |
| 76 | 77 | 295 | 1 | 0.30804 | 0.143257 |
| 78 | 79 | 295 | 1 | 0.15402 | 0.071628 |
| 78 | 80 | 295 | 1 | 0.084711 | 0.039396 |
| 80 | 81 | 295 | 1 | 0.02567 | 0.011938 |
| 80 | 82 | 295 | 1 | 0.12835 | 0.05969 |
| 82 | 83 | 295 | 1 | 0.10268 | 0.047752 |
| 82 | 84 | 295 | 1 | 0.189958 | 0.088342 |
| 84 | 85 | 295 | 1 | 0.23103 | 0.107442 |
| 84 | 86 | 295 | 1 | 0.2567 | 0.119381 |
| 86 | 87 | 295 | 1 | 0.05134 | 0.023876 |
| 86 | 88 | 295 | 1 | 0.5134 | 0.238761 |
| 88 | 89 | 295 | 1 | 0.07701 | 0.035814 |
| 88 | 92 | 295 | 1 | 0.084711 | 0.039396 |
| 89 | 90 | 295 | 1 | 0.02567 | 0.011938 |
| 89 | 91 | 295 | 1 | 0.02567 | 0.011938 |
| 92 | 93 | 295 | 1 | 0.5134 | 0.238761 |
| 93 | 94 | 295 | 1 | 0.02567 | 0.011938 |
| 93 | 95 | 295 | 1 | 0.084711 | 0.039396 |
| 95 | 96 | 295 | 1 | 0.07701 | 0.035814 |
| 95 | 98 | 295 | 1 | 0.12835 | 0.05969 |
| 96 | 97 | 295 | 1 | 0.053907 | 0.02507 |

Table A2. Cont.

| Bus 1 | Bus 2 | Imax, A | Type | Resistance, $\Omega$ | Reactance, $\Omega$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 98 | 99 | 295 | 1 | 0.084711 | 0.039396 |
| 98 | 100 | 295 | 1 | 0.064175 | 0.029845 |
| 100 | 101 | 295 | 1 | 0.07701 | 0.035814 |
| 100 | 104 | 295 | 1 | 0.12835 | 0.05969 |
| 2 | 136 | 1000 | 2 | 0.06 | 0.082 |
| 3 | 137 | 1000 | 2 | 0.011 | 0.037 |
| 5 | 138 | 1000 | 2 | 0.011 | 0.037 |
| 6 | 139 | 1000 | 2 | 0.011 | 0.037 |
| 7 | 140 | 1000 | 2 | 0.011 | 0.037 |
| 10 | 141 | 1000 | 2 | 0.019 | 0.036 |
| 11 | 142 | 1000 | 2 | 0.06 | 0.082 |
| 102 | 195 | 1000 | 2 | 0.04 | 0.05 |
| 103 | 196 | 1000 | 2 | 0.06 | 0.082 |
| 105 | 197 | 1000 | 2 | 0.011 | 0.037 |
| 107 | 198 | 1000 | 2 | 0.06 | 0.082 |
| 109 | 199 | 1000 | 2 | 0.011 | 0.037 |
| 111 | 200 | 1000 | 2 | 0.006 | 0.023 |
| 112 | 201 | 1000 | 2 | 0.011 | 0.037 |
| 115 | 202 | 1000 | 2 | 0.06 | 0.082 |
| 117 | 203 | 1000 | 2 | 0.06 | 0.082 |
| 118 | 204 | 1000 | 2 | 0.06 | 0.082 |
| 119 | 205 | 1000 | 2 | 0.06 | 0.082 |
| 13 | 143 | 1000 | 2 | 0.019 | 0.036 |
| 121 | 206 | 1000 | 2 | 0.011 | 0.037 |
| 122 | 207 | 1000 | 2 | 0.06 | 0.082 |
| 123 | 208 | 1000 | 2 | 0.06 | 0.082 |
| 124 | 209 | 1000 | 2 | 0.019 | 0.036 |
| 126 | 210 | 1000 | 2 | 0.06 | 0.082 |
| 128 | 211 | 1000 | 2 | 0.019 | 0.036 |
| 130 | 212 | 1000 | 2 | 0.019 | 0.036 |
| 132 | 213 | 1000 | 2 | 0.006 | 0.023 |
| 133 | 214 | 1000 | 2 | 0.06 | 0.082 |
| 135 | 215 | 1000 | 2 | 0.019 | 0.036 |
| 15 | 144 | 1000 | 2 | 0.06 | 0.082 |
| 17 | 145 | 1000 | 2 | 0.04 | 0.05 |
| 19 | 146 | 1000 | 2 | 0.06 | 0.082 |
| 21 | 147 | 1000 | 2 | 0.011 | 0.037 |
| 23 | 148 | 1000 | 2 | 0.06 | 0.082 |
| 24 | 149 | 1000 | 2 | 0.06 | 0.082 |
| 26 | 150 | 1000 | 2 | 0.06 | 0.082 |
| 28 | 151 | 1000 | 2 | 0.019 | 0.036 |
| 29 | 152 | 1000 | 2 | 0.06 | 0.082 |
| 31 | 153 | 1000 | 2 | 0.04 | 0.05 |
| 32 | 154 | 1000 | 2 | 0.019 | 0.036 |
| 34 | 155 | 1000 | 2 | 0.019 | 0.036 |
| 35 | 156 | 1000 | 2 | 0.011 | 0.037 |
| 36 | 157 | 1000 | 2 | 0.04 | 0.05 |
| 38 | 158 | 1000 | 2 | 0.011 | 0.037 |
| 39 | 159 | 1000 | 2 | 0.019 | 0.036 |
| 40 | 160 | 1000 | 2 | 0.019 | 0.036 |
| 41 | 161 | 1000 | 2 | 0.04 | 0.05 |
| 42 | 162 | 1000 | 2 | 0.06 | 0.082 |
| 43 | 163 | 1000 | 2 | 0.019 | 0.036 |
| 45 | 164 | 1000 | 2 | 0.006 | 0.023 |
| 46 | 165 | 1000 | 2 | 0.06 | 0.082 |
| 49 | 166 | 1000 | 2 | 0.06 | 0.082 |
| 51 | 167 | 1000 | 2 | 0.06 | 0.082 |

Table A2. Cont.

| Bus 1 | Bus 2 | Imax, A | Type | Resistance, $\Omega$ | Reactance, $\Omega$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 53 | 168 | 1000 | 2 | 0.04 | 0.05 |
| 55 | 169 | 1000 | 2 | 0.04 | 0.05 |
| 57 | 170 | 1000 | 2 | 0.019 | 0.036 |
| 58 | 171 | 1000 | 2 | 0.06 | 0.082 |
| 61 | 172 | 1000 | 2 | 0.011 | 0.037 |
| 63 | 173 | 1000 | 2 | 0.06 | 0.082 |
| 64 | 174 | 1000 | 2 | 0.06 | 0.082 |
| 65 | 175 | 1000 | 2 | 0.06 | 0.082 |
| 68 | 176 | 1000 | 2 | 0.06 | 0.082 |
| 70 | 177 | 1000 | 2 | 0.04 | 0.05 |
| 71 | 178 | 1000 | 2 | 0.06 | 0.082 |
| 72 | 179 | 1000 | 2 | 0.06 | 0.082 |
| 74 | 180 | 1000 | 2 | 0.06 | 0.082 |
| 76 | 181 | 1000 | 2 | 0.06 | 0.082 |
| 77 | 182 | 1000 | 2 | 0.04 | 0.05 |
| 79 | 183 | 1000 | 2 | 0.04 | 0.05 |
| 81 | 184 | 1000 | 2 | 0.06 | 0.082 |
| 83 | 185 | 1000 | 2 | 0.04 | 0.05 |
| 85 | 186 | 1000 | 2 | 0.04 | 0.05 |
| 87 | 187 | 1000 | 2 | 0.011 | 0.037 |
| 90 | 188 | 1000 | 2 | 0.011 | 0.037 |
| 91 | 189 | 1000 | 2 | 0.011 | 0.037 |
| 92 | 190 | 1000 | 2 | 0.06 | 0.082 |
| 94 | 191 | 1000 | 2 | 0.04 | 0.05 |
| 96 | 192 | 1000 | 2 | 0.019 | 0.036 |
| 97 | 193 | 1000 | 2 | 0.04 | 0.05 |
| 99 | 194 | 1000 | 2 | 0.019 | 0.036 |
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#### Abstract

In this paper, the results of the sensitivity analysis applied to a fuel cell hybrid power system using a fuel economy strategy is analyzed in order to select the best values of the parameters involved in fuel consumption optimization. The fuel economy strategy uses the fuel and air flow rates to efficiently operate the proton-exchange membrane (PEM) fuel cell (FC) system based on the load-following control and the global extremum seeking (GES) algorithm. The load-following control will ensure the charge-sustained mode for the batteries' stack, improving its lifetime. The optimization function's optimum, which is defined to improve the fuel economy, will be tracked in real-time by two GES algorithms that will generate the references for the controller of the boost DC-DC converter and air regulator. The optimization function and performance indicators (such as FC net power, FC electrical efficiency, fuel efficiency, and fuel economy) have a multimodal behavior in dithers' frequency. Furthermore, the optimum in the considered range of frequencies depends on the load level. So, the best value could be selected as the frequency where the optimum is obtained for the most load levels. Considering a dither frequency of 100 Hz selected as the best value, the sensitivity analysis of the fuel economy is further analyzed for different values of the weighting parameter $k_{\text {eff }}$, highlighting the multimodal feature in the parameters for the optimization function and fuel economy as well. A $k_{\text {eff }}$ value around of $20 \mathrm{lpm} / \mathrm{W}$ seems to give the best fuel economy in the full range of load.
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## 1. Introduction

Instead of a diesel generator [1], the proton-exchange membrane fuel cell (PEM FC) system could be used as a backup green energy source [2] for an FC hybrid power system (FC HPS) to mitigate the load variability by the load-following (LF) control [3-5]. A hybrid energy storage system (ESS) using batteries and ultracapacitors is mandatory to dynamically compensate the power flow balance [6,7]. The most used ESS topologies are the active and semi-active topologies, using two and one bidirectional DC-DC converters integrated into a multiport topology, respectively [8-10]. An active topology with two bidirectional DC-DC converters is more flexible as a control structure compared to a semi-active topology [9]. The two control references will be generated by the energy management strategies
(EMS), usually to regulate the DC voltage and mitigate the load pulses via the bidirectional DC-DC converters for the batteries and ultracapacitors stacks [5,7,11,12]. The EMS has an important role in the optimal and safe operation of the FC system [13,14]. The control objectives for PEM FC system are as follows [15-17]: (1) minimization of the fuel consumption; (2) supplying the dynamic loads with energy, such as FC vehicles; (3) safe operation by using appropriate control loops to mitigate the load pulses, to limit the FC current slope, and to avoid fuel starvation.

The first objective can be ensured using a real-time optimization (RTO) strategy based on different optimization functions, which integrate performance indicators related to fuel consumption such as FC net power, FC lifetime, and cost [18-20].

The equivalent consumption minimization strategy (ECMS) is a well-known strategy applied to FC vehicles, which converts the energy difference in battery charging (at the start and end of a load cycle) into additional fuel consumption, to compensate this loss of energy by discharging the battery [21]. In last decade, several algorithms searching for the global optimum using different optimization functions have been proposed in the literature [22-24]. Intelligent concepts are usually involved in these algorithms [25-27]. In this study, the global extremum seeking (GES) algorithm is used due to the good performance reported in the previous work for FC systems [28-31], photovoltaic (PV) systems [22,23,32], and wind turbine (WT) systems [33,34].

The objective of this paper is to use the sensitivity approach to identify the best value of the parameters used by the optimization function and control loops. Except the tuning parameters of the GES algorithm, which will be designed to ensure the imposed performance and stability of the tracking loops, the dither's frequency $f_{d}$ is the most important parameter that could dynamically affect the performance of the GES algorithm.

The GES algorithm must search the optimization function's optimum in real-time, which is defined in this study as a weighted function of the FC net power and the fuel consumption efficiency using the weighting parameters $k_{\text {net }}$ and $k_{\text {eff. }}$ So, if $k_{\text {net }}=1$, then it is important to know the value of the weighting parameter $k_{e f f}$, where the best fuel economy is obtained. So, the sensitivity approach in this study will be performed using the parameters $f_{d}$ and $k_{\text {eff }}$.

The structure of the paper is as follows. The FC HPS architecture and LF control and optimization loops are briefly presented in Section 2. The EMS based on LF control and optimization loops is detailed in Section 3. The obtained results are presented and discussed in Section 4. Section 5 concludes this study.

## 2. FC Hybrid Power System

The synoptic architectures of the FC HPS and ESS are presented in Figure 1a. The FC power delivered on the DC can be controlled via the boost converter using the switching (SW) command generated by the boost controller under the EMS proposed in this paper. Also, the generated FC power depends on the fuel and air regulators controlled by the input references $I_{\text {reffuel }}$ and $I_{\text {refAir }}$.

The Matlab-Simulink®diagram of the FC HPS architecture is presented in Figure 1b. The FC system is the main energy source to supply the load demand on the DC bus, which is modeled by an equivalent DC load for the inverter and an AC load in order to speed up the simulation.

The LF control will set the current reference $I_{\text {refLF }}$ for the fuel flow rate (FuelFr) regulator to comply with the power flow balance on the DC bus (1), with the battery operating in charge-sustaining mode (2):

$$
\begin{gather*}
C_{D C} u_{d c} d u_{d c} / d t=\eta_{\text {boost }} p_{F C g e n}+p_{E S S}-p_{\text {load }} ;  \tag{1}\\
P_{E S S(A V)} \cong 0 . \tag{2}
\end{gather*}
$$

So, considering (2), (1) will be rewritten in the average value (AV) during a load cycle (LC) as (3):

$$
\begin{equation*}
0=\eta_{\text {boost }} P_{F C g e n(A V)}-P_{\text {load }(A V)} \Rightarrow P_{F C g e n(A V)}=P_{\text {load }(A V)} / \eta_{\text {boost }} \tag{3}
\end{equation*}
$$

Thus, the FC current generated by the FC system will be given by (4):

$$
\begin{equation*}
I_{F C(A V)}=P_{\text {load }(A V)} /\left(\eta_{\text {boost }} V_{F C(A V)}\right) \tag{4}
\end{equation*}
$$

Consequently, the current reference $I_{\text {refLF }}$ will be estimated by the LF control using the AV filtering method, based on the mean value (MV) technique of the FC current during a dithers' period:

$$
\begin{equation*}
I_{r e f L F} \cong I_{F C(A V)}=P_{\text {load }(A V)} /\left(\eta_{\text {boost }} V_{F C(A V)}\right) \tag{5}
\end{equation*}
$$

The MV technique or another filtering technique can be used to smooth the values used in (5) for the safe operation of the FC system, thus avoiding fuel starvation due to sharp changes in load demand. The current reference $I_{\text {refLF }}$ will set the fuel flow rate FuelFr value using the FuelFr regulator's relationship (6):

$$
\begin{equation*}
\text { FuelFr }=\frac{60000 \cdot R \cdot(273+\theta) \cdot N_{C} \cdot I_{L F r e f}}{2 F \cdot\left(101325 \cdot P_{f(H 2)}\right) \cdot\left(U_{f(H 2)} / 100\right) \cdot\left(x_{H 2} / 100\right)} . \tag{6}
\end{equation*}
$$

Because of (5),

$$
\begin{equation*}
I_{F C} \cong I_{F C(A V)} \cong I_{r e f L F} \tag{7}
\end{equation*}
$$

So, the current reference $I_{\text {ref } 2}$ will optimally adjust the air flow rate ( AirFr ) value using the AirFr regulator's relationship (8):

$$
\begin{equation*}
\text { AirFr }=\frac{60000 \cdot R \cdot(273+\theta) \cdot N_{C} \cdot\left(I_{F C}+I_{r e f 2}\right)}{4 F \cdot\left(101325 \cdot P_{f(O 2)}\right) \cdot\left(U_{f(O 2)} / 100\right) \cdot\left(y_{O 2} / 100\right)} . \tag{8}
\end{equation*}
$$

Thus, the input references of the fueling regulators are set as follows: $I_{\text {refFuel }}=I_{\text {refLF }}$ and $I_{\text {refAir }}=$ $I_{F C}+I_{r e f 2}$.

The optimization function's optimum (computed in the block called "optimization function", in Figure 1) will be searched using the current reference $I_{\text {ref1 }}$ that will set the FC current based on the 0.1 A hysteresis controller for the boost DC-DC converter.

A semi-active 100 Ah battery/100 F ultracapacitors ESS topology was chosen to dynamically compensate power in (1) and stabilize the DC voltage at $200 \mathrm{~V}\left(u_{D C} \cong 200 \mathrm{~V}\right)$. The battery will operate in charge-sustaining mode due to the LF control applied to the fuel regulator (6), which will set the FC power close to the requested FC power on the DC bus. The FC power is $P_{F C \operatorname{Cen}(A V)}$ given by (3) if (2) is considered. Thus, the battery will compensate the minor imbalance in energy flow on the DC bus (1) due to the changes in load profile or the small difference between the FC current set by the LF control (5) $I_{F C} \cong I_{L F r e f} \cong I_{F C(A V)}=P_{\text {load (AV) }} /\left(\eta_{\text {boost }} V_{F C(A V)}\right)$ and the value $I_{F C}+I_{r e f 2}$ set by the GES-based optimization loop (which is applied to the air regulator (7)). So, a 100 Ah capacity of the battery has been obtained for a 1 kW imbalance in energy flow during a 12 s load cycle using the design relationships from [5,7]. This capacity is more than sufficient, considering the sizing design presented in [2]. The sharp changes in load profile, such as pulses, can produce an imbalance in power flow on the DC bus (1) due to the large response time of the FC system and the battery, which is in the order of hundreds of milliseconds and tens of minutes, respectively. During the transitory regimes of the FC system and battery, the ultracapacitors' stack will dynamically compensate the power flow on the DC bus (1) via the bidirectional DC-DC power converter. The 100 F capacitance was obtained for a $1 \mathrm{~kW} / 100$ ms pulse using the design relationships from [5,7]. The DC voltage regulation was implemented on the ultracapacitors' stack side due to the slow response of the FC system, but also because the controlled inputs AirFr and FuelFr (via the fueling regulator) of the FC system and the controller of the FC boost converter are involved in the LF and optimization loops. Thus, if the DC voltage regulation will be implemented on the FC system's side using a proportional-integral-derivative (PID) compensation technique of one of the aforementioned loops, then a degradation of the performance indicators will be obtained compared with the cases when the DC voltage regulation is implemented
on the ultracapacitors' stack side or on the battery's side if an active ESS topology is selected instead of a semi-active type. If an active mitigation of the pulses on the DC bus must be implemented, then an active control of the bidirectional DC-DC power converter should be implemented in order to generate an anti-pulse from the ultracapacitors' stack [5,7]. In this case, the DC voltage regulation remains to be implemented on the battery side using a PID compensation technique of the control designed to compensate the minor imbalance in energy flow on the DC bus (1). The high frequency ripple on the DC voltage will be mitigated in all cases by a $100 \mu \mathrm{~F}$ capacitor ( $C_{D C}$ ) designed using the design relationships from [5,7].

The FC parameters ( $N_{C}, \theta, U_{f(\mathrm{H} 2)}, U_{f(\mathrm{O} 2)}, P_{f(\mathrm{H} 2)}, P_{f(\mathrm{O} 2)}, x_{\mathrm{H} 2}, y_{\mathrm{O} 2}$ ) were set for a 6 kW FC system, and $R=8.3145 \mathrm{~J} /(\mathrm{mol} \mathrm{K})$ and $F=96485 \mathrm{As} / \mathrm{mol}$ are two well-known constants. The energy efficiency of the boost DC-DC converter may be considered constant in this study ( $\eta_{\text {boost }}=0.9$ ), because the boost controller operated in continuous current mode in the load range higher than 1 kW (so the case of light load was not considered), where the energy efficiency may vary in the range of $88 \%$ to $92 \%$, but without significantly modifying the results obtained for a constant efficiency (as will be explained in the Discussion section).

The current references $I_{\text {ref } 1}$ and $I_{r e f 2}$ were generated by the GES controller shown in Figure 2, as will be explained in next section.
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Figure 1. (a) The synoptic architectures of the fuel cell hybrid power system (FC HPS) and energy storage system (ESS). (b) The diagram of the FC HPS.


Figure 2. The diagram of the global extremum seeking (GES) control.

## 3. Energy Management Strategy

Each GES control was implemented (see Figure 2) based on the relationships from [30]. The dither's frequencies were chosen to be $f_{d 1}=100 \mathrm{~Hz}$ and $f_{d 2}=2 f_{d 1}=200 \mathrm{~Hz}$ in order to improve the dithers' persistence by interference of the harmonics due to the nonlinear characteristics of the FC system. The cut off frequencies of the low-pass filter (LPF1 and LPF2 in Figure 2) and the high-pass filter (HPF1 and HPF2 in Figure 2) were set by the parameters $b_{l}=1.5$ and $b_{h}=0.1$. The tuning parameters were
designed based on relationships presented in [30], as follows: $k_{1}=1, k_{2}=2$. The normalization values of the input (the optimization function $y=f\left(v_{1}, v_{2}\right)$, where $v_{1}$ and $v_{2}$ are the search variables) and the outputs (the reference currents $I_{r e f 1}$ and $I_{r e f 2}$ for the boost controller and the air regulator) were set to $k_{N f}=1 / Y_{\max }=1 / 1000, k_{N v 1}=X_{\max 1}=50$ and $k_{N v 2}=X_{\max 2}=20$. The normalization values were not strict, because the GES control was of the adaptive type, but choosing the right value would improve the searching speed. Readers interested in analyzing and designing a GES control for FC systems or PV, WT, and PV/WT FC HPSs may read [14,17] or [22,23,32], [33], and [35], respectively.

The searching speed was limited to $100 \mathrm{~A} / \mathrm{s}$ by the slope limiters included in the FuelFr and AirFr regulators in order to ensure the safe operation of the PEM FC system. So, the FC current could increase up to 20 A during the FC time constant $\left(T_{F C}\right)$ of 0.2 s . The GES algorithm needed about 10 periods of dither $\left(T_{d}\right)$ to find the Global Maximum Power Point (GMPP) of the PV system for different steps in irradiance (because there was no limitation related to searching slope in this case, excepting the safe values given by the devices used in the boost the boost DC-DC power converter, which were very high compared to $100 \mathrm{~A} / \mathrm{s}$ ) [22,23]. Considering 10 dither periods to find the maximum efficiency point (MEP) of the FC system or the optimization function's optimum (which is defined in relation to the FC system's performance indicators), to avoid limitation due to FC response time, it was recommended to choose:

$$
\begin{equation*}
T_{d(\max )} \cong T_{F C} / 10 \tag{9}
\end{equation*}
$$

This means $T_{d(\max )} \cong 20 \mathrm{~ms}$, so $f_{d(\min )} \cong 50 \mathrm{~Hz}$. The maximum frequency of the dither would be considered $f_{d(\max )}=200 \mathrm{~Hz}$ in order to have an acceptable increment per dithers' period (about 0.5 A per $T_{d(\text { min })}=5 \mathrm{~ms}$ ). So, the frequency range of the dither was 70 Hz to 220 Hz , with a 30 Hz step in evaluation of the fuel economy based on the optimization function $f$ defined by (10) [35]:

$$
\begin{gather*}
f\left(x, \text { AirFr,FuelFr }, P_{\text {Load }}\right)=k_{\text {net }} \cdot P_{\text {FCnet }}+k_{\text {fuel }} \cdot \text { Fuel }_{\text {eff }} ;  \tag{10}\\
\dot{x}=g\left(x, \text { AirFr } r \text { FuelFr }, P_{\text {Load }}\right), x \in X ; \tag{11}
\end{gather*}
$$

where (11) models the dynamic part of the FC HPS [36], $x$ is the state vector, and $P_{\text {Load }}$ is the disturbance. The weighting coefficients $k_{\text {net }}(1 / \mathrm{W})$ and $k_{\text {fuel }}$ (liters per minute $(\mathrm{lpm}) / \mathrm{W}$ ) were defined in accordance with the chosen EMS objective. For example, the FC system energy efficiency ( $\eta_{s y s}=P_{F C n e t} / P_{F C}$ ) was maximized if $k_{n e t}=1$ and $k_{\text {fuel }}=0$ (in this case $f=P_{F C n e t}$ ). If $k_{\text {net }}=1$ and $k_{\text {fuel }} \neq 0$, then the fuel consumption efficiency $\left(\right.$ Fuel $_{\text {eff }} \cong P_{\text {FCnet }} / F u e l F r$ ) was also considered in the optimization function. So, it was possible to improve the fuel economy for a value of the $k_{\text {fuel }}$ weighting coefficient in range $5 \mathrm{lpm} / \mathrm{W}$ to $50 \mathrm{lpm} / \mathrm{W}$, with $5 \mathrm{lpm} / \mathrm{W}$ step in evaluation of the fuel economy.

The LF control was implemented based on (5) in order to set the value of the FC net power requested by power flow balance (3). So,

$$
\begin{equation*}
P_{F C \text { gen }}=P_{F C n e t} \cong P_{\text {load }} / \eta_{\text {boost }}, \tag{12}
\end{equation*}
$$

where,

$$
\begin{gather*}
P_{F C n e t} \cong P_{F C}-P_{c m} ;  \tag{13}\\
P_{c m}=I_{c m} \cdot V_{c m}=\left(a_{2} \cdot \mathrm{AirFr}^{2}+a_{1} \cdot \mathrm{AirFr}+a_{0}\right) \cdot\left(b_{1} \cdot I_{F C}+b_{0}\right) . \tag{14}
\end{gather*}
$$

The air compressor power $\left(P_{c m}\right)$ was estimated with (14), considering the coefficients [37]: $a_{0}=0.6$, $a_{1}=0.04, a_{2}=-0.00003231, b_{0}=0.9987$, and $b_{1}=46.02$.

In order to not exceed the maximum FC power, the range of the load demand was considered from 2 kW to 8 kW , with a 1 kW step in the evaluation of the fuel economy.

The total fuel consumption, Fuel $_{T}=\int \operatorname{FuelFr}(t) d t$, will be estimated in the next section for different load levels in order to evaluate the fuel economy, measured in liters (L).

## 4. Results

The values of the performance indicators $P_{F C n e t}, \eta_{s y s}$, Fuel $_{e f f}$, and Fuel $_{T}$ using different dither's frequencies and constant load levels are recorded in Tables 1-4. The values obtained by simulation using the static feed-forward (sFF) strategy [36], which is considered in this study as a reference strategy because it is the most known strategy implemented in commercial FC systems, are mentioned in the first column of these Tables. The differences in the performance indicators will be defined compared to the sFF strategy by using (15):

$$
\begin{equation*}
\Delta P_{\text {FCnet }} \cong P_{\text {FCnet }}-P_{\text {FCnet0 }} ; \tag{15a}
\end{equation*}
$$

Table 1. FC net power for different dithers' frequencies and constant load levels.

| Load Level | sFF Strategy | Dithers' Frequency $f_{\boldsymbol{d}}(\mathrm{Hz})$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $P_{\text {load }}(\mathrm{kW})$ | $P_{\text {FCnet0 }}(\mathrm{kW})$ | 70 | 100 | 130 | 160 | 190 | 220 |
| 2 | 1942 | 1895 | 1903 | 1889 | 1922 | 1900 | 1916 |
| 3 | 2880 | 2843 | 2848 | 2836 | 2805 | 2837 | 2817 |
| 4 | 3773 | 3723 | 3680 | 3711 | 3673 | 3710 | 3704 |
| 5 | 4638 | 4526 | 4601 | 4580 | 4566 | 4584 | 4557 |
| 6 | 5437 | 5315 | 5323 | 5337 | 5385 | 5346 | 5333 |
| 7 | 6188 | 6107 | 6130 | 6081 | 6116 | 6147 | 6125 |
| 8 | 6841 | 6813 | 6807 | 6805 | 6840 | 6827 | 6820 |

Table 2. FC electrical efficiency for different dithers' frequencies and constant load levels.

| Load Level | sFF Strategy | Dithers' Frequency $f_{\boldsymbol{d}}(\mathrm{Hz})$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $P_{\text {load }}(\mathrm{kW})$ | $\eta_{\text {sys0 } 0}(\%)$ | 70 | 100 | 130 | 160 | 190 | 220 |
| 2 | 93.17 | 90.66 | 90.47 | 90.93 | 92.24 | 92.77 | 92.34 |
| 3 | 91.45 | 90.25 | 91.44 | 89.89 | 90.67 | 91.62 | 91.22 |
| 4 | 90.24 | 90.24 | 88.77 | 89.77 | 88.82 | 90.42 | 89.9 |
| 5 | 88.52 | 89.73 | 89.18 | 88.84 | 88.9 | 88.92 | 88.77 |
| 6 | 86.55 | 86.75 | 85.51 | 86.41 | 87.15 | 87.62 | 87.3 |
| 7 | 84.37 | 85.33 | 85.6 | 86.39 | 86.21 | 87.36 | 85.81 |
| 8 | 82 | 84.02 | 83.86 | 83.85 | 83.85 | 83.66 | 83.7 |

Table 3. Fuel efficiency for different dithers' frequencies and constant load levels.

| Load Level | sFF Strategy | Dithers' Frequency $f_{d}(\mathrm{~Hz})$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $P_{\text {load }}(\mathrm{kW})$ | Fuel <br> eff0 <br> $(\mathrm{W} / \mathrm{lpm})$ | 70 | 100 | 130 | 160 | 190 | 220 |
| 2 | 136.1 | 134.3 | 133.4 | 133.8 | 136.2 | 136.7 | 136.3 |
| 3 | 128.3 | 128.9 | 129.7 | 129.9 | 128.9 | 129.6 | 129.5 |
| 4 | 119.5 | 122 | 121.1 | 122.1 | 121.3 | 122.9 | 122.4 |
| 5 | 111.6 | 116.8 | 115.4 | 115.1 | 115.4 | 115.2 | 115.5 |
| 6 | 102.6 | 108.1 | 107.5 | 107.1 | 107.5 | 108.7 | 108.4 |
| 7 | 92.65 | 99.94 | 100 | 101.9 | 101.3 | 102.5 | 100.5 |
| 8 | 81 | 92.3 | 92.27 | 92.21 | 91.31 | 91.45 | 91.67 |

Table 4. Total fuel consumption for different dithers' frequencies and constant load levels.

| Load Level | sFF Strategy | Dithers' Frequency $\boldsymbol{f}_{\boldsymbol{d}}(\mathrm{Hz})$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $P_{\text {load }}(\mathrm{kW})$ | Fuel $_{T 0}(\mathrm{~L})$ | 70 | 100 | 130 | 160 | 190 | 220 |
| 2 | 34 | 33.46 | 33.53 | 33.12 | 33.44 | 32.95 | 33.3 |
| 3 | 54.75 | 51.15 | 51.6 | 51.41 | 51.25 | 51.46 | 51.21 |
| 4 | 76.88 | 72.2 | 71.24 | 71.28 | 70.72 | 70.51 | 70.59 |
| 5 | 98.57 | 86.4 | 92.47 | 90.87 | 90.67 | 91.05 | 90.91 |
| 6 | 125.5 | 112.2 | 114.2 | 114.7 | 115.2 | 110.5 | 111.2 |
| 7 | 152.5 | 136.7 | 138 | 127.4 | 127.9 | 127.6 | 131.3 |
| 8 | 193 | 167 | 160.1 | 161.3 | 163.6 | 165.7 | 165.7 |

$$
\begin{gather*}
\Delta \eta_{s y s}=\eta_{s y s}-\eta_{s y s 0}  \tag{15b}\\
\Delta \text { Fuel }_{\text {eff }}=\text { Fuel }_{\text {eff }}-\text { Fuel }_{e f f 0} ;  \tag{15c}\\
\Delta \text { Fuel }_{T}=\text { Fuel }_{T}-\text { Fuel }_{T 0} \tag{15d}
\end{gather*}
$$

The differences are recorded in Tables 5-8 and represented in Figures 3-6. Note the multimodal behavior in dithers' frequency for all performance indicators. Also, it is worth mentioning that the optimum's position (maximum of $\Delta P_{F C n e t}, \Delta \eta_{s y s}, \Delta F u e l_{e f f}$, and minimum of $\Delta F u e l_{T}$ ) depends on the load level. So, the best value in the frequencies' range could be selected as the frequency where the optimum is obtained for most of load levels, and this seems to be the dither frequency of 100 Hz .

Table 5. Differences in FC net power compared to reference.

| Load Level | Dithers' Frequency $f_{d} \mathbf{( H z )}$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $P_{\text {load }}(\mathrm{kW})$ | 70 | 100 | 130 | 160 | 190 | 220 |
| 2 | -47 | -39 | -53 | -20 | -42 | -26 |
| 3 | -37 | -32 | -44 | -75 | -43 | -63 |
| 4 | -50 | -93 | -62 | -100 | -63 | -69 |
| 5 | -112 | -37 | -58 | -72 | -54 | -81 |
| 6 | -122 | -114 | -100 | -52 | -91 | -104 |
| 7 | -81 | -58 | -107 | -72 | -41 | -63 |
| 8 | -28 | -34 | -36 | -1 | -14 | -21 |

Table 6. Differences in FC electrical efficiency compared to reference.

| Load Level | Dithers' Frequency $f_{\boldsymbol{d}}(\mathbf{H z})$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $P_{\text {load }}(\mathrm{kW})$ | 70 | 100 | 130 | 160 | 190 | 220 |
| 2 | -2.51 | -2.7 | -2.24 | -0.93 | -0.4 | -0.83 |
| 3 | -1.2 | -0.01 | -1.56 | -0.78 | 0.17 | -0.23 |
| 4 | 0 | -1.47 | -0.47 | -1.42 | 0.18 | -0.34 |
| 5 | 1.21 | 0.66 | 0.32 | 0.38 | 0.4 | 0.25 |
| 6 | 0.2 | -1.04 | -0.14 | 0.6 | 1.07 | 0.75 |
| 7 | 0.96 | 1.23 | 2.02 | 1.84 | 2.99 | 1.44 |
| 8 | 2.02 | 1.86 | 1.85 | 1.85 | 1.66 | 1.7 |

Table 7. Differences in fuel efficiency compared to reference.

| Load Level | Dithers' Frequency $f_{\boldsymbol{d}}(\mathrm{Hz})$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $P_{\text {load }}(\mathrm{kW})$ | -1.8 | -2.7 | -2.3 | 0.1 | 0.6 | 0.2 |
| 2 | 0.6 | 1.4 | 1.6 | 0.6 | 1.3 | 1.2 |
| 3 | 2.5 | 1.6 | 2.6 | 1.8 | 3.4 | 2.9 |
| 4 | 5.2 | 3.8 | 3.5 | 3.8 | 3.6 | 3.9 |
| 5 | 5.5 | 4.9 | 4.5 | 4.9 | 6.1 | 5.8 |
| 6 | 7.29 | 7.35 | 9.25 | 8.65 | 9.85 | 7.85 |
| 7 | 11.3 | 11.27 | 11.21 | 10.31 | 10.45 | 10.67 |
| 8 | 2.02 | 1.86 | 1.85 | 1.85 | 1.66 | 1.7 |

Table 8. Differences in total fuel consumption compared to reference.

| Load Level | Dithers' Frequency $f_{\boldsymbol{d}}(\mathrm{Hz})$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $P_{\text {load }}(\mathrm{kW})$ | -0.54 | -0.47 | -0.88 | -0.56 | -1.05 | -0.7 |
| 2 | -3.6 | -3.15 | -3.34 | -3.5 | -3.29 | -3.54 |
| 3 | -4.68 | -5.64 | -5.6 | -6.16 | -6.37 | -6.29 |
| 4 | -12.17 | -6.1 | -7.7 | -7.9 | -7.52 | -7.66 |
| 5 | -13.3 | -11.3 | -10.8 | -10.3 | -15 | -14.3 |
| 6 | -15.8 | -14.5 | -25.1 | -24.6 | -24.9 | -21.2 |
| 7 | -26 | -32.9 | -31.7 | -29.4 | -27.3 | -27.3 |
| 8 | -0.54 | -0.47 | -0.88 | -0.56 | -1.05 | -0.7 |



Figure 3. Differences in FC net power.


Figure 4. Differences in FC electrical efficiency.


Figure 5. Differences in fuel efficiency.


Figure 6. Differences in total fuel consumption.
Considering a dither frequency of 100 Hz , the total fuel consumption $\left(\right.$ Fuel $\left._{T}\right)$ for different values of the parameters $k_{\text {eff }}$ and $\mathrm{P}_{\text {load }}$ is recorded in Table 9. The values for $k_{\text {eff }}=0$ (mentioned in the first column of the Table 9) are used as reference values. So, the differences in total fuel consumption $\left(\Delta F u e l_{T}\right)$ are estimated in Table 10 and represented in Figure 7.

Table 9. Total fuel consumption for different values of the parameters $k_{\text {eff }}$ and $P_{\text {load }}$.

| Load Level$P_{\text {load }}(\mathrm{kW})$ | Weighting Parameter $k_{\text {eff }}(\mathrm{lpm} / \mathrm{W})$ |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | 5 | 10 | 15 | 20 | 25 | 30 | 35 | 40 | 45 | 50 |
| 2 | 34 | 33.74 | 33.72 | 33.53 | 33.51 | 33.53 | 33.54 | 33.91 | 33.45 | 33.49 | 33.76 |
| 3 | 54.75 | 51.68 | 51.67 | 52.55 | 51.61 | 51.6 | 51.69 | 51.56 | 51.56 | 51.54 | 51.76 |
| 4 | 76.88 | 71.5 | 71.47 | 71.37 | 71.25 | 71.24 | 71.1 | 71.11 | 70.98 | 71.37 | 71.63 |
| 5 | 99.7 | 92.39 | 92.38 | 92.65 | 92.13 | 92.47 | 92.71 | 92.7 | 92.5 | 92.59 | 92.42 |
| 6 | 125.5 | 113.8 | 114.3 | 114.2 | 114 | 114.2 | 114.6 | 114.7 | 114.8 | 114.6 | 114.8 |
| 7 | 152.5 | 132.1 | 136.7 | 137 | 137.5 | 138.1 | 138 | 138.7 | 138.8 | 139 | 139.4 |
| 8 | 193 | 155.8 | 156.6 | 158 | 158.9 | 160.1 | 160 | 161 | 161 | 162 | 163.4 |

Table 10. Differences in total fuel consumption compared to $k_{\text {eff }}=0$.

| Load Level | Weighting Parameter $\boldsymbol{k}_{\text {eff }}(\mathbf{l p m} / \mathrm{W})$ |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $P_{\text {load }}(\mathrm{kW})$ | 5 | 10 | 15 | 20 | 25 | 30 | 35 | 40 | 45 | 50 |  |  |
| 2 | -0.26 | -0.28 | -0.47 | -0.49 | -0.47 | -0.46 | -0.09 | -0.55 | -0.51 | -0.24 |  |  |
| 3 | -3.07 | -3.08 | -2.2 | -3.14 | -3.15 | -3.06 | -3.19 | -3.19 | -3.21 | -2.99 |  |  |
| 4 | -5.38 | -5.41 | -5.51 | -5.63 | -5.64 | -5.78 | -5.77 | -5.9 | -5.51 | -5.25 |  |  |
| 5 | -7.31 | -7.32 | -7.05 | -7.57 | -7.23 | -6.99 | -7 | -7.2 | -7.11 | -7.28 |  |  |
| 6 | -11.7 | -11.2 | -11.3 | -11.5 | -11.3 | -10.9 | -10.8 | -10.7 | -10.9 | -10.7 |  |  |
| 7 | -20.4 | -15.8 | -15.5 | -15 | -14.4 | -14.5 | -13.8 | -13.7 | -13.5 | -13.1 |  |  |
| 8 | -37.2 | -36.4 | -35 | -34.1 | -32.9 | -33 | -32 | -32 | -31 | -29.6 |  |  |



Figure 7. Differences in total fuel consumption for different values of the weighting parameter $k_{\text {eff. }}$
The sensitivity analysis of the fuel economy $\left(\Delta F u e l_{T}\right)$ highlights the better fuel economy with increase in load level, and this is normal. Also, note the multimodal behavior in the weighting parameter $k_{\text {eff }}$. This is better shown in Figure 8 (where the high values of fuel economy for a load of 7 kW and 8 kW are canceled). Looking to Table 10 (where the optimum, local minimums, and the minimums at $k_{e f f}=5$ and $k_{e f f}=50$ are highlighted in different colors: yellow, blue, and gray, respectively), a $k_{\text {eff }}$ value in the range of $20 \mathrm{lpm} / \mathrm{W}$ to $30 \mathrm{lpm} / \mathrm{W}$ seems to give the best fuel economy in the load range of 2 kW to 5 kW . However, note the decrease in fuel economy with the increase in $k_{\text {eff }}$ value. So, the recommended value for the entire load range is $k_{e f f}=20 \mathrm{lpm} / \mathrm{W}$.


Figure 8. The multimodal behavior of the fuel economy $\Delta \mathrm{Fuel}_{T}$ in weighting parameter $k_{e f f}$.
The effect of a variable energy efficiency of the boost converter on the results obtained at constant energy efficiency will be analyzed and discussed in the next section.

## 5. Discussion

The dependence of the power loss $\left(P_{\text {loss }}\right)$ and energy efficiency for a DC-DC power converter were analyzed for low and medium power applications in [38,39] and [40-42], respectively. The main findings of the aforementioned studies are as follows:

1) The energy efficiency characteristic related to the load current $\left(I_{\text {load }}\right)$ is dependent on the control mode used, the switching frequency, and coil inductance [42];
2) For low [38] and high [39] power applications using the control mode based on the pulse width modulation technique and optimal control, respectively, the energy efficiency can be approximated by (16):

$$
\begin{equation*}
\eta_{\text {converter }}=\eta_{\max }-\frac{\eta_{\max }-\eta_{\min }}{4} \cdot \lg ^{2}\left(\frac{I_{\text {load }}}{I_{\text {load }(\text { opt })}}\right) \tag{16}
\end{equation*}
$$

where $\eta_{\max }$ is the maximum of the energy efficiency (obtained at the optimal load current $I_{\text {load (opt) }}$ ) and $\eta_{\min }$ is the minimum of the energy efficiency (obtained in the considered load range).
3) For low-power applications using the control mode based on the pulse frequency modulation technique, the energy efficiency can be approximated by (17) [38,39]:

$$
\begin{equation*}
\eta_{\text {converter }}=\eta_{\max }-\frac{\zeta_{\eta}}{I_{\text {load }}} \tag{17}
\end{equation*}
$$

where $\eta_{\max }$ is the maximum energy efficiency (obtained at the maximum load current $I_{\text {load }(\max )}$ ) and $\zeta_{\eta}$ is a parameter (that must be determined using the experimental values in the considered range of load). Relationship (17) highlights the nonlinear increase in energy efficiency in the range of light loads and the saturation that appears in the rest of the load range;
4) For most types of control used in medium and high-power applications, the energy efficiency in the normal load range (therefore, except for light loads), where the converter operates in continuous current mode [43,44], can be considered as constant or linearly increasing (18):

$$
\begin{equation*}
\eta_{\text {converter }}=\eta_{\min }+\chi_{\eta} \cdot \frac{I_{\text {load }}}{I_{\text {load }(\max )}} \tag{18}
\end{equation*}
$$

where $\eta_{\min }$ is the energy efficiency obtained at the load current $I_{\text {load(min) }}$, which is the upper limit of light loads, and $\chi_{\eta}$ is a parameter to be determined using the experimental values in the considered load range (except the light loads).

The assumption that the energy efficiency linearly increases is valid for the medium-power FC HPS analyzed in this paper, because the load range was higher than 1 kW (so the case of light load was
not considered). For different values of the load current, the LF control and optimization loops set the values of the FC current, $I_{F C 0}$, and $I_{F C 1}$, using the sFF strategy and the fuel economy strategy analyzed in this paper. So, (18) can be rewritten using as a variable the FC current as (19):

$$
\begin{equation*}
\eta_{b o o s t}=\eta_{\min }+K_{\eta} \cdot \frac{I_{F C}}{I_{F C(\max )}} \tag{19}
\end{equation*}
$$

where $\eta_{\text {min }} \cong 88.5 \%$ is the energy efficiency obtained at the nominal FC current, $I_{F C(\text { min })} \cong 30 \mathrm{~A}$, and $K_{\eta}$ $=4$ is a parameter which has been determined using the experimental values of the energy efficiency $\eta_{\max } \cong 92 \%$ obtained at the maximum FC current, $I_{F C(\max )} \cong 240 \mathrm{~A}$. Note that the energy efficiency obtained at the nominal FC current, $I_{F C(\text { nom })} \cong 130 \mathrm{~A}$, was $\eta_{\text {nom }} \cong 90.17 \%$ (which is very close to the constant value considered in simulation).

The power loss of the boost converter ( $P_{\text {loss }}$ ) was estimated using (20):

$$
\begin{equation*}
P_{\text {loss }}=P_{\text {load }} \cdot\left(\frac{1}{\eta_{\text {boost }}}-1\right) \tag{20}
\end{equation*}
$$

The FC current, $I_{F C 0}$, and $I_{F C 1}$, using the sFF strategy and the fuel economy strategy, are registered in the second and third columns of Table 11 for different load levels and $f_{d}=100 \mathrm{~Hz}$. The energy efficiency $\left(\eta_{\text {boost } 0}\right.$ and $\left.\eta_{\text {boost } 1}\right)$ and the power loss of the boost converter ( $P_{\text {loss } 0}$ and $P_{\text {loss } 1}$ ) were estimated for the sFF strategy and the fuel economy strategy with (19) and (20), and are registered in Table 11. The difference in power loss of the boost converter $\left(\Delta P_{\text {loss }}\right)$ is registered in the eighth column of Table 11. The influence of $\Delta P_{\text {loss }}$ on $\Delta P_{F C n e t}$ for $f_{d}=100 \mathrm{~Hz}$ was estimated as $\Delta P_{\text {loss }} / \Delta P_{F C n e t}(\%)$ and is registered in the last column of Table 11. As expected, the biggest error of $0.10485 \%$ was obtained at the maximum load.

Table 11. Influence of variable energy efficiency on the FC net power estimated for $f_{d}=100 \mathrm{~Hz}$.

| Load <br> Level | sFF Strategy | Fuel Economy |  | Dithers' Frequency $f_{d}=100 \mathrm{~Hz}$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $P_{\text {load }}$ <br> (kW) | $I_{F C 0}(\mathrm{~A})$ | $I_{F C 1}(\mathrm{~A})$ | $\eta_{\text {boost } 0}(\%)$ | $\eta_{\text {boost } 0}(\%)$ | $P_{\text {loss } 0}(\mathrm{~kW})$ | $P_{\text {loss } 1}(\mathrm{~kW})$ | $\Delta P_{\text {loss }}(\mathrm{kW})$ | $\Delta P_{\text {loss }} / \Delta P_{\text {FCnet }}$ |
| 2 | 36.62 | 36.59 | 89.1103 | 89.1098 | 0.24441 | 0.24442 | 0.00001 | 0.00003 |
| 3 | 58.95 | 58.29 | 89.4825 | 89.4715 | 0.35261 | 0.35302 | 0.00041 | 0.00129 |
| 4 | 82.62 | 77.78 | 89.8770 | 89.7963 | 0.45053 | 0.45452 | 0.00400 | 0.00430 |
| 5 | 108.1 | 105.2 | 90.3017 | 90.2533 | 0.53700 | 0.53996 | 0.00297 | 0.00801 |
| 6 | 138.9 | 126 | 90.8150 | 90.6000 | 0.60684 | 0.62252 | 0.01568 | 0.01375 |
| 7 | 173 | 149.1 | 91.3833 | 90.9850 | 0.66004 | 0.69358 | 0.03354 | 0.05782 |
| 8 | 193 | 170.6 | 91.7167 | 91.3433 | 0.72251 | 0.75817 | 0.03565 | 0.10485 |

It is worth mentioning that the biggest differences mentioned in Table 4, Table 6, and Table 8 were less than $0.2 \%$ for variable energy efficiency compared to the constant efficiency and also, this value was obtained at maximum load. So, the conclusions of this study are valid for both constant and variable energy efficiency.

## 6. Conclusion

The sensitivity analysis of the dither's frequency $f_{d}$ and weighting parameter $k_{e f f}$ was performed in this study in order to identify the best value of these parameters, which can be used to improve the fuel economy of an FC HPS. For this, the FC HPS was modeled, and the optimization and control loops of the considered strategy were designed.

The main findings of this study are as follows:

- Firstly, the sensitivity analysis of the dither's frequency $f_{d}$ revealed that a value of 100 Hz is recommended to improve the performance indicators, such as $P_{F C n e t}, \eta_{s y s}$, Fuel $_{\text {eff }}$, and Fuel $_{T}$;
- Secondly, the sensitivity analysis of the fuel economy $\left(\Delta F u e l_{T}\right)$ in weighting parameter $k_{\text {eff }}$ was performed for a 100 Hz dither; a $k_{\text {eff }}$ value in the range of $20 \mathrm{lpm} / \mathrm{W}$ to $30 \mathrm{lpm} / \mathrm{W}$ gave the best fuel economy in the load range of $2-6 \mathrm{~kW}$, but for a load of $6-8 \mathrm{~kW}$, the fuel economy was better with a decrease in $k_{\text {eff }}$. So, $k_{\text {eff }}=20 \mathrm{lpm} / \mathrm{W}$ is recommended to improve the fuel economy in the full range of load.
- Thirdly, a better fuel economy with an increase in load level has been highlighted.

Subsequent works will focus on comparing the performance of this strategy (using the load-following for the fuel regulator and the air optimization) with other strategies (for example, with the strategy which considers the fuel optimization and the load-following mode for the air regulator). But first, a sensitivity analysis for both $f_{d}$ and $k_{e f f}$ parameters will be performed for the new strategies, to validate the recommended values of 100 Hz and $20 \mathrm{lpm} / \mathrm{W}$ obtained in this study.

Experimental tests have been performed for the first strategies (such as [3,4]) proposed in the research grant mentioned in the Acknowledgments section, but these will continue for recently proposed advanced strategies [14,45-47], including the strategy detailed in this paper.

[^0]
## Nomenclature

| AirFr | Air Flow rate |
| :--- | :--- |
| AV | Average value |
| $f_{d}$ | Dither frequency |
| EMS | Energy Management Strategy |
| ECMS | Equivalent Consumption Minimization Strategy |
| ES | Extremum Seeking |
| ESS | Energy Storage System |
| FuelFr | Fuel Flow rate |
| FC | Fuel cell |
| $P_{F C}$ | FC stack power |
| $P_{\text {Fcne }}$ | FC net power |
| $P_{c m}$ | Air compressor power |
| $\eta_{s y}$ | FC electrical efficiency |
| FCHPS | Fuel Cell Hybrid Power System |
| Fuel | Total Fuel Consumption |
| Fuel $_{\text {eff }}$ | Fuel Consumption Efficiency |
| GES | Global Extremum Seeking |


| HPS | Hybrid Power System |
| :--- | :--- |
| $k_{N v 1}$ and $k_{N v 1}$ | Output normalization gains <br> $k_{N f}$ |
| Input normalization gain |  |
| $I_{\text {LFref }}$ | Load-following reference |
| $I_{\text {ref1 }}$ and $I_{\text {ref2 }}$ | GES references |
| LF | Load-following |
| LC | Load cycle |
| LPF | Low-pass filter |
| HPF | High-pass filter |
| MEP | Maximum Efficiency Point |
| MPP | Maximum Power Point |
| GMPP | Global Maximum Power Point |
| MV | Mean Value |
| PV | Photovoltaic |
| PEMFC | Proton Exchange Membrane Fuel |
| $P_{\text {load }}$ | Stationary load power (constant power demand) |
| $p_{\text {load }}$ | Dynamic load power (variable power demand) |
| RTO | Real-Time Optimization |
| sFF | Static Feed-Forward |
| $k_{\text {fuel }}$ | Weighting coefficient of the fuel consumption efficiency |
| WT | Wind Turbine |
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#### Abstract

In this study, we consider fuel cell-powered electric trucks (FCETs) as an alternative to conventional medium- and heavy-duty vehicles. FCETs use a battery combined with onboard hydrogen storage for energy storage. The additional battery provides regenerative braking and better fuel economy, but it will also increase the initial cost of the vehicle. Heavier reliance on stored hydrogen might be cheaper initially, but operational costs will be higher because hydrogen is more expensive than electricity. Achieving the right tradeoff between these power and energy choices is necessary to reduce the ownership cost of the vehicle. This paper develops an optimum component sizing algorithm for FCETs. The truck vehicle model was developed in Autonomie, a platform for modelling vehicle energy consumption and performance. The algorithm optimizes component sizes to minimize overall ownership cost, while ensuring that the FCET matches or exceeds the performance and cargo capacity of a conventional vehicle. Class 4 delivery truck and class 8 linehaul trucks are shown as examples. We estimate the ownership cost for various hydrogen costs, powertrain components, ownership periods, and annual vehicle miles travelled.
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## 1. Introduction

Automotive powertrains are being electrified to achieve lower emissions and higher fuel efficiency. Along with battery-powered trucks, fuel cell-powered electric trucks (FCETs) are a promising candidate to replace conventional vehicles [1]. Researches done in California have shown feasibility of this technology for certain types of medium- and heavy-duty trucks [2]. Interest in FCETs for medium-duty vocational trucks such as parcel or package delivery has increased. United Parcel Service (UPS) has unveiled its first prototype for a fuel cell-powered van, and FedEx Express has started delivery using FCETs, which in this case are fuel cell range extenders (FCRExs). FCRExs rely primarily on a battery for power and energy, and they carry a fuel cell to extend the range of the battery pack [3]. The range extender enables the vehicle to cover longer distances that would be difficult with the battery pack alone. In addition, the battery is also used as a buffer for high power and for collecting regenerative energy like a hybrid electric vehicle.

A great deal of work has been done on fuel cell electric vehicle (FCEV) control strategies to improve overall fuel efficiency. In [4], the authors proposed control strategies ruled by fuel cell power. Hames et al. [5] compared different control strategies. However, hybrid powertrains with two or more power sources should optimize powertrain component sizes before developing their energy management control strategy. Fuel efficiency and vehicle performance are always dependent on the sizes of vehicle components. Moreover, improper component sizes can increase vehicle cost, which makes the vehicle unattractive for the consumer to purchase. It is important to define the component
system. Fauvel et al. [6] and Kim et al. [7] proposed and validated component sizing processes for hybrid electric vehicle (HEV) powertrain configurations. Marcinkoski et al. [8] optimized component sizes to replace diesel trucks with FCETs while ensuring equivalent performance. Bendjedia et al. [9] presented a methodology to size the energy storage system for different batteries by considering weight, cost, and battery volume. Unlike the presented rule-based sizing processes, Lee [10] proposed a sizing process to minimize fuel consumption with an optimization algorithm to search for an optimum value. It is called POUNDERS (practical optimization using no derivatives for sums of squares), and was developed by Argonne National Laboratory [11]. Using this process, we focused on vehicle ownership costs, including the cost of fuel consumption. Eren et al. [12] sized FCEVs based on, but they did not consider costs that occur when a vehicle is purchased and is being used.

Consumers want to know how much a vehicle will cost throughout the period of ownership; knowing this will help them decide which vehicle to purchase because they know how much money they need to own, purchase, sustain, and operate each vehicle. Total cost of ownership (TCO) is all costs for these. TCO has been used for the estimation of market penetration and the market forecasting [13]. Some researchers have attempted to quantify this cost. The TCO varies in the definition. Mock et al. [14] specify a measure of relevant ownership cost (RCO). Simeu et al. [15] and Rousseau et al. [16] analyzed energy consumption and the costs of plug-in electric vehicles using RCO.

FCEVs use two different energy sources: a battery pack and a hydrogen tank. Properly sizing the fuel cell and the battery can reduce the overall cost of the vehicle while sustaining vehicle performance. The objective of component sizing is to help minimize the overall ownership cost of the FCEV. This paper seeks the optimal component size to minimize RCO for fuel cell hybrid vehicles. We use FCEV models developed in Autonomie and an optimization algorithm from POUNDERS to simulate and optimize a medium- and heavy-duty trucks. The paper is organized as follows. In Section 2, we review rules based on design assumptions from an earlier study. In Section 3, we propose a sizing process based on the cost of ownership and on performance. Sections 4 and 5 describe case studies for a class 4 delivery van and a class 8 linehaul truck, respectively. We analyzed how the sizing result that minimizes the ownership cost changes when some assumptions change. Finally, Section 6 provides a conclusion.

## 2. Rule-Based Design Process Assumptions

Here we review rule-based design logic from a prior study [8] for fuel cell-powered trucks. In the U.S. Department of Energy, all vehicles are classified based on the gross vehicle weight rating (GVWR), ranging from class 1 to class 8 [17]. We focus on a class 4 delivery van and a class 8 linehaul truck as shown in Table 1 for conventional vehicle simulations. Control algorithms and component sizes determine whether the vehicles are charge-sustaining or range-extended hybrids. There are two powertrain architectures. One is a battery-powered electric vehicle with a fuel cell range extender, called a FCREx. The other is a fuel cell-dominant system with a battery for peak acceleration events, which is known as a fuel cell hybrid electric vehicle (FCHEV). In FCRExs, the electric machine is sized to match baseline vehicle performance. The fuel cell meets the demands of continuous loads. The battery can assist on a road with a $6 \%$ grade for 18 km and is sized to drive $50 \%$ of daily driving range in electric vehicle (EV) mode, using only electric power. The hydrogen storage is sized to extend this range. The electric range assumption may not be optimum in this case, but it serves as the FCREx baseline for this analysis.

Table 1. Conventional vehicle simulations.

|  | Properties | Class 4 Delivery Van | Class 8 Linehaul Truck |
| :---: | :---: | :---: | :---: |
| Summary | Daily driving range | 321.9 km | 643.7 km |
|  | Baseline power | 149 kW | 336 kW |
|  | Cargo mass | 2395 kg | $19,908 \mathrm{~kg}$ |
|  | Cruising speed | $112.7 \mathrm{~km} / \mathrm{h}$ | $96.6 \mathrm{~km} / \mathrm{h}$ |
| Performance | $6 \%$ grade speed | $66.0 \mathrm{~km} / \mathrm{h}$ | $49.9 \mathrm{~km} / \mathrm{h}$ |
|  | $0-48 \mathrm{~km} / \mathrm{h}$ accel. time | 8.0 s | 17.1 s |
|  | $0-97 \mathrm{~km} / \mathrm{h}$ accel. time | 34.2 s | 61.1 s |

Likewise, FCHEVs are also evaluated for performance. Fuel cells are sized to meet continuous loads for cruise and grade. The electric machine is sized for performance. The battery is sized for both performance and regenerative braking. Hydrogen storage is sized to satisfy daily driving requirements. We see that this sizing approach results in fuel cell-powered trucks that can match or outperform conventional vehicles, with no sacrifices in payload. More information is found in [8]. One limitation of this study was that it did not consider the cost of building or operating the truck. In this paper, we propose an optimum sizing process for fuel cell-powered trucks that will minimize ownership cost while ensuring that performance goals are met.

## 3. Sizing Process Based on Cost of Ownership and Performance

### 3.1. Optimization Algorithm for Sizing Components

We used Autonomie to simulate the vehicle performance of a fuel cell-powered truck. Autonomie is a vehicle system simulation tool for the energy consumption and performance [18]. We optimized its onboard hydrogen storage and battery pack size to minimize the ownership costs. This ensures that all performance requirements are met within a $2 \%$ tolerance. Figure 1 shows a sizing process. Input variables to be optimized are hydrogen tank, battery capacity, and fuel cell power. When the three input variables change, the vehicle model developed performs the three-vehicle performance test while checking their constraints. Through the optimization process, the input parameters are modified using previous results. Then the feedback process runs until the algorithm finds the optimal value for the objective. It will find the tradeoff relationship between hydrogen storage and battery power. We propose optimization problem as follows:

$$
\begin{equation*}
\min _{r_{i}}\left\{r \operatorname{co}\left(r_{i}\right): l_{i} \leq r_{i} \leq u_{i}, c_{j}\left(r_{i}\right) \leq 0, i, j=1,2,3\right\}, \tag{1}
\end{equation*}
$$

where $r c o$ is the RCO. It is minimized over $r_{i}$ whose range is from lower limit $l_{i}$ to upper limit $u_{i}$. The value of $c_{j}$ represents the vehicle performance constraints. The subscript $i$ represents different components and the $j$ represents additional performance constraints.


Figure 1. Sizing process with vehicle simulation and POUNDERS (practical optimization using no derivatives for sums of squares).

We used the optimization algorithm for components as the POUNDERS. The POUNDERS is a derivative-free optimization to seek local solutions to a potentially multimodal problem, which is a bound-constrained augmented Lagrangian problem [10]:

$$
\begin{equation*}
\min _{r_{i}}\left\{h(r, s)=r c o(r)-\sum_{j \in J} \lambda_{j}\left(c_{j}(r)+s_{j}\right)+\frac{\mu}{2} \sum_{j \in J}\left(c_{j}(r)+s_{j}\right)^{2}: s \geq 0 ; 0 \leq r \leq u\right\} \tag{2}
\end{equation*}
$$

where $h$ is a cost function value, $s$ represents slack variables, $\lambda_{j}$ is an estimate of Lagrangian multipliers, and $\mu$ is the penalty parameter for the constraints. If the constraints are not satisfied, the slack variables increase the cost function value, $h$.

The optimization process is conducted based on Autonomie including the POUNDERS, which developed using MATLAB/Simulink. We update the component cost estimate depending on the component sizes, and define the cost function, performance tests and constraints, as explained further in more detail. The cost is calculated by running the performance tests for each vehicle according to the powertrain components. Because the vehicle weight is different and the component performances change themselves, different powertrain components can affect the vehicle performances through the optimization process. Although the algorithm is one objective optimization, it is difficult to optimize powertrain components because each constraint of the vehicle performance has its own objective. The process optimizes the component sizes to minimize the cost, while ensuring the performance. In this study, the process iterates more 31 times, sufficient to find an optimal value.

### 3.2. Relevant Cost of Ownership

RCO is the net present cost to own and operate the vehicle. It includes the investment cost with the purchase price and any fees, taxes, and incentive or disincentives. It also includes all operating costs, maintenance costs, and a resale or residual value. The following equation is a way to calculate the RCO. For more detail, see reference [16]:

$$
\begin{equation*}
r c o=\operatorname{cost}_{i n v}+\operatorname{cost}_{p v_{-} e n e r g y}+\operatorname{cost}_{p v_{-} m a i n t}+\operatorname{cost}_{p v_{-} b a t t_{-} r e p l a c e}-\operatorname{cost}_{\text {residual }} \tag{3}
\end{equation*}
$$

where $\operatorname{cost}_{i n v}$ is total investment cost for purchase, initial registration, home electric vehicle service equipment, and vehicle incentive. The cost pv_energy value is the present value energy cost while considering vehicle fuel efficiency and the current costs of fossil fuel and hydrogen. The cost pr_maint is the present value of maintenance costs, repairs, and so on. The $\operatorname{cost}_{p v_{-} \text {batt_replace }}$ is the present cost of battery replacement. The cost residual is the residual value of function with initial cost, the vehicle's annual vehicle miles travelled (VMT), and a discount rate. Purchase price and fuel (or energy) costs are the primary variables for RCO. All other factors are either constants or a function of the purchase price.

We assume that the depreciation is $5 \%$, and vehicle life is 15 years. We assume that the ownership period is 5 years but the actual value will depend on class and vocation. The Federal Highway Administration states that the average delivery truck travels an average of $21,108 \mathrm{~km}$ annually [19]. We assume that VMT is $22,531 \mathrm{~km}$ for class 4 . However, class 8 drives more, so we assume $160,934 \mathrm{~km}$ per year.

To calculate the energy cost, we assume that the fuel price is $\$ 3$ per gallon and the hydrogen price is $\$ 4$ or $\$ 12$ per gasoline gallon equivalent (gge). We estimate the manufacturing cost based on component costs, which is based on 2017 FCTO/VTO Benefit Analysis Assumptions [20]. The purchase price is set at 1.5 times the cost of manufacturing. Battery cost is estimated using energy and power, which is $\$ 243$ per kilowatt-hour $(\mathrm{kWh})$ and $\$ 20$ per watt $(\mathrm{W})$. The fuel cell system is calculated using simplified cost calculations based on the peak efficiency of the stack and weight ratio for the tank. The values are based on the assumptions used for the Fiscal Year 2016 fuel cell technology analysis [21]. The cost of the fuel cell tank is estimated to be $\$ 595$ per kilogram of usable hydrogen at a $4.4 \%$ storage weight ratio. We estimate that the cost of the fuel cell system is $\$ 50.69$ per kilowatt ( kW ) at $59.5 \%$ efficiency.

Component size also affects vehicle weight, which affects specific power. We assume that the specific power of the fuel cell system is $659 \mathrm{~W} / \mathrm{kg}[22,23]$. Motor specific power is 1.9 kW per kilogram $(\mathrm{kW} / \mathrm{kg})$, based on U.S. Department of Energy (DOE) estimates [24].

### 3.3. Optimization Conditions and Vehicle Performance Requirements

There are three performance requirements by checking the car's driving range with all provided energy, an acceleration time, and a final vehicle speed on a specific grade. The car's range should be higher than 241 km on Air Resources Board (ARB) Transient cycle used by the U.S. Environmental Protection Agency (EPA) for class 4 vehicles. Likewise, the driving range for class 8 linehaul truck is 483 km at EPA's $105 \mathrm{~km} / \mathrm{h}$ rating because the truck drives more highway over long distances. Next, the acceleration time includes the period from stationary to $97 \mathrm{~km} / \mathrm{h}$; this may be lower than 34 s for class 4 and 64 s for class 8 . In the grade speed test, the vehicle runs on a road with a $6 \%$ grade; the end speed should be $66 \mathrm{~km} / \mathrm{h}$ and $48 \mathrm{~km} / \mathrm{h}$ for class 4 and class 8 , respectively, which is an approximation for the Davis Dam test [25].

## 4. Case Study 1: Optimizing a Class 4 Delivery Van

### 4.1. Fuel Cell Range Extenders

The first type of truck we decided to target is a medium-duty or class 4 pickup or delivery van. It has a cargo mass of 2800 kg , just like the conventional baseline. As mentioned above, FCREx is battery-dominant and similar to a series hybrid electric vehicle that uses a fuel cell instead of an internal combustion engine. Figure 2 shows the configuration of the FCEV in Autonomie. This fuel cell connects to the battery for charging. As the battery becomes fully charged, an electric motor runs the vehicle using electrical energy. When it runs on the electrical energy and uses hydrogen with the fuel cell system while its battery sustains a certain charge state, this is called charge sustaining mode. FCRExs often use power from both the battery and the fuel cell when they need the large amounts of wheel power demanded for energy management control strategies. Table 2 shows vehicle
specifications. We do not expect much change in fuel cell power or motor power, because the vehicle should still meet all performance requirements.


Figure 2. Configuration of fuel cell electric vehicle (FCEV) in Autonomie.
Table 2. Vehicle specifications of a class 4 van and class 8 line haul truck.

| Medium <br> Duty | Vehicle <br> Mass | Frontal <br> Area | Drag <br> Coefficient | Electric <br> Motor | Fuel Cell <br> Power | Battery <br> Type | Battery <br> Energy | On Board $\mathbf{H}_{\mathbf{2}}$ <br> Storage |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Class 4 | 7317 kg | $7.50 \mathrm{~m}^{2}$ | 0.70 | 211 kW | 100 kW | Li-ion | 59 kWh | 4 kg |
| Class 8 | $41,723 \mathrm{~kg}$ | $10 \mathrm{~m}^{2}$ | 0.55 | 870 kW | 340 kW | Li-ion | 770 kWh | 46.4 kg |

Above all, the optimization technique needs to be verified against parameter sweeps for the test cases. For example, there are class 4 FCREx optimization results. The optimization is 4 times faster than parameter sweeps and yields better results. Figure $3 \mathrm{a}, \mathrm{b}$ show feasible points for grade and range tests, respectively. Figure 3c shows sums the feasible ranges of Figure 3a,b. The right square magnified shows the related results. Blue circles are feasible points and red crosses are surrounding points. Red and blue stars are the estimated and POUNDERS results, respectively. Squares are POUNDERS tracking points. Each number next to a point is an RCO value. Some variables do not coincide exactly with the optimal value because the POUNDERS results can be one of the local optimums. We found the estimated optimal value by using the minimum value from the fixed grid data, which can reveal the optimal battery capacity, hydrogen mass, and fuel cell power. However, the estimated value missed the optimal point because of low resolution, 7 by 7 . The lowest RCO is located on the left side and bottom of Figure 3c. Therefore, the bottom left values within the feasible section are optimal, closer to the POUNDERS result. If the resolution for the estimated results rise to explore more points the current estimate did not identify, the new optimal point may be closer to the POUNDERS result. POUNDER uses fewer iterations and smaller step sizes to arrive at a better solution.


Figure 3. Feasible values of (a) range and (b) grade for 100 kW of fuel cell power, and (c) relevant ownership cost (RCO) results for the estimate and POUNDERS.

Optimized FCRExs have component size that are similar to FCHEVs, as shown in Figure 4. The FCREx can have the same hydrogen tank as FCHEV, but the different driving strategies of both vehicles increase the FCREx battery to achieve the same performance as FCHEV. Table 3 summaries optimization results and compares them with rule-based component sizes. There is tradeoff between fuel mass and battery capacity. The optimized vehicle has lower battery capacity and higher hydrogen mass. Some performance results are lower than those for the rule-based sizing, but they still meet performance requirements. The $0-97 \mathrm{~km} / \mathrm{h}$ acceleration time increases, but it is still better than that of the conventional vehicle. Grade speed drops, because the battery is no longer assisting the fuel cell during grades. The total vehicle mass remains largely unchanged, although there is a small reduction of 76 kg . These results are independent of fuel cell cost, because fuel cell power remains the same in both cases. In this case, 100 kW of power is necessary to cruise at highway speeds. Therefore, the fuel cell cannot be further downsized.


Figure 4. Summary of optimized hydrogen tank and battery pack for class 4 fuel cell vehicles; the \#1 case assumes a hydrogen cost of $\$ 4 /$ gge (gasoline gallon equivalent) and \#2 assumes a hydrogen cost of $\$ 12 / \mathrm{gge}$.

Table 3. Comparison between the rule-based and optimized results. FCREx: fuel cell range extenders.

| Vehicle Type | Fuel Mass | Battery <br> Capacity | Fuel Cell <br> Power | RCO | Acc. Time | Range | Grade <br> Speed |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| FCREx rule-based | 4.0 kg | 58.7 kWh | 100.0 kW | $\$ 79,588$ | 17.3 s | 237.2 km | $74.7 \mathrm{~km} / \mathrm{h}$ |
| FCREx optimized | 6.2 kg | 3.6 kWh | 101.5 kW | $\$ 60,586$ | 21.9 s | 241.4 km | $64.2 \mathrm{~km} / \mathrm{h}$ |
| Difference | $55.0 \%$ | $-93.9 \%$ | $1.5 \%$ | $-23.9 \%$ | $26.6 \%$ | $1.8 \%$ | $-14.0 \%$ |

In addition, the optimum solution changes as hydrogen cost increases. We assume $\$ 12$ per gge of hydrogen, not $\$ 4$ per gge. Table 4 shows the optimized results, comparing hydrogen costs of $\$ 4$ and $\$ 12$. We observe larger battery capacity and reduced hydrogen fuel use as hydrogen cost increases. Figure 5 shows the RCOs for different hydrogen costs. The manufacturing cost rises with a larger battery and the energy cost increases. The RCO increased by about $\$ 20,000$ because of the increased energy cost. The overall component design remains fuel cell dominant.

Table 4. Optimized results according to hydrogen price.

| $\mathbf{H}_{\mathbf{2}}$ Cost | Fuel Mass | Battery Capacity | Fuel Cell Power | RCO | Range |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\$ 4$ | 6.217 kg | 3.649 kWh | 101.5 kW | $\$ 60,586$ | 241.4 km |
| $\$ 12$ | 6.095 kg | 4.447 kWh | 101.2 kW | $\$ 80,231$ | 241.2 km |
| Difference | $-2.0 \%$ | $21.9 \%$ | $-0.3 \%$ | $33.4 \%$ | $-0.1 \%$ |



Figure 5. Comparison of relevant cost of ownership (RCO) according to hydrogen cost.

### 4.2. Fuel Cell Hybrid Electric Vehicles

For a class 4 truck, the FCHEV is optimized to minimize its RCO. When we optimize components, the fuel cell power increases more than that of an FCREx. Because an FCHEV battery has less specific energy than that an FCREx, an FCHEV has a smaller capacity but its mass is higher. Therefore, an FCHEV needs more fuel cell power to reach the same performance as an FCREx. Figure 4 summarizes the optimal fuel tank and battery pack for an FCHEV and an FCREx. Specifically, optimizing battery size for FCHEV is important. Using the rule-based process in Section 2, the battery is sized for maximum regenerative braking. This helps improve overall vehicle fuel economy. Otherwise, optimization to minimize RCO shows that a $38 \%$ smaller battery is a better choice. This results in higher fuel consumption and higher operating cost. A smaller battery pack reduces fuel economy in the vehicle optimized for ownership cost. Table 5 shows how battery pack size affects fuel economy. Figure 6a shows battery power operating points and the optimized reduced operating range. Figure $6 b, c$ are motor power and fuel cell power, respectively. The optimized battery reduces regenerative braking torque. Motor size remains unchanged due to performance requirements. As mentioned above, in the rule-based results, the battery is sized to maximize regenerative braking. In the optimized design, however, only the RCO value is considered for component sizing. By optimizing FCHEV components, the fuel mass and battery capacity decrease and the fuel cell power increases while satisfying vehicle performances. Although both processes ensure the same performance, the optimized design reduces RCO. Optimization strikes the right balance between higher initial cost and
higher operating cost. A large battery results in higher initial cost but increases fuel economy through additional regenerative braking. A small battery results in higher operating costs but reduces initial cost because the smaller battery is less expensive.

Table 5. Comparison of results for rule-based and optimized FCHEVs.

| FCHEV | Rule-Based | Optimized |
| :---: | :---: | :---: |
| Fuel economy gasoline equivalent | $10.7 \mathrm{~km} / \mathrm{L}$ | $10.4 \mathrm{~km} / \mathrm{L}$ |
| Percent regenerative braking at battery | $74.1 \%$ | $63.0 \%$ |
| Battery capacity | 2.85 kWh | 1.76 kWh |



Figure 6. Simulation results for rule-based and optimized FCHEVs: (a) battery power operating points, (b) motor power, and (c) fuel cell power.

When the ownership period and hydrogen cost increase, the optimum solution also changes Next we consider an ownership period of 10 years and a hydrogen cost of $\$ 12$ per gge. Table 6 summarizes the results for an FCHEV. Fuel economy increases in importance due to the higher cost of fuel, making a larger battery feasible. This gets closer to the battery size necessary to minimize fuel consumption. The optimization led to a $0.7 \%$ drop in fuel economy, reducing the RCO by about $\$ 1,000$. The optimum solution is sensitive to ownership periods and hydrogen cost assumptions. We compare both rule-based and optimized RCOs for class 4 trucks, as shown in Figure 7. Case \#1 results when the ownership period is 5 years and the hydrogen cost is $\$ 4 /$ gge. Case $\# 2$ results when the ownership period is 10 years and the hydrogen cost is $\$ 12 /$ gge. All other assumptions remain the same. In this case, the optimized FCREx is cheaper than the optimized FCHEV by about $\$ 800$. When the hydrogen cost is $\$ 4$ over a 5-year ownership period, FCHEV and FCREx RCOs decrease by $1.8 \%$ and $24.2 \%$, respectively. On the other hand, when the hydrogen cost is $\$ 12$ over a 10 -year ownership period, FCHEV and FCREx RCOs decrease by $0.5 \%$ and $9.4 \%$, respectively. Infrastructure cost is not considered in this analysis. There is no cost assigned to downtime associated with charging.

Table 6. Summary of results for class 4 fuel cell hybrid electric vehicle (FCHEV) with various assumptions.

| FCHEV | Rule-Based |  | Optimized \#1 | Optimized \#2 |
| :---: | :---: | :---: | :---: | :---: |
| Ownership period | 5 years | 10 years | 5 years | 10 years |
| $\mathrm{H}_{2}$ cost | \$4/gge | \$12/gge | \$4/gge | \$12/gge |
| $\mathrm{H}_{2}$ mass | 6.60 kg |  | 6.34 kg | 6.10 kg |
| Battery capacity | 2.9 kWh |  | 1.8 kWh | 2.35 kWh |
| Fuel economy gasoline equivalent | 10.7 km/L |  | 10.4 km/L | 10.6 km/L |
| RCO | \$62,486 | \$118,588 | \$61,364 | \$117,969 |



Figure 7. Comparison of relevant cost of ownership (RCO) for class 4 delivery van.

## 5. Case Study 2: Optimizing a Class 8 Linehaul Truck

Likewise, for a class 4 delivery van, we apply the optimum sizing process to FCREx and FCHEV class 8 linehaul trucks. The truck requires 483 km of range, less than 64 s of acceleration time, and 48 $\mathrm{km} / \mathrm{h}$ of grade speed. For a class 8 linehaul truck, we modify this assumption: its VMT is $160,934 \mathrm{~km}$ per year and the fuel cell cost is $\$ 200$ per kW . A class 8 linehaul truck usually operates on the highway, so we simulate it on an EPA 65 driving cycle. Vehicle specifications appear in Table 2. Its objective is also to minimize RCO.

When components are optimized, an FCHEV is cheaper than an FCREx. The optimized FCREx relies primarily on onboard hydrogen storage. Table 7 summarizes the results for a class 8 linehaul truck. Figure 8 compares hydrogen mass and battery capacity sizes for an FCHEV and an FCREx. Battery size decreases from 770 kWh to 24 kWh , and the vehicle runs mostly in charge sustaining mode. Arbitrarily sizing the battery power to supply half the daily driving is not optimum. Fuel cell power and hydrogen storage compensates for the reduction in battery size. The fuel cell power and hydrogen storage increase by 50 kW and 22 kg , respectively. FCHEV sizing remains largely unchanged from the rule-based approach. The result chose a slightly smaller fuel cell and battery. This is likely because the optimization utilized the $2 \%$ tolerance allowed in grade speed and acceleration.

Table 7. Summary of optimization results for a class 8 linehaul truck driving 482.8 km .

| Vehicle Type | Fuel Mass | Battery <br> Capacity | Fuel Cell <br> Power | RCO | Acc. Time | Range | Grade <br> Speed |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| FCHEV initial | 60.0 kg | 4.56 kWh | 391.3 kW | $\$ 848 \mathrm{k}$ | 45.2 s | 483.6 km | $49.9 \mathrm{~km} / \mathrm{h}$ |
| FCHEV optimized | 60.2 kg | 3.03 kWh | 369.7 kW | $\$ 836 \mathrm{k}$ | 40.5 s | 483.9 km | $47.8 \mathrm{~km} / \mathrm{h}$ |
| FCREx initial | 43.0 kg | 770 kWh | 340.0 kW | $\$ 1469 \mathrm{k}$ | 30.6 s | 482.8 km | $51.5 \mathrm{~km} / \mathrm{h}$ |
| FCREx optimized | 65.3 kg | 24.2 kWh | 391.0 kW | $\$ 904 \mathrm{k}$ | 25.2 s | 486.5 km | $48.0 \mathrm{~km} / \mathrm{h}$ |



Figure 8. Summary of optimized hydrogen tank and battery pack for class 8 fuel cell vehicles.
The optimized FCREx has larger hydrogen tank than that of the optimized FCHEV. As the weight of the powertrain components increases, the optimization to satisfy the performances increases hydrogen tank as well as battery. The increased battery capacity increases the weight, and then the hydrogen tank also increases to cover longer distance.

The RCOs of class 8 linehaul trucks are compared in the rule-based technique and optimized as shown in Figure 9. A fuel cell-dominant hybrid is the most economical design choice for a class 8 linehaul fuel cell truck. The present value of costs is almost as high as the purchase price. This indicates that this design solution depends on VMT, energy cost, and duration of ownership. An FCHEV has the lower fuel cost in this case.


Figure 9. Comparison of relevant cost of ownership (RCO) for a class 8 linehaul truck.
For longer distance class 8 linehaul trucks, we changed the optimization objective to 644 km . We assume that the cost of hydrogen increases to $\$ 12$ per gge. Onboard hydrogen storage increases by optimizing components. Table 8 summarizes the results. Hydrogen storage increases by 20 kg for 161 km . It needs more fuel cell power to sustain both grade speed and acceleration performance. FCREx sizing increases fuel cell power by about 50 kW and FCHEV sizing also increases fuel cell power by 10 kW to compensate for the loss in battery power. EPA 65 may not offer many opportunities for regenerative braking either. The impact of battery size on fuel economy is not very prominent.

Table 8. Optimization results for a class 8 linehaul truck driving 643.7 km .

| Vehicle Type | Fuel Mass | Battery <br> Capacity | Fuel Cell <br> Power | RCO | Acc. Time | Range | Grade <br> Speed |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| FCHEV optimized | 80.7 kg | 3.02 kWh | 377.6 kW | $\$ 1565 \mathrm{k}$ | 40.6 s | 643.9 km | $48.0 \mathrm{~km} / \mathrm{h}$ |
| FCREx optimized | 85.8 kg | 17.5 kWh | 440.0 kW | $\$ 1683 \mathrm{k}$ | 27.6 s | 643.6 km | $53.6 \mathrm{~km} / \mathrm{h}$ |

We add the RCO obtained by optimizing a class 8 linehaul truck for 644 km to Figures 7 and 8 . In a longer-range case, a fuel cell-dominant hybrid is also the most economical design for a class 8 linehaul truck. Higher hydrogen costs result that the present value of total fuel costs is more than twice the vehicle purchase price.

## 6. Conclusions

The optimum component size for an FCREx depends on the cost of hydrogen and the powertrain components, the length of the ownership period, and VMT. Optimum component sizing for an FCHEV is less sensitive to these factors. The optimum design for an FCREx relies primarily on onboard hydrogen storage for energy. The proposed sizing process finds economically optimum design solutions for fuel cell vehicles while ensuring that there is no tradeoff in performance. For class 4 delivery trucks, optimized FCRExs and FCHEVs have comparable component sizes and RCO estimates. The FCREx ownership costs is slightly less than that of FCHEV by $1.3 \%$. For a class 8 linehaul truck, the RCO of an FCHEV is $7.5 \%$ lower than that of an FCREx design. The energy cost may be equal to the initial cost. Therefore, a higher hydrogen cost could affect the solution. In this study, we do not consider the cost associated with infrastructure or downtime for charging. They need to be factored in later when comparing the RCOs of different powertrains. We expect that the proposed sizing process will use representative real-world cycles for sizing and cost estimates and for linking fuel cell cost to the power and operating conditions of load levels, duration, and so on.
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#### Abstract

With regard to the best electro-chemical efficiency of an active direct methanol fuel cell (DMFC), the stacks and their balance of plant (BOP) are complex to build and operate. The yield of making the large-scale stacks is difficult to improve. Therefore, a portable power station made of multiple simpler planar type stack modules with only appropriate semi-active BOPs was developed. A planar stack and its miniature BOP components are integrated into a semi-active DMFC stack module for easy production, assembly, and operation. An improved energy management system is designed to control multiple DMFC stack modules in parallel to enhance its power-generation capacity and stability so that the portability, environmental tolerance, and long-term durability become comparable to that of the active systems. A prototype of the power station was tested for 3600 h in an actual outdoor environment through winter and summer. Its performance and maintenance events are analyzed to validate its stability and durability. Throughout the test, it maintained the daily average of 3.3 W power generation with peak output driving capability of 12 W suitable for Internet of Things (IoT) applications.


Keywords: direct methanol fuel cell; multi stacks; portable power; energy management system; Internet of Things; long-term; in-field test

## 1. Introduction

Developing intelligent services to cover remote areas, Internet of Things (IoT) networks need to be deployed in places such as farms, forest, outlying islands, infrastructure piping, etc., where there is no electricity power grid. Acquiring power supply has always been a problem. Thus, this has led to demands for long-term reliable power supplies [1]. Secondary batteries are commonly used on IoT equipment. However, due to limited energy storage, connection to a power source for charging is still necessary for long operations. In addition to engine-driven generators, two types of power sources, namely, the energy-harvesting sources [2-5] and fuel cells (FCs) [6,7], can be used to charge. When installing energy-harvesting device, we need to consider the availability of the natural energy source and location suitability. Moreover, to meet steady demand, large enough capacity of the secondary batteries is needed to buffer the inherently uncontrollable variations in the natural energy resource [8-10]. Therefore, these power supplies are difficult to be portable. On the other hand, FCs demonstrate stable power generation needing relatively low battery buffering capacity. They can be installed quickly with the ability to work for a long time.

The FCs generate power by electrochemical reactions of different fuel types in different reaction modes. These are: polymer electrolyte fuel cell (PEMFC), direct methanol fuel cell (DMFC), direct formic acid fuel cell (DFAFC), direct ethanol fuel cell (DEFC), and solid oxide fuel cell (SOFC) [11-13]. Using liquid fuel, a DMFC has a higher fuel volume energy density so that the system is lightweight, easy to replenish, safe, and can be operated at room temperature. Therefore, DMFCs are suitable candidates portable power supplies for emergency deployments and IoT applications [14-16].

Facilitating an optimal environment for efficient electrochemical reactions, the balance of plant (BOP) of a DMFC can be an aggressive active type or a sub-optimal passive type. A passive DMFC maintains balance during electrochemical reactions without external forces. The architecture is simple. However, its electro-chemical efficiency is sensitive to the environment, the power generation is unstable, and the system durability is poor $[17,18]$. In an active DMFC, BOP components are installed to regulate the conditions for optimal reactions so that high power generation efficiency, stability, environmental tolerance, and long-term durability can be maximized for marketability. Therefore, the majority of DMFC products on the market are the active type [19]. Nevertheless, active DMFCs are disadvantaged by the complexity of the stack assembly process [20], the excessive number of BOP components, and complex in-system piping. Therefore, active DMFCs have low manufacturing yield, are difficult to miniaturize, and difficult to repair [21,22]. To ensure optimal operating conditions, the complexity of an active DMFC system is necessary. On the other hand, for simplicity, the passive DMFCs may be stable for only limited power output and operation time. However, for portability and long-term power generation reliability, a marketable semi-active DMFC design needs to be weighed between complexity and optimization. To address the complexity shortcomings of the active DMFCs, modularization would be one of the primary solutions. Additionally, several studies on the modularization of FCs, including stack modular design, combination of multiple stack modules, and control management of multiple stack modules have been proposed [23-27].

While a modularized stack can be individually installed, put in operation and serviced conveniently, there are great advantages to having multiple stack modules functioning collectively to increase power capacity, and to enhance the durability with added redundancies. Following this strategy, a novel architecture and control of the DMFC power station is developed with specifications suitable for IoT applications. Simplifying the system architecture, the functionalities of BOP components in the active DMFCs were reviewed. Only the necessary components were miniaturized and integrated onto the passive DMFC to form a compact semi-active DMFC stack module. The mechanism of a power station was reworked with much simplified wiring and piping to accept convenient multi-stack module plug-ins and to be operated collectively by one energy management system (EMS). Space for a larger fuel tank can, therefore, be made available for a longer period before refueling.

Although managing the fuel, heat and water of a DMFC for efficiency and durability is complicated and difficult compared with other types of FC [22,28], integrating controls of the electromechanical system with the EMS to accommodate the load demand can make improvements. Simultaneous controls of the limited BOP components in multiple DMFC stacks can maintain proper operating conditions of the semi-active DMFC power station effectively such that its environmental tolerance, endurance, and power generation stability of the system can approach that of an active DMFC. In verifying our new design, long-term evaluation of the system performance, the regulation of operating conditions by the BOP components, and the changes in stack characteristics is essential [29,30]. Therefore, a prototype of our power station was tested for 3600 h in actual outdoor environments throughout winter and summer under different weathers, temperatures, and humidity to verify its suitability for IoT applications in the field.

## 2. Design of a Modular Semi-Active Direct Methanol Fuel Cell (DMFC) Power Station

A DMFC power station contains two major systems. One is the DMFC stack system for electrochemical reactions, and the other is the EMS to control the reaction conditions and energy balance.

### 2.1. DMFC Stack System

The DMFC stack system consists of a fuel-cell stack, BOP components and piping for air or liquid delivery. The DMFC stack is the core for the electrochemical reaction, and the BOP components assist in maintaining appropriate reaction conditions, supplying appropriate amount of reactants, and discharging by-products.

Figure 1 is a comparison of the BOP components in an active and our semi-active DMFC stack system. The whole block diagram represents an active system architecture, while the semi-active system consists of only a fuel tank plus the members encircled by the red dashed line. All four members enclosed in the dashed line can be constructed using only miniaturized components such that the complex active DMFC stack system can be slimmed down to a compact stack module. In addition, the semi-active DMFC stack module is made of only two separate sets of planar stack and flow field plates without the need for precise channel alignment and pressurized spacing, thereby greatly reducing the production difficulties. With a sufficient air contact area, an air blower instead of an air pump is enough and one piezoelectric dosing pump is enough to supply fuel. Thus, miniature BOPs can be integrated into the stack module.


Figure 1. Comparing full balance of plant (BOP) components in an active direct methanol fuel cell (DMFC) stack system with that of a semi-active system marked in red, where a DMFC stack module is enclosed by the red dashed line.

Simplifying the active architecture, the semi-active stack module does not have active temperature, humidity control, fuel buffer tank, nor check valve, therefore, supporting measures are needed. The feedback control on the fuel-supplying dosing pump was implemented to compensate the influence of changing the fuel level height on the flow rate. Fuel tank was relocated below the DMFC stack modules to prevent leakage due to either gravity or pressure imbalances. Due to the passive water recovery mechanism, the air supply flow rate was reduced and the reaction temperature was also decreased from the electrochemical optimum of $75^{\circ} \mathrm{C}$ to $45^{\circ} \mathrm{C}$ to reduce excessive water evaporative loss.

Figure 2 shows the photo of the semi-active DMFC stack module proposed. The stack module has a sandwich structure, with planar DMFC stacks on both sides with the metal electrodes protruding on the top. The flow field plate is in the middle with two air blowers on the right edge blowing air supplying oxygen. The fuel dosing pump is mounted at the lower right corner with an inlet connected to the fuel tank through a hose. It has membrane electrode assembly (MEA) of $61.6 \mathrm{~cm}^{2}, 8$ cells series,
operating at 2.8 V to generate 1 W nominally. Its dimension is $120 \times 60 \times 15 \mathrm{~mm}^{3}$ and it weighs less than 200 g .


Figure 2. Semi-active DMFC stack module.

### 2.2. Energy Management System (EMS)

Figure 3 is the functional block diagram of the semi-active DMFC power station. The DMFC stack system is located on the top consisting of a fuel tank and a set of four DMFC stack modules. The lower half is the function block diagram of the EMS controlling the collective operating conditions and status report communication.


Figure 3. Semi-active DMFC power station functional block diagram.
The EMS has a system handler at the core of the multiple sets of FC reaction controller. FC reaction controllers coordinate the BOPs in the stack modules to work, while the FC voltage regulators keep the modules properly loaded to maintain the electrochemical reactions and manage the energy storage into the battery. The switches between the stack modules and the regulator determine the operating mode of the corresponding module, whether it is offline for maintenance or online in parallel power generation. Li-ion batteries act as energy buffer between generation and output demand. The output voltage regulator serves the output demand. There is a core supervisor monitoring the status of the batteries to control the inhibition of the power generation and the output power drive so that batteries are protected from over charge or discharge.

When DMFC stacks are activated, they can be switched online and offline independently, and their working voltages and currents can change rapidly as a variable energy source. In order to have their electricity output connected in parallel for stable power generation, the dynamic energy management control is designed to maintain the stability of their reaction voltages to the setpoint $V_{s p}$ by the FC voltage regulator. Given the characteristics of the MEA, the generator current estimator estimates $I_{e s}$ as the target current to draw from stacks. It also adjusts the current estimate based on the error between the present FC voltage $V_{F C}$ and the setpoint voltage $V_{s p}$ so that $V_{F C}$ converges to $V_{s p}$. In the inner loop, the current feedback controller measures the actual output current $I_{o}$ and quickly adjusts the direct current to direct current ( $\mathrm{DC} / \mathrm{DC}$ ) converter so that $I_{o}$ tracks $I_{e s}$. Meanwhile, all electricity generated, namely $I_{o}$ drawn from the stack, gets pumped into the battery for storage.

The right side of Figure 4 shows the output voltage regulator taking energy from the Li-ion battery to drive the output demand. Wherein, the output converter is a boost DC/DC converter controlled by the system handler. When enabled, it draws from the battery voltage to drive the output voltage. The output would be turned off when disabled to prevent over drawing on the batteries. An eFuse module which prevents excessive output current and reversed current against load variation improves the reliability of the power station.


Figure 4. The fuel-cell (FC) voltage regulator and the output voltage regulator block diagram.
The electrochemical reaction conditions of the DMFC stack modules are maintained by their individual BOPs under the coordinated control of the FC reaction controller as shown in Figure 5a. The reaction voltage calculator determines the appropriate stack reaction voltage setpoint $V_{s p}$, based on the ambient conditions, the stack temperature and the characteristics of the DMFC stack module, for the FC voltage regulator to follow. The fuel supply calculator determines the fuel consumption to control the dosing pumps to replenish according to the sensor-less approach equation, Equation (1). Assuming only a portion of the fuel consumed by the DMFC stack module is effectively converted into electricity $I_{F C}$ and the rest is the temperature dependent crossover, thus derived the fuel consumption estimator according to sensing measurements.

$$
\begin{equation*}
S=K_{T} \int_{0}^{\Delta t} I_{F C} \cdot d t+K_{c} \cdot \Delta t \tag{1}
\end{equation*}
$$

where $S$ is the total fuel consumption over a given period $\Delta t, K_{T}$ is the fuel consumption coefficient resulting in effective power generation represented by the DMFC output current $I_{F C}$, and $K_{c}$ is the fuel consumption rate resulting in the crossover. Both $K_{T}$ and $K_{c}$ coefficients are determined from the MEA size, the stack module characteristics, and the ambient temperature. The backbone of the controls is to maintain the proper heat generation for temperature management. The fuel consumption
is estimated by Equation (1) to determine the appropriate fuel supply to maintain, to increase, or to decrease current operating temperature.


Figure 5. (a) Functional block diagram of an FC reaction controller; (b) the state machine of the FC process controller.

Figure 5 b illustrates the state machine of the FC process controller explaining the logic behind the controls. When the power station is turned on, it first enters the idle state. When the enable signal is triggered, it enters the initial state that the controller controls the fuel supply and stack voltages to increase the stack temperature progressively. When the initial process ends, the state enters the normal operation state. If it yields an abnormal result, then the process enters the recovery state. In the normal operation state, the stack module continues to generate power, perform self-tests, and periodically switches to the activation state. If an error occurs, then the process switches to the recovery state. When the disable command is received, it switches to the shutdown state for safe turn off. While operating in the recovery state, the process attempts to resolve the stack problem. If it succeeds, the controller returns to the initial state to restart or the controller enters the fail state to stop any operations on this stack. In the activation state, the process blocks the stack current, stops supplying oxygen and waits 60 s . Afterwards, the controller returns to normal operation to generate electricity again. This process refreshes the MEAs, the reaction efficiency of which deteriorated after long usage.

The system handler of the EMS sets the system operating modes according to the commands received from the communication as well as the Li-ion battery voltage monitored. The power output is disabled when the battery voltage is less than 3.5 V , and it will be reactivated only until the voltage exceeds 3.7 V . The station power generating is enabled when the battery voltage falls below 3.8 V and will be disabled when the charged voltage rises above 4.1 V . The overall power balance of whole DMFC power station is described by Equation (2)

$$
\begin{equation*}
P_{B A T}=P_{F C} \cdot \eta_{\text {Reg }}-P_{\text {Load }} \cdot D_{\text {Load }}-P_{E M S} \tag{2}
\end{equation*}
$$

where $P_{B A T}$ denotes the power charging the batteries, $P_{F C}$ is the total FC power generation, $\eta_{\text {Reg }}$ is the efficiency of the FC voltage regulator, $P_{\text {Load }}$ is the power station output power to the external load, $D_{\text {Load }}$ is the working duty of the external load, and $P_{E M S}$ is the power consumption of EMS. With the battery buffering and the output voltage regulator, $P_{\text {Load }}$ is designed up to 12 W exceeding $P_{F C}$ and to be suitable to drive IoT applications.

### 2.3. DMFC Power Station

Figure 6a shows the front view of the portable DMFC power station. Its dimension is $26 \times 22 \times 22 \mathrm{~cm}^{3}$, and it weighs approximately 2 kg . A fuel injection port is located at the left of the front cover, a heat sink was attached on the right side cover, and vent holes were provided on the top and side for good air circulation.

Figure 6b shows the rear view of the inside. A 4 L fuel tank approximately half of the height of the power station was placed at the bottom providing 1.5 to 2 kWh energy generation capacity to last longer than 20 days of continuous operation. DMFC stack module sockets to accept four stack modules were placed on the upper left side. The number of modules to be plugged in can be determined by the power demand of the targeted application. The EMS control board is located on the upper right. The Li-ion batteries are placed at the right front of the fuel tank. The installation and replacement of the DMFC stack modules are simple and quick, connecting the dosing pump to the fuel tank with a hose, plugging electronic signal and power cables into the corresponding EMS sockets, and it is done. The power station is easy to assemble, to maintain, and portable. We conducted a long-term field test to demonstrate its feasibility for IoT applications in outdoor environments.


Figure 6. Portable DMFC power station. (a) Front view; (b) rear view internal configuration

## 3. Experimental Setup

To verify the viability for field applications, the ability of long-term stable electric power generation in a real outdoor environment is a key issue. The experimental test was performed over half a year, beginning in winter and ending in summer, thus covering a variety of weather conditions with wide temperature and humidity variations. From the test, the degradation of components was assessed, and the controls, the fueling, and the maintenance strategies was further refined.

Figure 7a depicts the experimental environment and instrument configuration. The power station was placed in a small outdoor rain-proof cabinet on the roof of a building to simulate an actual field environment. A supervising personal computer was placed indoors for remote status check and data logging. Figure 7 b shows the inside of the cabinet where the power station was placed in the test and the dummy load acting as its power demand. Throughout the test, supervising the system for debugging as well as validation purposes, the data recorded are the voltage, current, temperature of the stack modules, the Li-ion battery, the outdoor ambient, and the inside of the cabinet. The performance data were accumulated to one sample per minute for analysis.


Figure 7. DMFC power station experiment setup. (a) Outside view; (b) inside view.
To test the power station to its full capacity, with 4 stack modules installed, the power generating capability is 3 to 4 W . To guarantee continuous electricity generation at full power for shortening test time, a 10 W thermoelectric cooler was selected as the dummy load. Therefore, $P_{\text {Load }}$ was set to 10 W and $D_{\text {Load }}$ was set to 1 in the power balance Equation (2), and the battery voltage varied between 3.5 V to 3.7 V due to the EMS over-drainage protection.

## 4. Results and Discussion

The full 3600 h of long-term outdoor power generation test data are shown in Figure 8. The figure shows the history of temperatures, the variations of stack power generations, and the maintenance events.


Figure 8. Long-term power-generation test data in an actual outdoor environment.

### 4.1. Temperature

The temperature outdoors and that inside of the cabinet is shown in green and blue respectively. The temperature inside can be higher by as much as $10-15^{\circ} \mathrm{C}$ due to direct sunlight and self-heating by the power station. In the winter, the outdoor temperature fell below $10^{\circ} \mathrm{C}$, while it was always higher than $20^{\circ} \mathrm{C}$ inside with the power station in operation except for a short time from a cold start. In the summer, the maximum outdoor temperature reached $40^{\circ} \mathrm{C}$ while it rose to $50^{\circ} \mathrm{C}$ inside the cabinet.

### 4.2. Power

The four thin lines in brown, red-orange, yellow-orange, and yellow, at the bottom of Figure 8 represent the power generation of the four stacks, respectively. The power fell to zero periodically as the power generation was suspended for the stack refreshing in the activation state. The theoretical optimal power generation of a single stack was approximately 1 W , and the actual power generation decreased when the reaction temperature deviated to either side from the optimal.

The thin line in red depicts the total power generated, while its 24 -h daily moving average is shown by the dark red dotted line. The total power generated reached 4 W at the beginning then decreased gradually down to less than 3 W after hour 1600 when the weather warmed up. In order to compensate for the evaporation of water at high summer temperature, the methanol concentration was reduced to $80 v / v \%$ after hour 2006 from the pure methanol for the winter. The power generation recovered to 3.3 W throughout the rest of the experiment.

### 4.3. Maintenance

In Figure 8, the sudden changes in the daily power average represented an abnormal event of the power station and they are marked by event numbers in chronological order. Event at hour 55 $(\mathbf{D})$, the power station suffered a shutdown due to initial wiring mistake. Normal operation resumed after correction. Events at hour 497 ((2), hour 1602 (3), and hour 2280 (©) were shutdowns caused by exhaustion of fuel. The power station resumed operation after replenishment. At hour 2006 (4), the fuel concentration was changed for the summer. Event at hour 3165 (6) was the first failure when the rusted buckle of dosing pump 2 broke and the deteriorated dosing pump 4 was also replaced. The power station resumed power generation after maintenance. After hour 3581 (才) the characteristics of 4th stack became abnormal, and the rest of the stacks became flooded and failed subsequently. The power station stopped its operation and concluded the long-term test after hour 3628.

### 4.4. Failure Analysis

Investigating the episodes resulting in the final failure, Figure 9 zooms in on the records of the four stacks in the range of hour 3581 to 3631 . The frames show the voltages, the power generation, and the temperature from top to bottom. The figure shows a normal operation initially in which the power outputs from the stacks were all approximately 1 W , the voltages were controlled at 2.8 V , and the stack temperatures were rising above $55^{\circ} \mathrm{C}$ as the ambient temperature rose.

The failure event started to develop at 3582 h into the experiment when the power generation and, thus, also the temperature, of the 4th stack on one side of the station, as shown in yellow, became lower than other stacks. The 4th stack was cut off and shut down because an abnormality was determined by the EMS at hour $3589(\mathbf{(})$ and its voltage peaked briefly and dropped gradually to zero followed by its temperature reaching $7{ }^{\circ} \mathrm{C}$ lower than others. It started to sink heat from the others. After hour 3591, the power of the 2nd stack, shown in red-orange, began to oscillate and become frail even though the ambient temperature fell back. At hour 3600 ((2), the 2nd stack got cut off, and stopped generating power causing temperature drops. Since it is sandwiched by the still normal and heat generating stacks 1 and 3, its temperature did not decrease as much as the 4th stack. The power of the 1 st stack also became frail, as shown in brown, until it stopped at hour 3606 (3). At this time, the power generation of the 3rd stack, shown in orange, briefly increased to compensate for the over-cooling temperature, and then finally diminished. At hour 3621 (4), the researcher came to check and restarted the power station. Although the 1st and 2nd stacks could still be restarted, their powers quickly failed again. The EMS determined that the system could not operate anymore at hour 3628 (©) and stopped. Based on this final episode, from the first stack power failure to the total shutdown took about 32 h . With multiple stack modules in the system, the redundancies enhanced durability and provided lead time to call for maintenances.


Figure 9. High-resolution experimental record from 3581 to 3631 h.
A forensic engineering study was carried out on the failed stack modules, and the final failure was caused by the aging of MEAs. The degradation of electrochemical efficiency leads to increasing fuel demand at the targeted operating condition beyond MEA capability and successively causing damage by flooding.

### 4.5. Fault Management

Analyzing the episode of the aforementioned failure events for causes and effects, the design and control logics can be refined for better durability. In the final failure, it commenced when a stack had an abnormality and was turned off, whereby the abnormal stack stopped generating power and started sinking the heat from other stacks causing the EMS to make wrongful judgments that led to other flooding failures successively. While the logic of the aggressive fault tolerant auto-recovery feature is still under development, a conservative fault-management strategy could be preferred during the verification to reduce the risk of chained faults. In the case of any stack failure, just shut down the station, and send a notification of abnormality for forensic investigation, maintenance, and improvements.

### 4.6. Discussion

The long-term performance of our system was determined from the test record, which is compared with other DMFC systems reported in the literature as shown in Table 1.

In designing the power driving capability, although our semi-active DMFC with 4 stack modules has only rated 4 W , we added Li-ion battery buffering as well as an output regulator to boost intermittent load-driving capability to 12 W . With 12 W , it can drive high-power sensors, actuators, or a wireless device for radio communications. Therefore, the design is suitable for IoT applications. Due to the simplified components and piping, our effective system volume-based energy density reached a comparable $152 \mathrm{~Wh} / \mathrm{L}$ despite a low $10 \%$ electrochemical conversion efficiency and low fuel volume-based energy density of $500 \mathrm{~Wh} / \mathrm{L}$. Moreover, due to mechanical compactness in exchange for a larger fuel tank while maintaining portability, 480 h of operating time between refueling is more than 3 times that of other systems under persistent full power demand.

Table 1. Performance specifications of the DMFC generating systems reported in the literature [19,31].

|  | Generating <br> Power | System <br> Volume-Based <br> Energy | Fuel <br> Volume-Based <br> Energy | Conversion <br> Efficiency | Cartridge Volume <br> and Generating <br> Time |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Motorola Lab [32] | 2 W | $155 \mathrm{~Wh} / \mathrm{L}$ | $956 \mathrm{~Wh} / \mathrm{L}$ | $20 \%$ | 48 h with 200 cc <br> methanol |
| LG Chem [33] | 25 W | $250 \mathrm{~Wh} / \mathrm{L}$ | $1250 \mathrm{~Wh} / \mathrm{L}$ | $26 \%$ | 10 h with 200 cc <br> methanol |
| Toshiba [34] | 1 W | $143 \mathrm{~Wh} / \mathrm{L}$ | $800 \mathrm{~Wh} / \mathrm{L}$ | $16 \%$ | 20 h with 25 cc <br> methanol |
| SFC EFOY <br> COMFORT 80i [35] <br> Our system | 40 W | $163 \mathrm{~Wh} / \mathrm{L}{ }^{1}$ | $1100 \mathrm{~Wh} / \mathrm{L}$ | $22 \%$ | 137.5 h with 5 L <br> methanol <br> (output 12 W$)$ |

${ }^{1}$ Consider with M5 fuel cartridge.

This system demonstrated a stable average power generation above 3.3 W throughout the 3600 h of test. With semi-active controls, adjusting the methanol concentration from pure to $80 \mathrm{v} / \mathrm{v} \%$ helped to improve the power-generation efficiency in hot summer. For the long run, operating characteristics could be updated to reflect the deterioration, or the geometric thermal conditions, so that premature flooding can be avoided and the life can be further extended. To increase power capacity, enlarging the stack for a larger reaction area, increasing the number of stack modules, and improving the reaction efficiency and stability by further optimizing the thermal balance controls are all possible. While increasing the volume energy density for portability, the space utilization of the system can be further polished.

## 5. Conclusions

A novel portable DMFC power station has been developed for long-term field IoT applications with modularized semi-active stacks and mechatronic controls. Its configuration and controls are introduced in detail. The architecture of the active DMFC stack system was simplified to solve the problems of low manufacturing yield and high maintenance difficulties of active systems. Meanwhile, the EMS was redesigned to achieve coordinated controls on multi semi-active DMFC stack modules to increase configuration flexibility and power capability while overcoming the instability of the passive systems.

The prototype of the power station was tested for 3600 h operation in an actual outdoor environment throughout winter and summer with the ambient temperature ranging from $10^{\circ} \mathrm{C}$ to $40^{\circ} \mathrm{C}$ and a variety of weather conditions to verify its in-field feasibility and reliability. The causes of the 3 faults were discovered and resolved fundamentally. Therefore, the power station is proven to have long-term outdoor weather endurance, stable power generation, high system volume-based energy density, and easy portability. It is also enhanced with Li-ion batteries buffering and an output regulator to provide an intermittent high-power output drive. Therefore, it is feasible and marketable for remote mobile IoT applications.
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#### Abstract

This study performs energetic and exergetic comparisons between the steam methane reforming and steam methanol reforming technologies combined with HT-PEMFC and a carbon capture/liquefaction system for use in hydrogen-fueled ships. The required space for the primary fuel and captured/liquefied $\mathrm{CO}_{2}$ and the fuel cost have also been investigated to find the more advantageous system for ship application. For the comparison, the steam methane reforming-based system fed by LNG and the steam methanol reforming-based system fed by methanol have been modeled in an Aspen HYSYS environment. All the simulations have been conducted at a fixed $W_{\text {net, electrical }}(475 \mathrm{~kW})$ to meet the average shaft power of the reference ship. Results show that at the base condition, the energy and exergy efficiencies of the methanol-based system are $7.99 \%$ and $1.89 \%$ higher than those of the methane-based system, respectively. The cogeneration efficiency of the methane-based system is $7.13 \%$ higher than that of the methanol-based system. The comparison of space for fuel and $\mathrm{CO}_{2}$ storage reveals that the methanol-based system requires a space 1.1 times larger than that of the methane-based system for the total voyage time, although the methanol-based system has higher electrical efficiency. In addition, the methanol-based system has a fuel cost 2.2 times higher than that of the methane-based system to generate 475 kW net of electricity for the total voyage time.


Keywords: steam methane reforming; steam methanol reforming; electrical efficiency; exergy efficiency; LNG

## 1. Introduction

The International Maritime Organization assessed that international shipping accounted for about $2.2 \%$ of total carbon dioxide emissions in 2012, which is approximately 796 million tonnes of $\mathrm{CO}_{2}$, and forecasted that this amount will increase between $50 \%$ and $250 \%$ in the period to 2050 under a business-as-usual scenario [1]. However, when the Paris Agreement on climate change mitigation was adopted in 2015 to deal with the global-warming concerns, shipping was not included [2]. Instead, in April 2018, the IMO established a strategy to reduce the total amount of annual greenhouse gas (GHG) emissions from shipping by at least $50 \%$ by 2050 compared to 2008 [3]. To achieve this, several technical and operational measures that improve energy efficiency and reduce $\mathrm{CO}_{2}$ emissions in the shipping industry should be introduced, such as increasing energy efficiency of engines, adopting waste heat recovery systems, improving the hull form, implementing speed reduction and alternative
sea routes [4]. In addition to the above measures, using different propulsion systems, such as fuel cells, are also considered possible alternatives [5]. Hydrogen fuel cells emit no direct GHGs, but the emissions generated during hydrogen production should be considered. The emissions from hydrogen production are highly dependent on feedstock and primary energy sources [6]. In the shipping industry, fuel cell power generation can eliminate NOx, Sox, and particulate material (PM) emissions, and reduce $\mathrm{CO}_{2}$ emission compared to emissions from conventional diesel engines [2]. The advantage of fuel cells for maritime applications is the reduction of noise, vibrations, and infra-red signatures, along with their modular and flexible design, water generation, etc., although they may be application specific [5]. Seven fuel cell types were evaluated from the perspectives of relative cost, module power level, lifetime, tolerance for cycling, flexibility towards type of fuel, technological maturity, size, sensitivity to fuel impurities, emissions, safety, and efficiency. As a result of the evaluation, the low temperature proton exchange membrane (PEM) fuel cell and the high temperature PEM fuel cell (HT-PEMFC) received, respectively, the first and second highest score in the ranking, and this implied that those technologies are the most promising for marine use [7]. An LT-PEMFC has relatively higher power density than an HT-PEMFC; however, the HT-PEMFC has several other advantages [8]. The operating temperature of LT-PEMFCs is between 50 and $90^{\circ} \mathrm{C}$ and that for HT-PEMFCs is between 120 and $200^{\circ} \mathrm{C}$. The lower operational temperature of LT-PEMFCs results in limited tolerance to fuel impurities such as sulfur and carbon monoxide (CO), which reduce its performance drastically. To be specific, LT-PEMFCs require fuels containing less than 30 ppm of CO and less than 1 ppm of sulfur, whereas HT-PEMFCs can work with concentrations of up to $3 \%$ of CO and 20 ppm of sulfur in the fuel without permanent degradation [7]. This higher tolerance to impurities of HT-PEMFC makes it possible to develop a simpler fuel reforming system [8]. Additionally, the water management of HT-PEMFCs is easier because the water produced in the fuel cell is in vapor, and the waste heat from HT-PEMFCs can be recovered and used for steam or hot water generation [9].

Since the gravimetric energy density of hydrogen is approximately $120 \mathrm{MJ} / \mathrm{kg}$, 2.47 times higher than natural gas and 2.8 times higher than diesel, hydrogen provides higher gravimetric energy than other fossil fuels. However, volumetric energy density of liquid hydrogen is approximately $8.51 \mathrm{GJ} / \mathrm{m}^{3}$, which corresponds to $40.8 \%$ of natural gas and $23.7 \%$ of diesel [10]. The lower volumetric energy density could be a drawback for some vessels in those applications that cannot support a large volume of storage or higher frequency of refueling [11]. To overcome this, several maritime fuel cell studies have considered on-board reforming of methane and methanol to hydrogen, although the applied fuel cell types are different [5,12-20]. This is because methane and methanol stored at liquid state have higher volumetric energy density than hydrogen [10], and the operation expenditure (OPEX) can be reduced owing to the lower price of both fuels compared to that of hydrogen. In addition, the bunkering infrastructure for methane and methanol is not an issue, unlike that for hydrogen. The bunkering infrastructure for methane (namely LNG) is rapidly expanding, and that for methanol requires minimal modification from the existing conventional infrastructure [5,12].

There are several technologies for reforming carbon-based fuels to hydrogen, which include steam reforming, partial oxidation, and auto-thermal steam reforming. Among these processes, steam reforming provides higher efficiency, higher production yield, and lower rate of side reactions [21].

Steam methane reforming is one of the most proven and commercially available technologies for hydrogen production [22], and at present, $80 \%$ to $85 \%$ of global hydrogen production is derived via this technology $[23,24]$. Steam methane reforming technology has been widely investigated from the energy and exergy efficiency and economic and environmental perspectives in the past decades.

Simpson et al. evaluated the performance of steam methane reforming system using an exergy analysis. The results revealed that irreversibility of chemical reactions results in the largest amount of exergy destruction, and exergy loss through the exhaust gas stream was significant. Results of a parametric study show that the highest exergy efficiencies of $62.73 \%$ was achieved at operating temperatures of 974 K . The highest exergy efficiencies of $62.85 \%$ was attained at an operating pressure of 6.8 atm . The effect of steam carbon ratio ( $\mathrm{S} / \mathrm{C}$ ratio) was also investigated, and the result revealed
that the highest efficiencies were achieved at an S/C ratio of approximately 3.2 [23]. Welaya et al. evaluated the partial oxidation and steam reforming process to convert a carbon-based marine fuel, such as natural gas, gasoline, and diesel, into hydrogen-rich gases suitable for application to the PEMFCs on board ships. Among several options evaluated, the natural gas steam reforming system showed the highest fuel processing efficiency [14]. Authayanun et al. investigated the theoretical performance of an HT-PEMFC integrated with the steam reformer using various primary fuels, i.e., methane, methanol, ethanol, and glycerol. Results revealed that for the steam methane reforming, CO fraction lower than the acceptable limit for the HT-PEMFC can be attained with higher S/C ratios and lower temperature. For S/C ratios (3-6), operating temperature lower than 1000 K should be maintained in order to keep the CO fraction at an acceptable level for an HT-PEMFC or a water-gas shift (WGS) reactor should be included. Steam methanol reforming produces the lowest CO fraction among the studied fuels and can be directly fed to the HT-PEMFC for all of the studied cases (S/C ratio: $1-3$, reformer temperature: 423-523 K). The steam methanol reforming system without a WGS reactor and steam methane reforming with a WGS reactor achieved the highest system efficiency, approximately $50 \%$, among several options in the study [25]. Nerem et al. evaluated hydrogen, LNG, or methanol as PEMFC fuel on a cruise vessel, based on the space required on board, environmental impact, and life cycle cost (LCC) aspects. An external reformer other than hydrogen fuel was considered. Results show that the LNG system requires the smallest dimensions, whereas hydrogen and methanol require equal dimensions. From the perspective of environmental impact, LNG is a better solution than methanol for use in fuel cells. Further, LNG achieved the lowest LCC, 1.10 times higher than heavy fuel oil (HFO), while hydrogen and methanol are 1.14 and 1.15 times more expensive than HFO [12]. Arsalis et al. evaluated a micro combined heat and power system integrated with HT-PEMFC and steam methane reformer. They reported that the cogeneration and electrical efficiencies of the system are $55.46 \%$ and $27.62 \%$, respectively [26].

Methanol is an advantageous fuel for mobile fuel cell applications since it has low boiling temperature ( $65^{\circ} \mathrm{C}$ ). Therefore, it can be stored in a liquid state at atmospheric pressure and normal environment temperature, unlike liquefied methane $\left(-163^{\circ} \mathrm{C}\right)$ [27,28]. In addition, as no carbon-carbon bond exists, methanol can be converted to hydrogen at lower temperature ( $150-350^{\circ} \mathrm{C}$ ) than other carbon-based fuels, and it can be activated at lower temperature than methane [28]. With these advantages, methanol steam reforming has been widely developed. Faungnawakij et al. has investigated the effect of varying $\mathrm{S} / \mathrm{C}$ ratio ( $0-10$ ), reforming temperatures $\left(25-1000^{\circ} \mathrm{C}\right.$ ), and pressures ( $0.5-3 \mathrm{~atm}$ ) on the steam methanol reforming process. Results show that the optimized operating condition based on efficiency was the temperature range of $100-225^{\circ} \mathrm{C}, \mathrm{S} / \mathrm{C}$ range of $1.5-3$, and pressure at 1 atm . In addition, an operating temperature higher than approximately $150^{\circ} \mathrm{C}$ and operating pressure varying from 0.5 to 3 atm did not affect the methanol conversion and hydrogen yield [21]. Herdem et al. modeled the methanol steam reforming system to produce power using a HT-PEMFC for portable power generation and examined performance variation of the HT-PEMFC with varying composition of reformate gas. The result reveals that lower $\mathrm{S} / \mathrm{C}$ ratio and higher reforming temperature increase CO mole fraction in the reformed gas. However, higher fuel cell temperatures decrease the effect of CO mole fraction on the HT-PEMFC performance [27]. Mousavi Ehteshami and Chan analyzed the steam reforming of methanol, ethanol, and diesel in a technical and economical point of view. It was found that steam methanol reforming showed the easy conversion and the highest energy efficiency. Therefore, methanol is considered to be one of the promising fuels for hydrogen production by using steam reforming. However, the model used in the study did not take into account heat recovery and heat integration in the system. Therefore, it is possible that the efficiencies of fuels with higher reforming temperature than methanol can be increased when heat recovery and integration are applied [29]. Romero-Pascual and Soler investigated an HT-PEMFC-based CHP system integrated with a methanol steam reformer. The result reveals that $24 \%$ of system power efficiency and a CHP efficiency over $87 \%$ were achieved [9]. Table 1 summarizes the simulation parameters about steam methane and steam methanol reforming system from other works.

Table 1. Simulation parameters about steam methane and steam methanol reforming from the open literature.

| Ref. | Primary Fuels | S/C Ratio | $\mathrm{P}_{\text {ref }}>$ (Bar) | $\mathrm{T}_{\text {ref }}>\left({ }^{\circ} \mathrm{C}\right)$ | Notes |
| :---: | :---: | :---: | :---: | :---: | :---: |
| [23] |  | 3.2 | 10 | 700 | Purpose of paper was to evaluate performance of hydrogen production via steam methane reforming. |
| [30] | Methane | 4 | 25 | 900 | Steam methane reforming system was modeled and reformer in simulation was developed using a Gibbs equilibrium model in Aspen Plus. For $\mathrm{CO}_{2}$ capture, MEA scrubbing process was applied as black box model. |
| [31] |  | 3 | 1 | 700 | Steam methane reforming system integrated with HT-PEMFC was simulated and performance was evaluated by exergy analysis. |
| [32] |  | 1.2 | - | 350 | Steam methanol reforming system integrated with PEMFC was simulated and performance was evaluated by exergy analysis. |
| [33] | Methanol | 1.5 | 3.8 | 260 | Steam methanol reforming system was experimented and the obtained results were used for simulation of power train integrated system. |
| [34] |  | 1-2 | - | 240-300 | Steam methanol reforming system integrated with HT-PEMFC was simulated. Parametric study with varying $S / C$ ratio, $T_{\text {ref }}$, reformate composition, etc. were implemented. |

Although steam reforming of methane and methanol on board ships offers several advantages as aforementioned, $\mathrm{CO}_{2}$ emission will be unavoidable because these are carbon-based fuels [15]. One of the future options for carbon-based fuels could be to install carbon capture and storage (CCS) systems on board ships [2]. If hydrogen production by reforming a carbon-based fuel is applied on board ships, the resulting $\mathrm{CO}_{2}$ can be captured by using a CCS , and then the produced hydrogen can be considered as a zero-emission fuel at the ship level [2]. The use of CCSs on board ships was investigated in an Eurostar project. On-board chemical capture, $\mathrm{CO}_{2}$ liquefaction, and a temporary storage system for ships were developed. The result shows that the concept is technically feasible and capable and can reduce $\mathrm{CO}_{2}$ emissions by $65 \%$ [35].

There are several technologies for $\mathrm{CO}_{2}$ capture in hydrogen production, which include adsorption, absorption, use of membranes, and cryogenic/low temperature processes [36,37]. Among them, the absorption process using monoethanolamine (MEA) is the most mature and promising process for $\mathrm{CO}_{2}$ capture $[38,39]$. Many authors have presented hydrogen production processes associated with the MEA absorption process [30,40,41]. The MEA absorption process comprises two major stages: Absorption of $\mathrm{CO}_{2}$ in the absorber and desorption of $\mathrm{CO}_{2}$ in the stripper to regenerate the amine solvent. One of the drawbacks of this process is the large amount of heat required to regenerate the amine solvent [42,43]. Typically, regeneration occurs at an elevated temperature $\left(100-140^{\circ} \mathrm{C}\right)$ and pressure not much higher than the atmospheric $[38,44,45]$. The heat required for regeneration is supplied to the re-boiler by a separate steam cycle [43].

The challenge in the marine environment is the handling and storage of any captured $\mathrm{CO}_{2}$. Storage of $\mathrm{CO}_{2}$ in gaseous form requires a huge space, whereas the storage of $\mathrm{CO}_{2}$ in liquid form requires a large amount of power consumption for its liquefaction. Considering the limited space of the vessel, the captured $\mathrm{CO}_{2}$ should be stored in a liquid form even if the energy consumption for liquefaction is high. The pressure and temperature of the liquid $\mathrm{CO}_{2}$ for storage should be higher than the triple-point pressure ( 5.2 bar ) and lower than the critical-point temperature $\left(31^{\circ} \mathrm{C}\right)$. In the published reports, the pressure of liquid $\mathrm{CO}_{2}$ for shipping is mainly in the range from 6 to 20 bar, and in this range of pressure the temperature varies form -52 to $-20^{\circ} \mathrm{C}$ [46]. Feenstra et al. conducted a technical and economic evaluation of ship-based carbon capture on diesel or LNG fueled ships. For the LNG fueled ships, the cooling energy from evaporation of the LNG was used for liquefying the captured $\mathrm{CO}_{2}$. For diesel fueled ships, the ammonia-based refrigeration cycle was used for liquefaction of $\mathrm{CO}_{2}$ [47]. Berstad et al. evaluated the energy consumption and $\mathrm{CO}_{2}$ liquefaction ratio for $\mathrm{CO}_{2}$ phase separation from the flue gas. The result reveals that the specific power consumption and $\mathrm{CO}_{2}$ liquefaction ratio are significantly affected by $\mathrm{CO}_{2}$ concentration in flue gas. To maximize the $\mathrm{CO}_{2}$ capture ratio by liquefaction, the concentration of gases other than $\mathrm{CO}_{2}$ in the flue gas should be minimum and pressure should be as high as practically possible [48].

The authors of this study consider that to achieve zero emission from shipping alternative fuels such as green hydrogen from renewable energy should be applied. However, the storage volume for hydrogen, lack of infrastructure for hydrogen bunkering, and high cost of hydrogen, among other factors, are challenging at the current level of technology. Therefore, on-board methane and methanol steam reforming with $\mathrm{CO}_{2}$ capture could be one of the transition solutions.

Therefore, in this study, we present on-board methane and methanol steam reforming systems integrated with an HT-PEMFC system for power generation, along with a $\mathrm{CO}_{2}$ capture/liquefaction system for storage of the captured $\mathrm{CO}_{2}$ on board. The performance of the integrated systems was evaluated through an exergy and energy analysis. In addition, the spaces required for the captured $\mathrm{CO}_{2}$ and primary fuel storage were also compared. Those evaluations were carried out for a reference ship. The following features distinguish this study from previous works:
(1) Steam reforming, HT-PEMFC, and $\mathrm{CO}_{2}$ capture/liquefaction systems are simultaneously considered. Heat integration and recovery were implemented for practical comparison. Excess heat from the HT-PEMFC and steam reforming system were used in the $\mathrm{CO}_{2}$ capture system.
(2) For the steam methane reforming-based system, liquefied natural gas (LNG) was used as primary fuel because it is the most cost effective for ship storage of natural gas and has been well proved in LNG fueled-ship applications.
(3) For $\mathrm{CO}_{2}$ liquefaction, the steam methane reforming-based system used the cold energy of LNG, whereas the steam methanol reforming-based system has a separate refrigeration cycle.

The main objectives of this study are as follows:
(1) To develop methane and methanol steam reforming systems combined with HT-PEMFC and $\mathrm{CO}_{2}$ capture/liquefaction systems suitable for the reference ship.
(2) To carry out exergy and energy analyses for the developed integrated systems to assess the energy efficiency, exergy efficiency, and exergy destruction of components within each system.
(3) To evaluate the overall fuel cost and overall space required for storage of the liquefied $\mathrm{CO}_{2}$ and primary fuels.
(4) To carry out parametric studies with varying operating conditions, such as the $\mathrm{S} / \mathrm{C}$ ratio, operating temperature of the reforming process, and $\mathrm{CO}_{2}$ capture ratio.

## 2. System Description

### 2.1. Reference Ship Description

A general cargo ship with main engine power of 3800 kW is chosen as the reference ship for integrating the steam reforming, HT-PEMFC and $\mathrm{CO}_{2}$ capture/liquefaction systems. Although the operational engine load depends on the ship design, in general, it can be much smaller than the engine total capacity [48]. Therefore, in this study, the systems are designed based on the average shaft power. This approach allows a more precise evaluation of the amount of $\mathrm{CO}_{2}$ emissions and energy consumption for $\mathrm{CO}_{2}$ capture/liquefaction on board. To calculate the average shaft power, a load factor that indicates the fraction of power needed by the engine to navigate at the average speed was calculated by using the average and maximum speeds. The product of load factor and total installed engine power (MCR) provides the average shaft power. The formulas for load factor and average shaft power are presented in the equations below. The detailed specifications of the reference ship, including the calculated load factor and average shaft power, are presented in Table 2 [49].

$$
\begin{gather*}
\text { Load factor }=\left(\frac{\text { Average Speed }}{\text { Max Speed }}\right)^{3}  \tag{1}\\
\text { Average shaft power }[\mathrm{kW}]=\text { Load factor } \cdot \mathrm{MCR}[\mathrm{~kW}] \tag{2}
\end{gather*}
$$

In the present study, for simplicity of system design, we only considered the power required for propulsion excluding other hotel powers.

Table 2. Specification of the reference ship.

| Specifications | Values |
| :---: | :---: |
| Type | General Cargo |
| Overall length | 120 m |
| Beam | 13 m |
| Deadweight | 3000 tonnage |
| Main engine power | 3800 kW |
| Maximum speed | 14 knots |
| Average speed | 7 knots |
| Total voyage time | 209 h |
| Load factor | 0.125 |
| Average shaft power | 475 kW |

### 2.2. Description of Steam Methane Reforming-Based System

Figure 1 shows the block diagram of the steam methane reforming system combined with HT-PEMFC and CCS on board ships. The integrated system consists of six main unit/systems: Reformer for producing reformate gas, combustor for providing heat to reformer, WGS reactor for conversion of CO to $\mathrm{CO}_{2}$, HT-PEMFC for power generation, $\mathrm{CO}_{2}$ capture unit, and $\mathrm{CO}_{2}$ liquefaction system for storage.


Figure 1. Block diagram of steam methane reforming-based system.
Natural gas is normally used as feedstock for steam methane reforming and it normally contains small amounts of sulfur compounds, which must be removed to avoid contamination of the catalyst in the reformer and low temperature shift reactor [50]. However, in the proposed system, LNG was considered as feedstock for reforming. As an industry practice, prior to liquefaction, natural gas is further treated to remove sulfur compounds along with water and any residual $\mathrm{CO}_{2}$ to avoid freezing [51]. Therefore, a desulfurization unit was not included in this study. As shown in Figure 2, liquefied from an on-board storage tank is pumped and vaporized by heat exchange with the captured $\mathrm{CO}_{2}$ in HEX-1. Then, the vaporized $\mathrm{CH}_{4}$ is divided into two streams: One as feedstock for reforming (stream F4), the other as fuel for the combustor (stream F7). The $\mathrm{CH}_{4}$ used as feedstock is mixed with high temperature steam (stream W3) and further preheated by heat exchange with the reformate gas stream from the reformer at HEX-2. Then, the steam methane mixture (stream F6) is supplied to the reformer, where the reforming reaction occurs as expressed in Equations (4) and (5), and converted to $\mathrm{H}_{2}, \mathrm{CO}$, and $\mathrm{CO}_{2}$. The steam methane reforming reaction is highly endothermic; therefore, a large amount of heat must be supplied by the combustor by burning supplemental methane as fuel and by burning off-gas (mostly unreacted $\mathrm{CH}_{4}$ and unused $\mathrm{H}_{2}$ ) from the fuel cell. The operating temperature
and pressure for the steam methane reformer in this model were set as $700^{\circ} \mathrm{C}$ and 3 bar, respectively. The steam to carbon molar ratio $(\mathrm{S} / \mathrm{C})$ of 3:1 was applied to avoid coke formation.

$$
\begin{align*}
& \mathrm{CH}_{4}+\mathrm{H}_{2} \mathrm{O}=\mathrm{CO}+3 \mathrm{H}_{2} \quad \Delta \mathrm{H}_{298}=206.3 \mathrm{kJmol}^{-1}  \tag{3}\\
& \mathrm{CH}_{4}+2 \mathrm{H}_{2} \mathrm{O}=\mathrm{CO}_{2}+4 \mathrm{H}_{2} \quad \Delta \mathrm{H}_{298}=165 \mathrm{kJmol}^{-1} \tag{4}
\end{align*}
$$

The reformate gas exiting HEX-2 (stream R2) is further used to preheat air entering to the combustor, and then enters the WGS reactor. The WGS reaction is moderately exothermic and it converts undesired CO in reformate gas to $\mathrm{CO}_{2}$ and $\mathrm{H}_{2}$, as shown in Equation (6). The WGS reactor is modeled as a single stage, and the reaction occurs at $250^{\circ} \mathrm{C}$. The heat produced during the WGS reaction is used for steam generation.

$$
\begin{equation*}
\mathrm{CO}+\mathrm{H}_{2} \mathrm{O}=\mathrm{CO}_{2}+\mathrm{H}_{2} \quad \Delta \mathrm{H}_{298}=-41 \mathrm{kJmol}^{-1} \tag{5}
\end{equation*}
$$



Figure 2. Process flow diagram for steam methane reforming-based system.
The reformate gas leaving the WGS rector (stream R4), which has an acceptable level of CO content ( $<1 \%$ ) for the HT-PEMFC, is firstly cooled down to $160^{\circ} \mathrm{C}$ and then supplied to the anode side of the HT-PEMFC. Dry air is supplied to the cathode side and used for the fuel cell reaction, converting the chemical energy of hydrogen to electricity. Unreacted hydrogen is supplied to the combustor for heat generation. The exhaust gas from the combustor preheats the water supplied to the reformer and then is cooled down to $40^{\circ} \mathrm{C}$ when exiting Cooler-1. After removing the condensed water at Sep-1, the exhaust gas stream (E4) enters the post combustion $\mathrm{CO}_{2}$ capture unit using aqueous MEA as solvent. As large quantities of heat are required to regenerate the solvent within the MEA $\mathrm{CO}_{2}$ capture process, the fractions of heat produced from the WGS reactor, HT-PEMFC, and HEX-4 are supplied to the $\mathrm{CO}_{2}$ capture unit. The MEA $\mathrm{CO}_{2}$ capture unit is modeled as a "black box" in the present study. The detailed explanation for the black box model of the MEA process is provided
in the next section. Then, the captured $\mathrm{CO}_{2}$ is compressed to 7 bar by two stage compressors with cooling in between and then partially liquefied by heat exchange with the LNG feedstock at HEX-1. The liquefied $\mathrm{CO}_{2}$ is separated in Sep-2 and stored at 7 bar, $-48.5^{\circ} \mathrm{C}$ in a temporary tank on board the ship. Noteworthy, although $\mathrm{CO}_{2}$ capture by using low temperature and vapor-liquid phase separation could be advantageous from the perspective of $\mathrm{CO}_{2}$ liquefaction, the capture ratio is significantly affected by concentration of other gases. Therefore, in this study, the MEA $\mathrm{CO}_{2}$ capture unit and $\mathrm{CO}_{2}$ liquefaction system are modeled separately.

### 2.3. Description of Steam Methanol Reforming-Based System

Figure 3 shows the block diagram of the steam methanol reforming system combined with HT-PEMFC and CCS on board a ship. The integrated system consists of five main unit/sub-systems: Reformer for producing reformate gas, combustor for providing heat to the reformer, HT-PEMFC for power generation, $\mathrm{CO}_{2}$ capture unit, and $\mathrm{CO}_{2}$ liquefaction system for storage. Unlike the steam methane reforming system, the WGS reactor is not added because the hydrogen rich gas produced in steam methanol reforming includes CO contents tolerable to the HT-PEMFC in this study.


Figure 3. Block diagram of steam methanol reforming-based system.
As shown in Figure 4, methanol and water are mixed at $25^{\circ} \mathrm{C}$. The water and methanol mixture is preheated by the steam generated at the HT-PEMFC at HEX-1 and further vaporized by the reformate gas stream (stream R1) from the reformer at HEX-2. Then, $\mathrm{H}_{2}$ rich reformate gas is produced in the reformer. The main reactions that take place in the reformer are as follows [52]:

$$
\begin{gather*}
\mathrm{CH}_{3} \mathrm{OH}+\mathrm{H}_{2} \mathrm{O}=\mathrm{CO}_{2}+3 \mathrm{H}_{2} \quad \Delta \mathrm{H}_{298}=+49.7 \mathrm{kJmol}^{-1}  \tag{6}\\
\mathrm{CO}+\mathrm{H}_{2} \mathrm{O}=\mathrm{CO}_{2}+\mathrm{H}_{2} \quad \Delta \mathrm{H}_{298}=-41 \mathrm{kJmol}^{-1}  \tag{7}\\
\mathrm{CH}_{3} \mathrm{OH}=\mathrm{CO}+2 \mathrm{H}_{2} \quad \Delta \mathrm{H}_{298}=+90.7 \mathrm{kJmol}^{-1} \tag{8}
\end{gather*}
$$

Equation (6) represents the steam methanol reforming reaction, Equation (7) represents the water gas shift reaction, and Equation (8) represents the methanol decomposition reaction. Only the WGS reaction is exothermic and the other two are endothermic. The operating temperature and pressure for the steam methanol reformer in this model are $200^{\circ} \mathrm{C}$ and 3 bar, respectively. A S/C ratio of 1.5:1 was selected based on literature reviews [27,33]. Reformate gases containing $\mathrm{H}_{2}, \mathrm{CO}_{2}, \mathrm{CO}$, and $\mathrm{CH}_{3} \mathrm{OH}$ exiting HEX-2 are further adjusted to $160^{\circ} \mathrm{C}$ at HEX-3 and 1.1 bar by PCV-1. Then, the reformate gas is fed to the anode side of the HT-PEMFC for power generation. As off-gas (stream O1) from the fuel cell
contains $\mathrm{H}_{2}$ unreacted in the fuel cell and $\mathrm{CH}_{3} \mathrm{OH}$ unconverted in the reformer, the fraction of these is supplied to the combustor to produce heat. The remaining is recycled to the anode inlet stream. The exhaust gas stream (E1) from the combustor preheat air is supplied to the combustor, and the remaining heat in the exhaust gas is recovered in HEX-5. The exhaust gas stream (E4), from which most water is removed in Sep-1, is fed to the $\mathrm{CO}_{2}$ capture unit, which is modeled as a "black box," in the same way as the steam methane reforming system.


Figure 4. Process flow diagram for steam methanol reforming-based system.
The captured $\mathrm{CO}_{2}$ stream (E5) is compressed to 14 bar by Comp-1, -2 , and liquefied passing through HEX-7. Unlike the steam methane reforming system, a separate liquefaction cycle using ammonia as refrigerant was modeled. The liquefied $\mathrm{CO}_{2}$ is separated in Sep-2 and stored in a temporary tank on board the ship. The operating and design parameters of the steam methane and methanol reforming system combined with HT-PEMFC, $\mathrm{CO}_{2}$ capture, and liquefaction systems are presented in Table 3.

Table 3. Base condition of simulations.

| Unit Name | Parameter | Values |  |
| :---: | :---: | :---: | :---: |
|  |  | Steam Methane Reforming-Based System | Steam Methanol Reforming-Based System |
|  | Operating temperature | $700{ }^{\circ} \mathrm{C}$ [23,31] | $200{ }^{\circ} \mathrm{C}$ [34] |
| Steam reformer | Operating pressure S/C ratio | $\begin{gathered} 3 \mathrm{bar} \\ 3[31,53] \end{gathered}$ | $\begin{gathered} 3 \mathrm{bar} \\ 1.5[27] \end{gathered}$ |
| WGS reactor | Operating temperature | $250{ }^{\circ} \mathrm{C}$ [54] | - |
|  | Operating pressure | 1.1 bar | - |
| Combustor | Operating temperature | $800^{\circ} \mathrm{C}$ | $300{ }^{\circ} \mathrm{C}$ |
|  | Operating pressure | 1.1 bar | 1.1 bar |
|  | Air-fuel ratio | 1.05 [30,41] | 1.05 [27] |
| HT-PEMFC | Fuel utilization factor | 0.83 [31,55] |  |
|  | Cathode stoichiometric ratio | $2[31,55]$ |  |
|  | Operating temperature | $160{ }^{\circ} \mathrm{C}$ [31] |  |
|  | Operating pressure | 1.1 bar |  |
|  | Output voltage per cell | 0.637 V [56] |  |
|  | Current density | $0.2 \mathrm{~A} \mathrm{~cm}^{-2}$ [56] |  |
| $\mathrm{CO}_{2}$ capture unit [38] | Solvent | MEA |  |
|  | Feed gas temperature | $40^{\circ} \mathrm{C}$ |  |
|  | Steam temperature | $130^{\circ} \mathrm{C}$ |  |
|  | Specific reboiler duty | $5112 \mathrm{~kJ} / \mathrm{kg} \mathrm{CO} 2$ |  |
|  | $\mathrm{CO}_{2}$ Capture ratio | 90\% |  |
| $\mathrm{CO}_{2}$ Liquefaction system | Refrigerant | LNG | $\mathrm{NH}_{3}$ |
|  | Liquefaction condition | $-8.5{ }^{\circ} \mathrm{C}$ at 7 bar | $-29.75{ }^{\circ} \mathrm{C}$ at 14 bar |
|  | Total emitted $\mathrm{CO}_{2}$ to ATM (Stream E11 and E12) | $55.83 \mathrm{~kg} / \mathrm{h}$ |  |
| Compressors | Polytropic efficiency | 75\% |  |
| Pump | Adiabatic efficiency | 85\% |  |
| Converter | Efficiency | 98\% [57] |  |
| Heat exchangers | Min. temperature approach | Heat exchangers for $\mathrm{CO}_{2}$ liquefaction: $3^{\circ} \mathrm{C}$ [46] Other heat exchangers: $10^{\circ} \mathrm{C}$ [41] |  |
| Net electrical power (AC) |  | 475 ( $\pm 0.2$ ) kW |  |

Note: For comparison purpose, the mass flow rate of total emitted $\mathrm{CO}_{2}$ of the steam methanol reforming-based system is adjusted to have the same value as that of the steam methane reforming-based system.

## 3. System Simulation and Assumptions

The process simulation and heat and mass balance calculations were carried out using the ASPEN HYSYS process simulator. The heat and mass balances obtained from the converged simulation are utilized for exergy and energy calculations in a separate spreadsheet. The Peng-Robinson equation of state is used for different units/sub-systems including steam reforming, HT-PEMFC, and $\mathrm{CO}_{2}$ liquefaction system [29,58]. A "Gibbs reactor" model, which considers the condition of the Gibbs free energy of the reacting system being at a minimum at equilibrium to calculate the product mixture composition [59], is used to simulate the reformer and WGS reactor, whereas the "conversion reactor" model is used to simulate the combustor [50]. There is no separate module to simulate a fuel cell in ASPEN HYSYS. Therefore, in the present study, the HT-PEMFC is modeled as a "conversion reactor" and a "splitter," which attain a conversion ratio equal to the hydrogen utilization factor [8,9]. For simplicity, the carbon capture unit using MEA is modeled as a "splitter" in ASPEN HYSYS, which can be considered as a black box assumption. In a black box assumption, the complex process for capturing $\mathrm{CO}_{2}$ is modeled by one single box, which has two outlet streams of differing composition from a single inlet stream. Although the black box model enables estimating the minimum work or heat required for $\mathrm{CO}_{2}$ capture, the calculated value for capture is generally a little different from the actual work and heat reported in the literature [30,41]. The concept for the black box model of the $\mathrm{CO}_{2}$ capture has been used in several studies [30,41,60]. To obtain information about the energy and exergy consumption per kg of captured $\mathrm{CO}_{2}$, the values reported in reference [37] are used in the present work.

The concentration of $\mathrm{H}_{2}, \mathrm{CO}_{2}$, and CO in the anode inlet stream can affect performance of HT-PEMFC. Andreasen et al. investigated the variation of HT-PEMFC performance by the feeding mixture of $\mathrm{H}_{2}, \mathrm{CO}(0 \%, 0.15 \%, 0.25 \%, 0.5 \%, 1 \%), \mathrm{CO}_{2}(0 \%, 25 \%)$ to emulate methanol or methane reformate gas. Results reveal that increasing both CO and $\mathrm{CO}_{2}$ concentration decreases output voltage. In total, eight cases of experiments, $1 \% \mathrm{CO}$ and $25 \% \mathrm{CO}_{2}$ case and $0.5 \% \mathrm{CO}$ and $25 \% \mathrm{CO}_{2}$ case show the first and second lowest output voltage, approximately 0.645 and 0.652 V , respectively, at $0.2 \mathrm{~A} \mathrm{~cm}^{-2}$
and operating temperature of $160^{\circ} \mathrm{C}$ [61]. Other experimental studies show similar results. Devrim et al. evaluated the combined effect of CO and $\mathrm{CO}_{2}$ in anode inlet stream and results show that no significant performance degrade due to the addition of only $\mathrm{CO}_{2}$ into $\mathrm{H}_{2}$, however addition of CO in $\mathrm{H}_{2}$ and $\mathrm{CO}_{2}$ mixture increase degrade of performance. $\mathrm{H}_{2}, \mathrm{CO}_{2}, \mathrm{CO}(75 \%, 24 \%, 3 \%$ and $75 \%, 24 \%$, $1 \%$ ) mixtures show output voltage of approximately 0.629 and 0.634 V at $0.2 \mathrm{~A} \mathrm{~cm}^{-2}$ and operating temperature of $160^{\circ} \mathrm{C}$ [62]. It was reported that the impact of the CO presence (up to $2.0 \%$ ) at higher operating temperature ( $160^{\circ} \mathrm{C}$ and above) and lower current densities (below $0.3 \mathrm{~A} \mathrm{~cm}^{-2}$ ) is very low $[63,64]$. Therefore, in this study, the performance degrade due to CO contents is neglected and output voltage of HT-PEMFC is fixed as 0.637 V [56].

Since the amount of electricity consumption vary with several operation modes of ship, it is assumed that the target ship operates with constant average shaft power, namely 475 kW for simplicity. Further, a current density of $0.2 \mathrm{~A} \mathrm{~cm}^{-2}$ is assumed for constant power generation. Noteworthy, lower current densities lead to higher electrical efficiency, and require a larger cell area. However, considering the feasibility check and comparison for ship application of the methane-, methanol-based system is main purpose of this study, the above assumptions are deemed reasonable.

The general assumptions used in the modeling of the integrated energy system are as follows:

- The simulations are implemented in a steady state and are not suitable for start-up operations.
- The composition of air is considered to be $79 \% \mathrm{~N}_{2}$ and $21 \% \mathrm{O}_{2}$ on a mole basis.
- For simplicity, LNG is represented by pure, liquefied $\mathrm{CH}_{4}$.
- The reaction time is considered long enough to achieve phase and chemical equilibrium.
- The reformate gases exiting the reformer are at the reformer temperature.
- Heat and pressure losses are assumed to be negligible in all operational units.
- Complete fuel oxidation is assumed in the combustor.
- In the $\mathrm{CO}_{2}$ capture unit, only heat consumption is considered because the power consumption at cooling pumps, solvent pumps, and other devices is relatively small.
- The heat ejected from coolers is not recovered.


## 4. Performance Evaluation

To conduct a comparative analysis between the steam methane reforming-based system and the steam methanol reforming-based system, energy, exergy efficiency, and exergy destruction are used along with the carbon capture storage ratio and the required volumes of both fuels and captured $\mathrm{CO}_{2}$ during navigation.

### 4.1. Energy Analysis of the Integrated Systems

The objective functions that are used in the energy analysis for system performance evaluation are electrical efficiency $\left(\eta_{\text {en,sys,electrical }}\right)$ and cogeneration efficiency $\left(\eta_{\text {cogen }}\right)$. The electrical efficiency of the systems is defined as the ratio of the net electrical power output of the system to the lower heating value of the feed and fuel entering the system, as expressed in Equation (9) for the steam methane reforming-based system and in Equation (10) for the steam methanol reforming-based system [27,54].

$$
\begin{equation*}
\eta_{\text {en, } \mathrm{CH} 4, \text { electrical }}=\frac{\mathrm{P}_{\text {net, electrical }}}{\left(\dot{\mathrm{n}}_{\text {feed }, \mathrm{CH}_{4}}+\dot{\mathrm{n}}_{\text {fuel }, \mathrm{CH}_{4}}\right) \cdot \mathrm{LHV}_{\mathrm{CH}_{4}}} \tag{9}
\end{equation*}
$$

where $\mathrm{LHV}_{\mathrm{CH} 4}$ is the lower heating value of $\mathrm{CH}_{4}$. The net electrical power ( $\mathrm{P}_{\text {net,electrical }}$ ) is calculated by subtracting the power consumed in the system ( $\mathrm{P}_{\text {pump-1 }}+\mathrm{P}_{\text {pump-2 }}+\mathrm{P}_{\text {pump-3 }}+\mathrm{P}_{\text {comp-1 }}+\mathrm{P}_{\text {comp-2 }}$ $\left.+\mathrm{P}_{\text {comp-3 }}\right)$ from the power generated in the HT-PEMFC ( $\mathrm{P}_{\text {HT-PEMFC,AC }}$ ).

$$
\begin{equation*}
\eta_{\text {en, } \mathrm{CH}_{3} \mathrm{OH}, \text { electrical }}=\frac{\mathrm{P}_{\text {net, electrical }}}{\dot{\mathrm{n}}_{\text {feed }, \mathrm{CH}_{3} \mathrm{OH},} \cdot \mathrm{LHV} \mathrm{CH}_{3} \mathrm{OH}} \tag{10}
\end{equation*}
$$

where $\mathrm{LHV}_{\mathrm{CH} 3 \mathrm{OH}}$ is the lower heating value of $\mathrm{CH}_{3} \mathrm{OH}$. The net electrical power ( $\mathrm{P}_{\text {net,electrical }}$ ) is calculated by subtracting the power consumed in the system ( $\mathrm{P}_{\text {pump }-1}+\mathrm{P}_{\text {pump }-2}+\mathrm{P}_{\text {pump }-3}+\mathrm{P}_{\text {comp }-1}$ $\left.+\mathrm{P}_{\text {comp-2 }}+\mathrm{P}_{\text {comp-3 }}+\mathrm{P}_{\text {comp-4 }}+\mathrm{P}_{\text {comp-5 }}\right)$ from the power generated in the HT-PEMFC ( $\mathrm{P}_{\text {HT-PEMFC, AC }}$ ).

The electrical power generated by HT-PEMFC ( $\mathrm{P}_{\text {HT-PEMFC, AC }}$ ) can be calculated as follows [65]:

$$
\begin{equation*}
\mathrm{P}_{\mathrm{HT}-\mathrm{PEMFC}, \mathrm{AC}}=\eta_{\mathrm{HT}-\mathrm{PEMFC}} \cdot \dot{\mathrm{n}}_{\mathrm{H}_{2}} \cdot \mathrm{LHV}_{\mathrm{H}_{2}} \cdot \eta_{\text {Converter }} \tag{11}
\end{equation*}
$$

where $\dot{n}_{\mathrm{H} 2}$ is the molar flow rate of hydrogen that reacts in the HT-PEMFC, LHV ${ }_{\mathrm{H} 2}$ is the lower heating value of hydrogen, $\eta_{\text {HT-PEMFC }}$ is the electrical efficiency of the HT-PEMFC, and $\eta_{\text {Converter }}$ is the efficiency of the converter.

The efficiency of HT-PEMFC ( $\eta_{\text {HT-PEMFC }}$ ) can be found from [65]

$$
\begin{equation*}
\eta_{\mathrm{HT}-\mathrm{PEMFC}}=\mu_{\mathrm{f}} \cdot \frac{\mathrm{~V}_{\mathrm{C}}}{\mathrm{EMF}_{\max }} \cdot 100 \tag{12}
\end{equation*}
$$

where $\mu_{\mathrm{f}}$ is the fuel utilization factor, $\mathrm{V}_{\mathrm{c}}$ is the produced voltage of the cell, and $\mathrm{EMF}_{\max }$ is the electromotive force when all the energy from the hydrogen fuel cell, the heating value or enthalpy of formation, was converted to electrical energy. Fuel utilization factor, $\mu_{f}$ and $\mathrm{EMF}_{\max }$ can be determined as follows:

$$
\begin{align*}
& \mu_{\mathrm{f}}=\frac{\mathrm{H}_{2, \text { consumed }}}{\mathrm{H}_{2, \text { supplied }}}  \tag{13}\\
& \text { EMF }_{\max }=-\frac{\Delta \mathrm{h}_{\mathrm{f}}}{2 \mathrm{~F}} \tag{14}
\end{align*}
$$

The heat produced in the fuel cell stack can be determined from [66]

$$
\begin{equation*}
\dot{\mathrm{Q}}_{\text {heat, HT-PEMFC }}=\sum\left(\mathrm{h}_{\text {in, }, ~} \cdot \dot{n}_{\text {in }, \mathrm{c}}\right)-\sum\left(\mathrm{h}_{\text {out }, \mathrm{c}} \cdot \dot{\mathrm{n}}_{\text {out }, \mathrm{c}}\right)+\sum\left(\mathrm{h}_{\text {in, a }} \cdot \dot{\mathrm{n}}_{\text {in, a }}\right)-\sum\left(\mathrm{h}_{\text {out }, ~ a} \cdot \dot{n}_{\text {out }, \mathrm{a}}\right)-\mathrm{P}_{\text {HT-PEMFC,DC }} \tag{15}
\end{equation*}
$$

The cogeneration efficiency of the system $\left(\eta_{\text {en,sys,cogen }}\right)$ is defined as the ratio between the summation of the rate of available heat output and the net electrical power to the lower heating value of the fuel and feed entering the system, as expressed in Equation (16) for the steam methane reforming-based system and in Equation (17) for the steam methanol reforming-based system [54].

$$
\begin{gather*}
\eta_{\text {en }, \mathrm{CH}_{4}, \text { cogen }}=\frac{P_{\text {net, electrical }}+Q_{\text {net }}}{\left(\dot{n}_{\mathrm{CH}_{4}, \text { feed }}+\dot{\mathrm{n}}_{\mathrm{CH}_{4}, \text { fuel }}\right) \cdot \mathrm{LHV}_{\mathrm{CH}_{4}}}  \tag{16}\\
\eta_{\text {en, } \mathrm{CH}_{3} \mathrm{OH}, \text { cogen }}=\frac{P_{\text {net, electrical }}+\mathrm{Q}_{\text {net }}}{\left(\dot{\mathrm{n}}_{\mathrm{CH}_{3} \mathrm{OH}, \text { feed }}\right) \cdot \mathrm{LHV}_{\mathrm{CH}_{3} \mathrm{OH}}} \tag{17}
\end{gather*}
$$

where

$$
\begin{equation*}
Q_{\text {net }}=Q_{\text {hot water(W13) }}-Q_{\text {water (W3) }} \tag{18}
\end{equation*}
$$

### 4.2. Exergy Analysis of the Integrated Systems

Exergy is defined as the maximum amount of useful energy that can be obtained from a stream when it reaches an equilibrium condition with the reference environment while interacting only with this environment [67]. The exergy analysis is applied to measure the exergy destruction and exergy efficiency for each component of the system proposed in this study. The equation of exergy destruction for each component can be derived from the equation of exergy balance. Considering a control volume at steady state, the general form of exergy balance can be written as follows:

$$
\begin{equation*}
\sum \dot{\mathrm{E}} \mathrm{x}_{\mathrm{Q}}-\sum \dot{\mathrm{E}} \mathrm{x}_{\mathrm{w}}+\sum \dot{\mathrm{E}} \mathrm{x}_{\text {flow, in }}-\sum \dot{\mathrm{E}} \mathrm{x}_{\text {flow, out }}-\sum \dot{\mathrm{E}} \mathrm{x}_{\text {dest }}=0 \tag{19}
\end{equation*}
$$

where $E x_{Q}$ represents the rate of exergy transfer due to heat exchange with the environment, $E x_{w}$ is the rate of exergy transfer related to work, Ex dest represents exergy destruction, and $\mathrm{Ex}_{\text {flow }}$ corresponds to the exergy transfer rate associated with the flow of the stream. Ex represents the stream exergy, which can be expressed as follows [68]:

$$
\begin{equation*}
\dot{\mathrm{E}} \mathrm{x}=\mathrm{F} \cdot\left(\mathrm{Ex}_{\mathrm{chem}}+\mathrm{Ex}_{\mathrm{phys}}+\Delta_{\mathrm{mix}} \mathrm{Ex}\right) \tag{20}
\end{equation*}
$$

$\mathrm{F}, \mathrm{Ex}_{\mathrm{chem}}, \mathrm{Ex}_{\text {phys }}$, and $\Delta_{\mathrm{mix}} \mathrm{Ex}$ denote the molar flow rate and the physical, chemical, and mixing exergy of the stream.

The chemical exergy of the stream, accounting for phases and their composition at the reference condition, is given by Equation (21), as follows [68]:

$$
\begin{equation*}
\mathrm{Ex}_{\text {chem }}=\mathrm{L}_{0} \cdot \sum \mathrm{x}_{0, i} \cdot \mathrm{Ex}_{\text {chem }, i}^{0 l}+\mathrm{V}_{0} \cdot \sum \mathrm{y}_{0, i} \cdot \mathrm{Ex}_{\text {chem }, i}^{0 v} \tag{21}
\end{equation*}
$$

$\mathrm{L}_{0}$ and $\mathrm{V}_{0}$ are the liquid and vapor mole fraction of the stream at the reference condition, respectively. $x_{i}$ and $y_{i}$ are the mole fraction of species $i$ in the liquid and vapor phases, respectively. $\mathrm{Ex}_{\text {chem, } i}^{0 l}$ and $\mathrm{Ex}_{\text {chem, } i}^{0 v}$ denote the standard chemical exergy of component $i$ in the liquid and vapor phases, respectively. The superscripts 1 and $v$ denote liquid and vapor phases, respectively, and subscript 0 refers to the reference conditions. The reference conditions, $\mathrm{T}_{0}$ and $\mathrm{P}_{0}$, are set to $25^{\circ} \mathrm{C}$ and 101.325 kPa in this work.

The physical exergy of the stream can be calculated from the enthalpies and entropies of the pure components, the amount of each phase, and their respective compositions, as follows [68]:

$$
\begin{align*}
& \mathrm{Ex}_{\text {phys }}=\left[\mathrm{L} \cdot \sum\left(\mathrm{x}_{i} \cdot \mathrm{H}_{i}^{l}-\mathrm{T}_{0} \cdot \sum \mathrm{x}_{i} \cdot \mathrm{~S}_{i}^{l}\right)+\mathrm{V} \cdot \sum\left(y_{i} \cdot \mathrm{H}_{i}^{v}-\mathrm{T}_{0} \cdot \sum y_{i} \cdot S_{i}^{v}\right)\right]_{\text {actual T,P }}-\left[\mathrm{L}_{0}\right. \\
&\left.\left.\cdot \sum\left(\mathrm{x}_{i} \cdot \mathrm{H}_{i}^{l}-\mathrm{T}_{0} \cdot \sum \mathrm{x}_{i} \cdot \mathrm{~S}_{i}^{l}\right)+\mathrm{V}_{0} \cdot \sum\left(y_{i} \cdot \mathrm{H}_{i}^{v}-\mathrm{T}_{0} \cdot \sum y_{i} \cdot S_{i}^{v}\right)\right]\right]_{\mathrm{T}_{0}, \mathrm{P}_{0}} \tag{22}
\end{align*}
$$

Hi and Si are the molar enthalpy and molar entropy of pure component $i$, respectively. The mixing exergy, which has always a negative value, can be found from [68]:

$$
\begin{equation*}
\Delta_{\text {mix }} E x=\Delta_{\text {mix }} H-\mathrm{T}_{0} \cdot \Delta_{\text {mix }} S \tag{23}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta_{\operatorname{mix}} \mathrm{M}=\mathrm{L} \cdot\left(\mathrm{M}^{l}-\sum \mathrm{x}_{i} \cdot \mathrm{M}^{l}\right)+\mathrm{V} \cdot\left(\mathrm{M}^{v}-\sum y_{i} \cdot \mathrm{M}^{v}\right) \tag{24}
\end{equation*}
$$

in which M is any thermodynamic property of the mixture and pure component $i$, respectively. The detailed methodology of exergy calculation of the stream can be referred from reference [68]. The equations for the exergy destruction of each component are summarized in Table 4.

To define exergy efficiency, the input and output of the system should be defined. In these integrated systems, output is the summation of the net electrical power generated and stream exergy change of the available hot water, whereas input is the summation of chemical exergy of the feed and fuel entering the system. The exergy efficiencies of the systems are expressed as follows [54]:

$$
\begin{gather*}
\eta_{\text {ex, } \mathrm{CH}_{4}, \mathrm{sys}}=\frac{\mathrm{P}_{\text {net, electrical }}+\dot{\mathrm{E}} \mathrm{x}_{\text {net, hotwater }}}{\dot{\mathrm{Ex}} \mathrm{f}_{\text {feed, } \mathrm{CH}_{4}}+\dot{\mathrm{E}} \mathrm{x}_{\text {fuel, } \mathrm{CH}_{4}}}  \tag{25}\\
\eta_{\text {ex, } \mathrm{CH}_{4}, \mathrm{sys}}=\frac{\mathrm{P}_{\text {net, electrical }}+\dot{\mathrm{E}} \mathrm{x}_{\text {net, hotwater }}}{\dot{\mathrm{E}} \mathrm{x}_{\text {feed }, \mathrm{CH}_{3} \mathrm{OH}}}  \tag{26}\\
\dot{\mathrm{Ex}} \mathrm{x}_{\text {net, steam }}=\dot{\mathrm{E}} \mathrm{X}_{\text {hot water generated }}-\dot{\mathrm{E}} \mathrm{x}_{\text {water supplied }} \tag{27}
\end{gather*}
$$

Table 4. Equation of exergy destruction and efficiency of the components.

| Components | Exergy Destruction |
| :---: | :---: |
| Compressors [53] | $\dot{\mathrm{E}} \mathrm{x}_{\text {dest }}=\dot{\mathrm{E}} \dot{x}_{\text {in }}+\mathrm{P}_{\text {in, comp }}-\dot{\mathrm{E}} \mathrm{x}_{\text {out }}$ |
| Pumps [53] | $\dot{\mathrm{E}} \mathrm{x}_{\text {dest }}=\dot{\mathrm{E}} \dot{x}_{\text {in }}+\mathrm{P}_{\text {in, pump }}-\dot{\mathrm{Ex}}_{\text {out }}$ |
| Heat exchangers [53] | $\dot{\mathrm{E}} \mathrm{x}_{\text {dest }}=\sum \dot{\mathrm{E}} \mathrm{x}_{\text {in }}-\sum \dot{\mathrm{E}} \mathrm{x}_{\text {out }}=\sum\left(\dot{\mathrm{E}} \mathrm{x}_{\text {in }}-\dot{\mathrm{E}} \mathrm{x}_{\text {out }}\right)_{\text {hot }}+\sum\left(\dot{\mathrm{E}} \mathrm{x}_{\text {in }}-\dot{\mathrm{E}} \mathrm{x}_{\text {out }}\right)_{\text {cold }}$ |
| Reformer-Combustor [53] | $\begin{gathered} \dot{\mathrm{E}} \mathrm{x}_{\text {dest }}=\sum \dot{\mathrm{E}} \dot{x}_{\text {in }}-\sum \dot{\mathrm{E}} \mathrm{x}_{\text {out }}= \\ \dot{\mathrm{E}} \mathrm{x}_{\text {in, feed }}+\dot{\mathrm{E}} \mathrm{x}_{\text {in, fuel }}+\dot{\mathrm{E}} \mathrm{x}_{\text {in, off gas from HT-PEMFC }}- \\ \dot{\mathrm{E}} \mathrm{x}_{\text {out, reformate gas from reformer }}-\dot{\mathrm{E}} \mathrm{x}_{\text {out }, \text { exhaust gas }} \end{gathered}$ |
| WGS [53] | $\begin{gathered} \dot{\mathrm{E}} \dot{x}_{\text {dest }}=\sum \dot{\mathrm{E}} \dot{x}_{\text {in }}-\sum \dot{\mathrm{E}} \mathrm{x}_{\text {out }}=\dot{\mathrm{E}} \mathrm{x}_{\text {in, reformate gas from reformer }}+ \\ \dot{\mathrm{E}} \mathrm{x}_{\text {in }} \text {, cooling water } \end{gathered}-\dot{\mathrm{E}} \mathrm{x}_{\text {out, reformate gas to }} \text { HT-PEMFC }-\dot{\mathrm{E}} \dot{x}_{\text {out, cooling water }} .$ |
| Separators | $\dot{\mathrm{E}} \mathrm{x}_{\text {dest }}=\dot{\mathrm{E}} \mathrm{x}_{\text {in }}-\dot{\mathrm{E}} \mathrm{x}_{\text {out }}$ |
| HT-PEM fuel cell [69,70] | $\begin{aligned} \dot{E} \mathrm{x}_{\text {dest }}=\sum \dot{\mathrm{E}} \mathrm{x}_{\text {in }} & -\sum \dot{\mathrm{E}} \dot{x}_{\text {out }} \\ & =\dot{\mathrm{E}} \mathrm{x}_{\text {in, reformate gas from }} W G S+\dot{\mathrm{E}} \mathrm{x}_{\text {in, air }} \\ & +\dot{\mathrm{E}} x_{\text {in }} \text { cooling water }-\dot{\mathrm{E}} \mathrm{x}_{\text {out, air }}-\dot{\mathrm{E}} \mathrm{x}_{\text {out, cooling water }} \\ & -\dot{\mathrm{E}} \mathrm{x}_{\text {out, off gas }}-\mathrm{P}_{\text {out, electrical }} \end{aligned}$ |
| Coolers [53] | $\dot{\mathrm{E}} \mathrm{x}_{\text {dest }}=\dot{\mathrm{E}} \mathrm{x}_{\text {in }}-\dot{\mathrm{E}} \mathrm{x}_{\text {out }}$ |
| Valves | $\dot{\mathrm{E}} \mathrm{d}_{\text {dest }}=\dot{\mathrm{E}} \mathrm{x}_{\text {in }}-\dot{\mathrm{E}} \mathrm{x}_{\text {out }}$ |

## 5. Results and Discussion

### 5.1. Energy and Exergy Analyses

The steam reforming systems presented in this study are evaluated in terms of energy, exergy efficiency of the overall systems, and exergy destruction rate of each component. For the energy efficiency, electrical and cogeneration efficiencies are utilized. Electrical efficiency, cogeneration efficiency, and exergy efficiency at the base condition presented in Table 3 for the methane-based and methanol-based systems are compared in Figure 5. Electrical efficiencies of $39.53 \%$ for the methane-based system and $47.53 \%$ for the methanol-based system are obtained. It can be interpreted that the methanol-based system uses the feed energy input (LHV basis) more efficiently than the methane-based system for 475 kW of net electricity generation. Noteworthy, the overall electricity consumption of the methane-based and methanol-based systems are 18.51 and 30.97 kW , respectively, as indicated in Figure 6. The higher electricity consumption in the methanol-based system is mainly attributed to electricity consumption of the compressors (Comp-4 and -5) in the ammonia refrigerant cycle, whereas the methane-based system, which uses the cold energy of LNG for $\mathrm{CO}_{2}$ liquefaction, does not consume additional electricity. Regarding the cogeneration efficiency, the methane-based system has higher value, $63 \%$, than that of the methanol-based system, $55.86 \%$, and this can be explained by Figure 7. As can be observed in Figure 7, the methane-based system consumes a higher amount of overall energy (LHV basis) than the methanol-based system and generates more available heat for 475 kW of net electricity generation. The higher value of heat generated can be explained by the fact that the steam methane reforming reaction is more endothermic than the steam methanol reforming reaction.

To evaluate the performance of the components, the exergy destructions of each component in the methane-based and methanol-based systems at the base condition provided in Table 3 are calculated. It is observed that there is a total exergy destruction of 690.68 kW for the methane-based system and 591.16 kW for the methanol-based system. The exergy destructions in each system are broken down to the component level and the results are presented in Figures 8 and 9. The HT-PEMFC, reformer-combustor, and CCU have the largest percentages of total exergy destruction. For the
methane-based system, the HT-PEMFC is the component having the highest exergy destruction with $365.5 \mathrm{~kW}(51.5 \%)$, followed by the reformer-combustor with $145.76 \mathrm{~kW}(20.6 \%)$ and CCU with $86.03 \mathrm{~kW}(14.0 \%)$. The exergy destructions in the methanol-based system follow a similar trend, having the highest exergy destruction in the HT-PEMFC with $342.34 \mathrm{~kW}(57.9 \%)$, reformer-combustor with $145.76 \mathrm{~kW}(20.6 \%)$, and CCU with $85.74 \mathrm{~kW}(14.5 \%)$. Exergy destruction of the HT-PEMFC and reformer-combustor mainly results from high irreversibility of the chemical reaction [54]. Exergy destructions of CCUs are calculated by assuming $1529 \mathrm{~kW} / \mathrm{kg} \mathrm{CO}_{2}$ [37], which are caused by the unavoidable heat exergy required for MEA regeneration, and therefore, are dependent on the amount of generated $\mathrm{CO}_{2}$ in the overall process. The larger total exergy destruction in the methane-based system is mainly attributed to the larger exergy destruction in the reformer-combustor. This relies on the fact that the steam methane reforming reaction is operated at a higher temperature condition of $700^{\circ} \mathrm{C}$ (combustion temperature of $800^{\circ} \mathrm{C}$ ) instead of $200^{\circ} \mathrm{C}$ (combustion temperature of $300^{\circ} \mathrm{C}$ ) in the steam methanol reforming reaction.


Figure 5. Electrical, cogeneration, and exergy efficiencies of the methane-based and methanol-based systems for 475 kW of net electricity generation.


Figure 6. Break-down of electricity consumption of the methane-based and methanol-based systems for 475 kW of net electricity generation.

The other reasons explaining why the total exergy destruction is higher in methane-based systems than in methanol-based systems is that higher exergy destruction occurs in the heat exchangers (mainly HEX-1, HEX-3, and HEX-5), Mixer-1. For the heat exchangers, the larger exergy destruction derives
from the larger temperature difference between cold and hot streams. This is because fuel in cryogenic temperature (LNG) is supplied in the methane-based system and streams from the reformer and combustor have inherent temperature. For Mix-1, more exergy destruction in the methane-based system than that in the methanol-based system is generated from mixing of streams with larger temperature difference. Therefore, reducing the temperature differences in these heat exchangers and Mix-1 by optimization can effectively reduce the system exergy destruction [71]. The exergy destruction generated in the WGS reactor, which is additionally equipped for the methane-based system to lower the CO fraction, is another reason.


Figure 7. Overall energy consumption and generation of the methane-based and methanol-based systems for 475 kW of net electricity generation.


Figure 8. Break-down of exergy destruction for the methane based-system. Total exergy destruction 690.68 kW . (Unit names: Exergy destruction, kW ; exergy destruction ratio, \%).


Figure 9. Break-down of exergy destruction for the methanol based-system. Total exergy destruction 591.16 kW . (Unit names: Exergy destruction, kW; exergy destruction ratio, \%).

### 5.1.1. Effect of Varying Reforming Temperature

The variation of $\mathrm{H}_{2}$ molar flow rate at the outlet of the steam methane and steam methanol reformers in thermodynamic equilibrium with varying reforming temperature and $S / C$ ratio was derived to understand the system behavior. As can be observed in Figure 10a, the methane steam reformer shows the tendency that at $\mathrm{S} / \mathrm{C}$ ratios below 3.5, the hydrogen flow rate increases when the reforming temperature increases up to $750^{\circ} \mathrm{C}$. After then, the $\mathrm{H}_{2}$ molar flow rate decreases as the reforming temperature increases. At $\mathrm{S} / \mathrm{C}$ ratios above 3.5 , the $\mathrm{H}_{2}$ molar flow rate continuously decreases as the reforming temperature increases. The steam methanol reformer shows a trend that as the reforming temperature increases from 180 to $260^{\circ} \mathrm{C}$, the molar flow rate of $\mathrm{H}_{2}$ continuously decreases, although the decrease rates are different, as shown in Figure 10b. Figure 10a,b represent the behavior of each reformer and can be used for interpretation of each system in the next section. The effects of varying the reforming temperature on the efficiencies and molar flow rate of $\mathrm{CO}_{2}$ in the methane-based and methanol-based systems were studied and illustrated in Figure 11.

As can be observed in Figure 11a, for the methane-based system, as the reforming temperature increases from 700 to $950^{\circ} \mathrm{C}$, the electrical, cogeneration, and exergy efficiency continuously decrease, from $39.53 \%, 63 \%$, and $41.14 \%$ to $37.92 \%, 58.03 \%$, and $38.47 \%$, respectively. This trend occurs because as the reforming temperature increases, the amount of additional fuel needed for the reformer and combustor increases by $5.8 \%$ and leads to a decrease in efficiencies of the system. It can be noticed that the slope of the efficiency curves between 700 and $750^{\circ} \mathrm{C}$ is less steep than that at other temperature ranges. The reason for this is that the amount of hydrogen produced increases when the temperature is increased from 700 to $750^{\circ} \mathrm{C}$; after then, the amount of hydrogen produced starts to decrease, as shown in Figure 10a. In addition, the slope of the cogeneration efficiency curve is a little steeper than that of the electrical and exergy efficiencies as the amount of the produced $\mathrm{CO}_{2}$ increases; accordingly, the heat required to capture $\mathrm{CO}_{2}$ in the CCU increases. The methanol-based system shows a similar behavior to that of the methane-based system, as shown in Figure 11b. As the reforming temperature increases from 180 to $260^{\circ} \mathrm{C}$, the electrical and exergy efficiencies decrease from $47.85 \%$ and $43.25 \%$ to $46.27 \%$ and $42.23 \%$, respectively, whereas the cogeneration efficiency stays almost constant. Noteworthy, unlike the methane-based system, as the reforming temperature increases above $200^{\circ} \mathrm{C}$, the amount of produced $\mathrm{CO}_{2}$ decreases. This happens because an increase in the reforming temperature above $200^{\circ} \mathrm{C}$ will favor the CO formation and the increase in CO content will decrease the production of $\mathrm{H}_{2}$ and $\mathrm{CO}_{2}$. Therefore, the heat required for $\mathrm{CO}_{2}$ capture increases and this results in a slight increase in cogeneration efficiency as the reforming temperature increases.


Figure 10. Variation of $\mathrm{H}_{2}$ molar flow rates of the exit gases from the reformer as a function of the $\mathrm{S} / \mathrm{C}$ ratio and reforming temperature.


Figure 11. Influence of reforming temperature on system efficiencies and variation of molar flow rates of $\mathrm{CO}_{2}$ and fuel.

### 5.1.2. Effect of Varying Steam to Carbon Ratio

Figure 12 shows the change in the electrical, cogeneration, and exergy efficiencies with varying S/C ratio. For the steam methane-based system, when the $S / C$ ratio is increased from 2 to 4.5 , the electrical efficiency, exergy efficiency, and cogeneration efficiency decrease from $46.64 \%, 63.77 \%$, and $42.06 \%$ to $38.36 \%, 62.07 \%$, and $40.14 \%$, respectively. This tendency occurs because a higher S/C ratio requires a considerable amount of heat to produce steam, resulting in more fuel consumption in the combustor, as can be observed in Figure 13a. The increase in parasitic power consumption for the pump and $\mathrm{CO}_{2}$ compressor is another reason for the decrease in electrical and exergy efficiencies. Regarding the cogeneration efficiency, the increased heat consumption in the CCU due to increased $\mathrm{CO}_{2}$ generation is one of the reasons. Noteworthy, when the $\mathrm{S} / \mathrm{C}$ ratio increases, $\mathrm{H}_{2}$ contents in the product gas is increased, although this increase rate becomes slower, as depicted in Figure 10a. This effect compensates slightly the required fuel consumption. Nevertheless, the efficiencies decrease with $\mathrm{S} / \mathrm{C}$ ratio because the increase rate of additional fuel is greater than the increase rate of hydrogen production. For the methanol-based system, the efficiencies profiles are relatively flat with increasing S/C ratio from 1.5 to 3.5, as shown in Figure 12b. This trend is attributable to the lower reforming temperature and
combustion temperature in the methanol-based system, which can be confirmed by the slight increase in fuel consumption. This trend can also be due to the trade-off between the increase in hydrogen production and the increase in parasitic power consumption with increasing S/C ratio.


Figure 12. Influence of $\mathrm{S} / \mathrm{C}$ ratio on system efficiencies and variation of molar flow rates of $\mathrm{CO}_{2}$ and fuel.


Figure 13. Influence of $\mathrm{CO}_{2}$ capture ratio on system efficiencies and variation of molar flow rates of $\mathrm{CO}_{2}$ and fuel.

### 5.1.3. Effect of Varying $\mathrm{CO}_{2}$ Capture Ratio

Figure 13 shows the change of the electrical, cogeneration, and exergy efficiencies with carbon capture ratio. For the steam methane-based system, the profile of electrical efficiency is almost flat, whereas the exergy and cogeneration efficiency continuously decrease with increasing capture ratio from $80 \%$ to $95 \%$. The exergy efficiency is reduced by $1.1 \%$ and the cogeneration efficiency by $4.06 \%$. This trend is attributed to the fact that as the capture ratio decreased, heat consumption in the CCU decreased, leading to exergy and cogeneration efficiency. Note that a $\mathrm{CO}_{2}$ capture ratio below $80 \%$ in the methane-based system causes the formation of dry ice due to the lower temperature of LNG. Although the formation of dry ice can be managed by temperature control, it is not considered in this study. In the case of the methanol-based system, the electrical efficiency, cogeneration efficiency, and exergy efficiency decrease from $48.06 \%, 63.32 \%$, and $45.12 \%$ to $47.35 \%, 54.03 \%$, and $42.56 \%$, respectively, with increasing carbon capture ratio from $70 \%$ to $95 \%$. The higher decrease rate of electrical efficiency in the methanol-based system than that in the methane-based system is mainly attributed to the increase in power consumption of the $\mathrm{CO}_{2}$ compressor and $\mathrm{NH}_{3}$ compressors for $\mathrm{CO}_{2}$ liquefaction. In addition,
as the capture ratio increases, the liquefied $\mathrm{CO}_{2}$ ratio proportionally increases because the total emitted $\mathrm{CO}_{2}$ is fixed, as presented in Table 3. In methanol-based systems, the amount of available heat is relatively small compared to that in the methane-based systems, and thus, fuel consumption increases faster than in the methane-based systems as capture rates increase.

### 5.2. Space and Operational Cost

Figure 14 illustrates the volume for storage of the fuel and liquefied $\mathrm{CO}_{2}$ along with the cost of fuels for the methane-based and methanol-based systems, which are required for 475 kW of net electricity generation during the total navigation time. A specific fuel cost of $9.76 \mathrm{USD} / \mathrm{mmBtu}$ for LNG [72] and 26.08 USD/mmBtu [73] for methanol are used, and both are the average cost in 2018 in the references. The result shows that that methane-based system requires $43.69 \mathrm{~m}^{3}$ for LNG storage and $32.30 \mathrm{~m}^{3}$ for the liquefied $\mathrm{CO}_{2}$ storage, whereas the methanol-based system requires $48.03 \mathrm{~m}^{3}$ for methanol and $36.17 \mathrm{~m}^{3}$ for the liquefied $\mathrm{CO}_{2}$. Accordingly, the methanol-based system needs approximately 1.1 times the volume (equivalent to $8 \mathrm{~m}^{3}$ more) for fuel and liquefied $\mathrm{CO}_{2}$ storage. In other words, the methanol-based system consumes a higher amount of methanol as fuel and generate a higher amount of $\mathrm{CO}_{2}$. Regarding the fuel cost, the methanol-based system has a 2.2 times higher fuel cost than the methane-based system for 475 kW of net electricity generation during the total navigation time. Therefore, the methane-based system is more competitive than the methanol-based system from the economic point of view, when only the fuel cost and volume are taken into account. However, note that the overall investment cost for both systems, which is beyond the scope of the current study, may also be an important factor in the selection of system.


Figure 14. Fuel volumes and cost of methane-based and methanol-based systems for 475 kW of net electricity generation during the total navigation time.

## 6. Conclusions

In this work, the authors have performed a comparison between the steam methane reforming and steam methanol reforming technologies combined with HT-PEMFC and carbon capture systems for hydrogen-fueled ship applications. To find the most suitable technologies, an energy/exergy analysis, along with a space and fuel cost investigation, have been conducted. All the simulations have been conducted at a fixed $W_{\text {net, electrical }}(475 \mathrm{~kW})$.

It is shown that, at the base condition, the energy and exergy efficiencies of the methanol-based system are $7.99 \%$ and $1.89 \%$ higher than those of the methane-based system, respectively. The different efficiencies between systems mainly arises from the reforming temperature difference. For fuel and $\mathrm{CO}_{2}$ storage, the methanol-based system requires a space 1.1 times larger than that of the methane-based system for the total navigation time, although the methanol-based system has higher electrical efficiency. Accordingly, the methanol-based system has 2.2 times higher fuel cost than the methane-based system for 475 kW of net electricity generation during the total navigation time. In the parametric study,
both systems show a similar trend, in which with increasing reforming temperature and $S / C$ ratio, the electrical, exergy, and cogeneration efficiencies gradually decreased.

The comparative analysis reveals that the methanol-based system has many technological advantages directly related to its low reforming temperature, which leads to better integration to the HT-PEMFC. However, the methane-based system showed economic advantages from the perspective of fuel cost and better availability in the maritime sector.

Furthermore, this work shows the feasibility of combining reforming, HT-PEMFC, $\mathrm{CO}_{2}$ capture, and liquefaction systems for both methanol and methane fuels in heat and power integration point of view. Excessive heat from HT-PEMFC and reformer in both methane-, methanol-based system are enough for $\mathrm{CO}_{2}$ capture unit, which require a large amount of heat to regenerate the amine solvent. In addition, for the methane based-system, cold energy of LNG, which should be vaporized, can be utilized for $\mathrm{CO}_{2}$ liquefaction, therefore power consumption for compressors can be reduced. Although separate ammonia refrigerant cycle is required for $\mathrm{CO}_{2}$ liquefaction for methanol based-system and power consumptions for compressors are slightly high, methanol based-system has still higher efficiency.

Several limitations were identified for consideration in the future study. In the present study, constant current density of $0.2 \mathrm{~A} \mathrm{~cm}^{-2}$ was assumed and resulted in a little higher electrical efficiency. More simulations in several current density within the operating window of HT-PEMFC are required in the future study. In addition, future study should use output voltage with real reformate gas for the detailed assessment. Present study compared two systems in the process simulation level, however, future study should include sizing and on-board arrangement of systems for reforming, $\mathrm{CO}_{2}$ capture, and liquefaction systems since those systems may take large spaces and lead to different results. Furthermore, other fuels such as ethanol and liquefied petroleum gas (LPG) which is getting attention together with methanol and LNG in maritime industry should be assessed in the future study. Although the present study has some limitations, the concepts suggested in this study can give other perspectives on applying hydrogen fuel cell on board and can be a good reference for the further development of hydrogen fuel cell ship.
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## Nomenclature

## Symbols

| e | Specific exergy, $\mathrm{kJ} / \mathrm{kg}$ |
| :---: | :--- |
| $\dot{\text { Ex }}$ | Exergy flow rate, kW |
| s | Specific entropy, $\mathrm{kJ} / \mathrm{kg} \cdot{ }^{\circ} \mathrm{C}$ |
| h | Specific enthalpy, $\mathrm{kJ} / \mathrm{kg}$ |
| P | Pressure, bar |
| T | Temperature, ${ }^{\circ} \mathrm{C}$ |
| h | Time, h |
| $\dot{\mathrm{m}}$ | Mass flow rate, $\mathrm{kg} / \mathrm{h}$ |
| $\dot{\mathrm{n}}$ | Molar flow rate, $\mathrm{kmole} / \mathrm{h}$ |
| Vc | Output voltage |
| $\mu_{\mathrm{f}}$ | Fuel utilization factor |
| Q | Heat rate, kW |
| $\rho$ | Density, $\mathrm{kg} / \mathrm{m}^{3}$ |


| Abbreviations |  |
| :--- | :--- |
| LHV | Lower heating value |
| LNG | Liquefied natural gas |
| CCU | Carbon capture unit |
| MEA | Monoethanolamine |
| HT-PEMFC | High temperature proton-exchange membrane fuel cell |
| LT-PEMFC | Low temperature proton-exchange membrane fuel cell |
| OPEX | Operation expenditure |
| WGS | Water gas shift |
| HFO | Heavy fuel oil |
| CCS | Carbon capture and storage |
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#### Abstract

As fuel consumption in the transport sector has increased at a faster pace than in other sectors, the use of electromobility represents the main strategy adopted by the automotive industry. In this context, as the number of electrical vehicles (EVs) will increase, it will also be necessary to increase the number of charging stations. The present paper presents a complete solution for charging stations that can be located in the office or mall parking area. This solution includes a mode 3 AC charging stations of International Electrotechnical Commission (IEC) 61851-1 Standard, an EV simulator for testing the good functionality of the charging stations (i.e., communications, residual-current device (RCD) protection) and a software application used for controlling the charging process by the programmable logic controller (PLC).
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## 1. Introduction

Romania, as a signatory country of the Paris Agreement [1], has committed to reducing greenhouse gas emissions by $43 \%$ by 2030 compared to 2005 and to participate in the European Union's efforts to reduce greenhouse gas emissions by $30 \%$ by 2030

In Reference [2], the authors depicted that the charging time is one of the main challenges that the electrical vehicle (EV) industry is facing. Generally, the EV charging levels are classified according to their power charging rates [3]. Overnight charging takes place in level I, as the EVs are plugged to a convenient power outlet $(120 \mathrm{~V})$ for slow charging $(1.5-2.5 \mathrm{~kW})$ over long hours. The main concern of level-I is the long charging time, which renders this charging level unsuitable for long driving cycles when more than one charging operation is needed. Moreover, from the electrical grid operation point of view, the long charging hours at night overloads the distribution transformers as they are not allowed to rest in a grid system with a high number of connected EVs [4]. Level-II charging requires a 240 V outlet; thus, it is characteristically used as the prime charging means for public and private facilities. This charging level is capable of supplying power in the range of 4-6.6 kW over a period of 3-6 h in order to restock the depleted EV batteries. The time required is still the main drawback in this charging level. Additionally, voltage sags and high-power losses in an electrical grid system with a high penetration of level II charging are some of the facing challenges for its widespread. Control and coordination in level II would reduce the negative impacts of level-II charging [5]; however, this requires an extensive communication system to be adopted. In general, both levels I and II require single-phase power sources with onboard vehicle chargers. On the contrary, three-phase power systems are used with off-board chargers for level III fast charging rates ( $50-75 \mathrm{~kW}$ ). The use of fast charging stations
significantly reduces the EV charging time for a complete charging cycle. Additionally, widespread deployment of fast EV charging stations across the urban and the residential areas would eliminate the EV range anxiety concern [6,7]. However, the high-power charging rates are essential over a short interval of time for level-III charging which imposes a very high demand on the utility grid [8,9]. The current grid infrastructure is not capable of supporting the desired high charging rates of level-III. Thus, accomplishing fast charging rates while solely depending on the electrical grid does require not only the improvement of the charging system but also the improvement of the electrical grid capacity. Additionally, drawing large amounts of current from the electrical grid will increase the utility charges, especially at the peak hours and, consequently, will increase the system cost. The impact of an EV charging station load on the electric grid systems is thoroughly discussed in Reference [10].

Romania, according to European Commission (EC) Directives 2016/30 November 2016 [11-13], has as strategic objective the clean energy $[14,15]$. Recently, the interest in producing electrical energy by using renewable sources is growing up. As conventional power generation sources, the wind energy is now a real competitive alternative [16]. If the renewable energy is used for charging electrical vehicles (EVs), then we can consider these vehicles with zero emissions [17]. In this context, as the number of electrical vehicles (EVs) will increase, it will also be necessary to increase the number of the charging stations which will have a negative impact on the power quality of the power network (Overvoltage, Voltage Sag) [18-22]. But, with the increase in the number of charging stations installed, the problem will be to carry out their maintenance. In this paper, a proposed EV simulator and a complete solution for charging stations (also called EVSE-electric vehicle supply equipment), that can be located in the office or mall parking area, are presented. The EV simulator can be a useful tool for those who do maintenance at the charging stations, as it can simulate all the cases in which an EV can be found, thus verifying the good functioning of the EVSE. The solution proposed in this paper can be implemented in the office or mall parking area, where the customers have the benefit of being able to charge their EVs for free. It is necessary to implement an efficient solution by which the customers are offered the certainty that their EV will not be disconnected from the charging station by an unauthorized person.

The originality of this paper is based on the specialized literature according to State of The Art, the originality of the research presented in the article consists in the development of an EV simulator for charging stations in mode 3, which helps the companies dedicated to the maintenance of the charging stations [22-24]. The innovation is given by the fact that the programmable logic controller (PLC) and human-machine interface (HMI) charging station control solution allows users to load EVs without the need for an radio-frequency identification (RFID) card, using a unique user-selected code that provides security during charging.

The unidirectional communication is achieved using the PWM (Pulse Width Modulation) signal with 1 KHz values $[25,26]$. The duty cycle of the PWM signal is closely related to the consumption of predefined current, which should not be exceeded. By modelling the PWM signal, the maximum current consumed by the EV can become restricted [17-19]. Knowing the number of phases used, the maximum permissible power can be calculated. Thus, using the PWM signal the load power can be controlled.

In the European Union and other countries that accept the standard International Electrotechnical Commission (IEC) 61851-1, it is used for charging stations. The standard is intended for defining general requirements for charging stations [20-22], used together with other standards (Ex. IEC 61851-22). The purpose of IEC 61851-1 is to cover EV charging equipment by providing AC power. This standard defines the input voltage limit at 1000 V .

This research tries to present a series of optimal solutions regarding the use and maintenance of charging stations. The present research represents an intermediate phase that is part of a complex research project [13]. The main objectives are the implementation of advanced theoretical and technological solutions to ensure some charging stations, fixed and mobile, for electric vehicles (EV) and hybrid electric vehicles plug-in (PHEV). In this context, this work represents a starting point for the development of fixed charging station in mode 3, according IEC 61851-1 Standard [24-26].

## 2. IEC 61851-1 Standard

The IEC 61851-1 is an international standard where the general requirements for EVs conductive charging systems are presented.

### 2.1. EV Charging Modes Defined in IEC 61851-1 Standard

According to IEC 61851-1 standard, the charging of electrical vehicles can be done in four ways (illustrated in Figure 1), as following:

- Mode 1 is the simplest solution for charging EV. In this case the EV is connected to the residences standard socket outlets but must have a circuit breaker for overload and earth leakage protections. In this mode the charging is realized without communication and it is rated up to 16 A .
- Mode 2 where the EV is connected to the domestic power grid via a particular cable with in-cable or in-plug control pilot and a protection device. The current must not exceed 32 A .
- Mode 3 where the EV is connected via specific socket on a dedicated charging station that has permanently installed the control and the protection functions. The rated charging current is up to $3 \times 63 \mathrm{~A}$.
- Mode 4, where the EV is fast charging in direct current (DC).


Figure 1. Different charging methods defined in IEC 61851-1: (a) Mode 1; (b) Mode 2; (c) Mode 3; (d) Mode 4.

### 2.2. Charging Station in Mode 3 According to IEC 61851-1 Standard

For charging EV in AC, the most used solution is mode 3 because it fully guarantees the safety of people. The station has a charging controller that, via a control pilot, can communicate with vehicle and checks (before starting charging process) the following:

- If the EV is correctly connected to the station;
- The maximum current capability of the cable assembly coded by a resistor. If the current is higher than this value, then the electric vehicle supply equipment (EVSE) interrupts the current supply. Most EVs are equipped with two cables one for slow charge (Mode 1) and other for fast charge (Mode 3);
- If the earthing system of the vehicle is connected correctly to EVSE.

The communication signal sent by the charging station to the EV on the control pilot and earth has a square wave shape of 1 kHz frequency and $\pm 12.0- \pm 0.4 \mathrm{~V}$ voltage range. The typically control pilot circuit according to IEC61851-1 is illustrated in Figure 2. The stage of charging cycle is identified by the station charger controller through positive voltage level of communication signal level, as follow:

- Vehicle unconnected, when the positive level of communication signal is 12 V ;
- The cable assembly is plugged into both the EV and the EVSE, where the positive voltage level is 9 V ;
- Vehicle is ready to receive energy, when S2 (Figure 2) is closed by the vehicle and the positive voltage level is 6 V .


Figure 2. Typical control pilot circuit according to IEC61851-1.
The EVSE can send information through the duty cycle of the communication signal to the EV about the maximum current supported by the cable used. Consequently, the EV battery management system interprets the Control Pilot signal to limit charge rate.

## 3. Experimental Arrangement

The proposed solution for the EV simulator, which permits simulation of a real electrical vehicle and a prototype of charging station in mode 3 according to IEC 61851-1 standard are presented in Figure 3. The experimental arrangement for these tests is illustrated in Figure 3a and the circuit diagram for charging station controlled by PLC is illustrated in Figure 3b. The dimensions of our Charging Station are $58 \mathrm{~cm} / 28 \mathrm{~cm} / 21 \mathrm{~cm}(\mathrm{~L} \times \mathrm{W} \times \mathrm{H})$, the mass is 8 Kg and the power is 24 kW .

Because most public charging stations are equipped with a type 2 socket, the EV simulator is equipped with a specific charging EVs cable with type 2 connector. This makes it possible for the simulator to be connected to any station which is equipped with socket type 2. All stages of EV charging process from a station can be created using the proposed EV simulator. In addition, for employee-owned electric vehicles customers' safety, the good working of station RCD protection has been implemented. To implement a complete solution for a charging station that can be placed in a mall or office parking, the authors choose the HMI-PLC system for station control. The EV Simulator is illustrated in Figure 3c.


Figure 3. Experimental arrangement: (a) Experimental setup; (b) electric vehicle supply equipment (EVSE) Circuit block diagram; (c) electrical vehicle (EV) Simulator.

## 4. Experimental Results

On the control pilot, the EVSE generates a 1 kHz square wave at $\pm 12$ volts in order to detect whether the EV is correctly plugged, to communicate the maximum power allowed by the cable and for charging begin/end process control initiated by the EV (see Figure 4a) or initiated by EVSE (see Figure 4b).


Figure 4. Communication signals between EVSE and EV. Ch $1-u_{C P}$ and $\mathrm{Ch} 2-i_{L 1}$ (a) Control from EV; (b) Control from EVSE.

All charging stages can be generated by EVSE through the status of switch S1 (presented in Figure 2) and by EV simulator through the status of switches S2, S3 (presented in Figure 3c). These charging stages are detailed in Table 1.

Table 1. EV charging stages.

| Stage | Switches |  |  | Description of the Stage |
| :---: | :---: | :---: | :---: | :---: |
|  | S1 (Figure 2) | $\begin{aligned} & \text { S2 (Figures } 2 \\ & \text { and 3) } \end{aligned}$ | S3 (Figure 3) |  |
| Figure 4a. Charging begin/end regime controlled by the electrical vehicle |  |  |  |  |
| A | OFF | OFF | OFF | The vehicle is unconnected and the voltage measured by EVSE on pilot contact is +12 V DC |
| B | OFF | OFF | ON | EVSE is not ready. In this case the cable assemble is connected to EV and to the EVSE and the voltage measured by EVSE is +9 V DC. |
| C | ON | OFF | ON | EVSE is ready and at pilot contact is generated PWM signal (+9 V- -12 V ). |
| D | ON | ON | ON | The vehicle is ready and charging process is active. In this case the positive voltage level of PWM signal is depending of R3 resistor value. If ventilation in charging area is not required, the $R 3=1.3 \mathrm{k} \Omega$ and the positive voltage value of PWM signal is 6 V (case illustrated in Figure 4a). If in the charging area the ventilation is required, the $R 3=270 \Omega$ the positive voltage value of PWM signal is 3 V . |
| E | OFF | ON | ON | The vehicle is not ready and charging process is aborted. |
| F | OFF | OFF | ON | EVSE is not ready. |
| G | OFF | OFF | OFF | The vehicle is unconnected. |
| Figure 4 b . Charging begin/end regime controlled by the station (EVSE) |  |  |  |  |
| A | OFF | OFF | OFF | The vehicle is unconnected and the voltage measured by EVSE on pilot contact is +12 V DC |
| B | OFF | OFF | ON | EVSE is not ready. In this case the cable assemble is connected to EV and to the EVSE and the voltage measured by EVSE is +9 V DC. |
| C | OFF | ON | ON | The vehicle is ready and at pilot contact is measured 6 V DC. |
| D | ON | ON | ON | The EVSE is ready and charging process is active. In this case at pilot contact is generated PWM signal. |
| E | OFF | ON | ON | The EVSE is not ready and charging process is aborted. In this case when S1 switches OFF the charging process continues for about 3 seconds |
| F | OFF | OFF | ON | EV is not ready. |
| G | OFF | OFF | OFF | The vehicle is unconnected. |

Because the people safety in stations is very important, an RCD (residual current device) has been mounted. Of course, it must be periodically tested for the proper functionality of protection by the maintenance employer. The RCD protection of the EVSE is very easy to be tested using an EV simulator and the switches S4-S8 (see Figure 3c). The experimental results at different values of residual current are presented in Figure 5 and it is shown how the RCD tripping time is reduced as the residual current increases.


Figure 5. Residual current device (RCD) experimental tests; Ch $1-u_{C P}$, Ch $2-i_{R C D}$, Ch $3-i_{L 1}$ : (a) $i_{R C D}$ $=30 \mathrm{~mA}$; (b) $i_{R C D}=35 \mathrm{~mA}$; (c) $i_{R C D}=60 \mathrm{~mA}$; (d) $i_{R C D}=150 \mathrm{~mA}$.

The charging stations can be installed in the office or mall parking area, where the customers have the benefit of being able to charge their EVs for free. The solution must offer customers the certainty that their EV will not be disconnected from the charging station by an unauthorized person. Usually, the customers must have an RFID card that will be used to control the beginning and the end of the charging processes. The proposed solution offers the same facility to the customers without any RFID card. To test the solution proposed by the authors for the charging station, a PLC has been used to control the implemented prototype. A friendly HMI connected with PLC has been implemented in order to be easily used by the customers. For example, when a customer plugs his EV in the charging station, he should wait the confirmation on HMI and, after that, he must introduce an identification code and press the START button. In this moment the locking system of the station socket will block the charging cable connector in the station socket, preventing the unauthorized disconnection of the EV from the charging station. This type of application can be simple extended for more than one station, all controlled by the same PLC and HMI. These stations can be in the office or mall parking area. Before starting the charging command, the user must choose in HMI the number of station and a unique identification code. When the user wants to command the end of charging, he must choose the number of station and to input the identification code. After the PLC recognizes the code, the charging process is interrupted and the cable connector is unlocked. So, the features of the PLC software are as follows:

- The user can control the charging station via an easy HDMI interface;
- All parameters from a three-phase energy meter device (model EEM-350-D-MCB from Phoenix Contact) through MODBUS protocol using RS485 interfaces can be read;
- An identification code is used to recognize the authorized person which commands the starting and finishing of the charging process.

The programmable logic controller (PLC) type S7-1200 and a human-machine interface (HMI) type TP700 Comfort, both from Siemens, have been used but other types of PLC or HMI can be used in order to implement the proposed solution as well. A sequence of program (realized in the dedicated software Totally Integrated Automation Portal-TIA Portal, from Siemens) and the HMI screen are presented in Figure 6a,b: The sequence from the main program, presented in Figure 6a, confirms the communication between PLC and three phase energy meter device.


Figure 6. Software application: (a) programmable logic controller (PLC) software; (b) human-machine interface (HMI) screen.

This research helps the developers of Charging Station as [23-25]:

1. This simulation is used to realize the periodic maintenance of Charging Station, from exploitation of the RCD relay;
2. Verifying a correct functioning of the station controller;
3. The solution for controlling the Charging Stations with PLC and HMI offers users the possibility to charge the EV without an RFID card, using a unique identification code chosen by driver [26].

## 5. Conclusions

An EV can be charged from an EVSE only if communication between these is established and both send a confirmation that they are ready for the charging process. Periodically all charging stations must verify the good functioning by the maintenance persons. In this paper, an EV simulator has been developed that is a useful tool for those who do maintenance at the charging stations. This equipment is capable as follows:

- To create all charging stages for an EV to a charging station in mode 3 (EVSE) according to IEC 61851-1 standard and checks if the charging station works correctly;
- Permits measuring the charging station tripping time by generating different values of residual current.

The authors also propose a solution that can be implemented in the office or mall parking area, where the customers have the benefit of being able to charge their EVs for free. The charging stations are controlled by a PLC-HMI system and the customers are offered the certainty that their EV will not be disconnected from the charging station by an unauthorized person. When a customer plugged his EV to the charging station before START charging, it is necessary to introduce an identification code in HMI. For STOP charging, unlock the cable connector and disconnect the EV from the charging station; the PLC checks whether it introduced the same unique identification code in order to validate these actions.
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#### Abstract

This work presents an open-source, dynamic, 1D, proton exchange membrane fuel cell model suitable for real-time applications. It estimates the cell voltage based on activation, ohmic and concentration overpotentials and considers water transport through the membrane by means of osmosis, diffusion and hydraulic permeation. Simplified equations reduce the computational load to make it viable for real-time analysis, quick parameter studies and usage in complex systems like complete vehicle models. Two modes of operation for use with or without reference polarization curves allow for a flexible application even without information about cell parameters. The program code is written in MATLAB and provided under the terms and conditions of the Creative Commons Attribution License (CC BY). It is designed to be used inside of a Simulink model, which allows this fuel cell model to be used in a wide variety of 1D simulation platforms by exporting the code as $\mathrm{C} / \mathrm{C}++$.
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## 1. Introduction

Proton exchange membrane fuel cells (PEMFC) can contribute to achieving the goal of a sustainable energy supply and production. High efficiency and power density as well as zero emissions are beneficial for both stationary and mobile applications. However, designing the water management, cooling and media supply of a PEMFC-system is challenging. A model-based approach for the simulation of such a system can be a valuable tool in this matter.

Many PEMFC-models have been developed in the past, with varying objectives. Some models intend to deliver highly accurate results through means of computational fluid dynamics (CFD) [1-4] whilst others target a faster simulation by reducing the complexity [5,6]. However, in terms of computational time, these models still operate in the range of min or hours. This makes them unsuitable for large system simulations like complete vehicles or even real-time evaluation. To account for this, simplified fuel cell models have been developed in recent history to reduce the required CPU-time at the expense of accuracy [7-9]. Some of the aforementioned models have been made publicly and freely available, others remain closed-source. Additionally, depending on the chosen programming language as well as structure of model inputs and outputs, the compatibility with various simulation environments might be restricted.

After considering the previous research on fuel cell modeling, the motivation for creating the presented model was to combine the following three aspects. First, the compatibility with commonly used 1D simulations' environments. Since each software has its strengths, weaknesses and price, individual programs might not be available for everyone who would benefit from a fuel cell model. In particular, educational facilities often lack the funds to provide expensive licenses. Offering a model that can be used in multiple environments, and therefore can be utilized by a large audience, was a
primary motivation. Second, there is a low computational demand. Since large systems (e.g., cars or trains completing a drive cycle) consist of many components, each individual model is required to be of reduced complexity in order to keep the overall simulation time low. However, the operating conditions inside of such a dynamic system are constantly shifting. This is why a compromise between speed and accuracy, but with a focus on speed, was another objective. Third, there is an open-source software license. Since open-source models can be further expanded upon and offer value for research, education and development, this represented the third requirement.

The model at hand was designed to be used either as a cell model or as part of a fuel cell stack. In its core, it represents a cell model with internal (optional) scaling for stack parameters like cell area and quantity. In order to ensure compatibility, the MATLAB-Simulink (version used: R2016b by The MathWorks, Inc.) environment was chosen. Furthermore, to allow for fast calculations and even real-time applications, simplified equations are used, even though the underlying Nernst-equation has recently been found to show considerable inaccuracies [10]. Additionally, to further reduce the computational demand, no discrete model was used for the membrane electrode assembly (MEA). A compromise was made between simulation quality regarding water and gas transport and the speed of the calculations.

Possible use cases for the presented model are the creation of polarization curves or the cell performance estimation under varying conditions like in a moving vehicle. Figure 1 depicts the basic structure of the program code, which was designed to be run inside of a MATLAB-function-block as part of a Simulink model. Based on various inputs and physical parameters, the model estimates cell voltage as well as several other outputs in every time step. A complete list of the model inputs, outputs and parameters is provided as Supplementary Material. The calculations inside the code consist of simplified equations, presented in the following section.

| inputs, outputs, parameters |  |
| :---: | :---: |
|  | constants |
|  | current density |
| . | gas concentration |
| $\frac{5}{3}$ | partial pressure |
| 㻹 | ideal cell voltage |
|  | activation overpotential |
|  | subfunctions |

Figure 1. Model structure and calculation order. Italic functions are implemented as a subfunction.

## 2. Mathematical Model

In this fuel cell model, the real cell voltage $E_{\text {cell }}$ is estimated by subtracting the voltage losses inside the cell from the ideal cell voltage $E_{T, p}$. These are summarized as activation $E_{\mathrm{act}_{\mathrm{i}}}$, ohmic $E_{\text {ohm }}$ and concentration $E_{\mathrm{con}_{\mathrm{i}}}$ overpotentials [11]:

$$
\begin{equation*}
E_{\text {cell }}=E_{T, p}-E_{\mathrm{act}_{\mathrm{i}}}-E_{\mathrm{ohm}}-E_{\mathrm{con}_{\mathrm{i}}} . \tag{1}
\end{equation*}
$$

### 2.1. Ideal Voltage

The theoretical maximum voltage of a PEMFC under reference conditions $E_{25 C}$, 1atm can be calculated with the Gibbs free energy $\Delta G$ as well as the Faraday constant $F$ and the number of electrons involved $n$ [11]:

$$
\begin{equation*}
E_{25 C, 1 \mathrm{~atm}}=-\frac{\Delta G}{n F}=\frac{237340}{2 \times 96485}=1.23 \mathrm{~V} \tag{2}
\end{equation*}
$$

Variations in temperature $T$ and partial pressure of reactants $p_{i}$ can be accounted for by using the Nernst-Equation [11]:

$$
\begin{equation*}
E_{T, P}=-\left(\frac{\Delta H}{n F}-\frac{T \Delta S}{n F}\right)+\frac{R T}{n F} \ln \left[\frac{p_{\mathrm{H}_{2}} p_{\mathrm{O}_{2}}^{0.5}}{p_{\mathrm{H}_{2} \mathrm{O}}}\right] . \tag{3}
\end{equation*}
$$

Neglecting influences of changing enthalpy $\Delta H$ and entropy $\Delta S$, as well as assuming the product water to be in the liquid phase, the ideal cell voltage $E_{T, P}$ can be expressed as follows [11]:

$$
\begin{equation*}
E_{T, p}=1.482-0.000845 T+0.0000431 T \ln \left(p_{\mathrm{H}_{2}} p_{\mathrm{O}_{2}}^{0.5}\right) \tag{4}
\end{equation*}
$$

### 2.2. Activation Overvoltage

Based on the Butler-Volmer equation, the activation overpotential $E_{\text {act }, i}$ can be estimated as a function of current density $i$, exchange current density $i_{0}$ as well as temperature $T$ and charge transfer coefficient $\alpha_{i}$ [12,13]:

$$
\begin{equation*}
E_{\mathrm{act}, i}=\frac{R T_{i}}{\alpha_{i} F} \operatorname{arcsinh}\left(\frac{i}{2 i_{0, i}}\right), \tag{5}
\end{equation*}
$$

where $R$ denotes the universal gas constant and $F$ the Faraday constant.
The exchange current density $i_{0}$ of a platinum electrode as a function of partial pressure $p_{i}$, temperature $T$, catalyst loading $L_{i}$ and specific area $a_{i}$ can be calculated on the basis of a reference value $i_{0, \text { ref }}$ [11]:

$$
\begin{gather*}
i_{0, i}=i_{0, \text { ref }, i} a_{i} L_{i}\left(\frac{p_{i}}{p_{\text {ref }}}\right)^{\gamma} \exp \left[-\frac{\Delta G_{i}}{R T_{i}}\left(1-\frac{T_{i}}{T_{\text {ref }}}\right)\right]  \tag{6}\\
T_{\text {ref }}=298.15 \mathrm{~K} ; p_{\text {ref }}=1.0125 \text { bar. }
\end{gather*}
$$

For simplicity, a constant value was used for the activation energy $\Delta G_{i}$, even though it can vary under real operating conditions [14].

### 2.3. Membrane Water Content

For estimating the water content $\lambda$ inside of a Nafion-membrane, a function of water activity $a$ is used [15]:

$$
\lambda=\left\{\begin{array}{l}
0.043+17.81 a-39.85 a^{2}+36 a^{3}  \tag{7}\\
\text { for } a \leq 1 \\
14+1.4(a-1) \\
\text { for } 1<a \leq 3
\end{array}\right.
$$

As a simplification, ab- and desorption of water were neglected. Furthermore, the distribution of water along the membrane geometry was assumed to be uniform.

The water activity $a$ can be expressed as [16]

$$
\begin{equation*}
a=R H+2 s \tag{8}
\end{equation*}
$$

where RH denotes the relative humidity (for ideal gas properties) and $s$ the liquid water volume fraction. For this model, it is assumed that liquid water is only present in the catalyst layer. For RH and $s$, a logarithmic average is used to account for nonhomogeneous distribution inside the channels (see Equation (17)). This can be disabled by suppling the model with equal values for input and output.

In case of a cold start at subzero temperatures, the behavior of frozen water inside of a Nafion-membrane is approximated using the following terms [16]:

$$
\lambda_{\text {sat }}\left\{\begin{array}{l}
=4.837  \tag{9}\\
\text { for } T<223.15 \mathrm{~K} \\
=\left[-1.304+0.01479 T-3.594 \cdot 10^{-5} T^{2}\right]^{-1} \\
\text { for } 223.15 \mathrm{~K} \leq T<T_{\text {frost }} \\
>\lambda \\
\text { for } T \geq T_{\text {frost }}
\end{array}\right.
$$

To estimate the water concentration $C_{w}$, a simple proportional correlation between the membrane density $\rho_{\text {mem }}$, equivalent weight and water content $\lambda$ is used [11]:

$$
\begin{equation*}
C_{w}=\frac{\rho_{\mathrm{mem}}}{E W} \lambda \tag{10}
\end{equation*}
$$

### 2.4. Ohmic Overvoltage

Regarding ohmic resistances inside the cell, only the membrane resistance as the most influential factor is considered. Therefore, the overpotential can be calculated with the current density $i$, membrane conductivity $\sigma_{\text {mem }}$ and (wet) thickness $\delta_{\text {mem }}$. Since membrane thickness-at typical PEMFC operating conditions-is only marginally affected by swelling, the thickness is assumed to be constant [17,18]:

$$
\begin{equation*}
E_{\mathrm{ohm}}=\frac{\delta_{\mathrm{mem}} i}{\sigma_{\mathrm{mem}}} \tag{11}
\end{equation*}
$$

To estimate the membrane conductivity $\sigma_{\mathrm{mem}}$, the following correlation is used $[9,12,19]$ :

$$
\begin{gather*}
\sigma_{\mathrm{mem}}=1.16 \max \{0, f-0.06\}^{1.5} \exp \left[\frac{15000}{R}\left(\frac{1}{T_{\text {ref }}}-\frac{1}{T}\right)\right]  \tag{12}\\
T_{\text {ref }}=353.15 \mathrm{~K} ; \quad f=\frac{\lambda V_{W}}{\lambda V_{W}+V_{m}} \\
V_{m}=\frac{E W}{\rho_{\mathrm{mem}}} ; \quad V_{W}=\frac{18.01528}{\rho_{W}(T)}
\end{gather*}
$$

It is mostly dependent on membrane water content $\lambda$ and temperature $T_{\text {mem }}$, whilst also being affected by the material properties of equivalent weight $E W$ and membrane density $\rho_{\text {mem }}$ as well as the density of water $\rho_{W}(T)$. A simple arithmetic average of anode and cathode site values is used for further calculations.

The density of water $\rho_{w}(T)$ at $1[\mathrm{bar}]$ as a function of temperature $T$ can be approximated by [20]:

$$
\begin{equation*}
\rho_{z}(T)=999.972-7 \cdot 10^{-3}(T-4)^{2} \cdot 10^{-3} \tag{13}
\end{equation*}
$$

## $\operatorname{Tin}{ }^{\circ} \mathrm{C}$.

### 2.5. Concentration Overvoltage

Using the Nernst-equation, concentration overvoltage $E_{\mathrm{con}_{\mathrm{i}}}$ is described as a function of temperature $T$, current density $i$ and limiting current density $i_{L}$ [11]

$$
\begin{equation*}
E_{\mathrm{con}_{\mathrm{i}}}=\frac{R T_{i}}{n F} \ln \left(\frac{i_{L_{i}}}{i_{L_{i}}-i}\right) \tag{14}
\end{equation*}
$$

where $R$ is the universal gas constant, $n$ the number of electrons involved and $F$ the Faraday constant. Since this ideal equation often underestimates the real overvoltage, e.g., because of uneven gas concentration, a correction factor (see Supplementary Materials) is used to adjust the results [11,21].

For the limiting current density $i_{L}$, a simplified expression including the Faraday $F$ constant, number of electrons $n$, diffusion coefficient $D_{i}$, gas concentration $C_{i}$ and diffusion distance (here: electrode thickness) $\delta_{e}$ is used [11]:

$$
\begin{equation*}
i_{L_{i}}=\frac{n F D_{i} C_{i}}{\delta_{e}} \tag{15}
\end{equation*}
$$

To calculate the diffusion coefficient $D_{i}$, the model expects an external reference value $D_{i, \text { ref }}$ for the gas mixture. It therefore relies on the external calculation of gas concentration and diffusivity. The reference value will then be adjusted for electrode porosity $\epsilon$ and tortuosity $\tau$ as well as temperature $T$, pressure $p$ and liquid water volume fraction $s$ [9,22,23]:

$$
\begin{align*}
D_{i} & =\frac{\epsilon}{\tau^{2}}(1-s)^{3} D_{i, \text { ref }}\left(\frac{T}{T_{\mathrm{ref}}}\right)^{1.5} \frac{p_{\mathrm{ref}}}{p}  \tag{16}\\
T_{\mathrm{ref}} & =353.15 \mathrm{~K} ; p_{\mathrm{ref}}=1.01325 \mathrm{bar}
\end{align*}
$$

Porosity $\epsilon$ and tortuosity $\tau$ are used to approximately describe the geometry of the electrodes, while a value of 1 for the liquid water volume fraction $s$ represents a fully flooded channel. As a simplification, it is assumed that the gas diffusivity in liquid water is 0 . The approach of relying on $D_{i, \text { ref }}$ as a model input for the calculation of $D_{i}$ ensures compatibility with arbitrary gas mixtures and composition of external models for fluid mechanics-for instance, when used in a vehicle model and being connected to components for the media supply.

A simple logarithmic average is used to account for nonhomogeneous distribution of the gas concentration $C_{l m}$. If desired, this can be disabled by supplying the same value for input and output [5]:

$$
\begin{equation*}
C_{l m}=\frac{C_{\text {in }}-C_{\text {out }}}{\ln \frac{C_{\text {in }}}{C_{\text {out }}}} \tag{17}
\end{equation*}
$$

### 2.6. Cell and Stack Performance

What is labeled as the electrical efficiency $\eta_{\text {electric }}$ in this work relates to the lower heating value of hydrogen $E_{\text {LHV }}$ [11]:

$$
\begin{gather*}
\eta_{\text {electric }}=\frac{E_{\text {cell }}}{E_{\mathrm{LHV}}}  \tag{18}\\
E_{\mathrm{LHV}}=1.254 \mathrm{~V}
\end{gather*}
$$

and, furthermore, is used to calculate the heat flow $\dot{Q}$ of the cell/stack based on the power delivered $P_{\text {stack. }}$. As a simplification, it is assumed that the product water fully evaporates before leaving the cell/stack [11]:

$$
\begin{equation*}
\dot{Q}_{\text {stack }}=\left(\frac{P_{\text {stack }}}{\mu_{\text {electric }}}\right)-P_{\text {stack }} \tag{19}
\end{equation*}
$$

### 2.7. Water Transport

In this model, the estimation of the flow of water $j_{w}$ from anode to cathode is divided in three categories: osmotic $j_{\text {osmo }}$ and diffusive $j_{\text {diff }}$ flow as well as hydraulic permeation $j_{\text {hyd }}$. A positive value means an increase in water concentration:

$$
\begin{gather*}
j_{w_{\text {anode }}}=j_{\text {diff }}+j_{\text {hyd }}-j_{\text {osmo }}  \tag{20}\\
j_{w_{\text {cathode }}}=j_{\text {gen }}+j_{\text {osm }}-j_{\text {diff }}-j_{\text {hyd }} \tag{21}
\end{gather*}
$$

Three major simplifications are applied to reduce the complexity of water transport mechanisms. First, only the flow through the membrane is considered, whilst transport through the porous media of catalyst and gas diffusion layers is neglected. Second, it is assumed that liquid water is only present once the gas mixture is saturated. Finally, liquid and vapor phases are not directly considered. Instead,
the chosen equations for diffusive and hydraulic flow are adjusted by several functions (Figure 2) created with the MATLAB curve fitting application and experimental data from Adachi et al. [24]. As a result, three cases are described in the following sections: vapor-vapor (VVP), liquid-vapor (LVP) and liquid-liquid permeation (LLP).


Figure 2. Estimated Water flux through the membrane at $70{ }^{\circ} \mathrm{C}$ (Equations (24)-(32), adjusted with data from Adachi et al. [24]); VVP: cathode $96 \%$, anode $38 \%$ RH; LVP: cathode liquid volume fraction $100 \%$ (flooded), anode $38 \%$ RH; LLP: cathode and anode flooded, $\Delta p 1$ [bar] note: only a few data points were available to develop each function, which leads to some numerical inaccuracies.

### 2.7.1. Osmosis

Water transport due to osmosis $j_{\text {osmo }}$ is expressed by a linear correlation composed of the Faraday constant $F$, the current $I$ [11]

$$
\begin{equation*}
j_{\mathrm{osmo}}=n_{\mathrm{osmo}} \frac{I}{F} \tag{22}
\end{equation*}
$$

and the osmotic coefficient $n_{\text {osmo, }}$, which is dependent on the (average) water content of the membrane $\lambda$ [25]:

$$
\begin{equation*}
n_{\mathrm{osmo}}=0.0029 \lambda^{2}+0.05 \lambda-3.4 \cdot 10^{-19} \tag{23}
\end{equation*}
$$

### 2.7.2. Diffusion

In terms of diffusion $j_{\text {diff }}$, the abovementioned functions to differentiate between the liquid and gaseous phase are utilized. The basis for these calculations is given by [17]

$$
\begin{equation*}
j_{\mathrm{diff}}=\frac{A D_{\lambda} \nabla C_{w}}{\delta_{\mathrm{mem}}} \tag{24}
\end{equation*}
$$

which considers the cell area $A$, (average) diffusive coefficient of water $D_{\lambda}$, water concentration gradient $\nabla C_{w}$-here: difference between cathode and anode-and membrane thickness $\delta_{\text {mem }}$. The latter is treated as a constant $(=201 \mu \mathrm{~m})$ in the above equation and variations are instead considered by the adjustment-functions (Equations (26)-(32)).

To estimate the diffusion coefficient for water through the membrane $D_{\lambda}$, the following expression dependent on membrane temperature $T_{\text {mem }}$ and (average) water content $\lambda$ is applied [9,26]:

$$
\begin{gather*}
D_{\lambda}=\frac{3.842 \lambda^{3}-32.03 \lambda^{2}-67.74 \lambda}{\lambda^{3}-2.115 \lambda^{2}-33.013 \lambda+103.37} \cdot 10^{-6} \exp \left[20 \cdot \frac{20000}{R}\left(\frac{1}{T_{\text {ref }}}-\frac{1}{T_{\text {mem }}}\right)\right]  \tag{25}\\
T_{\text {ref }}=353.15 \mathrm{~K} .
\end{gather*}
$$

Subsequently, the diffusive flow $j_{\text {diff }}$ is adjusted for the thickness of the membrane. VVP-correction is applied in the complete absence of liquid water, whilst LVP-correction is used if at least one side is flooded with liquid water. For mixtures of gaseous and liquid phases, a linear scaling is applied:

$$
\begin{gather*}
j_{\text {diff }} \mathrm{VVP}=0.9178 \cdot j_{\text {diff }}\left(\left.\delta_{\text {mem }}\right|_{0.0201}\right)\left(-947.5 \delta_{\mathrm{mem}}^{2}-6.198 \delta_{\mathrm{mem}}+1.508\right),  \tag{26}\\
j_{\text {diff }} \text { LVP } \tag{27}
\end{gather*}=3.592 \cdot j_{\text {diff }}\left(\left.\delta_{\mathrm{mem}}\right|_{0.0201}\right)\left(-687 \delta_{\mathrm{mem}}^{2}-21.73 \delta_{\mathrm{mem}}+1.714\right) .
$$

### 2.7.3. Hydraulic Permeation

Beyond that, hydraulic permeation is only considered if liquid water is present on both sides of the membrane, since the pressure difference has a minor impact on water vapor transport [27]. The hydraulic flow $j_{\text {hyd }}$ is estimated by a linear correlation with the pressure gradient $\nabla p$-here: difference between cathode and anode-affected by the cell area $A$, dynamic viscosity of water $\mu_{\mathrm{H}_{2} \mathrm{O}}$ as well as water concentration inside the membrane $C_{w}$, its thickness $\delta_{\text {mem }}$ and hydraulic permeability $K_{\lambda}$ [16]:

$$
\begin{equation*}
j_{\text {hyd }}=\frac{A C_{w} K_{\lambda}}{\mu_{\mathrm{H}_{2} \mathrm{O}} \delta_{\text {mem }}} \nabla p \cdot 10^{5} . \tag{28}
\end{equation*}
$$

For the hydraulic permeability $K_{\lambda}$, a direct dependency on the membrane water content $\lambda$ is assumed [16]:

$$
\begin{equation*}
K_{\lambda}=K_{w} \lambda . \tag{29}
\end{equation*}
$$

Furthermore, the dynamic viscosity of water is approximated by a function of temperature $T$ [28]

$$
\begin{equation*}
\mu_{w}=\mu_{0} \exp \left[a_{\mu} p+\frac{d_{\mu}-b_{\mu} p}{R\left(T-\theta_{\mu}-c_{\mu} p\right)}\right], \tag{30}
\end{equation*}
$$

where $\mu_{0}$ denotes a reference value while $a_{\mu}, b_{\mu}, c_{\mu}$ and $d_{\mu}$ are constants. The pressure $p$ has been neglected, since it has a minor impact on $\mu_{w}$ at typical PEMFC operating pressures.

Experimental data suggest a nonlinear relation between the hydraulic flow and membrane thickness [24], hence an adjustment-function is applied for the hydraulic permeability $K_{\lambda}$ at a reference pressure difference of 0.025 [bar]:

$$
K_{\lambda_{\mathrm{LLP}}}\left\{\begin{array}{c}
=0.1158 K_{\lambda}\left(5.749 \cdot 10^{-3} \delta_{\mathrm{mem}} \exp [-1.326]\right)  \tag{31}\\
\text { for } \delta_{\mathrm{mem}} \geq 0.0056 \mathrm{~cm} \\
=0.1158 K_{\lambda}\left(2.518 \cdot 10^{-4} \delta_{\mathrm{mem}} \exp [-1.872]\right) \\
\text { for } \delta_{\mathrm{mem}}<0.0056 \mathrm{~cm}
\end{array}\right.
$$

Subsequently, the hydraulic flow is corrected for the actual pressure difference:

$$
\begin{equation*}
j_{\mathrm{hyd}_{\mathrm{LLP}}}=j_{\mathrm{hyd}_{\mathrm{ref}}}(32.41 \Delta p+0.06016) \tag{32}
\end{equation*}
$$

## 3. Application

Two modes of operation are available for using this model, as displayed in Figure 3. First, the cell performance can be calculated solely based on physical parameters. Second, the cell performance can be estimated based on the voltage deviation from a supplied polarization table. In the latter case, a distinction can be made between using a single or multiple polarization curves as reference.

For this purpose, the inputs of the MATLAB-function are divided into two categories: one for the state variables mandatory to estimate the cell performance and another for the polarization table references. When running in mode 1 , the inputs from the second category are ignored. In mode $2 a$, the model expects reference values for the experimental conditions of the polarization curve recording. Lastly, in the case of $2 b$, internal calculations for voltage deviation can be disabled by supplying state
variables as table references. e.g., when using polarization curves for different temperatures, supplying the current cell temperature will lead to no additional adjustments for this factor, since current and reference values are identical. The operation mode has no impact on the calculations for concentration overpotential and water transport, however, since these heavily depend on stack composition and media supply.


Figure 3. Modes of operation. 1: cell mode; 2a: table mode, single curve polarization table; 2 b : table mode, multi curve polarization table; $S$ : state variable; $T$ : polarization table; R: polarization table reference values.

It is also possible to use this model outside of the MATLAB environment via Co-Simulation. As an example, the program code can be run inside of a MATLAB-Function-block within a Simulink model, which can be compiled as $\mathrm{C} / \mathrm{C}++$ code. Depending on the target software, the exact Simulink model composition-regarding inputs, outputs and parameters-and compilation procedure may be wary and has to be looked up in the corresponding documentation. Following this practice allows the fuel cell model to be used in any simulation platform with support for Simulink coupling.

## 4. Simulation Results

Figure 4 shows a set of polarization curves calculated by the presented model. A variation of the chosen parameters affects the overpotentials and therefore the overall cell voltage (Section 2). In terms of computational time, creating a polarization curve with hundreds of data points only takes a few son a modern CPU. This shows the suitability of the model at hand for large system simulations or real-time applications. The inputs and most important parameters for the reference case are represented by Table 1, and a complete list of all model parameters is supplied as Supplementary Material.

Table 1. Inputs and parameters for the reference case.

| Name/type | Value | Unit |
| :---: | :---: | :---: |
| Input |  |  |
| Temperature | 70 | $\left[{ }^{\circ} \mathrm{C}\right]$ |
| Pressure (absolute) | 1.013 | $[\mathrm{bar}]$ |
| Relative humidity cat/an | $96 / 38$ | $[\%]$ |
| $\mathrm{O}_{2}$ concentration | $1.2 \times 10^{-6}$ | $\left[\mathrm{~mol} / \mathrm{cm}^{3}\right]$ |
| $\mathrm{H}_{2}$ concentration | $5 \times 10^{-5}$ | $\left[\mathrm{~mol} / \mathrm{cm}^{3}\right]$ |
| Liquid water volume fraction | 0 | $[\%]$ |
| $\mathrm{O}_{2}$ diffusive reference | 0.36 | $\left[\mathrm{~mol} / \mathrm{cm}^{2} \mathrm{~s}\right]$ |
| $\mathrm{H}_{2}$ diffusive reference | 1.24 | $\left[\mathrm{~mol} / \mathrm{cm}^{2} \mathrm{~s}\right]$ |
| Parameter |  |  |
| Membrane thickness | 201 | $[\mu \mathrm{~m}]$ |
| Membrane density | 1.97 | $\left[\mathrm{~g} / \mathrm{cm}^{3}\right]$ |
| Membrane EW | 1020 | $[\mathrm{~g} / \mathrm{mol}]$ |



Figure 4. Simulation results for variations of (a) temperature; (b) pressure; (c) RH [\%]; (d) $\mathrm{O}_{2}$ concentration $\left[\mathrm{mol} / \mathrm{cm}^{3}\right]$.

## 5. Conclusions

The model at hand represents a one-dimensional, dynamic proton exchange membrane fuel cell. To estimate the cell voltage, activation, ohmic and concentration overpotentials are calculated and subtracted from the ideal cell voltage in every time step. Furthermore, the water transport through the membrane by means of osmosis, diffusion and hydraulic permeation is considered. In order to reduce the complexity and computational load, simplified correlations are used to estimate the cell performance. This approach allows the model to be used in complex systems such as complete vehicle models or real-time applications. Two modes of operation allow for flexible use of the fuel cell model by supplying either polarization tables or physical cell parameters, which enables a quick model setup. The program code is written in MATLAB and designed to be used in a MATLAB-function-block inside of a Simulink model. By compiling the Simulink model as C/C++, this PEMFC model can also be used within any software tool that supports Simulink coupling. It is supplied under an open-access license to make it available to anyone for free.

However, the use of simplified equations for cell performance estimation also reduces the accuracy of the results. In particular, the consideration of the MEA can be further expanded because water and gas transport as well as concentration, can be significantly affected by the MEA composition. Additionally, cell geometry and local differences in the distribution of temperature, current density and reactants can also affect the overall performance. For future expansions, the computational load should be considered, in order to not increase the model's calculation time too much.
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Author Contributions: Formal analysis, investigation, methodology, software, and visualization, writing-original draft, A.L.L.; data curation, S.C.K.; supervision, resources, H.R.; validation, A.L.L. and S.C.K.; writing-review and editing, S.C.K. and H.R.; conceptualization, project administration, A.L.L., S.C.K. and H.R.
Funding: This research received no external funding.
Conflicts of Interest: The authors declare no conflict of interest.

## Nomenclature

| $a$ | water activity |
| :---: | :---: |
| $a_{i}$ | catalyst-specific area, $\mathrm{cm}^{2} / \mathrm{mg}$ |
| $a_{\mu}$ | constant in the calculation of $\mu_{w}, \mathrm{bar}^{-1}$ |
| $b_{\mu}$ | constant in the calculation of $\mu_{w}, \mathrm{~J} / \mathrm{mol}$ bar |
| $c_{\mu}$ | constant in the calculation of $\mu_{w}, \mathrm{~K} / \mathrm{mol}$ bar |
| $\mathrm{C}_{i}$ | molar concentration, $\mathrm{mol} / \mathrm{cm}^{3}$ |
| $C_{w}$ | membrane water concentration, $\mathrm{mol} / \mathrm{cm}^{3}$ |
| $D_{i}$ | diffusion coefficient, $\mathrm{cm}^{2} / \mathrm{s}$ |
| $D_{\lambda}$ | diffusion coefficient of water through the membrane, $\mathrm{cm}^{2} / \mathrm{s}$ |
| $d_{\mu}$ | constant in the calculation of $\mu_{w}, \mathrm{~J} / \mathrm{mol}$ |
| $E_{i}$ | voltage, V |
| EW | membrane equivalent weight, $\mathrm{g} / \mathrm{mol}$ |
| $f$ | membrane liquid water volume fraction |
| F | Faraday constant, A s/mol |
| $\Delta G$ | Gibbs free energy, $\mathrm{J} / \mathrm{mol}$ |
| $\Delta G_{i}$ | activation energy, $\mathrm{J} / \mathrm{mol}$ |
| H | enthalpy, J |
| $i$ | current density, $\mathrm{A} / \mathrm{cm}^{2}$ |
| $i_{0}$ | exchange current density, $\mathrm{A} / \mathrm{cm}^{2}$ |
| $i_{0, \text { ref }}$ | reference exchange current density, $\mathrm{A} / \mathrm{cm}^{2}$ |
| $i_{L}$ | limiting current density, $\mathrm{A} / \mathrm{cm}^{2}$ |
| $j_{i}$ | water flow, $\mathrm{mol} / \mathrm{s}$ |
| $K_{\text {hyd }}$ | hydraulic permeability of the membrane (liquid water), $\mathrm{cm}^{2}$ |
| $K_{w}$ | hydraulic permeability coefficient (liquid water) |
| $L_{i}$ | catalyst loading, $\mathrm{mg} / \mathrm{cm}^{2}$ |
| $N_{i}$ | molar flux, $\mathrm{mol} / \mathrm{cm}^{2} \mathrm{~s}$ |
| $n$ | number of electrodes involved |
| $n_{i}$ | water transport coefficient |
| $P$ | power, W |
| $p$ | pressure, bar |
| $p_{i}$ | partial pressure, bar |
| $p_{\text {ref }}$ | reference pressure, bar |
| $\dot{Q}$ | heat flow, W |
| R | universal gas constant, $\mathrm{J} / \mathrm{mol} \mathrm{K}$ |
| $s$ | liquid water volume fraction |
| S | entropy, J/K |
| $T_{i}$ | temperature, K |
| $T_{\text {ref }}$ | reference temperature, K |
| $V_{m}$ | acid equivalent volume of the membrane, $\mathrm{cm}^{3} / \mathrm{mol}$ |
| $V_{W}$ | molar volume of water, $\mathrm{cm}^{3} / \mathrm{mol}$ |
| $x_{i}$ | percentage |
| Greek Letters |  |
| $\alpha_{i}$ | charge transfer coefficient |
| $\gamma$ | pressure dependency coefficient |
| $\delta_{i}$ | thickness, cm |
| $\epsilon$ | electrode porosity |
| $\eta_{i}$ | efficiency |
| $\lambda$ | membrane water content |
| $\mu_{w, 0}$ | reference water dynamic viscosity, Pa s |
| $\mu_{w}$ | water dynamic viscosity, Pa s |
| $\rho_{i}$ | density, $\mathrm{g} / \mathrm{cm}^{3}$ |
| $\sigma_{i}$ | conductivity, $\mathrm{A} / \mathrm{V} \mathrm{cm}$ |
| $\tau$ | electrode tortuosity |
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#### Abstract

Recently, wind energy conversion systems in renewable energy sources have attracted attention due to their effective application. Wind turbine systems have a complex structure; however, traditional control systems are inadequate in answering the demands of complex systems. Therefore, expert control systems are applied to wind turbines, such as type-1 and interval type-2 fuzzy logic control (IT-2 FLC) systems. An IT-2 FLC system is used to solve the complexity of the wind turbine system and increases the efficiency of the wind turbine. This paper proposes a new control approach using the IT-2 FLC method applied to a wind turbine based on a permanent magnet synchronous generator (PMSG) to improve the transient stability during grid faults. An IT-2 FLC was designed to enhance the fault ride-through performance of a wind turbine and was implemented to control the machine side converter and grid side converter of a wind turbine. The proposed algorithm performance of a wind turbine based on a PMSG was investigated for different types of grid fault. The analysis results verify that the interval type-2 fuzzy logic control system is robustly utilized under different operational conditions.
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## 1. Introduction

Due to fluctuations in the price of fossil fuels, the interest in renewable energy sources is increasing day by day [1]. There are many methods of generating electricity from renewable sources, such as the wind turbine and solar panel. Wind turbines are among the most important of these methods. Wind turbines convert wind energy into electrical energy. Many types of generators are used in wind turbines [2]. A permanent magnet synchronous generator (PMSG) has recently begun to attract the attention of wind turbine manufacturers, due to its superior features. The PMSG is supplied to the electrical grid system by means of the grid side converter (GSC), machine side converter (MSC), and control systems [3,4]. The fault ride-through (FRT) capability is one of the important issues for the operation system of the wind turbine. The grid connection requirements (GCRs) involve the operational condition control of the distributed power system [5]. The GCRs have to provide efficiency and reliability to the electrical grid system. The wind turbine (WT) must remain connected to the electrical grid system during grid faults [6]. The fault ride-through is depicted in three stages [7]:

- In the first stage, a WT supplies an electrical power grid system during grid fault time;
- In the second stage, a wind turbine can inject reactive power to support the grid voltage recovery;
- In the third stage, a WT restarts the delivery of the active power after a grid fault.

All these requirements must be considered in the design of the controller and power converter of the WT. This design increases the stability of the WT during a grid fault [8]. Therefore, many methods are proposed in the literature for the FRT capability enhancement of the PMSG.

A braking chopper (BC) system has been implemented to enhance the FRT capability of a PMSG based on a wind energy conversion system (WECS) during a grid fault [9-12]. This method has some advantages, such as low cost and a simple control structure, but BC does not enhance the power quality in the WT's output. The static synchronous compensator (STATCOM) has been implemented to analyze a dynamic mechanism for a wind farm [13]. A coordinating control system for wind turbines was presented in Reference [13]. However, STATCOM has disadvantages, such as high cost and additional hardware needs. The peak current limitation for a high-power PMSG was realized in Reference [14]. Maximum power point tracking (MPPT) was implemented in the GSC and MSC. An active crowbar is kept the DC link voltage value by using this method. A superconducting fault current limiter (SFCL) was implemented for the FRT enhancement of a PMSG in Reference [15]. The presented method achieved reductions in the fault currents in DC systems.

Recently, soft computing methods have started to develop rapidly with the development of computer technology. Soft computing methods are applied in real-world applications, such as renewable energy and automotive and motor control. Soft computing methods are widely implemented in wind power applications, such as for MPPT control, pitch control, fault diagnosis, wind power generation, wind turbine power control, and prediction of wind speed and power. Soft computing methods consist of four computing algorithms such as predictive method, genetic algorithm, artificial neural networks, and fuzzy logic controllers (Type 1 and Type 2).

Interval type-2 fuzzy logic control (IT-2 FLC) is a type of soft computing method that overcomes the uncertainties of any system [16]. Uncertainty is a natural part of intelligent systems in many applications. Fuzzy Type 1 does not fully deal with the uncertainties of intelligent systems. An IT-2 FLC system is designed to minimize the uncertainties of any system. The IT-2 FLC system has been implemented in industrial applications. For example, interval type-2 hesitant fuzzy sets (IT2HFSs) have been implemented to cope with the underground hydrogen storage site selection problem in Romania [17]. The IT-2 FLC system has been applied in wind power system applications, such as diagnosis, pattern recognition decision, classification, control, and time series prediction.

Mokryani et al. [18] introduced a fault ride-through method using the FLC algorithm for several wind turbines. The presented method was applied to adjust the reactive and active power generated by the generator during grid faults. The proposed algorithm was utilized for all grid fault cases and different locations. Tahir et al. [19] developed a low voltage ride-through (LVRT) method using an adaptive FLC algorithm for wind turbines based on a wound field synchronous generator (WFSG). The proposed method was applied to both power converters of a WT. The proposed control system improved the reactive power of the grid system and regulated the current of the grid side converter. Morshed and Fekih [20] presented a design and analysis of the FRT method for a wind turbine. A new fuzzy second order integral terminal sliding mode control was developed for the power electronic converters. The proposed system was employed in a wind turbine. The overcurrents of the rotor and the stator with the presented control system did not exceed $10 \%$. Therefore, the voltage and current values of the generator were within acceptable ranges. Rashid and Ali [21] proposed to achieve an improved FRT capability based on a fuzzy logic controlled parallel resonance fault current limiter (FLC-PRFCL) for doubly fed induction generator (DFIG)-based wind farms. The effectiveness of the presented protecting control system was compared with conventional proportional-integral (PI) control, the bridge-type fault current limiter, and the crowbar circuit system. Bechkaoui et al. [22] introduced online monitoring of grid faults based on the FLC method for wind plants. The proposed method provided a diagnosis of two grid faults. These faults were open phase and short-circuit. The proposed method was implemented to define the stator condition with high certainty. The data of the whole system were generated under both faulty and healthy conditions. The authors indicate that the proposed method is quite efficient. However, Fuzzy Type 1 does not fully cope with the
uncertainties of complex systems, such as wind turbines. Several methods have been applied to deal with the uncertainties of complex systems in the literature [23-25]. In addition, in the literature, the interval type-2 FLC has started to be implemented to cope with the uncertainties of complex systems.

Yassin et al. [26] implemented a low voltage ride-through (LVRT) method using an interval type-2 FLC technique for a wind turbine. The input variables of the interval type-2 FLC technique were selected as the DC link voltage and rotor speed. There was irregularity between the delivered to the grid power and the generated active power. To protect from this harmful effect, the proposed method kept the DC link voltage constant. The authors indicate that the proposed algorithm is quite efficient. However, the interval type-2 FLC was implemented only to the MSC control during grid faults. In the normal operational condition, the system was controlled by a traditional control system (PI). The PI control system did not perform better than the IT-2 FLC in any aspect.

This paper proposes a new control approach using the IT-2 FLC method in the WT based on a PMSG to improve the transient stability during grid faults. An IT-2 FLC is designed to enhance the FRT performance of the PMSG. Unlike other studies in the literature, an IT-2 FLC was implemented to control the MSC and GSC of a PMSG during grid faults and normal operational conditions. The aim of the proposed control system is to maintain the generator connected with the grid system and to prevent the harmful effect of an overcurrent occurring during grid faults. The proposed IT-2 FLC is very simple, cost effective, and easy to implement in comparison to the conventional control system. All simulation results proved that the presented IT-2 FLC scheme has the capability to improve the FRT capability of a PMSG.

The rest of the paper is organized as follows: the wind energy conversion system is introduced in Section 2, the proposed protection control system of a PMSG is presented in Section 3, a review of the interval type-2 fuzzy logic system is given in Section 4, the simulation results validating the proposed methodology are presented in Section 5, and, finally, concluding remarks are provided in Section 6.

## 2. Wind Energy Conversion System

A WECS consists of a blade generator, control system, transformer, point of common coupling (PCC) system, and power electronics components, as shown in Figure 1. Wind turbines convert wind energy into electrical energy. Many types of generators are used in wind turbines. Recently, PMSGs started being used in WTs. Both the GSC and MSC are required to connect wind turbines to the PCC. These converters consist of a neutral point clamped (NPC) system in the study. The NPC three-level converter systems are more effective than conventional converter methods for high-power applications.


Figure 1. control structure of a permanent magnet synchronous generator (PMSG) based on a wind energy conversion system (WECS).

### 2.1. Wind Turbine Characteristics

The mechanical power of the WT, which converts wind energy into electric energy, is calculated by the following formula [27]:

$$
\begin{equation*}
P_{m}=\frac{1}{2} \rho A C_{p}(\lambda, \beta) V_{\omega}^{3} \tag{1}
\end{equation*}
$$

where $C_{p}$ is the power coefficient and does not have a constant value. It varies with the tip speed ratio of the WT. $\lambda$, which is the tip speed ratio of the WT, varies the rotational speed of the WT. $\rho$, which is the air density, depends on both air pressure and temperature. $\beta$ denotes the pitch angle. $V_{\omega}$ depicts the wind speed. $A$ represents the area swept by a blade [27]. $\lambda$ is calculated by the formula

$$
\begin{equation*}
\lambda=\frac{\omega_{r} R}{V_{\omega}} \tag{2}
\end{equation*}
$$

where $\omega_{r}$ depicts the rotor speed and $R$ depicts the blade radius.
The power coefficient $\left(C_{p}\right)$, which is a function of the $\lambda$ and $\beta$, is the most important parameter for the maximum power generated from a wind turbine. This parameter varies for each turbine type. The $C_{p}$ value of each wind turbine is given as the table by the manufacturer. As shown in Equation (1), the maximum active power $\left(P_{m}\right)$ changes linearly with the wind speed.

### 2.2. Mathematical Model of Permanent Magnet Synchronous Generator (PMSG)

The mathematical model of the PMSG is derived from the output voltage equations of the stator. The output voltage equations of the PMSG are illustrated in Equation (3) below. The windings are placed as balanced on the stator. The resistances of the windings are equal and depicted by $R_{s}=R_{q}=R_{d}$. $R_{s}$ depicts the stator resistance, $L_{s}$ depicts the stator inductance, and $\omega_{e}$ denotes the electrical angular
frequency. $v_{s}$, which depicts an output voltage of the PMSG, is described in Equation (3) [27-30]. The mathematical model is very useful for the generator to operate at optimum values and most important for the safe operation of the generator.

$$
\begin{equation*}
\binom{v_{s d}}{v_{s q}}=R_{s}\binom{i_{s d}}{i_{s q}}+\frac{d}{d t}\binom{L_{d} i_{s d}}{L_{q} i_{s q}}+\omega_{e}\binom{-\psi_{s q}}{\psi_{s d}} \tag{3}
\end{equation*}
$$

The stator flux linkages ( $d q$ frame) are defined in Equation (4):

$$
\binom{\psi_{s d}}{\psi_{s q}}=\left(\begin{array}{cc}
L_{d} & 0  \tag{4}\\
0 & L_{q}
\end{array}\right) \cdot\binom{i_{s d}}{i_{s q}}+\psi_{f}\binom{1}{0}
$$

where $\psi_{s d}$ and $\psi_{s q}$ are the flux linkages, $L_{d}$ and $L_{q}$ represent the stator inductances in the $d q$ frame, $i_{s d}$ and $i_{s q}$ represent the generator's $d q$ frame currents, and $\psi_{f}$ represents the flux linkage in the permanent magnets. The $d q$ frame stator voltages by means of the flux linkages are as follows:

$$
\begin{equation*}
\binom{v_{s d}}{v_{s q}}=R_{s}\binom{i_{s d}}{i_{s q}}+\frac{d}{d t}\binom{L_{d} i_{s d}}{L_{q} i_{s q}}+\omega_{e}\binom{-L_{q} i_{s q}}{L_{d} i_{s d}}+\omega_{e}\binom{0}{\psi_{f}} \tag{5}
\end{equation*}
$$

where $v_{s q}$ and $v_{s d}$ are the voltages of the $q$ and $d$ loops in the stator, respectively. The voltages of the $v_{s d}$ and $v_{s q}$ are utilized to generate the reference three-phase sinusoidal voltage, and the $i_{s d}$ and $i_{s q}$ depict the currents of the $d$ and $q$ loops in the stator, respectively. $R_{s}$ is a stator resistor, $L_{q}$ and $L_{d}$ represent the inductances of the $q$ and $d$ loops in the stator, respectively, and $\omega_{e}$ is the electrical angular of the PMSG.

## 3. Proposed Protection Control System

The controller design for the PMSG is very important in high performance applications. The design procedure for synthesizing and applying the controllers is very similar to the controllers in other high performance generators. However, the IT-2 FLC has more features than conventional control systems, such as numerical uncertainties and modeling the uncertainties in linguistic variables. The parameters of the PI are difficult to adjust for a WECS based on high nonlinearity with uncertain operating conditions. The PI controller supplies the proper performance for a given operating point. However, new methods have been investigated to overcome numerical uncertainties and new linguistics. The type-2 fuzzy set is a new method with specific characteristics. Thus, the special characteristics of the IT-2 FLC are used to improve wind energy conversion systems in this study. The block diagram for the IT-2 FLC is given in Figure 1. An open source interval type-2 fuzzy logic system (IT2-FLS) Matlab/Simulink (R2106a, MathWorks, Natick, Massachusetts, USA) toolbox produced by Taskin and Kumbasar [31] was used in this study.

The line voltages are measured by the control system in the system runtime. The measurement voltages are compared with the reference voltage. When the measurement current value is higher than the reference current value, the switching mode is changed by the control system. A flowchart of the proposed control algorithm is given in Figure 2.

The $q$ loop of the machine side converter has two switching modes. The first mode is active during normal operation. The first mode input is the active power during normal operation. An error signal is produced by comparing the measured active power $\left(P^{*}{ }_{g}\right)$ with the reference active power $\left(P_{g}\right)$. To obtain the reference current $\left(i^{*}\right.$ sq $)$, this error signal is increased by the PI control.

The second mode is active during a grid fault. The input of the second mode is the DC link voltage. An error signal is produced by comparing the reference DC link voltage ( $V_{d c}$ ) with the measured DC link voltage $\left(V_{d c}^{*}\right)$. To obtain the reference current $\left(i^{*}{ }_{s q}\right)$, this error signal is increased by the PI control during a grid fault.


Figure 2. Flowchart of the proposed control algorithm.
$\Delta i^{*}{ }_{s q}$ is produced by comparing the reference current $\left(i^{*}{ }_{s q}\right)$ with the measured current $\left(i_{s q}\right) . \Delta i^{*}$ sq is the input of the IT-2 FLC system for both the fault and normal operations. In this study, the IT-2 FLC was designed specifically to obtain efficient results in both the fault and normal operations. To obtain the required voltage $\left(v^{*}{ }_{s q}\right)$ for switching signals, the IT-2 FLC output signal $\left(x_{1}\right)$ sum with both $\omega_{e} L_{d} i_{s d}$ and $\omega_{e} \psi_{f}$.

In addition, the $d$-axis current reference $\left(i^{*}{ }_{s d}\right)$ of the MSC is set to $0 . \Delta i^{*}$ sd is produced by comparing the reference current $\left(i^{*}{ }_{s d}\right)$ with the measured current $\left(i_{s d}\right) . \Delta i^{*}{ }_{s d}$ is the input of the IT-2 FLC system for both the normal and fault operations. To obtain the required voltage $\left(v_{s d}^{*}\right)$ for switching signals, the IT-2 FLC output signal $\left(x_{2}\right)$ is added to $\omega_{e} L_{q} i_{s q}$.

In Figure 1, the reference voltages $\left(v_{s d}^{*}\right.$ and $\left.v^{*}{ }_{\text {sq }}\right)$ are added to enhance the transient response, as expressed by

$$
\begin{equation*}
\binom{v_{s d}^{*}}{v_{s q}^{*}}=\binom{V_{s d}^{\prime}}{V_{s q}^{\prime}}+\omega_{e}\binom{-L_{q} i_{s q}}{L_{d} i_{s d}}+\omega_{e}\binom{0}{\psi_{f}} \tag{6}
\end{equation*}
$$

The $q$ loop of the grid side converter has two switching modes. The first mode is active during normal operation. The first mode input is the reactive power during normal operation. The reactive power $\left(Q^{*}\right)$ is set to 0 . To obtain the reference current $\left(i^{*} q\right)$, this error signal is increased by the PI control. The input of the second mode is the fault reactive power $\left(Q^{*}{ }_{F R T}\right)$. To obtain the reference current $\left(i^{*} q\right)$, this error signal is increased by the PI control during a grid fault.
$\Delta i_{q}^{*}{ }_{q}$ is obtained by comparing the reference current $\left(i^{*} q\right)$ with the current measured $\left(i_{q}\right) . \Delta i^{*}{ }_{q}$ is the input of the IT-2 FLC system for both the fault and normal operations. In this study, the IT-2 FLC was designed specifically to obtain efficient results in both fault operation and normal operation. To obtain the required voltage $\left(v_{q}^{*}\right)$ for switching signals, the IT-2 FLC output signal $\left(x_{3}\right)$ is added to $\omega_{e} L_{d} i_{d}$.

The second mode is active during the grid fault. The input of the second mode is the active power. To obtain the reference current $\left(i^{*} d\right)$, this error signal is increased by the PI control.
$\Delta i^{*}{ }_{d}$ is produced by comparing the reference current $\left(i^{*}{ }_{d}\right)$ with the measured current $\left(i_{d}\right) . \Delta i^{*}{ }_{d}$ is the input of the IT-2 FLC system for both fault and normal operations. In this study, the IT-2 FLC was designed specifically to obtain efficient results in both the normal and fault operations. To obtain the
required voltage $\left(v^{*}{ }_{d}\right)$ for the switching signals, the IT-2 FLC output signal $\left(x_{4}\right)$ is combined with both the $\omega_{e} L_{q} i_{q}$ and $E$.

In Figure 1, the reference voltages $\left(v_{d}^{*}\right.$ and $\left.v_{q}^{*}\right)$ are added to enhance the transient response, expressed as

$$
\begin{equation*}
\binom{v_{d}^{*}}{v_{q}^{*}}=\binom{V_{d}^{\prime}}{V_{q}^{\prime}}+\omega_{e}\binom{-L_{q} i_{q}}{L_{d} i_{d}}+\binom{E_{s}}{0} \tag{7}
\end{equation*}
$$

## 4. Overview of Interval Type-2 Fuzzy Logic Systems

The first interval type-2 method was proposed by Zadeh in 1975. Then, many other authors started to implement the IT-2 FLC system in many applications. The IT-2 FLC method consists of five components: fuzzifier, rules, inference engine, type reducer, and defuzzifier. The structure of the IT-2 FLC method is given in Figure 3. The crisp inputs of the IT-2 FLC are obtained from the input sensors. The fuzzifier converts the physical input values into a normalized fuzzy subset. The inference engine of the IT-2 FLC system uses the same rules as those used in a T-1 FLC system. Then, the type reducer converts the IT-2 FLC to a T-1 FLC. Finally, defuzzification is usually called output processing [32]. The fuzzifier is the first stage in applying fuzzy logic control. The fuzzifier converts the physical input values into a normalized fuzzy subset. The physical input values of the sensors are mapped to a set of input fuzzy values [ 0,1 ] by the membership functions. Finally, the fuzzifier converts the physical input values to a fuzzy input of the inference engine [33]. The general membership functions of the IT-2 FLC are given in Figure 4.


Figure 3. The general structure of the interval type-2 fuzzy logic control.


Figure 4. Proposed structure of the interval type 2 fuzzy logic control (IT-2 FLC) system.

The inference engine is the second stage in applying fuzzy logic control. The inference engine is regarded as a transformer, which from a given input maps an output by using linguistic variables. The inference engine generates functional mapping between the output and the input using fuzzy mapping rules. The inputs of the inference engine are implemented by a set of fuzzy mapping rules (if/then). The fuzzy mapping rules (if/then) decide a given condition using linguistic variables, and, then, the fuzzy sets convert to a set of fuzzy outputs [34,35]. All 25 rules and membership functions for the IT-2 FLC are selected and given in Figure 4. Fuzzy rules are written as follows: if (input1 is membership function1) and/or then (output is output membership function).

Mamdani systems have widespread acceptance, are well suited to human input, and are intuitive. Therefore, the Mamdani system was used in this study.

The defuzzifier is the third stage in applying fuzzy logic control. The defuzzifier converts the fuzzy output available into the control objective. The output of the inference engine is still a linguistic variable. This linguistic variable is transformed into the crisp output by the defuzzifier stage. This stage is regarded as a conversion from the fuzzy output to the crisp output needed for real applications. The mean of the maximum technique, a center of gravity technique, and height techniques are commonly used in defuzzification. The Karnik-Mendel algorithm was implemented in this study as the defuzzification method. The Karnik-Mendel algorithm identifies the largest and smallest elements among the centroids [36]. This method converts fuzzy values into crisp system output values, expressed as

$$
\begin{equation*}
y(x)=\frac{y_{1}+y_{r}}{2} \tag{8}
\end{equation*}
$$

## 5. Simulation Results

The simulations in this study were realized in Matlab/Simulink to verify the effectiveness and analysis of the presented method. The sampling frequency of the presented Simulink system was modeled at 20 kHz . The parameters of the PMSG, turbine, and power converter systems are given in Tables A1-A3, respectively. An open source IT2-FLC toolbox in Matlab/Simulink was used in this study. The rules of the IT-2 FLC system were designed to maximize the power generation from the generator. The IT-2 FLC rules were adjusted to generate the optimized gains for the power performance of the wind system based on the PMSG. An IT-2 FLC control system was implemented for the analysis of three different cases of grid fault. The different types of symmetrical and asymmetrical faults were implemented separately at the proper time on the grid side of the PMSG. The simulated fault conditions were as follows:
(i) The $3 / \phi$ symmetrical fault was implemented at $\mathrm{t}=4.0 \mathrm{~s}$ and was cleared at $\mathrm{t}=4.5 \mathrm{~s}$;
(ii) The $2 / \phi$ asymmetrical fault was implemented at $\mathrm{t}=4.0 \mathrm{~s}$ and was cleared at $\mathrm{t}=4.5 \mathrm{~s}$;
(iii) The $1 / \phi$ asymmetrical fault was implemented at $t=4.0 \mathrm{~s}$ and was cleared at $\mathrm{t}=4.5 \mathrm{~s}$.

The generator with the proposed control method was connected to the grid during all grid fault types. The simulation results illustrate that the IT-2 FLC system gives an appropriate performance for the power generation of the wind system using a PMSG for different scenarios. The rated value of the DC link was 1150 V , the rated value of active power was 1 p.u., the rated value of the electromagnetic torque power was 1 p.u., and the rated value of the reactive power was 0 p.u. in the study.

## Scenario 1

The $3 / \phi$ symmetrical fault was implemented at $\mathrm{t}=4.0 \mathrm{~s}$, and then it was cleared at $\mathrm{t}=4.5 \mathrm{~s}$, as shown in Figure 5a. The $3 / \phi$ symmetrical fault was the severest fault type used. Therefore, the control of this fault type is vital. The IT-2 FLC and T-1 FLC were separately implemented in the WT. The parameters of the WT that were measured were the rotor speed, DC link (Vdc), electromagnetic torque (Te), and reactive and active power. The maximum value of the rotor speed with the T-1 FLC system was 1.4 p.u., and its drop value was $70 \%$ p.u., as shown in Figure 5b. However, the maximum value of the rotor speed with the IT-2 FLC system was near the nominal value, and the drop value of the rotor speed was 1 p.u., as shown in Figure 5b. The DC link voltage of the system is given in

Figure 5c. The DC link voltage value using a T-1 FLC system was 1400 V during the grid fault, while the DC link voltage value with the IT-2 FLC system was near the nominal value. The oscillation of the DC link voltage value with the T-1 FLC system was higher than the proposed control system even after the grid fault time. The active power of the system is given in Figure 5d. The drop value of the active power with the T-1 FLC was $60 \%$ p.u. and the overshoot value of the active power with the T-1 FLC was 1.25 p.u. However, the active power value with the IT-2 FLC was near the nominal value. The reactive power of the system is given in Figure 5e. The overshoot value of the reactive power with the T-1 FLC system was $40 \%$ p.u. The ripple of the reactive power value with the proposed control system was smaller than the T-1 FLC system. The reactive power value of the IT-2 FLC system was the nominal value both during and after the grid fault. The electromagnetic torque ( Te ) of the system is given in Figure 5 f.


Figure 5. (a-f). Dynamic response of a 1.5 MVA permanent magnet synchronous generator (PMSG) with the type-1 fuzzy logic control (T-1 FLC) and interval type-2 fuzzy logic control (IT-2 FLC) systems during a $3 / \phi$ symmetrical fault.

The ripple of the electromagnetic torque value with the proposed control system was smaller than the T-1 FLC system. The electromagnetic torque value with the IT-2 FLC system was the nominal value both during and after the grid fault.

## Scenario 2

The $2 / \phi$ asymmetrical fault was implemented at $t=4.0 \mathrm{~s}$, and then it was cleared at $\mathrm{t}=4.5 \mathrm{~s}$, as shown in Figure 6a. The $2 / \phi$ asymmetrical fault was lighter compared to the $3 / \phi$ symmetrical fault. However, the $2 / \phi$ asymmetrical fault was more severe than the $1 / \phi$ asymmetrical fault. The IT- 2 FLC and T-1 FLC were separately implemented in the system during the $2 / \phi$ asymmetrical fault, as shown in Figure 6 a . The rotor speed, DC link $\left(V_{d c}\right)$, electromagnetic torque $\left(T_{e}\right)$, and the reactive and active power of the system with the IT-2 FLC had near nominal values and are given in Figure 6b-f, respectively. The rotor speed value with the T-1 FLC system increased to 1.4 p.u. in Figure 6b. The overshoot value of the DC link with the T-1 FLC system was 1400 V . The ripples in the DC link voltage value with the T-1 FLC system were higher than the proposed control system even after the grid fault time. The drop value of the active power with the T-1 FLC was $63 \%$ p.u., and the overshoot value of the active power with the T-1 FLC was $1.21 \mathrm{p} . \mathrm{u}$. The ripple in the active power was greatly reduced by the IT-2 FLC. The reactive power with the T-1 FLC did not track the ideal zero value during the grid fault. The reactive power value with the T-1 FLC was $40 \%$ p.u. during the grid fault. The reactive power value with the proposed control system matched the ideal value perfectly both during and after the grid fault. The ripple of the electromagnetic torque value with the proposed control system was smaller than with the T-1 FLC system.
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Figure 6. (a-f). Dynamic response of a 1.5 MVA permanent magnet synchronous generator (PMSG) with the type-1 fuzzy logic control (T-1 FLC) and interval type-2 fuzzy logic control (IT-2 FLC) systems during a $2 / \phi$ unsymmetrical fault.

The electromagnetic torque value with the IT-2 FLC system was the nominal value both during and after the grid fault.

## Scenario 3

The $1 / \phi$ asymmetrical fault was implemented at $t=4.0 \mathrm{~s}$, and then it was cleared at $\mathrm{t}=4.5 \mathrm{~s}$, as shown in Figure 7a. The $1 / \phi$ asymmetrical fault was lighter than the other fault types. However, the $1 / \phi$ asymmetrical fault is the most common type of grid fault. Therefore, the control of this fault type is vital. The IT-2 FLC and T-1 FLC were separately implemented in the system. The parameters of the system that were measured were the rotor speed, DC link (Vdc), electromagnetic torque (Te), and reactive and active power. The maximum value of the rotor speed with the T-1 FLC system was 1.2 p.u., and its drop value was 1 p.u. value, as shown in Figure 7b. The DC link voltage with the T-1 FLC system was 1300 V during the grid fault. The drop value of the active power with the T-1 FLC was $82 \%$ p.u., and the overshoot value of the active power with the T-1 FLC was 1.05 p.u. The parameters of the system that were observed were the rotor speed, DC link $\left(V_{d c}\right)$, electromagnetic torque $\left(T_{e}\right)$, and reactive and active power. The rotor speed, DC link $\left(V_{d c}\right)$, active power, reactive power, and electromagnetic torque $\left(T_{e}\right)$ of the system with the IT-2 FLC had near nominal values and are given in Figure $7 \mathrm{~b}-\mathrm{f}$, respectively. All the parameters of the system with the IT-2 FLC closely tracked the rated values both during and after the grid fault.
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Figure 7. (a-f). Dynamic response of a 1.5 MVA permanent magnet synchronous generator (PMSG) with the type-1 fuzzy logic control (T-1 FLC) and interval type-2 fuzzy logic control (IT-2 FLC) systems during a $1 / \phi$ unsymmetrical fault.

All the parameters with the proposed control system settled to the rated value within comparatively less time than with the T-1 FLC system. The proposed control system reduced the ripples of all the parameters in the system due to the appropriate selection of IT-2 FLC parameters.

## 6. Conclusions

The FRT capability of wind turbines is a vital issue for the electrical energy generated from wind energy and contributes to reliable grid integration. This paper proposes a new control approach using the IT-2 FLC method that is implemented in the WT based on a PMSG to improve the transient stability during grid faults. The main contributions of this work are:
(i) An IT-2 FLC was designed to enhance the fault ride-through performance of the PMSG in order to obtain effective results during grid faults;
(ii) The proposed control system was applied to control the MSC and GSC of the PMSG;
(iii) It was observed by measurements that the proposed control system protects the power electronic devices from the harmful effect of overvoltage during grid faults;
(iv) The simulation results have confirmed that the proposed control system can effectively reduce the ripples of all the parameters in the system. The proposed system also improved the conversion efficiency of the wind turbine system due to the appropriate selection of IT-2 FLC parameters.
The parameters of the system that were observed were the rotor speed, DC link $\left(V_{d c}\right)$, electromagnetic torque $\left(T_{e}\right)$, and reactive and active power. The rotor speed, DC link $\left(V_{d c}\right)$, active power, reactive power, and electromagnetic torque $\left(T_{e}\right)$ of the system with the IT-2 FLC had near nominal values. All the parameters of the system with the IT-2 FLC system closely tracked the rated values during and after the grid faults. All the parameters with the proposed control system settled to the rated value within comparatively less time than the T-1 FLC system. All the simulation results
proved that the presented IT-2 FLC scheme has the capability to improve the FRT capability of the PMSG and performs better than the T-1 FLC in all aspects.

In the future, the other rule evaluation method (Sugeno) should be applied to the system. In addition, different interval type-2 fuzzy logic control systems, such as the IT-2 FLC PI, can be adapted to improve the FRT performance of wind turbines, and the results can be compared with the results in this paper.
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| Nomenclature |  |
| :--- | :--- |
| $C_{p}$ | power coefficient |
| $\lambda$ | tip speed ratio of WT |
| $\rho$ | air density |
| $\beta$ | pitch angle |
| $V_{\omega}$ | wind speed |
| $A$ | area swept by a blade |
| $\omega_{r}$ | rotor speed |
| $R$ | blade radius |
| $R_{s}$ | stator resistance |
| $L_{s}$ | stator inductance |
| $\omega_{e}$ | electric angular of the PMSG |
| $v_{s}$ | output voltage of the PMSG |
| $\psi_{s d}, \psi_{s q}$ | flux linkages of the stator windings |
| $\psi_{f}$ | flux linkage in the permanent magnets |
| $L_{d,}, L_{q}$ | stator inductances in the $d q$ frame |
| $i_{s d}, i_{s q}$ | generator $d q$ frame currents |
| $v_{s q}, v_{s d}$ | voltages of the $q$ and $d$ loops in the stator |

## Abbreviations

| Acronym | Definition |
| :--- | :--- |
| PMSG | Permanent magnet synchronous generator |
| IT-2 FLC | Interval type-2 fuzzy logic control system |
| FRT | Fault ride-through |
| GSC | Grid side converter |
| MSC | Machine side converter |
| GCRs | Grid connection requirements |
| STATCOM | Static synchronous compensator |
| SFCL | Superconducting fault current limiter |
| MPPT | Maximum power point tracking |
| DFIG | Doubly fed induction generator |
| WT | Wind turbine |

## Appendix A

Table A1. Parameters of the PMSG.

| Parameter | Symbol | Value | Unit |
| :--- | :--- | :--- | :--- |
| Base power | $P_{b}$ | 1.5 | MVA |
| Base voltage | $V_{b}$ | 690 | V |
| Base frequency | $f_{b}$ | 60 | Hz |
| Pole pairs of PMSG | $n_{p}$ | 48 |  |
| Rated generator power | $P_{g}$ | 1 | pu |
| Rated generator speed | $\omega_{r}$ | 1 | pu |
| Rated generator line voltage | $V_{a b c}$ | 1 | pu |
| Stator resistance | $R_{s}$ | 0.006 | $\Omega$ |
| Stator inductance | $L_{s}$ | 0.000835 | H |
| Permanent magnet flux | $\psi_{f}$ | 1.48 | wb |

Table A2. Parameters of the turbine.

| Parameter | Symbol | Value | Unit |
| :--- | :--- | :--- | :--- |
| Air density | $\rho$ | 1.225 | $\mathrm{Kg} / \mathrm{m}^{3}$ |
| Area swept by blades | $A$ | 4775.94 | $\mathrm{~m}^{2}$ |
| Base wind speed | $v$ | 12 | $\mathrm{~m} / \mathrm{s}$ |
| Cut-in wind speed | $v_{c}$ | 3 | $\mathrm{~m} / \mathrm{s}$ |
| Optimal power coefficient | $C_{p \max }$ | 0.4412 |  |
| Optimal tip speed ratio | $\lambda_{\text {opt }}$ | 6.9 |  |

Table A3. Parameters of the power converter systems.

| Parameter | Symbol | Value | Unit |
| :--- | :--- | :--- | :--- |
| DC capacitance | $C$ | 10,000 | $\mu \mathrm{~F}$ |
| DC link voltage | $V_{d c}$ | 1150 | V |
| Grid side filter resistance | $R_{f}$ | 0.027 | $\Omega$ |
| Grid side filter inductance | $L_{f}$ | 1.65 | mH |
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#### Abstract

The Stirling engine together with a solar concentrator represents a solution for increasing energy efficiency. Thus, within the National Research and Development Institute for Cryogenic and Isotopic Technologies, an automation system was designed and implemented in order to control the processes inside the solar conversion unit using a programmable logic controller from Schneider Electric. The acquired parameters from the installed sensors were monitored using Unity Pro L software. The main objective of this paper is to solve the starting, operating, and shut-down sequences in safe conditions, as well as monitor the working parameters.


Keywords: Stirling engine; solar concentrator; automation system; human-machine interface; sensors

## 1. Introduction

The impact of integrating renewable energy sources from the environment solves one of the major problems regarding global warming and $\mathrm{CO}_{2}$ emissions. Fossil fuel resources, hydrocarbons, coal, and natural gas are all limited, cause pollution, and have a strong influence on carbon emissions, affecting the environment irreversibly [1].

Green, renewable energy sources, as an alternative to fossil fuels, are used by hybrid energy systems [2] based on high-efficiency technologies. For example, the solar concentrator that provides the energy needed to drive a Stirling engine [3], with a working cycle having the same name, created by the Scotsman Robert Stirling and patented in 1816 [4]. Thus, the Stirling engine appears as a promising option in the supply of energy compared to other traditional solutions based on renewable energy sources, with a reduced polluting effect similar to that of geothermal, solar, or biomass energy [5,6].

In the specialist literature, Zabalaga et al. presented in [7] an analysis in terms of energy efficiency and economic profitability of a hybrid energy system consisting of photovoltaic panels, a Stirling engine, and a battery system [8]. The dimensioning, using Homer software and, later, the simulation [9-11] of the starting and cooling sequences in MATLAB/Simulink T.M. 8.9 demonstrated a $69 \%$ reduction in greenhouse gas emissions, an $11 \%$ improvement in annual costs, and a $5 \%$ increase of energy efficiency compared to conventional diesel engine systems [12-14].

In [15], Islas et al. conducted a research study on the influence of several design variables and operating parameters over the performance of a 2 kW alpha-type Stirling engine, as well as methods
for optimizing the major factors affecting engine efficiency. An important aspect is temperature and pressure control in the primary and secondary circuits of the Stirling engine.

Malali et al. discuss in [16] the effects of circumsolar radiation on the thermal efficiency of a Stirling engine-solar concentrator system, the mathematical model being realized in MATLAB. In the optimal case, the parameters thus obtained are used in the design of the hybrid system.

In [17], Zare and Saleh used the mathematical model of the Stirling engine and the Lyapunov method to predict the optimal operating conditions of a Stirling engine [18,19]. The starting sequences and the oscillations that may occur during operation were especially studied.

Buscemi et al. presented in [20] a hybrid energy system consisting of a solar concentrator and a 32 kW Stirling engine installed in Southern Italy. Their model is capable of predicting annual energy production, especially taking into account the level of dirt on the solar concentrator mirrors [21,22].

In [23], Arora et al. developed a genetic evolutionary algorithm in MATLAB for choosing the optimum values of the decision variables in order to obtain maximum power in terms of energy and heat, as well as an increased economic efficiency [24,25].

Based on the scientific literature, the novelty of this paper consists of the design and implementation of an automation and control system for the operation of a Stirling engine-this system being used so far only in other types of industrial installations.

Even though the use of programmable logic controllers (PLCs) and industrial automations is widely presented in literature, there are few to no cases where these are used in Stirling engine systems for the generation of both electrical and thermal energy, which increased the research team's interest in approaching this topic.

One particular element of this automation, in comparison to others from the industrial sector, is related to the specificity of the Stirling engine system, namely the adaptation to operating requirements, starting sequences, normal operation, control and valve actuation for loading and unloading the working fluid, operation of the fan and cooling pump, controlled shut-down, overload protection, actuation of the safety curtain of the primary exchanger, monitoring of working parameters, temperature, and speed.

Another aspect was to ensure the recording of the parameters, the global automation transmission through bidirectional ethernet connection, including the positioning of the solar concentrator on the maximum flux of solar thermal irradiation, according to the data collected by the Solys2 weather station, which determines the solar coordinates of the Stirling engine solar concentrator location.

In this context, the installation developed in the National Research and Development Institute for Cryogenic and Isotopic Technologies in Romania has integrated a Stirling engine working together with a solar concentrator with the purpose of cogeneration of electricity ( 10 kW electric) and thermal energy ( 25 kW thermal) at a low cost [26].

In this paper, we have designed, tested, and optimized the starting, operating, and stopping sequences of a Tedom-modified Stirling alpha V191 engine, representing the conversion unit of the Sunflower 35 solar concentrator [27], through an automation system. In the laboratory, we designed the electrical installation and the automation system, we implemented practically the automation system $[28,29]$, and we programmed the PLCs in order to realize the starting sequences and the opening of the valves for both the cooling system of the compressor and the charging system with helium. The automation also provides the protection and alarm system, control of the protection curtain, and command and control of the electric generator, the heat exchanger, and fan control for the Stirling engine.

Programmable logic controllers (PLCs) emulate the electrical scheme and the computer equipment built around a processor and are capable of controlling, through digital and analog input/output modules, one or more pieces of industrial equipment based on dedicated software [30].

The specific objectives of the present study, based on the automation design, are the following:

- real-time monitoring of the parameters given by temperature, pressure, and rotation sensors;
- recording of the operation results-electrical and thermal energy produced by the Stirling engine with solar concentrator, operating times, and various reports;
- automation of start and stop sequences of the Stirling engine with an integrated protection system;
- optimization of energy production according to the solar irradiation;
- alarm management and security procedures (depending on various weather factors, on a working gas pressure drop, or on a rise in temperature outside the working domain);
- remote transmission of the generated and acquired signals;
- integration of the installation in complex cogeneration systems, as well as in energy optimization systems.

The main objective and focus of this paper is to solve the starting, operating, and shut-down sequences in safe conditions, as well as monitor the working parameters. The performance indicators are given by the stabilization of the temperature of the heat exchanger towards the working temperature, of the engine speed, and of the working pressure according to the values given by the producer [27].

The main findings are as follows:

- implementation of the start and stop sequences of the test stand in safe conditions;
- development of a human-machine interface (HMI) and an application for monitoring and data acquisition for the purpose of reporting safe operation;
- automatization of the maximum solar radiation tracking system.

The solar concentrator using a Stirling engine offers a promising solution compared to other thermal installations that use solar energy, which is an unlimited renewable energy. The most-developed solar solutions currently used are the following:
> photovoltaic panels;
$>$ tower solar concentrators;
$>$ thermal power stations, having solar collectors with parabolic trough or Fresnel systems (parabolic trough collectors (PTC) or linear Fresnel reflectors (LFR));
$>$ solar concentrators with a Stirling engine.
Even though photovoltaic panels are a great development, the solar concentrators using a Stirling engine accomplish a higher conversion efficiency of solar energy into electricity-29.4\% [31]. By comparison, solar collectors that have a parabolic trough or Fresnel-type system can achieve a solar-to-electricity conversion efficiency of only 18-22\% [32]. We observe a significant advantage for the Stirling solar concentrators. The tower solar concentrators achieve a solar-to-electricity conversion efficiency of about 20-27\% [32], closer to that of the Stirling solar concentrator, but with considerably higher execution costs.

Another revealing analysis is related to the cost of obtaining a kWh , as presented by Zayeda [33]. The Stirling solar concentrator has a promising cost of USD $0.2565 / \mathrm{kWh}$, compared to USD $0.4 / \mathrm{kWh}$ for the solar tower concentrators, and USD $0.14-0.16 / \mathrm{kWh}$ for solar collectors with a parabolic trough or Fresnel system. The best cost is for the photovoltaic panels, at USD $0.06 / \mathrm{kWh}$.

Awana has shown in [34] the advantages of solar concentrators over photovoltaic systems. That is, a $35.7 \%$ higher electricity production, but also a better capacity-use factor and a better solar-to-electric conversion efficiency.

It was also shown that Stirling solar concentrators have led to a significant reduction in the cost of electricity production and, in addition, that the use of Stirling solar concentrator systems working on cogeneration of electric and thermal energy achieved an efficiency of over $60 \%$.

The article was structured as follows: in the first part, in the introduction, the main objectives of the work were stated, up -to-date information was presented relating to PLC automation and control strategies used in Stirling solar power systems and a comparative study was conducted regarding the conversion efficiency and the cost of the proposed system with respect to other solar solutions.

The second chapter, "Structure of the Automation and Control system", presented two automation systems and identified the most suitable one, according to the equipment to be monitored/controlled. The third chapter, "Operating Principle", presented the electrical schemes of the main and secondary circuits of the Stirling engine, as well as the automation schemes of the proposed system. In chapter four, "Case Study", the experimental test stand was presented together with the data acquisition, control, and monitoring of the process parameters in tandem with the HMI interface. The results and discussions were presented in the fifth chapter and, finally, in the sixth chapter, the work was summarized and future perspectives were presented.

## 2. Structure of the Automation and Control System

### 2.1. Proposed Automation Systems: National Instruments and Schneider Electric

In order to realize the proposed installation, two solutions have been taken into account for the automation of the system, highlighting the advantages and disadvantages of each solution.

The first solution considered is to use the LabVIEW 19.0 HMI (human-machine interface) graphics interface provided by National Instruments, which offers various hardware platforms on which LabVIEW program developers implement operator interfaces, using programmable controllers that allow reconfigurable inputs/outputs (RIO), combining an improved, robust architecture with small industrial input/output modules, and time-sensitive networking (TSN). For monitoring the processes, either a PC (Personal Computer) can be connected remotely through a data transmission interface or a touchscreen can be used to enter the sequences directly. Figure 1 shows the hardware and software platform offered by National Instruments.


Figure 1. National Instruments hardware and software platform [35].
The second solution proposed is to use a system which has a Schneider Electric programmable automaton (Figure 2), a PLC control application made in Unity Pro L software (Figure 3), and the SCADA (HMI) graphical control and monitoring interface. In order to program these PLCs, the ladder diagram (LD) and function block diagram (FBD) programming languages are used, according to IEC (International Electrotechnical Commission) standard 61131-3.


Figure 2. Schneider Electric programmable automaton [36].


Figure 3. Unity Pro L working interface.
Following a multicriterial analysis, taking into account the availability, the quality-price ratio, the software interface, and the applicability for the developed installation, the second option (Schneider Electric) was chosen.

### 2.2. Equipment Monitored/Controlled by the Automation System

The signals entering the automation system are given by temperature, pressure, and frequency sensors and the controlled equipment is represented by solenoid valves, fan, pump motors, electromagnets, an actuator motor, and a start motor impulse. Hardware components include connectors, input/output modules, PLCs with a processing unit, a multi-rack motherboard, and analog processing modules. Table 1 presents the main equipment to be monitored/controlled:

Table 1. Monitored/controlled equipment.

| Equipment | Model |
| :---: | :---: |
| Pressure sensors | Drucksensor BA 520, Huba Control AG $\mathrm{I}=4 . \ldots .20 \mathrm{~mA} ; \mathrm{U}_{1} \leq 30 \mathrm{~V} ; \mathrm{I}_{1} \leq 100 \mathrm{~mA} ; \mathrm{P}_{1} \leq 750 \mathrm{~mW} \mathrm{~T}=-30 \div 120^{\circ} \mathrm{C}$ |
| Fan | Ebm-papst Mulfingen GmbH\&Co, W3G630GQ;3721-BA-ENU Single phase; 230V; Speed: $1000 \mathrm{rot} / \mathrm{min} ; \mathrm{P}=720 \mathrm{~W} ; 140 \mathrm{~Pa}$; $\mathrm{T}=-250 \div 60^{\circ} \mathrm{C}$ |
| Rotation sensor | BESM08EH-PSC15B-S04G, BALLUF $\begin{gathered} \mathrm{U}_{\mathrm{e}}=24 \mathrm{Vcc} ; \mathrm{I}_{\mathrm{e}}=200 \mathrm{~mA} ; \mathrm{H}=15 \% ; \mathrm{I}_{\mathrm{r}}=20 \mu \mathrm{~A} ; \mathrm{f}=3000 \mathrm{~Hz} ; \mathrm{IP} 68 ; \\ \mathrm{T}=-25 \div 70^{\circ} \mathrm{C} \end{gathered}$ |
| Frequency signal adapter | ZKFD2-UFC-11.D produced by PEPPER+FUCHS which converts the frequency into proportional current $4 \div 20 \mathrm{~mA}$ <br> 24 V DC supply (Power Rail); $1 \mathrm{mHz} \ldots 10 \mathrm{kHz}$; $\mathrm{I}_{\mathrm{e}} 0 / 4 \mathrm{~mA} \ldots 20 \mathrm{~mA}$ |
| Slot extension rack | Modicon Premium TSXRKY12EX |
| Communication module processor | TSXP573634M |
| Power supply module | TSXPSY2600M |
| ETHERNET | TSX ETY 110 module |
| One analog input module | TSX AEY 1600-16 voltage/current inputs |
| One analog input module | TSX AEY 1614-16 thermocouple inputs |
| One analog output module | TSX ASY 800-8 voltage/current outputs |
| One discrete output module | TSX DSY 16R5-16 discrete relay outputs |
| One discrete input module | TSX DEY 64D2K-64 discrete inputs |

## 3. Operating Principle

In order to achieve and optimize the proposed installation, the Stirling solar conversion unit was studied and two main circuits were identified, depending on the working fluid, functionality, and destination:

- $\quad$ main circuit of the Stirling engine (working fluid-Helium);
- secondary circuit of the Stirling engine-cooling circuit (working fluid-water).

Figure 4 shows the main components of the Sunflower 35 solar concentrator, Figure 5 presents the Stirling solar conversion unit, and Figure 6 describes the test stand.


Figure 4. Sunflower 35 solar concentrator components [27].
The test stand presented in Figure 6 contains the following components:
$>$ burner Gulliver BS2D, made by Riello, Italy, having the following characteristics: thermal power, $35 / 40 \div 91 \mathrm{~kW}$; propane tank, $1.3 / 1.6 \div 3.5 \mathrm{Nm}^{3} / \mathrm{h}$; volume 26 L ; burner control MG569; electrical power: 0.180 kW ;
$>$ fan CA/line-10, made by SODECA, Spain, having the following characteristics: power 0.095 kW ; speed $2460 \div 2720 \mathrm{~s}^{-1}$;
> thermocouple type K, made by CAOM, Pascani, Romania;
$>$ mixing tube, $\varnothing 300 \mathrm{~mm}$, length 800 mm , material 304 L ;
$>$ gas exhaust pipe.
The use of the stand was justified by the numerous interactions, adjustments, modifications, and tests that would have been much more difficult and would not have allowed a fast reaction if the solar concentrator had been used as the heat source.


Figure 5. Solar conversion unit.


Figure 6. Test Stand.

### 3.1. Main Circuit of the Stirling Engine (Working Fluid—Helium)

The main circuit of the Stirling engine is the most complex, having the following main blocks of equipment:

- temperature sensors positioned on the main exchanger (hot bulb). Physically, there are 20 sensors, of which only 10, BT1-BT10, are used for temperature monitoring on the main exchanger and are placed in the connector in the local connection box, from where they are interconnected in the input/output connectors from the automation cabinet. The other 10 sensors are kept as back-up in case the used ones fail;
- two pressure switches, one on the oil circuit, BP1, and the other on the water circuit, BP2;
- generator speed sensor BR1;
- two pressure transmitters, one on the water heat-exchanger and the other on the oil circuit BP3, BP4;
- the rotation sensor, BR1, which reads the rotations on the Stirling engine flywheel;
- solenoid actuators, motors, etc.

Figure 7 shows the main circuit of the Stirling engine (working fluid—Helium)


Figure 7. Main circuit of the Stirling engine. Working fluid-Helium. BT1-BT10: temperature sensors; BP1 and BP2: pressure switches; BR1: rotation sensor and generator speed sensor; BP3 and BP4: pressure transmitters.

### 3.2. Secondary Circuit of the Stirling Engine: Cooling Circuit (Working Fluid—Water)

The secondary circuit of the Stirling engine not only performs the cooling of the Stirling engine, but also supplies the thermal agent, being able to generate a power of up to 25 kW , identifying the following main blocks of equipment:

- temperature sensors mounted on the cooling water circuit, BT11 and BT12;
- pressure switch BP2 on the water circuit;
- actuators, valves, motors, pulse compensator, etc.

Figure 8 presents the block diagram of the secondary circuit of the Stirling engine: cooling circuit (working fluid-water):


Figure 8. Secondary circuit of the Stirling engine, water-cooling. BT11 and BT12: temperature sensors.

### 3.3. Electrical Automation Schemes

Starting from the two circuits, in which the components to be controlled by the Stirling engine automation were presented, the following schemes were developed:

- connection diagrams of the temperature sensors from the primary exchanger BT1-BT10, from the cooling circuit BT12, rotation sensors BR1, pressure sensors BP3 and BP4, and the temperature sensor BT11, made in the rack modules two and three;
- connection diagram of the actuation of the motors M1 - M4, realized in rack modules 4, 5, and 6;
- power supply diagram for 24 VDC and 230 VAC ;
- automation loops of temperature sensors BT1-BT10, and BT12, rack module two (Figure 9);
- automation loops of the pressure sensors BP3, BP4, the rotation sensor BR1, and the temperature sensor on the housing of the motor crankcase BT11, rack module three (Figure 10);
- automation loops of pressure sensors BP1, BP2 , and actuator M2, rack modules four and five;
- automation loops for actuating the solenoid valves YV1, YV2, YV4_a, YV4_b, YV5, and YV6, rack module six;
- automation loops for actuating the motors M1, M2, M3, and M4, rack module six.


Figure 9. Automation loops of temperature sensors BT1-BT8.


Figure 10. Automation loops of pressure sensors BP3 and BP4, rotation sensor BR1, and temperature sensor on the motor crankcase BT11.

## 4. Case Study

The monitored parameters of the experimental set-up which are presented in Table 2 are the following: temperature, pressure, and rotation.

Table 2. Parameters of the experimental set-up.

| No. | TAG | Type | Domain | Measured Parameter |
| :---: | :---: | :---: | :---: | :---: |
| 1 | BT1 | Type K temperature sensor | $0-1000^{\circ} \mathrm{C}$ | Helium |
| 2 | BT2 | Type K temperature sensor | $0-1000^{\circ} \mathrm{C}$ | Helium |
| 3 | BT3 | Type K temperature sensor | $0-1000^{\circ} \mathrm{C}$ | Helium |
| 4 | BT4 | Type K temperature sensor | $0-1000{ }^{\circ} \mathrm{C}$ | Helium |
| 5 | BT5 | Type K temperature sensor | $0-1000{ }^{\circ} \mathrm{C}$ | Helium |
| 6 | BT6 | Type K temperature sensor | $0-1000{ }^{\circ} \mathrm{C}$ | Helium |
| 7 | BT7 | Type K temperature sensor | $0-1000{ }^{\circ} \mathrm{C}$ | Helium |
| 8 | BT8 | Type K temperature sensor | $0-1000{ }^{\circ} \mathrm{C}$ | Helium |
| 9 | BT9 | Type K temperature sensor | $0-1000{ }^{\circ} \mathrm{C}$ | Helium |
| 10 | BT10 | Type K temperature sensor | $0-1000{ }^{\circ} \mathrm{C}$ | Helium |
| 11 | BT11 | Type PT100 temperature sensor | $0-250{ }^{\circ} \mathrm{C}$ | Cooling water |
| 12 | BT12 | Type K temperature sensor | $0-1000{ }^{\circ} \mathrm{C}$ | Helium |
| 13 | BP3 | Pressure transmitter | $0-250$ bar $(\mathrm{g})$ | Helium |
| 14 | BP4 | Pressure transmitter | $0-250$ bar $(\mathrm{g})$ | Helium |
| 15 | BR1 | Rotation sensor | $0-3000 \mathrm{~Hz}$ | Rotation |
|  |  |  |  |  |

The experimental stand is composed of: the CPU (Central Processing Unit) with automation panel assembly (Figure 11), the local CPU connections box (Figure 12), and the automation panel box (Figure 13). Figure 14 shows the positioning of the temperature sensors on the primary exchanger.


Figure 11. CPU and automation panel.


Figure 12. Local CPU connections.


Figure 13. Automation panel.


Figure 14. Positioning of temperature sensors on the primary exchanger.
The main objective of this study was to ensure the operation and functioning of the Stirling engine in safe conditions with the achievement of the designed performances.

The sensors mounted on the engine generate the following types of signal:

- for continuous measurements-analogic signal 4-20 mA;
- for discrete signals-zero potential contact.

The control signals generated from the control interface are of the following type:

- for continuous signal—analogic signal 0-10 V;
- for discrete signal—digital signal 24 VDC.

The signals from the motor are acquired in the connection box mounted on the Stirling engine and are transmitted to the control panel via multilayer cables. The control of the installation is implemented on a programable automaton-Modicon premium type.

The Stirling engine instrumentation system provides the following functions:

- temperature measurement.

Twelve temperatures are measured through 11 thermocouple type-K sensors and one PT100-type sensor [37-39]. Minimum- or maximum-type alarms are generated in the PLC in order to keep the process within normal limits.

- Pressure measurement.

Two relative pressures are measured in the mixing tank and the compression chamber through pressure transducers with an output signal of 4-20 mA ; minimum- or maximum-type alarms are generated in the PLC in order to keep the process within normal limits.

- Engine rotation measurement.

Engine rotation is measured by a frequency sensor connected to a signal interface that generates an output signal of 4-20 mA corresponding to the engine rotation.

- Pump/fan control.

The control of the pump and of the fan is done as needed, either manually or automatically. Thus, in the distributed control system (DCS), command keys are virtually implemented for choosing manual or automatic man/auto mode, as well as for the manual on/off control. In manual mode, the pump and the fan are switched on/off directly by the operator by choosing the on or off position. In automatic mode, the pump and the fan start and stop according to the logic implemented in the DCS.

- Control of automatic valves.

Valve control is done as needed, either manually or automatically. Thus, in the DCS, command keys are implemented virtually for choosing the manual/automatic (man/auto) mode, as well as for the manual control open/close. In manual mode, the valves are opened/closed directly by the operator by choosing the open or close position. In automatic mode, the valves open and close according to the logic implemented in the DCS.

### 4.1. Acquisition, Control, and Monitoring of the Process Parameters

The control system is a distributed type and consists of a Schneider Electric (PLC) programable automaton and a PLC control application done in Unity Pro software using the SCADA (HMI) human-machine control and monitoring interface.

The signals from the transducers and from the system equipment are taken over by the PLC where they are processed according to the program loaded in the internal memory of the programable automaton. The PLC transmits the data to the SCADA application through an OPC (Open Platform Communication) server (OLE (Object Linking and Embedding) for process control) via ethernet communication.

The architecture and structure of the program loaded in the PLC is realized in the programming language ladder diagram (LD) and function block diagram (FBD), according to the IEC standard 61131-3 (Figure 15) using the Unity Pro application.


Figure 15. Unity PRO Software-Stirling engine.

### 4.2. Human-Machine Interface HMI

The human-machine interface (HMI) for controlling and monitoring the parameters of the Stirling engine system is realized on the Citect Scada platform from Schneider Electric (Figure 16).

The HMI provides an interface between the system and its human user. This graphical interface converts the data received from the control system into human-intuitive representations of the process systems. The operator visualizes the scheme of the system, and can control the on/off of the dynamic equipment (cooling-water recirculation pump, fan, and solar radiation shutter motor), as well as adjusting the fan speed depending on the cooling-water temperature of the engine.

Two operating modes were realized: manual (MAN) and automatic (AUTO). In MAN mode, each equipment can be operated individually for single tests. When the AUTO mode is active (during normal engine operation), the protection program starts (protection related to minimum and maximum pressures, minimum and maximum temperatures, cooling pump on, cooling fan on, and state of
pressure switches for cooling water pressure and helium pressure). The AUTO mode is made in Unity Pro and loaded into the PLC memory, each process parameter being automatically controlled by the PLC.


Figure 16. HMI control and monitoring interface. Process control screen.
The graphic symbols for the equipment are created so that the condition of the equipment is indicated at any time by colors representing normal operation, start/stop, as well as the discrepancy between the command and the state of the equipment.

The collected data are saved in Excel files using the trend and process analyst functions in the Citect Scada application.

The significance of the colors on the graphical interface is presented in Table 3.
Table 3. Graphic interface color-assignment interpretation.

|  | Valves | Dynamic Equipment <br> (Pumps, Compressors) |  | Electric Heaters |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Color | State | Color | State | Color | State |
| Gray | Closed | Gray | On | Gray | Unpowered |
| Green | Open | Green | Off | Green | Powered |
| Red | Discrepancy/missing | Red | No voltage |  |  |
| Orange | In motion/partially open |  |  |  |  |

## 5. Results and Discussions

The testing procedure is the following:
$>$ powering the automation installation;
$>$ operation of the YV1 valve for charging the He circuit of the Stirling engine at 80 bar;
$>$ starting the supply of thermal energy with a propane thermal burner, with the following steps:

- setting the temperature to $450-500^{\circ} \mathrm{C}$;
- positioning of the type-K thermocouple for the primary exchanger of the Stirling engine;
- propane supply by opening the 26 L cylinder tap;
- ignition of the burner;
- adjustment of air flow through the mixing chamber;
- reading of the temperature transmitted by the type-K thermocouple.
$>$ When the minimum operating temperature exceeds $450^{\circ} \mathrm{C}$, start the Stirling engine using the Siemens electric generator connected to the engine, in order to start the rotation.
$>$ At this moment, the Stirling engine quickly enters the operating mode. The data monitored by the automation which are presented in this section confirm the stability of its operation. The small variations are due to the variation of the heat source over time-repeated tests were performed, the values collected were maintained in the same ranges.
$>$ For the shut-down sequence, the Riello burner heat source is reduced and, when the temperature drops to $350^{\circ} \mathrm{C}$, the engine diminishes its speed and stops.

Following the functioning tests, the automation and control installation has achieved stable operation under secure conditions.

The experimental data derived from the acquired and monitored parameters are further presented in the form of graphs using the trend and process analyst functions of the Citect Scada application.

In the graph presenting the variation of temperatures monitored by the automation (Figure 17), it can be clearly observed that the temperatures collected by the sensors located on the primary exchanger of the Stirling engine have a fast stabilization towards the working temperature, according to thermal power provided by the heat source. Each iteration is done at 330 ms .


Figure 17. Heat exchanger temperature diagram.
Similarly, in the engine rotations/minute graph (Figure 18), the speed of the engine quickly reaches the synchronization speed of $1475 \mathrm{rot} / \mathrm{min}$, keeping it constant.

These observations lead to the conclusion that the automation system performs the control of the operating processes of the Stirling engine.

The presentation of pressure monitoring on the Stirling BP3 engine and of the Helium cylinder pressure BP4 is shown in Figure 19.

By realizing the automation of the power generation unit using a Stirling engine, we performed the first stage for starting up the main module.

Another main stage is the implementation of the automation and control of the solar concentrator positioning. The supply of the sun position was made by a Solys2 installation (Figure 20) manufactured by Kipp \& Zonen in order to determine the sun's position. It uses two pyranometers, one for global radiation measurement and the other for diffused radiation, as well as a pyrheliometer with temperature sensor for direct solar radiation measurement.


Figure 18. Generator rotation diagram.


Figure 19. Helium Stirling engine and bottle pressure diagram.


Figure 20. Solys2 solar detection station.

The acquisition system transmits data to the control unit of the solar concentrator director that will position the axis of the concentrator in the direction of the sun through the two motors that control the rotations for elevation (vertical plane) and azimuth (horizontal plane), in order to obtain the maximum radiation.

According to [40], a computational analysis was completed using Ansys Fluent software, creating a model on which some simulations were performed for the exposure to thermal radiation around $1000 \mathrm{~W} / \mathrm{m}^{2}$, a model validated by the experimental results.

Regarding the use of the engine with the realized automation and other energy sources, the tests performed confirmed the operation in the following cases:
$>$ the previously presented test which used a thermal energy source represented by a Riello gas burner;
$>$ another test which used a battery of electrical resistors with a nominal power of 12 kW , which ensured the operation at a lower, but stable level.

The Stirling engine has worked with different heat sources, with stable and repeatable operation under safe conditions.

## 6. Conclusions

The purpose of this study was to realize the automation of the solar energy conversion unit with respect to the system having a Stirling engine, electric generator, and secondary heat exchanger, which provides the electrical and thermal energy produced by the Stirling engine solar concentrator.

This automation aims to solve the starting sequences, the functioning in safe conditions, monitoring of the parameters during operation, protecting it, and safely stopping it.

These objectives have been met, however, depending on the behavior of the installation over time, they will be improved and completed as a result of the process of optimizing the functioning of the automation. By using an auxiliary source that supplies 16 kW , the functioning of the engine was obtained and control and security was ensured throughout the operation of the Stirling engine.

Since the integration and promotion of renewable energy sources is in continual growth, this attracted our attention to the use of a solar concentrator with a Stirling engine.

The advantages of automating the Stirling solar concentrator consist of:

- creation of start and stop sequences of the test stand in safe conditions;
- improved security protocols;
- development of a monitoring application and data acquisition for reporting purposes;
- positioning of the solar concentrator in the direction of the sun in order to obtain the maximum radiation.

The next steps will be to improve the security protocols in operation, as well as their succession.
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