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Jelena Živković, Vladimir Dunić, Vladimir Milovanović, Ana Pavlović 
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Non-Destructive Micromagnetic Determination of Hardness and Case Hardening Depth Using
Linear Regression Analysis and Artificial Neural Networks
Reprinted from: Metals 2021, 11, 18, doi:10.3390/met11010018 . . . . . . . . . . . . . . . . . . . . 51

Grzegorz Lesiuk, Bruno A.S. Pedrosa, Anna Zięty, Wojciech Błażejewski, Jose A.F.O. Correia, 
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1. Introduction and Scope

Metals have exerted a significant influence throughout the history of mankind, so much so that the
different periods of development have often been marked with the name of some material: bronze age and
iron age. And all these centuries are studded with continuous discoveries and improvements that have
involved materials. However, perhaps in a fairly recent period something has changed in the relationship
between Man and Metals: even if until today the growth of humanity remains substantially based on
the full exploitation of metals, their convenience compared to other emerging families of unconventional
materials is increasingly questioned.

In particular, the central argument for this collection was chosen considering that very recently, a
great deal of attention has been paid by researchers and technologists to trying to eliminate metal materials
in the design of products and processes in favor of plastics and reinforced composites. After a few years, it
is possible to state that metal materials are even more present in our lives and this especially is thanks
to their ability to evolve. This Special Issue is focused on that and on the recent evolution of metals and
alloys with the scope of presenting the state-of-the-art of solutions where metallic materials have become
established, without a doubt, as a successful design solution thanks to their unique properties. The Special
Issue also intends to outline the fundamental development trends in the field, together with the most
recent advances in the use of the metallic materials.

2. Contributions

The collection includes papers regarding the most multifaced aspects of metals as synthesis [1–
3], treatments [2–4], experimental characterization [4–7], material models [7–9] and engineering
applications [10–12] providing a clear cross-section of the wide variety of topics and research arguments
under investigation in the scientific community now.

It is the case of [1], for instance, where the authors propose a way for predicting the effects of
changes in metal process parameters in terms of metal materials properties. The focus was addressed to a
conventional cast iron foundry, with the aim of monitoring the process phases, but it also permitted to
investigate a rather uncommon cast iron (i.e., compacted) in respect to others (i.e., spheroidal). With such
a scope, standard mechanical experiments (i.e., tensile tests) were combined with an advanced approach
based on pattern recognition and machine learning able to find physical recurrencies where a human eye
cannot discover anything. Similar artificial intelligence tools, based on artificial neural networks, were
also adopted in other papers such as [7] on the tensile behavior of an austenitic stainless steel or [5] on the
determination of hardness and other surface properties.

Regarding metal processing, in [2] the authors investigated the process of hot forging and how
its changes can influence the metal microstructures in the case of a carbon continuous cooling bainitic

Metals 2021, 11, 272; doi:10.3390/met11020272 www.mdpi.com/journal/metals
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steel. Other unconventional processes and treatments are proposed, too, as, for instance, in [4] where
the protective effect of tungsten carbide provided by HVOF coating on martensitic stainless-steel with
respect to jet slurry erosion is discussed. This kind of erosion is rather uncommon in terms of present
contributions to the state of the art, while it is quite frequent in practical applications (such as marine
engineering, oil and gas applications and so on). However, surface hardening and wear continues to
represent a relevant aspect to take care on in the use of metals, as demonstrated in [6] where metal matrix
composites are experimentally investigated or in [8] where numerical models are developed in a way
that predicts the final effect of hardening treatments. Numerical models, sometimes powered by finite
elements, are also present in other contributions with the scope to predict plasticity [9] or failures [10]
or, even, to support design actions with the scope to optimize the use of metal structures [11]. Finally,
the last paper in the list [12] is maybe able to provide a synthesis in the proposed concept, regarding the
opportunity of metallic materials, often considered as belonging to a quite old past, in an epoch where a
large assortment of new materials is emerging, as in the case of polymer composites. This paper, not even
doing it on purpose, deals with an intrinsic connection that our near future could bring out, merging two
worlds only apparently strangers, when it proposes to use composite patches to repair metal bridges in
order to extend their life for the benefit of society, not replace them.

3. Conclusions and Outlook

The realization of a Special Issue dealing with metallic materials represents quite a complex task
for anyone, whatever the special topics it is focused on. This collection, concerning the use of metallic
materials in advanced applications, is certainly no exception. This is the reason why there is no claim to
completeness here, but only the desire to attract relevant articles coming from new and promising fields of
investigation. In this, a proper result was achieved for sure.

Topics includes a large assortment of metals and alloys, such as steel, cast iron, aluminum, copper
and metal matrix composites, together with their advanced use. In terms of processes the collection
includes traditional processes such as casting, deformation or material removal, but special attention is
also addressed to the most recent processes, such as additive manufacturing, metal deposition and so on.
Contributions were selected with the scope to represent an element of novelty in the world of metallic
materials as well as in the advanced characterization and use of metals for effective design solutions.

Conflicts of Interest: The author declares no conflict of interest.
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Application of the Composite Hardness Models in the
Analysis of Mechanical Characteristics of
Electrolytically Deposited Copper Coatings: The Effect
of the Type of Substrate
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Abstract: The mechanical characteristics of electrochemically deposited copper coatings have been
examined by application of two hardness composite models: the Chicot-Lesage (C-L) and the Cheng-Gao
(C-G) models. The 10, 20, 40 and 60 μm thick fine-grained Cu coatings were electrodeposited on
the brass by the regime of pulsating current (PC) at an average current density of 50 mA cm−2, and
were characterized by scanning electron (SEM), atomic force (AFM) and optical (OM) microscopes. By
application of the C-L model we determined a limiting relative indentation depth (RID) value that
separates the area of the coating hardness from that with a strong effect of the substrate on the measured
composite hardness. The coating hardness values in the 0.9418–1.1399 GPa range, obtained by the C-G
model, confirmed the assumption that the Cu coatings on the brass belongs to the “soft film on hard
substrate” composite hardness system. The obtained stress exponents in the 4.35–7.69 range at an applied
load of 0.49 N indicated that the dominant creep mechanism is the dislocation creep and the dislocation
climb. The obtained mechanical characteristics were compared with those recently obtained on the Si(111)
substrate, and the effects of substrate characteristics such as hardness and roughness on the mechanical
characteristics of the electrodeposited Cu coatings were discussed and explained.

Keywords: copper coatings; pulsating current (PC); composite hardness models; hardness;
creep resistance

1. Introduction

Copper electrodeposition is of high significance, attracting much attention in both the scientific and
technological sectors, with numerous applications in many industrial branches. The main industrial
branches using the copper coatings are the electrical, electronic, automotive, defense industries, etc. [1].
Application of this metal is based on its excellent electrical and thermal conductivity, as well as its
corrosion-resistant characteristics, enabling the application of electrolytically formed Cu thin films and
coatings for the interconnection of printed circuit boards (PCBs) and ultra large scale integration (ULSI),

Metals 2021, 11, 111; doi:10.3390/met11010111 www.mdpi.com/journal/metals
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wiring so-called damascene process, etc. [2,3]. The electrolytically synthesized Cu coatings possess a good
adhesiveness, making Cu a highly effective undercoat before applying other coatings such as tin or nickel.
Sometimes a harder surface may be required, and then copper electroplating can be used to increase
surface strength [1].

The good mechanical characteristics of the Cu coatings attained by application of the electrodeposition
technique determine the advantage of this technique over the other methods of synthesis, such as
physical vapor deposition (PVD) [4], chemical vapor deposition (CVD) [5], and magnetron sputtering [6].
Electrodeposition is a low-equipment- and -product-cost, environmentally friendly, time-saving and facile
technique [7]. This method also offers a possibility of the easy control of the thickness of coatings, as
well as the obtaining of coatings of desired features by a suitable selection of parameters and regimes of
electrodeposition [8]. The parameters of electrodeposition determine the morphological and structural
characteristics, and thus, the mechanical characteristics of metal coatings are the type and composition of
electrolyte, the addition of additives in the electrolyte, the type of substrate (cathode), mixing of electrolyte,
temperature, etc.

In the constant galvanostatic (DC) regime, the compact adherent coatings of copper with fine-grained
structure are mainly obtained in the presence of various additives. The acid sulfate electrolytes consisting
of copper sulfate and sulfuric acid are the most often-used electrolytes for Cu electrodeposition. Thiourea
is a traditionally used additive for obtaining fine-grained deposits of Cu [9,10]. In the last two decades,
the combination of additives based on chlorides and PEG poly(ethylene glycol) with an addition of
bis-3-sulfopropyl-disulfide (SPS) [11–13] or 3-mercapto-2-propanesulphonic acid (MPSA) [14–16] also
found wide application. The concentration of the leveling and brightening addition agents is incomparable
with the concentration of the basic components of electrolyte, which causes their fast consumption and
the need for the permanent control and correction of the composition of the electrolyte. In order to
avoid the use of additives, various periodically changing regimes of electrodeposition, such as pulsating
and reversing current regimes, were proposed for obtaining compact uniform coatings [8,17–20]. The
lower-porosity and fine-grained structure of deposits are achieved by the simple regulation of parameters
constructing these regimes. The mixing of electrolytes also contributes to an improvement of the quality of
coatings produced by various electrodeposition techniques [18,21–23].

All the above-mentioned parameters and regimes of the electrodeposition affecting the quality, i.e.,
morphological and structural characteristics, of the coatings simultaneously determine their mechanical
characteristics. The hardness of the coatings is one of the most important mechanical characteristics, and it
can be determined by directly using low indentation loads, or indirectly by application of the composite
hardness models. Both these ways have advantages and disadvantages, and a balance between them is
necessary. The direct approach is suitable for thick coatings excluding any contribution of a substrate to
measure the hardness value, but the limit of this approach is the insufficient precision of a diagonal size
measurement at the low indentation load. The indirect approach takes into account the contribution of
substrate hardness to measure the hardness value [24,25]. The main disadvantage of the application of
these models is the absence of their universal character, with numerous limitations to the calculation of
true (or absolute) hardness from the measured composite hardness.

Various composite hardness models, such as Burnett-Rickerby (B-R) [26,27], Chicot-Lesage (C-L) [28–
31], Chen-Gao (C-G) [32–35] and Korsunsky (K-model) [36–39], are proposed for the determination
of the true hardness of metal coatings. The choice of composite hardness the model depends on the
coating/substrate hardness ratios, and some of them are applied for a “hard coating-soft substrate“ system,
such as the Korsunsky model, while some other models are suitable for the analysis of “soft film-hard
substrate“ systems, such as the Chen-Gao [32–35] and the Chicot-Lesage [28–31] composite hardness
models. For the same metal coating, the choice of the composite hardness model is determined by the

6
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type of used substrate. The following substrates are the often applied in the Cu electroplating processes:
silicon [20,25,35,38], nickel coatings [14,21], copper [9,10,19,38], polyimide [5], graphite [23] or brass [21].

The other very important mechanical characteristic of coatings is their creep resistance. The
creep resistance of the coatings gives very valuable information related to the time-dependent flow
of materials [40], i.e., to an evaluation of their reliability. It is necessary to stress that aside from the data
obtained for the Cu coatings electrodeposited on the Si(111) substrate by the PC regime [25], other data
dealing with the analysis of this mechanical characteristic are not found in the literature for the copper
coatings.

Regarding the role of the substrate in relation to the mechanical characteristics of metal coatings, the
aim of this study is to examine the contribution of brass as the type of cathode on the hardness and creep
resistance of the Cu coatings electrodeposited by the PC regime. In order to better perceive the role of
the substrate, the obtained results will be discussed and compared with those recently observed for the
Cu coatings electrodeposited under the same conditions on the Si(111) substrate belonging to the group
of very hard substrates. Special attention will be devoted to a determination of the precise boundary
that separates the area with absolute coating hardness from the area where the contribution of substrate
hardness must be taken into account. In spite of numerous investigations related to the hardness analysis
of electrolytically deposited coatings, the results dealing with a definition of the limiting value separating
these two areas are not reported in the literature, and for that reason, it will be achieved in this study by
application of the C-L model for the first time.

2. Materials and Methods

2.1. Preparation of Samples by Electrodeposition Process for Mechanical Characterization

The electrodeposition of copper was performed from 240 g/L CuSO4·5 H2O in 60 g/L H2SO4 at room
temperature in an open square-shaped electrochemical cell. For the electrodeposition process, the regime
of pulsating current (PC) with the following parameters was applied: jA = 100 mA cm−2, tc = 5 ms and tp

= 5 ms. In the PC regime, the electrodeposition process occurs at the average current density (jav, in mA
cm−2) defined by Equation (1) [8]:

jav =
jA · tc

tc + tp
(1)

where jA (in mA cm−2) is the current density amplitude, tc (in ms) is the deposition pulse, and tp (in ms) is
the pause duration. With these parameters of the PC regime, jav was 50 mA cm−2. The thicknesses of the
Cu coatings were 10, 20, 40 and 60 μm. Brass (2601/2 hard, ASTM B36, K&S Engineering) with a 1.0 × 1.0
cm2 surface area was used as a cathode, and copper plate with a 8.0 × 5.0 cm2 surface area was used as an
anode. The cathode was situated in the middle of the cell between two parallel Cu plates. The distance
between anode and cathode was 2.0 cm. Preparation of the brass electrodes for electrodeposition was
performed as follows: The brass cathode was ground by # 800, # 1000 and # 1200 SiC sandpapers and
rinsed in water. Then, it was degreased at a temperature of 70 ◦C, followed by acid etching (20% H2SO4) at
50 ◦C. After each phase, the cathodes were rinsed with distilled water. For a preparation of the electrolyte,
doubly distilled water and analytical-grade reagents were used.

2.2. Characterization of the Produced Cu Coatings

The following techniques were used for characterization:

(a) Scanning electron microscope (SEM), model JEOL JSM-6610LV (JEOL Ltd., Tokyo,
Japan)—morphological analysis;
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(b) Atomic force microscope (AFM), model Auto Probe CP Research. TM Microscopes, Veeco
Instruments, Santa Barbara, CA, USA—topographical analysis of the coatings. The values of the
arithmetic average of the absolute (Ra) roughness parameters were measured from the mean image
data plane, using software SPLab (SPMLab NT Ver. 6.0.2., Veeco Instruments, Santa Barbara, CA,
USA);

(c) Optical microscope (OM), model Olympus CX41 connected to the computer—analysis of the internal
structure (cross section analysis). The Cu coatings were immersed in self-curing acrylate (Veracril®

New Stetic S. A., Antioquia, Colombia) using a mold. Three parts of self-cure polymer Veracril® and
one part of self-cure monomer Veracril® were used for the mixture. The self-polymerization time at
room temperature was 20 min. After polymerization, the samples were removed from the Teflon
mold and mechanically polished by SiC sandpapers # 2000 and with Al2O3 powder emulsion with
different grain sizes (1 and 0.3 μm). After rinsing in water and drying in nitrogen flow, the cross
section was observed on an optical microscope and the coating thicknesses were measured.

2.3. Examination of the Mechanical Characteristics of the Cu Coatings

The mechanical characteristics of the Cu coatings were examined by use of a Vickers microhardness
tester “Leitz Kleinert Prufer DURIMET I” (Leitz, Oberkochen, Germany). The number of applied loads
and the dwell time depended on the type of analyzed mechanical characteristic. For the analysis of the
hardness of the coatings, applied loads (P) in the 0.049–2.94 N range and a constant dwell time of 25 s were
applied. The indentation creep characteristics of the Cu coatings were analyzed, varying the dwell time in
the 15–65 s range with applied loads of 0.49 and 1.96 N.

3. Results

3.1. Characterization of the Copper Coatings Obtained by the PC Regime

The fine-grained copper coatings were formed by a square-wave pulsating current (PC) regime at a jav of 50
mA cm−2 (ν = 100 Hz), which was attained by application of the following parameters of this regime: tc = 5 ms,
tp = 5 ms and jA = 100 mA cm−2 (Figure 1). With an overpotential amplitude response in the 290–350 mV
range, the formation of this structure corresponds to the very beginning of the mixed activation–diffusion
control, which represents the optimum for the formation of compact and uniform coatings [8,20].

  
(a) (b) 

Figure 1. Morphology of the copper coating electrodeposited on the brass by the PC regime at a jav of 50
mA cm−2. The thickness of the coating: 40 μm. The parameters of the PC regime: tc = 5 ms, tp = 5 ms and
jA = 100 mA cm−2 ((a) ×1000, and (b) ×3000).
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Figure 2 shows 70 × 70 μm2 surface areas and the corresponding line section analyses of the Cu
coatings with thicknesses of 10, 20, 40 and 60 μm obtained by applying the above-mentioned PC regime.
The values of the arithmetic average of the absolute (Ra) roughness determined by the accompanied
software are given in Table 1. The data were presented as the mean ± standard deviation for 12 measuring
points. The increase in roughness of the coatings with increasing the thickness is clearly visible from both
Figure 2 and Table 1, and this increase in roughness was about seven times.

 

 

(a) 

 

 

(b) 

 

 

(c) 

 

 

(d) 

Figure 2. The surface topography and the line section analysis of the Cu coatings of thicknesses from: (a)
10 μm, (b) 20 μm, (c) 40 μm, and (d) 60 μm. Scan size: (70 × 70) μm2.
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Table 1. The values of the arithmetic average of the absolute (Ra) roughness with a standard deviation of
the Cu coatings of various thicknesses. Scan size: (70 × 70) μm2.

A cross section analysis of the same Cu coatings is presented in Figure 3, from which the uniform and
compact structure of the coatings of the projected thickness can be seen.

 
Figure 3. Cross section analysis of the Cu coatings electrodeposited by the PC regime on the brass of
thicknesses from: (a) 10 μm, (b) 20 μm, (c) 40 μm, and (d) 60 μm.

3.2. Analysis of the Mechanical Characteristics of the Cu Coatings

3.2.1. Determination of Absolute Hardness of Substrate (Brass)

In the application of various composite hardness models, the first step is a determination of the
absolute (or true) hardness of a substrate. The composite hardness (Hc, in Pa) depends on the applied load
(P, in N) and the measured diagonal size (d, in m) according to Equation (2) [20]:

Hc =
1.8544 · P

d2 (2)
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The Vicker’s test is normalized by ASTM E384 and ISO 6507 standards [41,42], where P is measured
in kgf and d in mm. If the applied load is expressed in N, then Equation (2) should be divided by 9.8065.

The model named PSR (proportional specimen resistance) is widely used for the determination of
the absolute hardness of the substrate [43]. According to this model, the applied load and the measured
diagonal size are related by Equation (3):

P = a1 · d +
Pc

d2
0
· d2 (3)

where Pc (in N) is the critical applied load above which microhardness becomes load-independent and d0 (in m)
is the corresponding diagonal length of the indents. Figure 4 shows the dependence of P/d (in N·μm−1) on d
(in μm), from which slope an absolute hardness of the brass B36 substrate (Hs) of 1.41 GPa was calculated.

 

Figure 4. Determination of the absolute (true) hardness of the brass B36 substrate.

3.2.2. Hardness Analysis of Copper Coatings Electrodeposited on the Brass

The dependencies of the composite hardness, Hc, on the relative indentation depth (RID) for the Cu
coatings thicknesses of 10, 20, 40 and 60 μm are shown in Figure 5a. The RID is defined as the ratio between
indentation depth, h, and the thickness of the coating, δ (RID = h/δ), and RID values between 0.01 and 0.1
indicate the dominant effect of the hardness of the coating on the composite hardness [20,21,25,36–38,44].
For RID values between 0.1 and 1, both the substrate and the coating contribute to the composite value, and
finally, RID values larger than 1 indicate the dominant effect of the substrate hardness on the composite
hardness. The indentation depth is related with a measured diagonal size as h = d/7 [20,44].
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(a) (b) 

Figure 5. The dependencies of (a) the composite hardness, and (b) the coating hardness, on the RID (relative
indentation depth) for the Cu coatings of thicknesses of 10, 20, 40 and 60 μm, obtained by the PC regime
at a jav of 50 mA cm−2. The coating hardness was calculated by application of the Chicot–Lesage (C–L)
model.

For the coatings of 10 and 20 μm thicknesses, the RID values were between 0.1 and 1, indicating the
contribution of both the brass and the electrodeposited Cu to the composite hardness. With increasing
the coating thickness, the contribution of the coating hardness to the composite hardness (RID < 0.1) was
increased, which can be seen from Figure 5a. Simultaneously, the highest value of composite hardness was
shown by the 10 μm thick Cu coating.

Figure 5b shows the dependencies of the coating hardness (Hcoat) on the RID calculated according to
the Chicot–Lesage (C-L) model. A similar shape of the dependencies to those obtained for the composite
hardness on the RID was observed. A detailed presentation of the C-L model has been already given in
Ref. [20].

An additional analysis was made with the aim of establishing a precise boundary of applicability of
the C-L model, i.e., to establish a boundary whereat begins a strong contribution of the substrate to the
composite hardness. For that purpose, the dependencies of the (δ/d)m on the RID for the Cu coatings of
thicknesses of 10, 20, 40 and 60 μm were measured and are shown in Figure 6. The exponent m represents
the composite Meyer′s index for a composite system, and it is calculated by the linear regression performed
on all experimental points for the examined coating–substrate system [30,38,45,46]. The values of exponent
m with R-squared values on ln(P)-ln(d) charts, obtained for the coatings of various thicknesses and 12
applied load points, are given in Table 2.
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Figure 6. The dependencies of the (δ/d)m on the RID obtained for the 10, 20, 40 and 60 μm thick Cu coatings.

Table 2. The values of exponent m and regression coefficient R2, for the Cu coatings of various thicknesses.

Taking a value of δ/d of 1 as a limit up to which the C-L model is applicable [28–31], the RID value of
0.14 was obtained (Figure 6). For the RID > 0.14, it is necessary to apply the composite hardness model
in order to evaluate the coating hardness from the measured composite hardness, because the substrate
hardness strongly affects the composite hardness value. For an RID < 0.14, the composite hardness
corresponds to the coating hardness. The limitation of the application of the C-L model for the RID < 0.14 is
confirmed by the fact that for the RID values smaller than this value the coating hardness becomes larger than
the composite hardness, and this difference increases with a decreasing RID value (Figure 5).

To determine the true coating hardness values, another composite hardness model was applied. The
shapes of the dependencies of the Hc on the RID shown in Figure 5a, as well as the value of the brass
hardness of 1.41 GPa, indicate that the coatings of copper on brass belong to the “soft film on hard substrate”
type of composite hardness system. For this reason, the Cheng-Gao (C-G) model [32–35] was used for
a determination of the true hardness of the coating from the measured composite hardness. The C-G
model has been developed for this type of composite system [33,35], and it is successfully implemented in
a determination of the hardness of the copper coatings obtained by electrodeposition by the PC regime
on a very hard Si(111) substrate [25]. According to the C-G model, a correlation between the composite
hardness and the indentation depth is given by Equation (4) [33]:

Hc = A + B · 1
h
+ C · 1

hn+1 (4)
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where, as already mentioned, Hc (in Pa) is the composite hardness, h (in m) is indentation depth, A, B
and C are fitting parameters used for the calculation of the absolute or true coating hardness, and n is the
power index. For the “soft film on hard substrate” composite hardness system, the value for n is 1.8 [33,35].

Then, the absolute coating hardness, Hcoat, is calculated by applying Equation (5) [33]:

Hcoat = A ±
√

[n · |B| / (n + 1)]n+1

n · |C| (5)

The parameters A, B and C, and the calculated values of the coating hardness (Hcoat), are given in
Table 3. In Equation (5), the sign “−” is used for the “soft film−hard substrate” system (Cu/brass) [25,32–
35].

Table 3. The values of fitting parameters (A, B and C), error fitting (RMSE—root mean square error) and
the coating hardness (Hcoat) obtained by application of the Cheng-Gao (C-G) model for the 10, 20, 40 and
60 μm thick Cu coatings obtained on the brass substrate by the PC regime at a jav of 50 mA cm−2.

δ/μm A B C RMSE Hcoat/GPa

10 1.148 20.24 −6647 0.08768 1.1399
20 1.14 7.138 −1457 0.1018 1.1295
40 1.34 −2.575 −109 0.05591 1.1180
60 0.9513 20.01 −4906 0.0721 0.9418

From Table 3, a decrease in the coating hardness with an increase in the thickness of the coating can
be seen.

3.2.3. Creep Resistance Analysis of the Cu Coatings

Figure 7 gives the dependencies of the composite hardness on the dwell time for the Cu coatings of
various thicknesses obtained with applied loads of 0.49 N (Figure 7a) and 1.96 N (Figure 7b). The decrease
in the composite hardness when increasing the dwell time is clearly observed for all thicknesses of the
coatings and for both the applied loads.

  
(a) (b) 

Figure 7. The dependencies of the composite hardness (Hc) on the dwell time (t) for the 10, 20, 40 and 60
μm thick Cu coatings obtained by the PC regime with an applied load of (a) 0.49 N and (b) 1.96 N.
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The main parameter defining the creep resistance characteristics of the coatings is a stress exponent, μ,
and this parameter can be determined by the application of the Sargent-Ashby model [47,48]. According
to this model, the dependence of Hc on t can be presented by Equation (6):

Hc =
σ0

(c · μ · ε0 · t)
1
μ

(6)

In Equation (6), ε0 is the strain rate at reference stress σ0, c is constant, t (in s) is dwell time and μ is
the stress exponent. The values of the stress exponent around one indicate that the dominant mechanism
affecting deformation is diffusion creep; for a value close to 2 it is a grain boundary sliding, and for μ

values between 3 and 10 the dominant mechanism is dislocation creep and dislocation climb [48].
The stress exponent can be determined from the linear dependence of ln(Hc) on ln(t) (Figure 8), where

the slope of a straight line corresponds to a negative inverse stress exponent (−1/μ). The obtained values
of stress exponents are summarized in Table 4.

  
(a) (b) 

Figure 8. The dependencies of ln(Hc) on ln(t) for the 10, 20, 40 and 60 μm thick Cu coatings obtained by the
PC regime with an applied load of (a) 0.49 N and (b) 1.96 N.

Table 4. The values of the stress exponent (μ) obtained for the Cu coatings thicknesses of 10, 20, 40 and 60
μm with applied loads of 0.49 and 1.96 N.

The Thickness of Coatings/μm The Stress Exponent (μ) Obtained with Applied Load (P in N) of:

0.49 1.96

10 7.69 16.78
20 5.14 16.39
40 4.35 15.90
60 6.01 11.28

For an applied load of 0.49 N, the stress exponent decreases with an increase in the coating thickness
from 10 to 40 μm. After the minimum was attained with the coating thickness of 40 μm, an increase in
the value of this exponent was observed. On the other hand, with the high applied load (1.96 N), the
stress exponents for the coatings of thicknesses of 10, 20 and 40 μm were close to each other, and were
considerably higher than those obtained at a load of 0.49 N. The value obtained with the 60 μm thick Cu
coating was lower, but was still significantly higher than those obtained at the low load.
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As such, at the low applied load of 0.49 N, the dominant mechanism is the dislocation creep and the
dislocation climb. At the high applied load, the values of the stress exponent that are high and close to
each other indicate the existence of some other phenomena, which will be discussed later.

4. Discussion

The Cu coatings’ hardness values in the (0.9418–1.1399) GPa range obtained by application of the
C-G model were smaller than the hardness of brass (Hs = 1.41 GPa), confirming the assumption that
the coatings of Cu on the brass belong to the “soft film on hard substrate” composite hardness system.
The values of the coating hardness were also smaller than those obtained for the Cu coatings on Si(111)
produced under the same electrodeposition conditions [25]. For the Cu coatings of thicknesses of 10, 20, 40
and 60 μm, the Hcoat values on Si(111) obtained by application of the C-G model were 2.119, 1.914, 1.5079
and 1.164 GPa, respectively. Comparing the coating hardness values of these two substrates, it is clear that
the difference between them decreases with increasing the thickness of the coating.

The largest difference was obtained for the coatings of thickness of 10 μm (about 46%), while the
smallest difference was obtained for those the thickness of which was 60 μm (about 19%). This clearly
indicates that the difference in the coatings’ hardness values can be attributed to the type of used substrate,
i.e., the various contributions of the hardness of the substrate to the determined hardness of the coating.
Namely, although both substrates, the Si(111) and the brass B36, belong to the “hard” type of substrates
relative to the Cu coatings, the hardness of Si(111) was about five times larger than that of brass B36
(7.42 GPa [20] vs. 1.41 GPa, respectively). Additionally, the measured composite hardness values of the
Si(111) substrate were up to 0.70 GPa larger than those of the brass B36, with a tendency for this difference
to decrease with the increasing thickness of coating. For the Cu coating, with the thickness of 60 μm, this
difference was only about 0.050 GPa. The decrease in the difference in the composite hardness values with
increasing the coating thickness is another proof of the strong influence of the substrate hardness, i.e., the
type of substrate, on the measured value of the hardness of coatings.

The obtained values for the coating hardness were in line with those found in the literature for
electrolytically deposited Cu coatings. The usual values for the hardness of the Cu coatings produced by
galvanostatic regimes of electrodeposition were between 0.70 and 1.65 GPa [22,49,50]. The application
of electrodeposition at a periodically changing rate led to the formation of Cu coatings with slightly
greater hardness than those obtained by the constant galvanostatic regimes. For example, the composite
hardness values of the coatings prepared by application of periodically changing regimes, such as the
pulsating current (PC) and the reversing current (RC) regimes, were between 1.10 and 2.0 GPa [18].
Ultrasonic-assisted copper electrodeposition in TSV (through silicon via) gave Cu deposits the hardness
values of which were between 1.58 and 1.99 GPa [51]. The high hardness value of 2.37 GPa was obtained for
jet electrodeposited copper in the PS regime [52]. Aside from regimes of electrodeposition, the parameters
affecting the quality, and thus the, hardness of the coatings are composition and type of electrolytes,
temperature, the presence of additives in the electrolyte, time, mixing of electrolyte, the type of substrates,
etc. [8,53]. Certainly, the substrate type is one of the most important parameters affecting coating hardness,
and the approach taken in this investigation enabled us to determine precisely the limiting RID value
separating the area where the substrate strongly effects the measured composite hardness from the area in
which the measured composite hardness can be considered as the true (absolute) hardness of the coating.

On the other hand, the values of the stress exponent for the Cu coatings electrodeposited on the brass
substrate were larger than the corresponding values obtained on the Si(111) substrate. These exponents
were between 4.35 and 7.69 for the brass substrate with the load of 0.49 N, while those on the Si(111)
substrate were between 2.79 and 5.29 [25] for the same applied load. In the case of the Si(111) substrate,
the creep mechanism changed from grain boundary sliding to both dislocation climb and dislocation creep
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when increasing the thickness of the coatings. For the brass substrate, the dominant mechanism was the
dislocation creep and the dislocation climb. The common characteristic for both the substrates was the
minimal value of this exponent for the coating of 40 μm thickness.

Then, larger values of the stress exponent were obtained on the brass than on the Si(111) substrate,
which caused the change in creep mechanism from the grain boundary sliding to the dislocation climb
and the dislocation creep for the Cu coatings electrodeposited on the Si(111) to only the dislocation climb
and the dislocation creep for the Cu coatings electrodeposited on the brass, can be discussed as follows: on
both the substrates, “soft” copper films of the same characteristics were formed. Simultaneously, the brass
was about five times softer than the Si(111) substrate. This means that during the indentation process at
the low load, a softer brass substrate provides less resistance to indentation force than the harder Si(111)
substrate. This causes the depth of penetration to be greater in the Cu coating formed on the softer brass
than on the harder Si(111) substrate. As a final result of this process, the size of the diagonals of the
indents was smaller on the surface area of the Cu coatings electrodeposited on the Si(111) than on the
brass substrate. For example, at an applied load of 0.49 N, for the 10 μm thick Cu coating, the diagonal is
26.67 μm (Hc = 1.278 GPa) on the brass and 23.36 μm (Hc = 1.665 GPa) on the Si(111) substrate.

Aside from the substrate hardness, the roughness of the coatings is also an important parameter
affecting the coating hardness and the stress exponent values. For the 10, 20, 40 and 60 μm thick Cu
coatings electrodeposited on the Si(111) substrate, the Ra values of roughness were between 52.42 and
286.3 nm [20]. For the Cu coatings of the same thicknesses electrodeposited on the brass, the Ra values
were between 75.05 and 512.03 nm (Table 1), indicating an increase in the roughness between 50 and 100%
relative to the Si(111) substrate. This differences can be attributed to the different roughness values of the
brass and the Si(111) substrates. Namely, every surface area which represents a cathode, i.e., a substrate
for the electrodeposition process, possesses a certain roughness [8]. In our case, the roughness of the brass
substrate was considerably greater than that for the Si(111) substrate. As is already known, owing to the
production method, the Si(111) substrate represents one of the smoothest substrates.

Now we can additionally explain the various creep mechanisms of the Cu coatings formed on these
two substrates. From a macro-morphological point of view, there is no a difference between the Cu
coatings electrodeposited on the Si(111) and the brass substrates by the PC regime at the average current
density of 50 mA cm−2. Both the deposits are fine-grained, formed in the mixed activation–diffusion
control, with a dominant presence of grains of about 5 μm in size. The only difference between these
two deposits is the larger number of grains of a size of about 5 μm in the Cu coating electrodeposited on
the brass than on the Si(111) substrate. Anyway, the Cu coatings electrodeposited on the Si(111) and the
brass substrates represent the typical deposits that have approximately the same coarseness, although are
formed on the substrates of various roughness values. The difference in the number of the grains can be
attributed to the fact that the initial stage of the electrodeposition processes is determined by the initial
state of the electrode surface, i.e., its roughness, while the final morphology of deposits is determined
by parameters and the regime of electrodeposition. The substrate of greater roughness contains a larger
number of irregularities, with sharp peaks representing preferential sites for the nucleation process and
the initial stage of the electrodeposition process. During the deposition process, due to the current density
distribution effect, electrodeposition primarily occurs on these sites, i.e., the current density is larger on
the peaks than on the other parts of the electrode surface [8]. This process will lead to the formation of
deposits with larger number of grains of approximately the same size (about 5.0 μm in our case) on a
substrate of greater roughness (the brass) than on that with smaller roughness (the Si(111)). The increase
in number of larger grains simultaneously means a decrease in overall number of formed grains, and thus,
a decrease in the number of grain boundaries at the surface area of the deposit.

The decrease in the number of grain boundaries is sufficient reason for the change of the creep
mechanism from grain boundary sliding to dislocation climb and dislocation creep, characterizing the Cu
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coatings electrodeposited on the Si(111) substrate, to the dominant dislocation climb and dislocation creep
mechanism for those electrodeposited on the brass with an applied load of 0.49 N.

The very high and very close together creep exponents obtained at the Cu coatings of thicknesses
of 10, 20 and 40 μm with a high applied load of 1.96 N (16.3 ± 0.50) clearly indicate that these values are
determined by the features of the brass as a substrate, but not by the morphological features of Cu deposits.
A similar conclusion is also valid for the 60 μm thick Cu coating. In this case, there is some contribution
of the Cu deposit to the creep features, but the value of the stress exponent is still high (≈11.3), so we
cannot claim to have a relevant value of this exponent for this applied load. As such, the contribution of
the substrate to the creep characteristics was predominant for the Cu coating of this thickness.

5. Conclusions

Composite hardness models, such as the Chicot-Lesage (C-L) and the Cheng-Gao (C-G), were used for
the determination of the hardness of the Cu coatings from the measured composite hardness. The
mechanism of creep resistance was also considered. For the production of Cu coatings of various
thicknesses (10, 20, 40 and 60 μm), the PC regime with the following parameters was applied: jav =
50 mA cm−2, jA = 100 mA cm−2, tc = 5 ms, and tp = 5 ms. On the basis of the obtained results, the following
conclusions were derived:

o Applying the C-L model, the limiting value of RID of 0.14 was determined for the applied load range.
For RID > 0.14, it is necessary to apply the composite hardness model for a determination of the
absolute or true coating hardness. For RID < 0.14, the composite hardness corresponds to the coating
hardness;

o The quantification of the values of the coating hardness was done by application of the C-G model.
The obtained values between 0.9418 and 1.1399 GPa confirmed the assumption that the coatings of
Cu on the brass belongs to the “soft film on hard substrate” composite hardness system;

o The stress exponents between 4.35 and 7.69 obtained with an applied load of 0.49 N indicated that
the dominant creep mechanism is dislocation creep and dislocation climb;

o By comparison of the obtained morphological and mechanical characteristics of the Cu coatings with
those obtained on the Si(111) substrate under the same electrodeposition conditions, the effect of
the characteristics of the substrate on the coating hardness and the creep resistance behavior of the
coatings has been additionally explained and discussed.
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Miroslav Živković 1
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Abstract: Steel structures are designed to operate in an elastic domain, but sometimes plastic strains induce
damage and fracture. Besides experimental investigation, a phase-field damage model (PFDM) emerged
as a cutting-edge simulation technique for predicting damage evolution. In this paper, a von Mises metal
plasticity model is modified and a coupling with PFDM is improved to simulate ductile behavior of metallic
materials with or without constant stress plateau after yielding occurs. The proposed improvements are:
(1) new coupling variable activated after the critical equivalent plastic strain is reached; (2) two-stage yield
function consisting of perfect plasticity and extended Simo-type hardening functions. The uniaxial tension
tests are conducted for verification purposes and identifying the material parameters. The staggered
iterative scheme, multiplicative decomposition of the deformation gradient, and logarithmic natural strain
measure are employed for the implementation into finite element method (FEM) software. The coupling
is verified by the ‘one element’ example. The excellent qualitative and quantitative overlapping of the
force-displacement response of experimental and simulation results is recorded. The practical significances
of the proposed PFDM are a better insight into the simulation of damage evolution in steel structures, and
an easy extension of existing the von Mises plasticity model coupled to damage phase-field.

Keywords: phase-field modeling; modified damage model; large-strain plasticity; S355J2+N steel; ductile
fracture; two-stage yield function

1. Introduction

Engineering steel structures are designed to satisfy the demands of structural safety [1,2]. During their
use, structures are intended to be exposed to predicted loading conditions depending on their purpose [3].
However, in some cases, due to unpredicted loading conditions (static, dynamic, or cyclic loading [4]),
environments (corrosive [5,6] or high temperature [7]), or deviations in the design process, a non-permissible
deformation and strain in the structure can be noticed [8]. Such behavior can lead to the initiation and
evolution of damage, which often terminates in the structure’s failure [9].

A cracking during the fracture phenomena in steel structures is delicate for numerical simulation [10–
12]. Based on the Griffith theory, crack growth is related to a balance between bulk elastic energy and surface
energy for brittle materials, which can be extended by plastic deformation energy and plastic dissipative
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energy for ductile materials [13,14]. A phase-field damage model (PFDM) can be used to overcome the
limitations of the Griffith theory (a preexisting crack and a well-defined crack path) [15] and to show that
a diffusive crack modeling is suitable for the numerical modeling of fracture [16–18]. Most PFDMs are based
on variational principles [15]. Miehe et al. in [16,17] presented such a framework for diffusive fracture based
on the phase-field approach and considered its numerical implementation by operator split scheme. A local
history field is defined to govern the evolution of the crack field. Ambati et al. [19] discussed the problem
of phase-field modeling of brittle fracture based on the Griffith theory. They proposed a hybrid formulation
of a ‘staggered’ scheme. Molnar et al. [20] also proposed a phase-field model for brittle fracture based
on the rate-independent variational principle of diffuse fracture. The displacement field and phase-field
are solved separately by the ‘staggered’ approach. The phase-field variable separates the damaged, and
virgin material states smoothly [21]. It is a scalar value, zero for virgin, and one for damaged material [20].
The displacement and phase field can be coupled in the ‘monolithic’ or ‘staggered’ approach [22]. The
‘staggered’ algorithm needs a well-defined stopping criterion [19].

Various authors developed and implemented PFDM in commercial or in-house finite element method
(FEM) software. Azinpour et al. [23] considered the analogy between temperature and failure models and
proposed unified and straightforward implementation of PFDM into Abaqus FEM software. Liu et al. [22]
used commercial FEM software Abaqus to explore the monolithic and staggered coupling approaches
for the phase-field model. They used user material and user element subroutines. The coupling between
plasticity and PFDM is essential for the efficient modeling of cracking processes [13]. Plasticity is related to
the development of inelastic strains, while damage is associated with reducing the material’s stiffness [24].
A contribution to the energy dissipation is related to plastic strains [13]. Ambati et al. in [18] presented a
phase-field model for ductile fracture capable of capturing the behavior of J2-plasticity material and crack
initiation, propagation, and failure. Ambati et al. in [25] extended the phase-field model to the finite strain
regime. Fracture is controlled by a critical scalar value of plastic strain. This model allowed simulation of
various phenomena such as necking and fracture of flat specimens. They used the S355 type of steel for
validation purposes. Badnava et al. [26] proposed a phase-field and rate-dependent plasticity coupling by
energy function. The influence of plastic strain energy on crack propagation was defined by a threshold
variable. Miehe et al. [27] presented a variational formulation for the phase-field modeling of ductile fracture
for large strains. They introduced independent length scales for the plastic zone and cracks to guarantee
mesh objectivity in post-critical ranges. Paneda et al. in [28] presented the possibility of the phase-field
approach for fracture as a suitable solution for hydrogen-assisted cracking to predict catastrophic failures
in corrosive environments. A fine mesh is necessary for the smooth phase-field distribution what can be
computationally expensive [21]. Zhang et al. [29] investigated the accuracy of crack path simulation by the
small length scale, leading to an unrealistic force–displacement relationship. Seles et al. [12,21] investigated
and presented a stopping criterion based on the residual norm’s control within a fracture analysis staggered
scheme. Ribeiroa et al. [30] presented possibilities of the Abaqus damage plasticity model for simulation of
S355NR+J2 experimentally investigated specimens. They obtained the specific behavior of this type of steel
in the yielding zone [31].

The main research findings presented in this article are enhanced simulation of steel structure behavior
by the coupled PFDM and von Mises plasticity model for ductile fracture presented by Ambati et al. [18,25],
and Miehe et al. [16,17,32]. The improvements of coupled multifield three-dimensional finite element and
Simo’s hardening function for plasticity are implemented into the in-house FEM software PAK developed
at the Faculty of Engineering, University of Kragujevac, Serbia. In Section 2.1, the overview of governing
equations evolution for the PFDM and the von Mises plasticity with Simo hardening function is presented.
The main improvements are:
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• the modified coupling variable presented in Section 2.2, which considers the damage influence induced
by plastic strains after the saturation hardening stress is achieved, and

• the two-stage yield function presented in Section 2.3 for the simulation of metallic materials behavior,
which exhibits the stress plateau after yielding occurs. It consists of (1) perfect plasticity and (2) extended
Simo-type yield hardening function. The evolution of the extended Simo-type yield function from its
basic form for simple implementation into the standard von Mises plasticity constitutive model is given.

In Section 2.4, the large-strain theory based on the multiplicative decomposition of the deformation
gradient, and logarithmic natural strain measure is given in the algorithmic form. The theory is adopted
to fit the staggered iterative scheme for the displacement and damage phase-field solution. In Section 2.5,
the FEM implementation details including, the staggered coupling scheme, are presented.

Section 3 is focused on the verification of staggered iterative scheme by benchmark one element
example available in the literature and the experimental investigation of S355J2+N steel flat dog-bone
specimens and validation of PFDM and von Mises plasticity model. The material parameters are identified
by the calibration of the force-displacement diagram comparing the experimental and numerical results.
By comparing the force-displacement response of the experimental investigation and simulation results
presented an excellent qualitative and quantitative prediction, while the equivalent plastic strain field
compared to the deformed configuration of the specimen gives good qualitative comparison results. At
the end of the article, in Section 4, the main conclusions are presented.

2. Phase-Field Damage Model for Ductile Fracture

2.1. Overview of Governing Equations Evolution

In this subsection, the governing equations for coupled damage phase-field and plasticity are derived
according to the literature [15–17,20,28,32–35] to clarify the proposed modifications. According to Griffith’s
theory, a fracture is defined by a criterion based on the equilibrium of the surface energy and the elastic
energy stored in the material. It is possible to predict a crack initiation for existing cracks, but the nucleation
and the crack propagation is not possible. There are two primary methods for modeling crack propagation
in structures: (a) discrete and (b) diffuse [20]. The diffuse method considers crack as smeared damage.
Francfort and Marigo [15] proposed a variational fracture model based on minimizing an energy functional
for the displacement field and discontinuous crack set. The model of Bourdin et al. [33] is regularized with
a smeared crack by the introduction of a phase-field to describe fully broken and intact material phases.

To introduce the phase-field model as a type of diffuse method for crack modeling, let us consider a
bar given in Figure 1 with a constant cross-section. A damage phase-field variable d along the coordinate x
of the bar can be formulated as local discontinuity for sharp crack topology as follows [16,17,20,28]

d (x) =

{
1 if x = 0

0 if x �= 0
, (1)

however, for the diffusive crack topology, the damage can be given as an exponential function of the bar
length in the form

d (x) = e−
|x|
lc , (2)

where lc is defined as a characteristic length-scale parameter. This formulation converges to Equation (1),
when lc → 0 .

25



Metals 2021, 11, 47

 

Figure 1. A bar loaded by forces F on both sides with a crack surface S at the middle: damage phase-field
(a) for sharp crack and (b) for diffusive crack topology [17,20].

By following Miehe et al. [17] formulation for cracks in one-dimensional solids, and the extension of
the regularized crack functional to multi-dimensional problems as

S (d) =
∫
V

γ (d,∇d)dV, (3)

a crack surface density function γ per unit volume is defined as [16,17,20,28,32]

γ (d,∇d) =
d2

2lc
+

lc
2
|∇d|2 , (4)

where ∇ is the gradient operator. For the application of the phase-field model to the ductile behavior of
the materials, the internal potential energy density ψ for the ductile fracture is considered as the sum of
elastic ψE (εE, d) and plastic ψP (εP, d) energy density, fracture surface energy density ϕS (d) and plastic
dissipated energy density ϕP (εP, d) as in [27]

ψ = ψE (εE, d) + ψP (εP, d) + ϕS (d) + ϕP (εP, d) , (5)

where εE is the elastic strain tensor, and εP is the equivalent plastic strain. Let us define each term in
Equation (5). The elastic energy density of virgin material ψE

0 is multiplied by degradation function g (d)
to define the elastic energy density ψE as [20,27,28]

ψE (εE, d) = g (d)ψE
0 (εE) = g (d)

1
2
εT

E : C0 : εE = g (d)
1
2
εT

E : σ0, (6)

where C0 is the fourth-order elastic constitutive matrix, and σ0 is the Cauchy stress tensor of an undamaged
solid. Similarly, the “damaged” Cauchy stress σ is given in the following form [17]

σ = g (d)σ0 = g (d)C0 : εE. (7)

By using Equation (3), the fracture surface energy ΦS at the crack surface S is defined as [16,17]

ΦS =
∫
S

GcdS ≈
∫
V

Gcγ (d,∇d) dV =
∫
V

ϕS (d)dV, (8)

where the fracture surface energy density dissipated by the formation of the crack is defined as

ϕS (d) = Gcγ (d,∇d) . (9)
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In Equations (8) and (9), the Griffith-type critical fracture energy release rate Gc is used, also known
as the fracture toughness of the material described as the amount of energy required to produce a unit
area of fracture surface [33,34]. The plastic energy density for Simo hardening is [17]

ψP (εP, d) = g (d)
(
σy0,∞ − σyv

) (
εP +

1
n

e−nεP

)
+ g (d)

1
2

Hε2
P, (10)

where σyv is the initial yield stress, σy0,∞ is the saturation hardening stress, n is the hardening exponent,
and H is the hardening modulus [36]. The plastic dissipated energy density is [35]

ϕP (εP, d) = g (d) σyvεP. (11)

By using the Equations (5), (6) and (9)–(11) the total internal potential energy Ψ functional is defined
as [35]

Ψ =
∫
V

ψdV =
∫
V

{
g (d)

1
2
εT

E : σ0 + ψP (εP, d) + GV

[
d2

2
+

l2
c
2
|∇d|2

]
+ g (d) σyvεP

}
dV, (12)

where the authors introduced a critical fracture energy release rate per unit volume as GV = Gc/lc. The
variation of the internal potential energy in Equation (12) over the elastic strain, damage and equivalent
plastic strain is given as [35]

δΨ =
∫
V

(
∂ψ

∂εE
: δεE +

∂ψ

∂d
: δd +

∂ψ

∂εP
: δεP

)
dV (13)

and for the Simo hardening function [17], one can obtain [27,35]

δΨ =
∫
V

{
σ : δεE + 1

2 g′ (d) εT
E : σ0δd + g′ (d)

(
σy0,∞ − σyv

) (
εP + 1

n e−nεP
)

δd + g′ (d) 1
2 Hε2

Pδd+

+g′ (d) σyvεPδd + GV
[
dδd + l2

c∇d∇δd
]
+

+
(
−g (d)σ0 : ∂εP

∂εP
+ g (d)

(
σy0,∞ − σyv

) (
1 − e−nεP

)
+ g (d) HεP + g (d) σyv

)
δεP

}
dV

(14)

where εP is the plastic strain tensor, and g′ (d) is the derivative of the degradation function g (d) over d. A
variation of the external potential energy Wext is known as [37]

δWext =
∫
V

b · δudV+
∫
A

h · δudA, (15)

where b is a body force field per unit volume, h is a boundary traction per unit area, and u is the
displacements vector. The equilibrium of the internal (14) and external (15) potential energy for the Simo
hardening function gives [35]

∫
V

{
σ : δεE + 1

2 g′ (d) εT
E : σ0δd + g′ (d)

(
σy0,∞ − σyv

) (
εP + 1

n e−nεP
)

δd+

+g′ (d) 1
2 Hε2

Pδd + g′ (d) σyvεPδd + GV
[
dδd + l2

c∇d · ∇δd
]
+

+
(
−g (d)σ0 : ∂εP

∂εP
+ g (d)

(
σy0,∞ − σyv

) (
1 − e−nεP

)
+ g (d) HεP + g (d) σyv

)
δεP

}
dV

=
∫
V

b · δudV+
∫
A

h · δudA

(16)
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By the application of total derivatives of the following terms

∇ · [σ · δu] = ∇ · [σ] · δu +σ : ∇ · [δu] = Div [σ] · δu +σ : δεE (17)

σ : δεE = ∇ · [σ · δu]− Div [σ] · δu (18)

∇ · [∇dδd] = ∇ · [∇d] δd +∇d · ∇ [δd] (19)

∇d · ∇ [δd] = ∇ · [∇dδd]−∇ · [∇d] δd = ∇ · [∇dδd]−∇2dδd (20)

and by using the Gauss theorem, it can be obtained [27,35]

∫
V

{− [
g′ (d)ψ + GV

[
d − l2

c∇2d
]]

δd − [Div [σ] + b] · δu+

+
(
−g (d)σ0 : ∂εP

∂εP
+ g (d)

(
σy0,∞ − σyv

) (
1 − e−nεP

)
+ g (d) HεP + g (d) σyv

)
δεP

}
dV

+
∫
A
{[σ · n − h] · δu} dA+

∫
A

{[
GVl2

c∇d · n
]

δd
}

dA = 0

(21)

where n is the unit outer normal to the surface A, and the internal potential energy density given in
Equation (5) is

ψ =
1
2
εE : σ0 +

(
σy0,∞ − σyv

) (
εP +

1
n

e−nεP

)
+

1
2

Hε2
P + σyvεP. (22)

The Neumann-type boundary conditions are [20]

σ · n − h = 0, (23)

∇d · n = 0, (24)

what leads to the governing balance equations of the coupled PFDM-von Mises plasticity problem for
Simo’s hardening function [35]

∇d · n = 0, (25)

GV

[
d − l2

c∇2d
]
+ g′ (d)ψ = 0, (26)

σeq − σyv −
(
σy0,∞ − σyv

) (
1 − e−nεP

)
− HεP = 0, (27)

where the equivalent stress is defined as σeq = σ0 : ∂εP
∂εP

.

2.2. Modifications of Coupling Variable

The degradation function and its derivative over d are proposed by Ambati et al. [18] for the
phase-field damage modeling of ductile fracture as

g (d) = (1 − d)2p , (28)

g′ (d) = −2p (1 − d)2p−1 . (29)

where p is the coupling variable. The same degradation function in Equation (28) can be used for the
brittle fracture by setting p = 1 what will be used for the one element example in Section 3. The coupling
variable can be defined to depend on the critical value of equivalent plastic strain εcrit

P [18]. In this paper,
the authors propose the modification of the Ambati et al. [18] because the material is considered to be
intact (undamaged) until the equivalent plastic strain achieves the critical value εP = εcrit

P . The critical
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value of the equivalent plastic strain can be registered in the experimental stress–strain diagram, when the
stress starts to decrease (Figure 2).

 
Figure 2. New coupling variable p (continuous line) in relation to the equivalent plastic strain εP compared
to Ambati et al. [18].

At that critical point C (Figure 3b), the material can be considered damaged due to the plastic strains
and the damage-plasticity coupling variable is activated. Therefore, the coupling variable p can be defined
for equivalent plastic strain as it is given in Figure 3 by the function

p =

⎧⎨
⎩

0 ; εP
εcrit

P
< 1

εP
εcrit

P
− 1 ; εP

εcrit
P

≥ 1
. (30)
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Figure 3. Yield stress of current yield surface σy vs. equivalent plastic strain εP diagram for metallic
materials: (a) the Simo’s hardening function Equations (27) and (36), (b) the proposed new two-stage
hardening function for simulation of metallic materials with or without plateau after yielding occurs
(σyv—the initial yield stress, σy0,∞—the saturation hardening stress, εP0—the maximal equivalent plastic

strain for perfect plasticity stage, εcrit
P —the critical equivalent plastic strain, ε

f ail
P —the failure equivalent

plastic strain).

The stored internal potential energy density ψ is considered as the elastic energy density ψE
0 because

the influence of the plastic part is taken into account by coupling variable p, so [25]

ψ =

{
ψE

0 ; ψE
0 > tψ

tψ; otherwise
, (31)

where tψ is the previously stored internal potential energy density.

2.3. Two-Stage Yield Hardening Function

For the simulation of the metallic material’s behavior, which exhibits stress plateau after yielding
occurs, such as S355J2+N steel, the extended two-stages yielding function is necessary to describe the
idealized response given in Figure 3 (continuous line). In the first stage, the yielding occurs, the plastic
strain increases, while the stress is constant. In the second stage, the stress increases nonlinearly until the
saturation hardening stress σy0,∞. After the stress achieves the maximal value at the end of the second
stage, the stress decreases due to the phase-field damage model influence on the material (dashed line).
To simulate the described behavior, ‘perfect plasticity’ is employed for the first stage of loading (εP < εP0)
until the plastic strain εP0 is achieved. In the first stage, the yield condition is given in the following
form [37]

fy = σeq − σyv ≤ 0, (32)

while in the second period, the yield condition is defined based on Equation (28) as

fy = σeq − σyv −
(
σy0,∞ − σyv

) (
1 − e−n(εP−εP0)

)
− H (εP − εP0) ≤ 0

fy = σeq − σy1 ≤ 0
(33)
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where the yield stress equal to equivalent stress in the extended Simo-type yield function is given as

σy1 = σyv +
(
σy0,∞ − σyv

) (
1 − e−n(εP−εP0)

)
+ H (εP − εP0) . (34)

The complete two-stage yield function shown in Figure 3 by continuous line can be defined by the
equation

fy =

⎧⎨
⎩σeq − σyv ; εP < εP0

σeq −
[
σyv +

(
σy0,∞ − σyv

) (
1 − e−n(εP−εP0)

)
+ H (εP − εP0)

]
; εP ≥ εP0

. (35)

If the yield function (35) is less than zero, the solution is elastic. If the condition is violated, the
equivalent plastic strain increment ΔεP of the function fy = 0 must be determined in an iterative
Newton–Raphson procedure given in the stress integration algorithm in the next subsection. After
the correct value of equivalent plastic strain εP is computed, the deviatoric stress tensor, the total stress
tensor, the elastic strain tensor, and the elastic-plastic constitutive matrix must be updated.

The yield stress term given by Equation (34) in the extended Simo-type yield function is derived from
its basic form obtained from in Equation (27) as

σyS = σyv +
(
σy0,∞ − σyv

) (
1 − e−nεP

)
+ HεP (36)

The Equation (34) can be transformed into the form

σy1 = σyv +
(
σy0,∞ − σyv

)
e−nεP

(
enεP − enεP0

)
+ H (εP − εP0) . (37)

To provide a simple implementation into the existing von Mises constitutive model for metal plasticity,
the basic form of Simo’s yield function σyS in Equation (36) can be transformed by subtraction of the stress
increment ΔσyS for the plastic strain εP0, when the constant stress was registered during yielding given as

ΔσyS =
(
σy0,∞ − σyv

) (
1 − e−nεP0

)
+ HεP0. (38)

To obtain the stress function in Equation (37) it is necessary to calculate the difference between the
basic form of Simo’s hardening function in Equation (36) and the stress value given by Equation (38) as

σy2 = σyS − ΔσyS = σyv +
(
σy0,∞ − σyv

) (
1 − e−nεP

)
+ HεP − (

σy0,∞ − σyv
) (

1 − e−nεP0
)
+ HεP0, (39)

which finally gives

σy2 = σyv +
(
σy0,∞ − σyv

)
e−nεP e−nεP0

(
enεP − enεP0

)
+ H (εP − εP0) . (40)

By comparing the yield stress in Equations (37) and (40), it can be noticed that the second term in
Equation (40) is multiplied by e−nεP0 , so to propose the same form as Equation (37), and to allow the
possibility of using the Equation (39) for the implementation purpose, the coefficient in the second term
in Equation (40),

(
σy0,∞ − σyv

)
needs to be multiplied by enεP0 what will give the equivalent equation to

Equation (37).
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2.4. Stress Integration Algorithm for von Mises Large Strain Plasticity

In this section, an overview of the well-known stress integration algorithm for von Mises large strain
plasticity is presented with the two new steps 11 and 12 which are necessary for solving the PFDM
governing equation given in Equation (26). The value of elastic strain energy ψE

0 is calculated at the
integration point level as well as the coupling variable p. In the following equation, the complete algorithm
is given to provide the implementation. The deviatoric strain can be obtained using the multiplicative
decomposition of the deformation gradient [37]

F = FEFP, (41)

where FE and FP are the elastic and plastic deformation gradient, respectively. The elastic deformation
gradient can also be decomposed into the isochoric deformation gradient FE and volumetric portion as [37]

FE = (detFE)
− 1

3 FE, (42)

so, the elastic left Cauchy–Green strain tensor bE can be calculated as [37,38]

bE = FEF
T
E . (43)

The elastic deviatoric strain eE can be calculated using the Hencky strain measure hE as [37,38]

eE = hE =
1
2

ln bE, (44)

and the mean strain em, in that case, is [37,38]

em =
1
3

detF. (45)

The total stress tensor can be decomposed on the elastic deviatoric SE and the volumetric part σm

as [37]
σ = SE + σmI, (46)

where I is the unit tensor. The elastic deviatoric stress can be defined as [37]

SE = 2GeE, (47)

and the mean stress is [37]
σm = cmem, (48)

where shear and bulk modulus are

G =
E

2 (1 + ν)
; cm =

E
1 − 2ν

, (49)

while E is the Young’s modulus, and ν is the Poisson’s ratio.
The detailed algorithm of the von Mises plasticity for large strain problems, is given in details

below [37]:
t—time at the beginning of time step; Δt—time increment

1. Input values: t+Δt
0 F, t

0F, tbE, tψ, tεP, E, ν, σyv, σy0,∞, n, εcrit
P , εP0
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2. Initial conditions (save at the integration point level):

d = td; ψ = tψ; εP = tεP (50)

3. Calculate trial elastic deviatoric strain:

t+Δt
0 F = t+Δt

t Ft
0F (51)

t+Δt
t F =

(
dett+Δt

t F
)− 1

3 t+Δt
t F (52)

b
∗
E = t+Δt

t Ftb∗
E

t+Δt
t FT (53)

e∗E =
1
2

ln b
∗
E (54)

em =
1
3

det
(

t+Δt
0 F

)
(55)

4. Trial elastic deviatoric stress:

S∗
E = 2Ge∗E where G =

E
2 (1 + ν)

(56)

5. Check for yielding:

tσy =

{
σyv ; εP < εP0
tσy1 ; εP ≥ εP0

(57)

σ∗
eq =

√
3
2
‖S∗

E‖ (58)

f ∗y = σ∗
eq − tσy ≤ 0 (59)

If the condition is satisfied, the solution is SE = S∗
E and ΔεP = 0, and go to 7.

6. Find equivalent plastic strain increment ΔεP of the function fy (ΔεP) = 0

εP = tεP + ΔεP; (60)

σy =

{
σyv ; εP < εP0

σy1 ; εP ≥ εP0
; Δλ =

3
2

ΔεP
σy

(61)

Ĉ =
2
3

(
nenεP0

(
σy0,∞ − σyv

)
e−nεP + H

)
; SE =

S∗
E

1 +
(
2G + Ĉ

)
Δλ

; σeq =

√
3
2
‖SE‖ (62)

fy (ΔεP) =
∣∣σeq − σy

∣∣ > tol go to step 6. (63)

7. Update of left Cauchy-Green strain tensor:

bE = tb∗
Ee−2ΔεP (64)

8. Mean stress and total stress:

σm = cmem; σ0 = SE + σmI; cm =
E

1 − 2ν
(65)
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9. Calculate elastic deviatoric strain:
eE =

SE
2G

(66)

10. Total elastic strain is:
εE = eE + emI (67)

11. (NEW STEP) Elastic strain energy density:

ψE
0 = 1

2ε
T
E : C0 : εE = 1

2ε
T
E : σ0 = 1

2 (SE + σmI) : (eE + emI) =

= 1
2 (SE + σmI) :

(
SE
2G + σmI

cm

)
= 1

2

(
1

2G SE : SE + 3σ2
m

cm

)
= 1

2

(
σ2

eq
3G + 3σ2

m
cm

)
If ψE

0 > tψ then ψ = ψE
0

(68)

12. (NEW STEP) Coupling variable:

p =

⎧⎨
⎩

0 ; εP
εcrit

P
< 1

εP
εcrit

P
− 1 ; εP

εcrit
P

≥ 1
(69)

13. Calculate elasto-plastic matrix: CEP
14. Return: σ0, ψ, CEP, p

2.5. Implementation into FEM Software

In this section, the discretization using standard Lagrange finite elements is considered and the
standard Galerkin finite element method is used. The nodal displacements and phase-field damage
variable are unknowns that need to be determined. These finite elements are also known as “multifield”
finite elements extensively applied in multiphysics FE simulations.

2.5.1. Finite Element Discretization

The interpolation matrices for displacement Nu and damage Nd and derivatives Bd and Bu are given
as follows [20]:

Nd = [N1 . . . N8] , (70)

Bd =

⎡
⎢⎣ N1,x . . . N8,x

N1,y . . . N8,y
N1,z . . . N8,z

⎤
⎥⎦ , (71)

Nu =

⎡
⎢⎣ N1 0 0

0 N1 0
0 0 N1

. . . . . . . . .

. . . . . . . . .

. . . . . . . . .

N8 0 0
0 N8 0
0 0 N8

⎤
⎥⎦ , (72)

Bu =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

N1,x 0 0
0 N1,y 0
0 0 N1,z

N1,y N1,x 0
0 N1,z N1,y

N1,z 0 N1,x

. . . . . . . . .

. . . . . . . . .

. . . . . . . . .

. . . . . . . . .

. . . . . . . . .

. . . . . . . . .

N8,x 0 0
0 N8,y 0
0 0 N8,z

N8,y N8,x 0
0 N8,z N8,y

N8,z 0 N8,x

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

. (73)

The damage phase field value at an integration point is described as [20]

d = Ndd, (74)
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where d is the damage phase-field vector of nodal values. The local damage gradient which can also be
referred to as “damage strain” is [20]

εd = ∇d = Bdd. (75)

The total strain vector ε is interpolated in terms of the nodal displacements u [20,37]

ε = Buu. (76)

The internal fint
e and external forces fext

e are [20,37]

fint
e =

∫
V

[
(1 − d)2p

]
(Bu)T

σ0dV, (77)

fext
e =

∫
V

(Nu)T bdV+
∫
A

(Nu)T hdA. (78)

The residue vector rd
e for the phase-field degrees is [20,37]

rd
e =

∫
V

{[
GVd − 2p (1 − d)2p−1 ψ

] (
Nd
)T

+ GVl2
c

(
Bd
)T

εd
}

dV. (79)

The tangent matrices for damage Kd
e and displacement Ku

e field are [20,37]

Kd
e =

∫
V

{[
GV + 2p (2p − 1) (1 − d)2p−2 ψ

] (
Nd
)T (

Nd
)
+ GVl2

c

(
Bd
)T (

Bd
)}

dV (80)

Ku
e =

∫
V

{[
(1 − d)2p

]
(Bu)T CEPBu

}
dV. (81)

The linear equation system can be solved by using of Newton–Raphson algorithm [20]

[
Ku 0
0 Kd

] [
δu

δd

]
=

[
fext

0

]
−
[

fint

rd

]
. (82)

2.5.2. Staggered Solution Strategy

By following Miehe et al. [16], the weak formations of mechanical field given in Equations (25) and
(27) and phase-field given in Equation (26) have to be solved by the staggered algorithm shown in Figure 4.
The Equation (27) is the Simo yield hardening function used as a part of the local stress integration
algorithm for the computation of the mechanical field. At the beginning of the iterative procedure (t0),
both, displacement and damage vectors are equal to the vectors from the previous time step. Initial
conditions at the structure level are u(0) = tu; d(0) = td.
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Figure 4. Staggered iterative scheme for phase-field modeling in FEM software (u—displacement vector,
d—damage vector, ψ—internal potential energy density, t—time) [20].

Both fields are solved simultaneously by minimization of the two residual equations for the
displacement ru

e and the damage phase-field rd
e to determine the vectors in the next time step [18,20]

ru
e = fint

e − fext
e =

∫
V

[
(1 − d)2p

]
(Bu)T

σ0dV −
∫
V

(Nu)T bdV−
∫
A

(Nu)T hdA. (83)

rd
e =

∫
V

{[
GVd − 2p (1 − d)2p−1 ψ

] (
Nd
)T

+ GVl2
c

(
Bd
)T

εd
}

dV. (84)

The staggered iterative scheme across the time steps is given in Figure 4, where it can be observed
that the procedure starts with both displacement and damage vectors equal to zero. The Newton–Raphson
iterative procedure is given with the convergence criterion and the implementation details below [20,37]:

Input values: E[MPa], ν[−], lc[mm], GV [MPa]
Loop A. Initial condition at structure level for increment Δt

Displacement : u(0) = tu; damage : d(0) = td;
external loads : fext

e =
∫
V
(Nu)T bdV+

∫
A
(Nu)T hdA (85)

Loop B. Iteration at the structure level
i = 0
i = i + 1

Loop C. Integration points loop
Strain-displacement matrix Bu and damage matrix Bd

Strain
ε(i) = Buu(i); d(i) = Ndd(i); εd(i) = Bdd(i) (86)

Stress integration σ
(i)
0 (plasticity model) → ψ(i) = tψ, p(i) = t p

Internal forces

f
int(i)
e =

∫
V

[(
1 − d(i)

)2p(i)
]
(Bu)T

σ
(i)
0 dV, [N] (87)

r
d(i)
e =

∫
V

{[
GVd(i) − 2p(i)

(
1 − d(i)

)2p(i)−1
ψ(i)

] (
Nd
)T

+ GVl2
c

(
Bd
)T

εd(i)

}
dV, [N mm] (88)
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Stiffness matrices

K
u(i)
e =

∫
V

{[(
1 − d(i)

)2p(i)
]
(Bu)T CEPBu

}
dV,

[
N

mm

]
(89)

K
d(i)
e =

∫
V

{[
GV + 2p(i)

(
2p(i) − 1

) (
1 − d(i)

)2p(i)−2
ψ(i)

] (
Nd
)T (

Nd
)
+ GVl2

c

(
Bd
)T (

Bd
)}

dV, [Nmm]

(90)
Displacement and damage increment, update of displacement and damage

Ku(i)δu = fext − fint(i) Kd(i)δd = −rd(i) (91)

u(i+1) = u(i) + δu, [mm] ; d(i+1) = d(i) + δd, [−] (92)

If convergence criteria are not satisfied, go to step B.
If
∥∥∥ru(i)

∥∥∥ ≤ tol and
∥∥∥rd(i)

∥∥∥ ≤ tol go to next time step A.

3. Validation Examples

3.1. One Element—Brittle Fracture Benchmark Example

The simplest model that can be used to verify and understand the proposed staggered iterative
scheme (Section 2.5.2) for coupling of damage phase field and displacement field is suggested by Molnar
and Gravouil in [20] for the brittle fracture. The model is one three-dimensional hexahedral element of
unit dimensions (1 mm × 1 mm × 1 mm).

The parameters necessary for brittle fracture simulation are the same as in [9]: the Young’s modulus
E = 210 GPa, the Poisson’s ratio υ = 0.3, the critical energy release rate GV = 5 · 10−2 GPa and the length
scale parameter lc = 0.1 mm. The plasticity material parameters are large enough so the material is in the
elastic regime, while the coupling variable is p = 1 to simulate the brittle fracture [9]. The analytical stress
σ vs. strain ε, as well as damage d vs. strain ε relationships, are given as follows [9]:

c22 =
E (1 − υ)

(1 + υ) (1 − 2υ)
, (93)

d =
ε2c22

GV + ε2c22
, (94)

σ = (1 − d)2 c22ε, (95)

where c22 is the element of the elastic constitutive matrix C0. The nodes on the bottom of the cube are
constrained in all three directions, while the top nodes are allowed to slide vertically. The loading is
realized in a displacement control regime in 1000 time steps until the total displacement of 0.1 mm. The
obtained results are quantitatively compared to the analytical results [9]. The comparison given in Figures 5
and 6 confirms the functionality of the proposed iterative scheme and its correctness.
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Figure 5. Axial stress vs axial strain relationship for the one element example.

Figure 6. Damage vs. axial strain relationship for the one element example.

3.2. Experimental Investigation and FEM Simulation of S355J2+N Specimens

The S355J2+N is widely used in engineering structures due to the good weldability and machinability.
It also exhibits constant stress plateau after yielding occurs, so it is chosen as a representative steel
type to validate the two-stage hardening yield function. This material is also used in experimental
investigation and simulation of fracture by various authors [25,30,39]. For the validation purposes
of modified PFDM, three steel S355J2+N specimens are investigated by using servo-hydraulic testing
machine—EHF-EV101 K3-070-0A (Shimadzu Corporation, Tokyo, Japan), with force ±100 kN and stroke
±100 mm. The specimen’s chemical composition given in Table 1.
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Table 1. Chemical composition of the examined S355J2+N specimens (wt %)

C Si Mn P S Cr Ni Mo Cu N Al

0.161 0.046 1.488 0.0224 0.0086 0.040 0.014 0.005 0.005 0.004 0.049

Uniaxial tensile tests are performed on representative flat specimens with the same thickness in all
cross-sections. The tests are carried out according to standards EN ISO 6892-1 [40] and ASTM E8M-01 [41]
at room temperature (23 ± 5 ◦C) in constant stroke control rate of 4 mm/min. Specimen’s shape and
dimensions are given in Figure 7. For the elongation measurement and identification of Young modulus,
the extensometer MFA25 (MF Mess- & Feinwerktechnik GmbH, Velbert, Germany), with a gauge length of
50 mm is used as given in Figure 8.

 

Figure 7. S355J2+N steel specimen shape and dimensions.

 

Figure 8. Mess & Feinwerktechnic GmbH MFA25 extensometer.

The investigated specimens are presented in Figure 9 after the experiment. The force-displacement
responses are recorded and the comparison of the obtained results is given in Figure 10. The response of
“Specimen 3” is selected as the representative for the PFDM validation purpose.
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Figure 9. S355J2+N steel specimens after the experimental uniaxial tests.

 

Figure 10. Force–displacement response of experimentally investigated S355J2+N steel specimens.

The FE model is prepared for the straight part of the specimen same as the gauge length (50 mm),
according to the specimen’s dimensions. One-eighth of the specimen is modeled due to the existence of
three symmetry planes. Dimensions of the FE model are 25 mm × 6.25 mm × 2.5 mm. The geometrical
imperfection necessary to trigger the plastic deformation process in a zone of 10 mm (L2) from the middle
of the specimen, where necking is expected, is prescribed as 0.01% a linear decrease of the specimen
width D and thickness (Figure 11). The FE model is created using 2100 standard full integrated 8-node
hexahedral finite elements with mesh refinement in the expected necking zone. Boundary conditions
include the constraint of nodes in symmetry planes in a direction perpendicular to the symmetry plane
they belong to. The FE model tensile loading is applied to the top surface nodes by displacement increment
of 0.02 mm for 350 steps.
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Figure 11. Finite element mesh, imperfection, loading, and boundary conditions.

The material parameters used for simulations are given in Table 2: E [MPa]—Young’s modulus,
ν [−]—Poisson’s ratio, σyv [MPa]—initial yield stress, σy0,∞ [MPa]—saturation hardening stress,
H [MPa]—hardening modulus, n [−]—hardening exponent, GV [MPa]—fracture energy release rate,
lc [mm]—characteristic length, ecrit

P —critical equivalent plastic strain, eP0—perfect plasticity equivalent
plastic strain.

Table 2. Material parameters used for phase-field damage model simulation.

E [MPa] ν [-] σyv [MPa] σy0,∞ [MPa] H [MPa] n [-] GV [MPa] lc [mm] ecrit
P eP0

199,000 0.29 345 635 9 18 9.09 0.01 0.188 0.01

Figure 12 shows the deformed S355J2+N specimen after the experimental investigation along with the
equivalent plastic strain field obtained from the PFDM FEM simulation. The distribution of the equivalent
plastic strain field qualitatively simulates the deformed configuration of the experimentally obtained
deformations. The equivalent plastic strain field obtained by phase-field plasticity coupled simulation is
localized in a zone where the fracture occurs.

 

Figure 12. S355J2+N steel specimen with the equivalent plastic strain field at the critical zone after the
experiment.
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The strong relationship between the damage field and the equivalent plastic strain field obtained by
the coupled phase-field simulation given in Figure 13 imposes that damage is a governing phenomenon
that leads to the fracture of the specimen. The equivalent plastic strain field for the pure plasticity without
phase-field (Figure 13a) and the PFDM simulation (Figure 13b) are presented to show the influence of the
damage field on the localization of the plastic strains. In Figure 13a, the plastic strains are localized in
the middle of the model, with the minimal difference between the minimal and maximal value, which
does not suggest the fracture zone location. On the other side, the distribution of the damage field given
in Figure 13c corresponds to the equivalent plastic strain field in Figure 13b, so it can be considered as a
generator of the fracture process.

   

(a) (b) (c) 

Figure 13. FEM simulation results: (a) Effective plastic strain field—plasticity; (b) Effective plastic strain
field—phase-field and plasticity; and (c) damage field—phase-field and plasticity.

The comparison of the force-displacement relationship between experimental and simulation results is
given in Figure 14. By comparing the diagrams, one can notice that ‘pure’ plasticity without damage cannot
follow the behavior recorded by the experiment after the maximal force is achieved. Using the PFDM
approach and the proposed modified coupling variable p, the influence of plastic strain development is
activated after the loading force attains the maximum value and starts to decrease. The coupling variable
p linearly increases as described in Figure 3 and simultaneously, the force starts to decrease until the
specimen’s fracture. In Figure 14, the value of the damage is given in the middle of the specimen in relation
to the displacement of the specimen. It can be noticed that the damage is zero until the critical value of
plastic strain is achieved. After the damage starts to increase, the force decreases following the slope of the
damage change.

The element’s dimension of the coarse FE mesh along the specimen length is 0.5 mm. This mesh has
been used in previous simulations to show that the force-displacement response can be obtained even for
the coarse FE meshes. However, if we want to simulate the evolution of damage phase-field with moving
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interface, the FE mesh must be refined further in the zone where the crack is expected. The dimension of
the first two rows of elements (1.0 mm of specimen length) is reduced 4 times for the medium mesh (the
element length—0.125 mm), while for the fine mesh the reduction is 10 times (the element length—0.05
mm). The force-displacement responses for the same material parameters given in Table 2 are presented
in Figure 15, where it can be noticed that the finer mesh gives softer response in post-critical zone as
suggested in Ambati et al. [18]. The evolution of damage field for the post-critical behavior is given in
Figure 16 as well as the equivalent plastic strain field development in Figure 17. As it can be noticed,
both the damage field and the equivalent plastic strain field evolves in the cracking zone of the specimen.
For the visualization purpose, the further research will be criteria of “element death” which need to be
satisfied to remove the elements as suggested in [19].

 

Figure 14. Force–displacement response of experiment and simulations vs. maximal damage value for
S355J2+N steel specimens.
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Figure 15. Effect of the mesh size on the force–displacement response: the specimen’s top surface
displacement for the fine mesh (a) 13.64 mm, (b) 13.68 mm, (c) 13.72 mm, (d) 13.76 mm, (e) 13.80 mm, (f)
13.84 mm.

 

Figure 16. Damage phase-field d development in post-critical zone with moving interface for the specimen’s
top surface displacement of (a) 13.64 mm, (b) 13.68 mm, (c) 13.72 mm, (d) 13.76 mm, (e) 13.80 mm, (f) 13.84
mm.
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Figure 17. Equivalent plastic strain field εP development in post-critical zone for the specimen’s top surface
displacement of (a) 13.64 mm, (b) 13.68 mm, (c) 13.72 mm, (d) 13.76 mm, (e) 13.80 mm, (f) 13.84 mm.

Finally, the von Mises model with the same hardening function, but without coupled damage
field (PFDM), cannot capture the post-critical behavior resulting from the material deterioration. The
S355J2+N type of steel exhibits the specific plateau after the yielding occurs and it is captured by the
proposed two-stage hardening function. The standard Simo’s hardening function cannot be used for the
simulation of such materials, as shown in Figure 18. The standard Simo’s hardening function cannot follow
the experimental force-displacement response at the same quantitatively and qualitatively level as the
proposed two-stage hardening yield function.

 

Figure 18. Comparison of the standard and the proposed two-stage hardening function for the same
material parameters given in Table 1.
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4. Conclusions

(1) The purpose of this article is to offer a better insight into the damage of materials and fracture of
structures, propose necessary modifications of the existing PFDM, and allow better control over the
damage simulation process.

(2) The PFDM for ductile fracture is one of the hottest topics in computational mechanics of solid
structures. Well-established algorithms are already developed and implemented into the commercial
and in-house FEM software documented in the cited literature.

(3) The authors proposed the two-stage yield function (perfect-plasticity and extended Simo-type
hardening) to offer more realistic simulations of metallic materials behavior, which exhibit constant
stress plateau after yielding.

(4) To control the start of the damage field development, the modification of the coupling between the
plastic strain and the damage field is determined by the coupling variable, which starts to increase
linearly after the equivalent plastic strain achieves the critical value.

(5) The main differences and advantages of the proposed method are possibilities to control: (a) the
onset of hardening after the initial constant stress plateau is ended, (b) the initiation of damage
phase-field development due to the plastic strain development, (c) the distribution of critical fracture
energy release rate in damaged zone.

(6) The successful implementation of the staggered coupling scheme has been verified by one element
benchmark example from literature. The same results have been obtained for both stress–strain
response, but also the damage–strain relationship.

(7) The main application of the implementation is shown by simulation of S355J2+N test
specimen behavior investigated by the universal testing machine. The experimentally captured
force-displacement response is compared to the FEM simulation by proposed modified PFDM and
excellent results are achieved. Also, the evolutions of the equivalent plastic strain field and the
damage phase field are presented and the zone of maximal plastic strain qualitatively corresponds to
the main deformed zone of the experimentally investigated specimens.

(8) These modifications will allow better control over the simulation of damage initiation and
development and possibility to simulate various types of metallic materials in engineering practice.
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Nomenclature

FEM Finite Element Method ψ internal potential energy density
PFDM Phase-Field Damage Model ψE elastic energy density
S crack surface ψE

0 elastic energy density of virgin material
d damage phase-field variable ψP plastic energy density,
x coordinate along the bar ϕS fracture surface energy density
lc characteristic length-scale parameter ϕP plastic dissipated energy density
γ crack surface density function Wext external potential energy
∇ gradient operator Ψ total internal potential energy
Δ increment ε total strain
δ variation of variable FP plastic deformation gradient
V volume FE isochoric elastic deformation gradient
A surface bE elastic left Cauchy-Green strain
εE elastic strain hE Hencky strain
εP plastic strain em mean strain
εP equivalent plastic strain σm mean stress
g degradation function G shear modulus
C0 elastic constitutive matrix cm bulk modulus
CEP elastic-plastic constitutive matrix E Young’s modulus
σ “damaged” Cauchy stress υ Poisson’s ratio
σ0 “undamaged” Cauchy stress t time
ΦS fracture surface energy I unit tensor

Gc
Griffith-type critical fracture energy release rate
per unit area

eE elastic deviatoric strain

GV critical fracture energy release rate per unit volume Nu interpolation matrix for displacements
σyv initial yield stress Nd interpolation matrix for damage phase-field

σy0,∞ saturation hardening stress Bu matrix of interpolation functions derivatives for
displacements

n hardening exponent Bd matrix of interpolation functions derivatives for damage
phase-field

H hardening modulus d damage phase-field vector of nodal values
b body force field per unit volume εd damage strain
h boundary traction per unit area fint internal forces vector
n unit outer normal to the surface A fext external forces vector
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σeq equivalent stress rd residue vector for the damage phase-field
p coupling variable ru residue vector for the displacement field
εcrit

P critical equivalent plastic strain Kd tangent stiffness matrix for damage phase-field

εP0
maximal equivalent plastic strain for perfect
plasticity stage

Ku tangent stiffness matrix for displacement field

ε
f ail
P failure equivalent plastic strain u nodal displacements vector

σy yield stress of current yield surface c22 element of the elastic matrix C0
σyS basic Simo’s yield stress of current yield surface D width

σy1
second stage extended Simo’s yield stress of
current yield surface

L length

σy2 internal variable related σy1 σ stress
SE elastic deviatoric stress ε strain
fy yield function
F force
F total deformation gradient
FE elastic deformation gradient
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37. Kojić, M.; Bathe, K.J. Inelastic Analysis of Solids and Structures; Springer: Berlin/Heidelberg, Germany, 2005.
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Abstract: Non-destructive determination of workpiece properties after heat treatment is of great interest
in the context of quality control in production but also for prevention of damage in subsequent grinding
process. Micromagnetic methods offer good possibilities, but must first be calibrated with reference
analyses on known states. This work compares the accuracy and reliability of different calibration
methods for non-destructive evaluation of carburizing depth and surface hardness of carburized
steel. Linear regression analysis is used in comparison with new methods based on artificial neural
networks. The comparison shows a slight advantage of neural network method and potential for further
optimization of both approaches. The quality of the results can be influenced, among others, by the
number of teaching steps for the neural network, whereas more teaching steps does not always lead to
an improvement of accuracy for conditions not included in the initial calibration.

Keywords: artificial neural network; linear regression; micromagnetic testing; hardness; case
hardening depth

1. Introduction

The heat treatment state of a case-hardened steel workpiece especially surface hardness and case
hardening depth, which also often correlates with the surface oxidation depth, are important properties
for the final service properties of high-performance parts, which have to be continuously controlled in
industrial production. Further, these surface properties influence the grindability of the components as
well as the micromagnetic detectability of grinding damages [1,2]. Therefore, the knowledge of these
properties can allow determining optimal grinding parameters as a function of the component’s initial state
and can enable a reliable in-process micromagnetic monitoring of the grinding processes [3]. Besides the
known destructive testing methods which are precise but time-consuming, the heat treatment condition
can also be assessed non-destructively using micromagnetic methods such as Barkhausen noise analysis
or the 3MA-technique [4].

Using micromagnetic methods, hardness is in most cases determined by calibration using linear
regression [4,5]. To determine the case hardening depth by means of Barkhausen noise analysis, several
additional approaches based on the different properties of soft core and hard surface layer exist. For
example, Send et al. observed additional peaks and asymmetries of the Barkhausen peak generated by the
hardened case that could be described with different parameters and correlated with the case hardening
depth [6]. In [7] Santa-aho et al. employed sweeps of the magnetization voltage to determine the maximum
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slope of Barkhausen noise for two magnetizing frequencies (and therefore different penetration depth)
and correlated the ratio with the case hardening depth. The 3MA-technique combines four micromagnetic
methods with different penetration depth. Besides the Barkhausen noise, it includes, among others, the
method of harmonic analysis of the tangential magnetic field. Here, the case hardening could be correlated
to the frequency limit at which the distortion factor is near to an asymptote [8]. Further influences of case
depth on the frequency characteristics of various micromagnetic signals were observed in [9], but could
not be fully explained.

In [10] and [11], among others, artificial neural networks were used to determine hardness from
hysteresis loop and eddy current measurement respectively Barkhausen noise and tangential magnetic
field analysis. Besides hardness, Liu et al. determined residual stresses and case depth from a combination
of Barkhausen noise, tangential magnetic field, and hysteresis measurement by use of artificial neural
networks [12]. Sorsa et al. compared the suitability of linear regression, artificial neural networks, and
fuzzy models for determination of residual stresses from Barkhausen noise measurements. They identified
better performance indices RMSE (root mean square error) and R2 (coefficient of determination) for
artificial neural networks than for linear regression but also pointed out an advantage of linear regression.
Indeed, this method has a low risk of overfitting and is therefore well suited for small calibration data sets
and extrapolation. To achieve good regression results, a preselection of significant features was performed,
as a too high number of inputs led to overfitting of the network [13]. Furthermore, in [10] only a single
digit number of measured variables was used for hardness determination. Criterion for the selection was
the ratio of standard deviation and mean value. An improvement of the performance could be achieved
by additional measured variables. The influence of the volume of the data set is described in [11]. An
extension of the calibration data set leads to decrease of the standard error. For the given example of 17
measurement points over a Jominy sample with three hardness zones, the standard error starting with
nine data points in calibration was below 5% of the maximum hardness.

Further actual studies handle with the correlation of magnetic properties with hardness, residual
stresses, and other properties. In general, decreasing hardness [14] and increasing (tensile) residual
stresses [15,16] led to an increase in the Barkhausen noise level. While increase of Barkhausen noise
with residual stresses in some cases is not linear due to poor magnetization, the averaged permeability
derived from hysteresis loop shows a much better linear correlation [16]. Other works describe linear
increase with rising tensile stresses for Barkhausen noise as well as permeability [17,18]. Besides the
maximum and average values of Barkhausen noise and permeability, various other measured variables
are determined from the raw signal depending on the measuring device. The coercivity develops roughly
opposite to the Barkhausen noise or permeability level and correlates well with the hardness as well as
residual stresses [17,19]. Peak width decreases with increasing tensile stresses. Remanence decreases with
increasing hardness [19].

The aim of the present work is the non-destructive evaluation of the heat treatment state of
case-hardened steel workpieces by means of micromagnetic 3MA-measurements with variation of
magnetization and analysis frequencies. Instead of the first mentioned often very complex approaches for
the evaluation of frequency sweeps, different calibration strategies were developed. In order to use the
possibilities of frequency-dependent analyses for the determination of gradient properties, different from
previous works, a large number of measured variables were included. After calibration using samples
with known properties, these can simply be applied to the following measurements. For this purpose a
comparison of classical regression analysis and calibration using artificial neural networks was carried
out. A sample set with two-stage variation of three variables and two samples per state was prepared for
calibration and analysis. Special attention was therefore paid to the challenges of—compared to number of
measured variables and influences on heat treatment state—small calibration data sets. Standard errors of
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calibration data and unknown test data were compared. Possible influences of different parameters on the
quality of the result were evaluated and compared.

1.1. Micromagnetic Measurements and Data Evaluation

The 3MA-II-technology (Micromagnetic Multiparametric Microstructure- and Stress-Analysis)
developed by Fraunhofer Institute for Nondestructive Testing (IZFP) combines the four micromagnetic
methods Barkhausen Noise (BN), Harmonic Analysis of the tangential magnetic field strength (HA),
Incremental permeability (IP), and multi-frequency Eddy Current analysis (EC). Together these methods
provide 41 measured variables with different sensitivity to microstructure and stress state. Due to
the frequency ranges the methods have different analyzing depths. The combination of measuring
parameters allows a separation of different influences such as residual stresses and hardness as well as
the compensation of disturbances [20]. An additional software tool, the so-called sweep module, enables
the automatized and fast variation of measurement parameters such as frequency and magnetization
amplitude [4,9].

BN results from the stepwise shift of Bloch walls, separating magnetic domains, during magnetization
of ferromagnetic materials. If no further Bloch wall shifts are possible, the domains are aligned in direction
of the field by rotation processes as the magnetization continues to increase [21]. In this region the magnetic
hysteresis loop, B (H) becomes flatter until it becomes horizontal in the saturation state [22]. A schematical
hysteresis curve is shown in Figure 1. After amplifying, filtering, and rectifying the recorded BN signal,
its envelope or profile curve is displayed above the magnetic field strength H. The shape of the hysteresis
curve, the profile curve, and thus the characteristic parameters are influenced by the microstructure, the
mechanical properties, and residual stress state [9,20]. Mechanically hard materials are magnetically hard
with high coercivity HCM and low remanence MR and maximum Barkhausen noise amplitude MMAX

because Bloch wall shifts interact analogous to dislocation movements. Other measured variables are the
averaged amplitude over one magnetization cycle MMEAN and the curve width at 25%, 50%, and 75% of
MMAX called DH25M, DH50M, and DH75M, respectively. Compressive stresses cause a high coercivity and
low amplitude, tensile stresses a low coercivity and high amplitude [4,23–25].

Figure 1. Schematical view of a hysteresis curve (top) and the envelope of the Barkhausen noise signal
(bottom).

Depending on the frequency, different depth ranges can be investigated. According to (1), the
exponential damping function results in the penetration depth at which the amplitude of the magnetic
field is still 1/e of the intensity at the surface. Thereby, the relative permeability μr and the electrical
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conductivity σ are material and heat treatment-dependent parameters [26]. The high-pass frequency of
the Barkhausen noise signal can be stepwise varied between no limitation and 1 MHz, and low-pass
between 500 kHz and no limitation. Due to the base magnetization frequency between 10 Hz and 1000
Hz, harmonic analysis has the largest possible analyzing depth of the four testing methods with up to
several mm probing depth [4]. The analyzing depth of the Barkhausen noise, depending on the analyzing
frequency range, is in a range from about 10 μm to a few 100 μm [9]. In this particular case of hardened
surface layers, an analyzing depth of up to 50 μm can be assumed [27]. The analyzing depth of the
incremental permeability is in a similar range [9]. Depending on the set frequencies the eddy current
analysis can reach large range of depth from about 10 μm to few hundred microns.

δ =
1√

π f σμ0μr
(1)

In the harmonic analysis of the tangential magnetic field strength, the sample volume to be examined
similar to Barkhausen noise analysis is magnetized by a sinusoidal alternating field. The development
of the tangential field strength during the hysteresis loop is recorded by a Hall probe and processed by
Fourier analysis. In this way, the odd higher harmonics can be determined. Measured variables generated
from this are the amplitudes A3 . . . 7 and phases P3 . . . 7 of the harmonics, the distortion factor K(2), the
sum of all upper harmonics UHS, the coercive field strength HCO of the harmonic analysis (increases with
hardness), the harmonic content of the magnetic field strength at zero crossing Hr0, and the final stage
voltage of the electromagnet Vmag [4] . Soft magnetic materials generally lead to a high distortion factor
and vice versa [4].

K =

√
A2

3 + A2
5 . . . + A2

n

A2
1

(2)

To determine the incremental permeability μΔ = dB
dH , the hysteresis loop is superimposed by a further

higher-frequency hysteresis loop. The signal picked up in this process corresponds to the incremental
permeability, which is determined by alternating field strength changes at various points in the hysteresis
loop, which would require an enormous amount of time in practice. The incremental permeability μ

plotted against the magnetic field strength results in a similar curve shape as the Barkhausen noise M and
the determination of the measured variables is carried out in the same way. While the Barkhausen noise is
based on irreversible Bloch wall jumps, the incremental permeability depicts reversible processes [8].

In eddy current analysis, a high-frequency alternating weak magnetic field is generated. This primary
field generates electric eddy currents, which are accompanied by a secondary field in the opposite direction
to the primary field. A receiver coil measures the magnetic field as induced voltage. The eddy currents
and thus the induced voltage are influenced by both the conductivity and permeability of the sample. The
3MA-II technology allows the simultaneous use of four eddy current frequencies. Real parts Re1 . . . 4 and
imaginary parts Im1 . . . 4 as well as magnitude Mag1 . . . 4 and phase angle Ph1 . . . 4 of the voltage are output
as measured variables [4].

1.2. Regression Analysis

For quantitative determination of a target quantity (e.g., hardness) it is necessary to find a calibration
function which describes the relationship between target quantity and variables. Because the theoretical
calculation of this relationship with physical models is possible at least for simple materials, 3MA is usually
calibrated based on empirical data [4]. For this purpose, the target values are determined with a reference
method (e.g., hardness testing) and stored in a database together with the micromagnetic measurements to
analyze correlations by use of regression analysis or pattern recognition. Possible terms of the regression
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are the measurement parameters of 3MA as measured, their squares and square roots. The coefficients are
determined by method of least squared errors [4,8,28]. Measures for the goodness of a regression are the
coefficient of determination R2 and the root mean square error RMSE [28].

An adjustment of the regression algorithm makes it possible to minimize the effect of drifts of
measured variables on the regression result. This is of special interest for low-frequency and systematic
stochastic errors, for example due to ageing or wear of the sensor, that cannot be reduced by a larger
number of measurements in the calculation of averages. The range of values W gives the minimum and
maximum value of a partial expression in the calibration data set.

M = 100% ∗ ΔW/Wmax (3)

F1 = Wmax/100 = W/M (4)

(3) gives the modulation M and (4) the 1% error effect F1. If the measured value changes by 1% of Wmax

the regression result changes by the value F1. The larger the error effect, the greater the reproducibility
of the measured variables. The calibration wizard of the 3MA-MMS software gives the opportunity to
choose the highest tolerated F1. This limitation reduces the possible expressions to those that fulfill the
condition F1 < F1,max. A too strong limitation of the 1% error effect leads also to a decreasing coefficient of
determination R2 and a rising standard error RMSE, as the remaining terms have not only a small error
effect but only a small effect at all [8].

1.3. Artificial Neural Networks

Artificial neural network (ANNs) consist of several interconnected processing units called neurons,
which can be divided in input, hidden, and output units and are arranged in layers (Figure 2a). The
input units of the first layer distribute the components of the net input vector to the units of the second
layer. The second till second last layer are hidden layers [29,30]. Every neuron consists of data collection
(neuron input), processing, and sending results (neuron output), as shown in Figure 2b. To understand the
process it is important to differentiate between the net-input or -output (Figure 2a) and the neuron-input or
-output (Figure 2b). The weights of the links control the effect of the inputs on a neuron. They are changed
during training of the ANN to optimize the relation of input and output and carry the information of
the ANN. The weighted neuron inputs are summed and the transfer function determines the neuron
output. There are several possible linear and nonlinear transfer functions to choose when constructing the
network [31,32].

Figure 2. Schematical view of a feedforward neural network (a) and detail view of a neuron (b).

For training of an ANN (i.e., optimization of the weights) there are three general learning strategies,
the supervised, unsupervised, and reinforcement learning. For supervised learning, the training set
consists of (net) inputs and the related outputs. In unsupervised learning, only (net) inputs are given and
the network learns without intervention of the trainer. Reinforcement learning means that the trainer
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only indicates whether the output of the network is correct or not. To evaluate the quality of the trained
network in a test phase with unknown input, the pattern set is split up into teaching set and test set before
teaching phase [29]. Furthermore it is necessary to normalize the net input and output values into the
range 0–1 before teaching to get similar ranges for all variables [31,32].

A commonly used training algorithm for nets with input layer, output layer, and hidden layers is
the backpropagation algorithm. Every teaching step consists of a forward pass and a backward pass. The
forward pass starts with the input layer, the output of every unit is transmitted to the next layer till the
output layer is reached. The estimated net outputs yk are compared with the correct outputs yk. Through
the backward pass the differences are stepwise given back from the output layer to the first hidden layer
and the weights are dated up to minimize the error of the next teaching step [31,32].

2. Materials and Methods

The sample set consists of 54 discs made from one batch of steel AISI 4820 (DIN 18CrNiMo7-6) with a
diameter of 68 mm and a thickness of 20 mm. The chemical composition of the steel batch was analyzed
with an optical emission spectrometer ARL 3460 (Thermo Fisher Scientific, Waltham, MA, USA) and is
given in Table 1.

Table 1. Measured chemical composition of the AISI 4820 in wt. %.

C Si Mn P S Cr Mo Ni

0.17 0.39 0.51 0.01 <0.002 1.56 0.26 1.43

The samples were gas carburized and oil quenched in 27 variations given in Table 2. The heat
treatment was performed in a chamber furnace (Aichelin Holding GmbH, Mödling, Austria). Details for
case hardening are shown in Figure 3 and Table 3. After oil quenching, the samples were tempered for two
hours at the temperatures given in Table 2.

Table 2. Heat treatment variations (target values).

Surface Carbon Content/wt. % Case Hardening Depth/mm Tempering Temperature/◦C

0.6/0.7/0.8 0.5/1/2 150/180/210

Figure 3. Exemplary process stages for the gas carburizing; details about the varying parameters are given
in Table 3.
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Table 3. Holding times at the different temperatures and carbon potential in the atmosphere for the different
heat treatment variations.

Variation 850 ◦C a 940 ◦C b 840 ◦C c

0.5 mm, 0.6 wt. % 30 min 0.9 vol. % 20 min 0.57 vol. % 30 min 0.57 vol. %
0.5 mm, 0.7 wt. % 30 min 0.9 vol. % 80 min 0.68 vol. % 30 min 0.68 vol. %
0.5 mm, 0.8 wt. % 30 min 0.9 vol. % 80 min 0.79 vol. % 30 min 0.79 vol. %
1 mm, 0.6 wt. % 30 min 1.0 vol. % 200 min 0.55 vol. % 30 min 0.55 vol. %
1 mm, 0.7 wt. % 30 min 1.05 vol. % 180 min 0.68 vol. % 30 min 0.66 vol. %
1 mm, 0.8 wt. % 30 min 1.05 vol. % 180 min 0.78 vol. % 30 min 0.76 vol. %
2 mm, 0.6 wt. % 120 min 1.05 vol. % 740 min 0.55 vol. % 60 min 0.55 vol. %
2 mm, 0.7 wt. % 120 min 1.1 vol. % 720 min 0.65 vol. % 60 min 0.64 vol. %
2 mm, 0.8 wt. % 120 min 1.1 vol. % 720 min 0.75 vol. % 60 min 0.75 vol. %

Surface hardness and carburization depth, as an approximation of the case hardening depth (CHD),
were determined at smaller coupon samples treated in the same heat treatment batches as the samples
for the investigations. Surface hardness was measured according to Vickers with a LV-700AT (LECO
Instrumente GmbH, Mönchengladbach, Germany) with a test load of 9.807 N (HV1). To determine the
carburization depth, carbon depth profiles were recorded using spark optical emission spectroscopy (ARL
3460, Thermo Fisher Scientific, Waltham, MA, USA). The carburization depth is defined as the depth with
a carbon content of 0.3 wt. %.

Micromagnetic measurements were performed with a 3MA-II device from Fraunhofer IZFP,
Saarbrücken, Germany and a standard sensor with convex pole shoes and spring-mounted transducer
unit. The measurement settings are given in Table 4. The magnetization frequency, high-pass frequency,
and eddy current frequency of the incremental permeability IP were varied with the sweep module to
record a total of 425 measurement quantities with different analyzing depths. All samples were measured
ten times at one position of the circumference with magnetization in tangential direction.

Table 4. Configuration of the 3MA-measurements.

Standard Configuration

Method Magnetization Frequency 120 Hz

Harmonic analysis (HA) Magnetization amplitude 75 A/cm

Barkhausen noise (BN)
Magnetization amplitude 75 A/cm

Highpass frequency 100 kHz
Lowpass frequency No limitation

Incremental permeability (IP) Magnetization amplitude 75 A/cm
Eddy current frequency 250 kHz

Eddy current (EC) Magnetization amplitude 65 A/cm
Frequencies 3,5 kHz, 1 MHz, 2 MHz, 5 MHz

Sweeps

HA, BN, IP Magnetization frequency 20 Hz, 30 Hz, 40 Hz, 50 Hz, 60 Hz, 80 Hz,
100 Hz, 150 Hz, 200 Hz, 250 Hz, 300 Hz, 350 Hz

BN High pass frequency no limitation, 500 kHz, 1 MHz

IP Eddy current frequency 10 kHz, 20 kHz, 60 kHz, 80 kHz, 100 kHz,
150 kHz, 200 kHz, 300 kHz, 350 kHz

After a first check of the data set and removal of samples with obvious outliers, calibration was carried
out using the calibration module of the 3MA software and also by artificial neural networks. For calibration
with linear regression analysis, the data obtained with magnetization frequency of 20 Hz were removed
from the data set. For this frequency, instability of the magnetization meant that several measurement
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parameters of the IP could not be determined consistently. As this would reduce the information content of
the data set, as only complete measurements with all parameters are used for regression, the magnetization
frequency was removed from all data sets.

Linear regression with the “calibration wizard” of 3MA-software (Fraunhofer IZFP, Saarbrücken,
Germany) [4,8] was carried out with carburization depth and hardness as target values. The maximum
number of terms of the polynomial was set to 10. As mentioned in chapter 1, the limitation of the
maximum error effect leads to an improvement especially for low-frequency stochastic errors (e.g., due to
wear/ageing of the sensor). Nevertheless the maximum error effect was varied here to identify possible
effects, e.g., in context of deviations due to contact between sensor and sample. Maximum error effect was
reduced stepwise to find a setting with reduced error effect without too strong worsening of the regression
quality. For both, the unlimited and the optimized error effect, additionally to these of the calibration data
set R2 and RMSE of test samples, which were not included in the calibration/training, were evaluated.

When dividing the data set into test and calibration data set, a too small calibration data set would
lead to a bad regression result. In contrast, a large calibration data set reduces the test data set and thus the
reliability of the control. Therefore, for the maximization of calibration and test data set the autorecognition
test described in [8] was used. Each of the k samples (10 measurements) is taken out of the calibration
data set and used for validation one time. After k calibrations with k − 1 samples, every sample is used for
validation one time.

For the artificial neural network analysis, 425 input neurons were employed as well as the same
number of hidden neurons and output neurons with carburization depth and hardness as net output. The
net was constructed in the software MemBrain [33,34] (free version for non-commercial and educational
use, Thomas Jetter, Mainz, Germany). The activation function (transfer function) is a logistic function. The
net was taught/trained with backpropagation method over 30 and 60 repetitions of the teaching lesson.
Results were evaluated in the same way as described for regression analysis.

To get an idea about advantages and disadvantages with the use of sweeps, additional calibrations
were performed with only the measured variables of the standard configuration. Linear regression was
performed without limitation of the maximum error effect and network training with 30 repetitions.

3. Results and Discussion

As a result of the heat treatment variations described in Table 2, material states with carburization depth
of approximately 0.55 mm, 0.9 mm, and 1.9 mm and surface hardness between 640 HV1 and 760 HV1 were
generated. All measured data are presented in Table A1. Figures 4–6 show carbon profiles (a), microhardness
profiles (b), and cross sections (c) of samples with target case hardening depth of 0.5 mm, 1 mm, and 2 mm.
Comparison of the marked Case Hardening Depth (CHD 550), the carburization depth (0.3 wt. % carbon) and
the transition between case hardened layer and bulk material in the cross section shows that carburization
depth can be used as reliable closely related values to evaluate the CHD.
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Figure 4. Carbon profile (a), microhardness profile (b), and micrograph of cross section (c) of a sample with
target case hardening depth of 0.5 mm.

Figure 5. Carbon profile (a), microhardness profile (b), and micrograph of cross section (c) of a sample with
target case hardening depth of 1 mm.

Figure 6. Carbon profile (a), microhardness profile (b), and micrograph of cross section (c) of a sample with
target case hardening depth of 2 mm.

3.1. Calibration by Use of Regression Analysis

Linear regression of the hardness without limitation of the maximum error effect leads to an error
effect of F1 = 9.274 HV1. The determination coefficient of this regression is R2 = 0.8709 and the standard
error RMSE = 12.919. Table 5 shows the change of determination coefficient and standard error due to
limitation of the error effect. A limitation to F1 = 3 HV1 was chosen as optimum since with a stronger
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limitation there would be a too strong decrease of the determination coefficient and increase of the standard
error.

Table 5. Coefficient of determination and standard error in dependence of the maximum error effect for
regression analysis of hardness.

F1,max/HV1 F1/HV1 R2 RMSE/HV1

∞ 9.274 0.8709 12.919
9 5.582 0.8772 12.599
5 4.887 0.8662 13.151
4 3.489 0.8669 13.116
3 2.819 0.8571 13.59
2 1.899 0.837 14.514
1 0.961 0.723 18.923

Micromagnetic determined hardness of the calibration data set plotted over the measured hardness is
shown in Figure 7. There is no pronounced difference due to the limitation of the error effect. The plotted
data points all represent an averaged value for the 10 micromagnetic measurements per sample and the
associated standard deviation. This average is the reason for the difference between the standard errors
given in Table 5 and Figure 7.

Figure 7. Correlation of micromagnetic determined and actual measured hardness of the calibration data
set without limitation of the maximum error effect (a) and with limitation to 3 HV1 (b).

Figure 8 shows the measured and determined hardness for unknown samples, not included in the
calibration (autorecognition test). The standard error is about 50% higher than for the calibration data set
shown in Figure 7 and reaches values of 15% of the range of target values. The influence from limitation
of the error effect on the result is very low. For later use of the calibration function, it would be more
indicated to use the calibration function with reduced F1 values in order to reduce possible effects of
sensor ageing or of a change of the sensor.
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Figure 8. Correlation of micromagnetic determined and actual measured hardness of the test data set
without limitation of the maximum error effect (a) and with limitation to 3 HV1 (b).

The terms of the regression are summarized in Table 6. No measured parameters from Eddy Current
analysis is part of the calibration function but values from Harmonic Analysis (A3–A7, P3–P7, Vmag, Hco),
Barkhausen noise (MMAX, HCM, Mr), and Incremental Permeability (DH25μ, μr) with different frequencies.
As the values for the regression analysis are not normalized, the regression coefficients do not allow any
conclusion about relevance of the single terms. It is obvious that some measured variables appear with a
positive and negative prefix. For example, MMAX is part of the regression result as negative term, what
corresponds to the state of the art, but later MMAX

2 appears as positive term. HCM
2 is part of the result as

negative term whereas it typically increases with hardness.

Table 6. Overview of the regression results for hardness (calibration data set).

F1,max = ∞ F1,max = 3 HV1

2882.68 1 1640.43 1
−44.3 A3 (120 Hz) −697.51 A7 (100 Hz)

−3397.44 Mmax (350 Hz) −19.5 P52 (30 Hz)
274.2

√
P3 (50 Hz) −0.36 Hcm2 (80 Hz, HP 100 kHz)

−0.12 Hco2 (50 Hz) 411.53
√

A7 (100 Hz)
−142.44

√
DH25μ (120Hz, 60 kHz) −5.59 P72 (120 Hz)

−772.37
√
μr (120 Hz, 100 kHz) −240.26

√
μr (120 Hz, 250 kHz)

56.74 P32 (150 Hz) −1582.39
√
μr (150 Hz)

−33.69 Vmag2 (350 Hz) 1974.5 Mr2 (350 Hz)
7305.07 Mmax2 (350 Hz) −926.19

√
Mr (350 Hz)

Plotting the hardness over the various measured variables shows the best correlation with the
remanence of the incremental permeability measurement (Figure 9). However, no obvious relationship
between hardness and the measured variables from Harmonic Analysis could be observed. The different
suitability of the measurement methods for determining hardness can be explained by the different
penetration depths depending on the frequency. An overview of correlation of different measured
variables with hardness and carburization depth is given in Table A2. The comparison with Table 6 and
Table 9 shows that not all terms of the regression result are visibly correlated with hardness respectively
carburization depth. On the one hand, this indicates that the calibration would be possible also with a
lower number of terms. On the other hand, due to variation of surface carbon content, case hardening
depth, and tempering temperature, signals are affected by multiple influences. Measured variables
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with coefficient of determination of more than 0.25 are remanence of Barkhausen noise and incremental
permeability which correlate negatively with the hardness and peak width at 25% of the maximum of the
incremental permeability. This is consistent with the known general correlations.

Figure 9. Correlation between hardness and amplitude at the remanence point of the incremental
permeability μr measured with a base magnetization frequency of 120 Hz and an eddy current loop
frequency of 100 kHz (a) and a base magnetization frequency of 150 Hz and an eddy current loop frequency
of 250 kHz (b).

To make sure that only relevant measurement parameters are included in calibration the number of
possible terms was limited to less than 10 (Table 7). A stronger limitation of the number of regression
terms leads to a decrease of the coefficient of determination and an increasing standard error. But at the
same time there is a clear decrease of the error effect. Regression with a high number of terms fits very
well to the teaching data set but does not necessarily lead to an improvement on the result for unknown
test data (exemplary shown for 20, 10, and 6 terms). A limitation of the number of terms thus has a similar
effect as the limitation of the maximum error effect. The most important measured value, which is used to
calculate hardness with only two terms is the remanence of the incremental permeability μr.

Table 7. Maximum error effect, coefficient of determination, and standard error in dependence of the
maximum number of regression terms for regression analysis of hardness.

Maximum Number of
Regression Terms

F1/HV1 R2 RMSE/HV1 RMSEtest/HV1

20 581.163 0.9457 8.375 13.5
10 9.274 0.8709 12.919 19.2
8 6.738 0.8548 13.7 -
6 7.174 0.8198 15.260 18.7
4 3.916 0.7674 17.341 -
2 3.496 0.6183 22.210 -

Additionally, a comparison of Figure 9a,b shows no difference in the qualitative evolution for different
frequencies. A limitation to fewer frequency variants or a single frequency should therefore be possible
without negative effects on the calibration but would reduce the measurement and calibration effort.
Furthermore, this is in agreement with the results of previous studies, where calibration was carried out
with only few preselected variables.

Similar to the hardness, the measurements were calibrated for carburization depth. Table 8 again
shows the regression quality in dependence of the maximum error effect. A maximum error effect of 0.06
mm was chosen as optimum.
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Table 8. Coefficient of determination and standard error in dependence of the maximum error effect for
regression analysis of carburization depth.

F1,max/mm F1/mm R2 RMSE/mm

∞ 0.267 0.9539 0.117
0.2 0.191 0.9495 0.123
0.1 0.084 0.949 0.124

0.08 0.076 0.927 0.148
0.07 0.069 0.9246 0.150
0.06 0.059 0.9446 0.129
0.05 0.038 0.9333 0.141
0.03 0.029 0.9423 0.131

Figure 10 shows the carburization depth calculated without (a) limitation of the error effect plotted
over the measured carburization depth. For this calibration data set there is a good agreement of measured
and calculated values with a standard error of 0.074 mm, what is ~6% of the range of target values. The
limitation of the error effect (b) only slightly affects the goodness of the prediction since small increase of
RMSE is resulting.

Figure 10. Correlation of micromagnetic determined and actual measured carburization depth of the
calibration data set without limitation of the maximum error effect (a) and with limitation to 0.06 mm (b).

The same calibration types with and without limitation of the error effect in Figure 11 are illustrated
for the test data set. The standard errors again are obviously higher than those of the calibration data set
but with these are still within an acceptable range of reliability with errors around 10% of the target values.
Without taking into account the outlier at 1.87 mm, the RMS is 0.105 mm for only 8% of the range of target
values. As for the calibration data set, no pronounced effect due to the limitation of the maximum error
effect can be observed, and the standard error increases slightly.
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Figure 11. Correlation of micromagnetic determined and actual measured carburization depth of the test
data set without limitation of the maximum error effect (a) and with limitation to 0.06 mm (b).

The regression terms for the determination of carburization depth are shown in Table 9. Again,
the function contains measured variables from different methods and frequencies. Compared to the
hardness determination the importance of Harmonic analysis and low frequencies (larger penetration
depth) increases. Measured variables with best coefficient of determination (see Table A2) are K, Hcm, and
Hco which all correlate positive with carburization depth. This corresponds to the general relationship
that these measured variables increase with hardness.

Table 9. Overview of the regression results for carburization depth (calibration data set).

F1,Max = ∞ F1,Max = 0.06 mm

−25.23 1 14.39 1
46.78

√
Vmag (30 Hz) 0.72 K (300 Hz)

−1.82
√

P3 (30 Hz) −6.16
√

P3 (40 Hz)
9.25

√
μmax (30 Hz) −0.08 P7

2 (50 Hz)
−0.07 P7

2 (50 Hz) 0.7
√

Hco (50 Hz)
0.001 Hcm

2 (80 Hz) −0.0005 DH50m
2 (80 Hz)

−4.7 Vmag
2 (150 Hz) −7.87

√
Ph3 (120 Hz)

0.66
√

K (200 Hz) 0.005 Hcm
2 (250 Hz)

0.44
√

P3 (250 Hz) −0.0003 DH25μ2 (250 Hz)
0.36

√
Hco (350 Hz) −0.31 Vmag

2 (350 Hz)

Again, a stronger limitation of the number of regression terms leads to lower coefficients of
determination and lower error effects (Table 10). To calculate the carburization depth of unknown
samples, the function with 10 terms gives good results but a limitation on six or eight regression terms
could also be used, as a good compromise between the standard error and the maximum error effect.
Similar to the observations of Table 9, regression results with six or less terms are based on measured
variables from harmonic analysis and the coercivity Hcm (80 Hz).
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Table 10. Maximum error effect, coefficient of determination, and standard error in dependence of the
maximum number of regression terms for regression analysis of carburization depth.

Maximum Number of
Regression Terms

F1/mm R2 RMSE/mm RMSEtest/mm

20 180.252 0.984 0.069 0.315
10 0.267 0.9539 0.117 0.130
8 0.178 0.9421 0.132 -
6 0.115 0.9198 0.155 0.156
4 0.06 0.842 0.217 -
2 0.047 0.5361 0.372 -

3.2. Calibration by Use of Artificial Neural Networks

The output of the artificial neural network plotted over the measured hardness is shown in Figure 12
after 30 (a) and 60 (b) iterations of the teaching lesson. The standard error is much lower than after
calibration with linear regression and decreases significantly with duplication of the number of teaching
lessons. RMSE = 7.1 HV1 after 30 teaching lessons are in the same range as the standard deviation of
Vickers hardness measurements so as the RMSE = 3.7 HV1 after 60 lessons.

Figure 12. Correlation of micromagnetic determined and actual measured hardness of the training data set
after 30 (a) and 60 (b) repetitions of the training lesson using artificial neural networks (ANNs).

For the unknown test data (autorecognition test), the standard error between measured hardness and
net output is much higher than for the training data (see Figure 13). It is slightly below than after regression
analysis but the difference between teaching and test data set is significantly higher. The duplication of the
number of training lessons does not lead to pronounced change of the accuracy with a slight increase of the
standard error. This illustrates the risk of overfitting. If the network adapts too much to the training data,
this is at the expense of the quality of the prediction for unknown test data. For optimization, the number
of teaching lessons should therefore be increased stepwise. As the standard error of the training data set
continues to decrease or gets towards an asymptote, the standard error of the test data set will rise if the
net overfits the training data. With the size of the network, the ability to fit complex solutions increases as
well as the risk of overfitting [35]. Therefore, besides the number of training steps, the number of input
variables also offers optimization potential.
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Figure 13. Correlation of micromagnetic determined and actual measured hardness of the test data set after
30 (a) and 60 (b) repetitions of the training lesson using ANN.

After doubling the training steps for calculation of hardness no improvement of the results was
resulting. Figure 14 shows therefore only the network output for carburization depth after 30 repetitions
of the training lesson. Nevertheless for the mentioned optimization the influence of the number of training
steps on both target values should be examined more in detail. Despite some outliers at a carburizing
depth of 0.9 mm, this is the lowest standard error. At the same time, the standard error increases more than
three times from training to calibration data set. Possible reasons for this and potential improvements have
already been mentioned for hardness. In addition, an extension of the sample set by further carburizing
depths between 1 mm and 2 mm or more than 2 mm could be useful, to extend the range of the training
data.

Figure 14. Correlation of micromagnetic determined and actual measured carburization depth after 30
repetitions of the training lesson for training (a) and test data set (b).
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3.3. Calibration with Standard Configuration and Variation of Measurement Parameters

For comparison between calibration results for measurements with standard configuration (41
measured variables) and with use of sweeps (425 measured variables) the validation strategy was changed.
In order to reduce the validation effort, autorecognition test was performed only for 14 samples (one
sample of each of the states marked bold in Table A1). The deviation between the standard errors in
Figure 15b, Figure 7a, and Figure 8a illustrates the problem of small test data sets. Some samples that led
to outliers before are not part of the reduced test data set. Therefore, it is important that only standard
errors based on the same test data set (Figure 15; Table 11) are compared with each other. With use of the
frequency sweeps the standard error for hardness determined by linear regression decreases for calibration
and test data set.

Figure 15. Correlation of micromagnetic determined (linear regression) and actual measured hardness of
calibration and test data set with standard configuration (a) and use of sweeps (b).

Table 11. Standard error based on a test data set of 14 samples for calibration with standard configuration and
use of sweeps.

Calibration Method Hardness Carburization Depth

- RMSEcal/HV1 RMSEtest/HV1 RMSEcal/mm RMSEtest/mm

linear regression (standard configuration) 15.5 23.2 0.12 0.22
linear regression (sweep) 13.7 17.0 0.07 0.13

ANN (standard configuration) 12.7 15.0 0.06 0.13
ANN (sweep) 7.2 16.5 0.02 0.04

Table 11 summarizes standard error of hardness and carburization depth for calibration with linear
regression and ANN with standard configuration and use of sweeps. In general, the variation of the
measurement parameters (sweep) leads to a significant reduction of the standard error. This reduction is
particularly pronounced for the determination of the carburization depth by use of ANN. For determination
of the hardness by use of ANN, only the standard error of the calibration data set decreases while that of
the test data set increases. This is attributed to the already mentioned problem of overfitting.

Table 12 gives an overview of the different types of calibration (with use of sweeps) for prediction
of the hardness and the case hardening depth. While there are large differences in the standard error of
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calibration data set, the quality of calibration for the test data set is slightly better for the ANN method,
than for linear regression. It is noticeable that compared to the range of target values the accuracy of the
hardness determination is generally lower than that of carburization depth, which means that unaccounted
interfering variations of material properties may have influence on the results of the calculations.

Table 12. Overview of the standard error for the different types of calibration.

Calibration Method Hardness Carburization Depth

- RMSEcal/HV1 RMSEtest/HV1 RMSEcal/mm RMSEtest/mm

linear regression (F1,max unlim.) 12.1 19.1 0.074 0.130
linear regression (F1,max lim.) 12.5 17.9 0.090 0.140

ANN (30 repetitions) 7.1 16.4 0.030 0.103
ANN (60 repetitions) 3.7 18.6 - -

In contrast to the linear regression analysis, the ANN does not allow acquiring information about how
the measured variables are included in the result, which means that it is a black box. For the mentioned
reduction of the input variables, the knowledge from the regression analysis can provide an approach.
For the analysis of the hardness, it could be observed that parameters with low penetration depths, as in
Incremental permeability, are of great importance. To determine the carburization depth, methods and
parameters with greater penetration depths such as harmonic analysis with low magnetization frequency
are required. Additionally the comparison in Chapter 3.3 has shown an improvement of calibration
results thanks to the use of frequency sweeps. Therefore, it seems to be useful to use more than one
magnetization frequency for determination of carburization or case hardening depth, as data related to
the property gradients are recorded and analyzed. For determination of surface hardness this brings
no significant benefit. To avoid overfitting and reduce the measurement and calibration effort, the very
large number of used frequency variants should be reduced also for carburization depth by choosing few
relevant frequencies over the whole range. Apart from the selection of suitable measurement methods and
frequencies depending on the target evaluation of eddy current results could be skipped for this application.
Furthermore, a preselection of measured variables as described in previous work is recommended to
reduce the time for calibration and the risk of overfitting of ANN. Possible criteria are the correlation of the
single terms with the target value and low standard deviations—especially for similar measured variables
like from Barkhausen noise and incremental permeability. Another way to reduce the complexity of linear
regression would be to exclude roots and squares of the values, but it is expected that the goodness of fit
will also decrease

Nevertheless, with the used strategies, hardness standard errors under 3% of the maximum target
value could be achieved. Different from most of the previous studies, in the used dataset three variables
(surface carbon content, case hardening depth, and tempering temperature) were used for the variation.
Limitations of the maximum error effect and number of terms for linear regression and number of
training steps for ANN were identified as options for optimization. For practical use, a stronger limitation
seems to be useful in order to reduce the influence of small deviations, for example, due to inconsistent
sensor contact. The chosen values for number of terms, maximum error effect and regression steps show
opportunities but have to be optimized for each specific application.

4. Conclusions

This work has shown and compared the opportunities of calibration with linear regression and
artificial neural networks for the non-destructive determination of hardness and carburization depth by
micromagnetic measurements. The standard error RMSE of the calibration and test data set was used as
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indicators for the quality of the calibration. Even if there were larger differences in the standard errors of
the calibration data sets, the standard errors of the test data sets were generally higher than in calibration
set but comparable for all calibration strategies.

The best results for investigation of unknown samples were achieved with an artificial neural network
and a not too high number of teaching steps, which limited the effect of overfitting in the calibration data
set. Further potential for improvement lies in the optimal selection of the number of teaching steps and
input variables. The last point also applies to the calibration with linear regression as well as the extension
of the sample set. An increase or decrease of the number of terms in the calibration function by linear
regression can improve/degrade the standard error, but also affects the maximum error effect. Therefore,
optimum has to be determined based on the available data set. Great potential also lies in the targeted
selection of measured variables. While here a number of 425 variables was used, a limitation can reduce
the measurement and calibration effort as well as the risk of overfitting. For further studies, the sample
set should also be extended to more than one steel batch in order to include the batch influence in the
calibration.
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Appendix A

Table A1. Measured surface carbon content, carburization depth and hardness of the 27 heat treatment
variations; bold printed results were used for the validation in Figure 15 and Table 11.

Target Measured

Surface Carbon
Content/wt. %

CHD/mm
Tempering

Temperature/◦C
Surface Carbon
Content/wt. %

Carburization
Depth/mm

Hardness/HV1

0.6 0.5 150 0.6 0.55 750 ± 4
0.6 0.5 180 0.6 0.55 687 ± 28
0.6 0.5 210 0.6 0.55 659 ± 6
0.6 1 150 0.61 0.91 721 ± 6
0.6 1 180 0.61 0.91 668 ± 10
0.6 1 210 0.61 0.91 662 ± 4
0.6 2 150 0.64 1.87 710 ± 5
0.6 2 180 0.64 1.87 663 ± 7
0.6 2 210 0.64 1.87 663 ± 10
0.7 0.5 150 0.68 0.55 750 ± 6
0.7 0.5 180 0.68 0.55 680 ± 5
0.7 0.5 210 0.68 0.55 670 ± 3
0.7 1 150 0.72 0.85 749 ± 4
0.7 1 180 0.72 0.85 705 ± 7
0.7 1 210 0.72 0.85 671 ± 3
0.7 2 150 0.73 1.85 754 ± 6
0.7 2 180 0.73 1.85 691 ± 7
0.7 2 210 0.73 1.85 660 ± 4
0.8 0.5 150 0.79 0.57 730 ± 7
0.8 0.5 180 0.79 0.57 682 ± 5
0.8 0.5 210 0.79 0.57 642 ± 3
0.8 1 150 0.77 0.87 740 ± 4
0.8 1 180 0.77 0.87 673 ± 2
0.8 1 210 0.77 0.87 642 ± 7
0.8 2 150 0.81 1.88 731 ± 10
0.8 2 180 0.81 1.88 693 ± 7
0.8 2 210 0.81 1.88 655 ± 5
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Table A2. Correlation of various measured variables with hardness and carburization depth.

Measured Variable x Regression Function R2

Hardness

Vmag (350 Hz) 1861x + 2795 0.03
A3 (120 Hz) −10.6x + 707 0.02
A7 (100 Hz) 74.3x + 688 0.003
P3 (50 Hz) 67.5x + 633 0.07
P3 (150 Hz) 21x + 670 0.03
P5 (30 Hz) −52.8x + 775 0.04
P7 (120 Hz) −5.7x + 696 0.01
Hco (50 Hz) 3.1x + 620 0.08

Mmax (350 Hz) −835x + 861 0.2
Mr (350 Hz) −667x + 795 0.25

Hcm (80 Hz, HP 100 kHz) −1529x + 729.92 0.07
μr (120 Hz, 100 kHz) −2472.9x + 1025 0.64
μr (120 Hz, 250 kHz) −916.2x + 867.7 0.3

μr (150 Hz) −2801x + 1001 0.62
DH25μ (120Hz, 60 kHz) 11.1x +365 0.24

Carburization Depth

Vmag (30 Hz) 7.7x + 5.5 0.08
Vmag (150 Hz) −2.97x + 5.7 0.16
Vmag (350 Hz) −1.98x + 6.8 0.17

P3 (30 Hz) −2.5x + 2.8 0.18
P3 (40 Hz) −2.4x + 3.03 0.25
P3 (250 Hz) −0.44x + 1.5 0.05
P7 (50 Hz) −1.15x + 4.3 0.3
K (200 Hz) 0.58x + 0.1 0.3
K (300 Hz) 1.029x − 0.83 0.48
Hco (50 Hz) −0.1x + 3.36 0.35

Hco (350 Hz) 0.01x + 0.9 0.01
Hcm (80 Hz) 0.281x − 1.53 0.57

Hcm (250 Hz) 0.15x − 0.23 0.31
DH50m (80 Hz) −0.09x + 4.26 0.07
μmax (30 Hz) 15.9x+6.6 0.11

DH25μ (250 Hz) −0.04x + 4.8 0.03
Ph3 (120 Hz) 807x + 8.4 0.01
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Abstract: The paper deals with the subject of diagnostics and the quick repairs of long-term
operated metallic materials. Special attention was paid to historical materials, where the structure
(e.g., puddle iron) is different from modern structural steels. In such materials, the processes of
microstructural degradation occur as a result of several decades of exposure, which could overpass
100 years. In some cases, their intensity can be potentially catastrophic. For this reason, the search for
minimally invasive diagnostic methods is ongoing. In this paper, corrosion and fracture toughness
tests were conducted, and the results of these studies were presented for two material states:
post-operated and normalized (as a state “restoring” virgin state). Moreover, through the use of
modern numerical methods, composite crack-resistant patches have been designed to reduce the stress
intensity factors under cyclic loads. As a result, fatigue lifetime was extended (propagation phase) by
more than 300%.

Keywords: extended finite element method (xFEM); polarization curve; long-term operated metals;
hybrid materials; fatigue crack growth; stress intensity factors (SIF)

1. Introduction

During the long-term operation of metallic materials and structures, the problem of their
degradation becomes an issue, which could be serious when referring to bridge structures erected at
the turn of the 19th to 20th centuries. This is the case of puddle iron, typically used in 19th-century
metallic bridge structures, which is more susceptible to structural degradation processes than the old
mild steel from the early 20th century. It is worth noting that in structural engineering at the beginning
of the 20th century, both types of metallic materials were largely used. Nowadays, the maintenance
and diagnostic of these old bridge structures, erected using puddle iron or old mild steel, is still a vital
topic [1,2].

The puddle iron that was used as a constructional material is strongly influenced by local
material flaws, which significantly limited the repairing techniques excluding (for instance) welding.
Typically, the yield strength of puddle iron is about 250 ÷ 310 MPa, showing at a total elongation of
7 ÷ 25% [1–4]. Puddle iron has been characterized by variations in elongation, yield, and ultimate
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tensile strengths for the rolling direction as well as in the perpendicular direction. Therefore, puddle iron
is often characterized by significant anisotropy of mechanical properties. In the rolling direction,
they are significantly higher than in the direction perpendicular to it. This effect is a result of the former
metallurgy process (puddling). However, it is more likely that this effect is strongly assisted by the
degradation processes taking place in old steels [3–9] consisting, among others, of the decomposition
of pearlite to ferrite and carbide, nitride, and carbide separations inside grains and at grain borders.

In order to illustrate the structure types and features indicating the degradation progress,
all mentioned symptoms are documented in Figure 1, where the microstructures of steel from the
Pomorski Środkowy and Północny Bridges located in Wrocław, Poland (Środkowy bridge erected in
1861–puddle iron, Północny bridge erected in 1930–mild steel) are shown. Figure 1a–d shows the
typical microstructure of 19th-century puddle iron with numerous slags and nonmetallic inclusions
(A) with brittle precipitations inside the ferrite grains (B) and a thick envelope of Fe3CIII on the grain
boundaries (C). The enlarged ferrite grains with degradation symptoms, brittle precipitations inside
ferrite grains, are noticeable in Figure 1d. Due to the lack of a contemporary equivalent of the material
from the 19th century, the normalization process is used as a heat treatment procedure simulating the
original state of the material. However, if the degradation processes are very advanced, normalization
does not remove all of the degradation products. This is a clear sign that the old material has been
disposed of and this example is shown in Figure 1e.

 
Figure 1. A typical microstructure of the long term-operated late 19th and early 20th century
steels (described in the text). (a) typical microstructure of puddle iron, (b) enlarged non-metallic
inclusion in puddle iron, (c) magnified microstructure of puddle iron, (d) magnified microstructure of
puddle iron with microstructural degradation symptoms, (e) enlarged ferrite grain with degradation
symptoms–puddle iron, (f) typical microstructure of early 20th century mild steel, (g) enlarged
ferrite-pearlite microstructure of early 20th century mild steel, (h) SEM (Scanning Electron Microscope)
image of early 20th century mild steel misstructure with small precipitations inside ferrite grains and
degraded pearlites areas, (i) SEM (Scanning Electron Microscope) image of early 20th century mild
steel misstructure without degradation symptoms.
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The structural steels from the early 20th century (shown in Figure 1f–h) have a typical
ferritic-pearlitic (A–pearlite areas) microstructure that is close to that of modern mild steels with small
amounts of the degradation processes manifested in (B) brittle precipitations inside ferrite grains and
degenerated pearlite areas (marked by frame). However, in the case of the presented early 20th-century
mild steel, after normalization, the degradation symptoms disappeared (see Figure 1i). This type of
structure leads to strain localization and makes the problem of fracture site prediction in the material
more complex [6].

The presented microstructural features in old metallic materials also lead to significant changes
in the fracture mechanisms visible in fractograms. Figure 2 illustrates the fracture surfaces of the
specimens after Charpy testing for puddle iron and early 20th-century mild steel (the same materials
as used for metallographic analysis from Figure 1).

Figure 2. Fracture surfaces of the specimens after the Charpy impact test (+20 ◦C): (a) puddle iron in
post-operated state (A–notch zone, B–crack propagation area, C–the plastic zone from the bottom part
of the Charpy specimen), (b) puddle iron after heat treatment (normalized), (c) early 20th-century mild
steel, post-operated state, (d) early 20th century mild steel, normalized state.

As shown in Figure 2, the differences in ductility were noticeable for both long-term operated
materials. As reported in several papers devoted to the degradation of long-term operated materials,
usually during maintenance service, two crucial issues have been raised [3–9]:

- How can we detect damage caused by material degradation using non-destructive or minimally
invasive inspection at the operational level?

- How long can structures, mostly old steel structures, be operated under fatigue loads, and how
can their service life be effectively extended temporarily until further repairs and renovations?

This article presents selected aspects of the strategy addressing the questions above in relation to
historic long-term operated bridge steels.

2. Materials and Methods

Scientific investigations were conducted on 19th-century metallic materials extracted from the
structural elements of a bridge built in the 19th-century in Bayonne, France (marked as “A” and
subjected to fatigue crack growth tests. In 2013, it was demolished and replaced by a new bridge.
The original one was mainly composed of puddle iron components through five spans (47 m + 3 × 60 m
+ 47 m) and a total length of 274 m. The main beams were formed with trusses in a Saint Andrew’s
cross shape that were 5.5 m high. After the disassembly of the bridge, several structural elements were
preserved in order to perform scientific investigations. For corrosion and fracture toughness tests,
we selected puddle iron (marked as “B”) gained from the renovated 19th century Main Railway Station
in Wrocław, Poland, as both materials had a similar chemical composition (reported in Table 1).

One group of materials was selected to test the degradation of the material and its potential impact on
the susceptibility to brittle cracking. For this purpose, the crack resistance expressed as a critical integral
J value was tested according to ASTM E1820 [10]. The main aim of the conducted works was to check
if it would be possible to detect the material degradation phenomenon on the basis of corrosion tests
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based on electrochemical parameters. In this group of samples, one part of the material was tested in
the post-operative state and the other after heat treatment (normalization) to simulate the initial state.
The relevance of such analysis has been widely confirmed by the authors’ works concerning destructive
mechanical tests [3–5,7,9], following the assumption of degradation theory [3,11,12]. For corrosion and
fracture toughness tests, samples from the hall of the Wrocław Main Railway Station were used, resembling
the materials published in the work (taken from other beams) [4].

Table 1. Chemical composition (% by weight) of the tested material compared with typical puddle
irons and old mild steels.

Material C Mn Si P S

puddle iron for fatigue crack growth rate
(bridge from Bayonne, France) marked as “A” <0.01 <0.02 0.28 0.41 0.054

Puddle iron from Main Railway Station
(Wrocław, Poland) marked as “B” 0.02 0.03 0.13 0.29 0.048

typical values for
puddle irons <0.8 0.4 n/a <0.6 <0.04

typical values for
old mild steels <0.15 0.2 ÷ 0.5 Variable <0.06 <0.15

The second important contribution of this work was to develop a strategy for strengthening
cyclically loaded structural members: crack repair with the use of composite materials. In this part of
the study, the influence of the microstructural degradation phenomenon was not explicitly accounted.
The problem of the degradation mechanism impact on fatigue lifetime reduction has been discussed in
previous works by the authors [3–5]. However, it should be assumed that the reinforcement will work
equally effectively in the post-operational state of the structure as well as after normalization, and the
key elements of the research are the numerical analyses that allow for the correct design of the process
to retard the development of fatigue-fracture by reducing the crack-like defect stress intensity factors
(SIF). After the numerical part, fatigue crack growth laboratory tests were carried out on “hybrid”
modified CT (Compact Tension)–metal–puddle iron (with comparable properties to the metal used
in corrosion tests from the object tested in the work [13]) with adhesive and carbon fiber reinforced
polymer (CFRP).

2.1. Corrosion Tests and Electrochemical Indicators of the Degradation Processes Activity

In order to perform corrosion tests, samples were carefully extracted using electro discharging
machining (EDM) from parts of the steel structure. Special attention was paid to the extraction
procedure in order not to lead to temperature changes. Before the main electrochemical measurement,
each cylindrical sample (Figure 3) was degreased in acetone in an ultrasound bath for five minutes.

 
Figure 3. The geometry of the samples for the corrosion test.

Afterward, they were exposed for approximately 60 min in a corrosive medium of 3.5% NaCl
solution. During this time, samples reached stability in the new environment. Samples prepared in this
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way were tested in a three-electrode polarization measuring system. The fully automated test stand
(Figure 4) consisted of a measuring vessel, the ATLAS 0531–Electrochemical UNIT & IMPEDANCE
ANALYSER (ATLAS 0531 ELEKTROCHEMICAL UNIT & IMPEDANCE ANALYSER, Atlas-Sollich,
Gdansk, Poland) potentiostat, and the computer drivers. The counter electrode was made of austenitic
stainless steel, while the reference electrode was used as the electrode, a saturated Ag/AgCl. During
the open circuit, potential measuring polarization curves were registered.

 

Figure 4. The electrochemical test stand used in the experimental campaign.

Moreover, the test was performed in the same polarity in the direction of the anode solution at a
rate of dE/dt = 1 mV/s. The initial value of the potential was determined based on a stabilized value of
the open circuit potential (E0). All relevant parameters of corrosion current density (icorr), corrosion
potential (Ecorr), Tafel coefficients ba and bc, and polarization resistance (Rp) were determined by the
Stern method.

2.2. Fracture Toughness Tests

The tests were carried out using a MTS809 test machine, in accordance with ASTM E1820 [10],
on the SEN (B) type three-point bend specimens with thickness B = 10 mm and width W = 20 mm.
Mechanical notches were cut to a length of a = 10.7 mm using the EDM. Before the proper test,
the fatigue pre-cracking procedure was involved according to ASTM E1820 [10]. For crack length
calculation, an elastic-unloading compliance procedure was involved. Based on the registered signals of
force, deflection, crack mouth opening displacement (CMOD), the J-R curves were evaluated, allowing
the determination of the fracture toughness parameters expressed as critical values of the J integral.

2.3. Concept of the CFRP (Carbon Fiber Reinforced Polymer) Patches Strengthening and Numerical Analysis

The fatigue crack growth process is generally related to the severity of the stress distribution
around the crack, which can be determined by the stress intensity factor. It is expected that using CFRP
patches bonded to the material can contribute to decreasing the severity of the stresses around the
crack tip, leading to an extension in fatigue life. Recent investigations have been performed in order to
estimate the contribution of implementing the CFRP patch in CT specimens through numerical analysis.
In recent considerations [14], different configurations of CFRP patches were studied (full-face and two
strips) and numerical stress intensity factors were evaluated using X-FEM (eXtended Finite Element
Method). However, in these studies, the adhesive was not modeled, and the interface between the
CFRP and CT specimen was considered as perfectly tied, which means that there was no relative
displacement in the interface. The crack in the CT specimens was imposed by node separation
(X-FEM approach), and SIFs computed using the modified virtual crack closure technique (VCCT) for
several imposed crack increments. In the present paper, numerical simulations were conducted to
assess the values of the stress intensity factor for both strengthened and non-strengthened scenarios,
as presented in Figure 5. The models were composed of a compact tension specimen with geometry
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defined by W (width) equal to 50 mm and B (thickness) equal to 8.5 mm, a patch of CFRP, and an
adhesive to establish the connection.

  
(a) (b) 

Figure 5. Numerical models: (a) Strengthened compact tension (CT) specimen; (b) Plain steel
CT specimen.

The metallic component was modeled with 3D finite elements with eight nodes, C3D8; the CFRP
component was created using 3D shell elements with four nodes, S4; and the adhesive was modeled
using 3D cohesive finite elements with eight nodes, COH3D8. Boundary conditions were set as pinned
in the upper pin, Ux = Uy = Uz = 0, and as Ux = Uz = 0 for the lower pin. Loading was applied in the
lower pin with a value equal to −7500 N in the y-direction. Boundary conditions and loads (Figure 6)
were applied in reference nodes that are linked to the holes’ surfaces by rigid links (kinematic coupling).

 

Figure 6. Boundary conditions and loads in the models.

Since the main objective of this study was to evaluate the stress intensity factor, an elastic fracture
mechanics parameter and all the materials were set to linear elastic. In this sense, the metallic
component was modeled with E = 185 GPa (typical average value within puddle iron [15]) and ν = 0.3.
The mechanical properties of the CFRP component were determined using the parameters for Sika®

CarboDur® E-1014 (Sika Poland Sp. z o.o., Warszawa, Poland), as presented in Table 2. Direction 1
is the direction of the fibers and is aligned with direction y in Figures 5 and 6. The Young modulus
in direction 2 (correlated with x in Figures 5 and 6) was considered as 10% of the main direction.
The values of the shear moduli were defined using the data published by Naboulsi and Mall [16].

Table 2. Mechanical properties of CFRP (Carbon Fiber Reinforced Polymer) [17].

E1

[GPa]
E2

[GPa]
ν12

G12

[GPa]
G13

[GPa]
G23

[GPa]

170 17 0.17 7.24 7.24 4.94

For the adhesive component, the material law was defined with a cohesive mixed-mode damage
model, as presented in Figure 7. It is characterized by a linear relation between stresses, t, and relative
displacements, δ. The maximum value of stresses tu,i (i = I, II) defines the damage initiation and the
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energy release rate, Jic, is the parameter that gives the complete failure. In the case of mixed-mode
behavior, damage initiation is based on the following quadratic stress criterion:

(
tI

tu,I

)2

+

(
tII

tu,II

)2

= 1 (1)

Figure 7. Bilinear cohesive zone model for pure modes (I and II) and mixed-mode (I + II).

For the crack propagation, the following linear energetic criterion was used:

JI

JIC
+

JII

JIIC
= 1 (2)

The parameters of the model that was adopted in the analysis are described in Table 3.

Table 3. Mechanical properties of adhesive [18].

E
[GPa]

ν
[–]

tu,I
[MPa]

tu,II
[MPa]

JIC
[N/mm]

JIIC
[N/mm]

11.5 0.3 30 18 0.35 1.1

A total of four analyses were conducted in order to compute the stress intensity factor for different
values of crack length: 15.5 mm, 18.5 mm, 21.5 mm, and 24.5 mm. The evaluation of this parameter
was done using the modified virtual crack closure technique (VCCT) [19].

Recent studies have shown that as fatigue crack grows on a subtract, a debonded area is created
between the subtract and reinforcement [20]. The definition of this region is presented in Figure 8.
The parameter b is obtained by Equation (3), where a refers to the total crack length, a0 is the distance
between the loading axis and the CFRP patch (12.5 mm), and rp is the plastic zone ahead of the crack
tip, which can be calculated from Equation (4).

b = a− a0 + rp (3)

rp =
1
π

(
Kmax

fy

)2

(4)

The application of the modified VCCT allows for the computation of stress intensity factors in all
points through-thickness of the crack tip. The validation of the method and the influence of the mesh
were assessed by comparing the values of the stress intensity factors obtained for the non-strengthened
model with the analytical solution presented in the ASTM E 647 standard for fatigue crack growth
tests [21]:

ΔK =
ΔP

B
√

W

(2 + α)

(1− α)1.5
[0.886 + 4.64α− 13.32α2 + 14.72α3 − 5.6α4] (5)
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where α is the ratio a/W with a as the corresponding crack length measured during the test; ΔP is the
applied force range; B is the thickness of the specimen; and W is the width.

 
Figure 8. Definition of the debonded area.

The values of the stress intensity factor in the nodes through the thickness of the CT specimen
(all points are shown in Figure 9) can be observed in Figure 10. In these graphics, node 1 is the node
in the surface of the CT specimen, which is not reinforced with the CFRP patch, and node 29 is the
opposite node situated in the face where the CFRP patch is bonded (see Figure 9). It is observed that
the application of the CFRP patch produces a reduction on the stress intensity factor in all nodes of the
crack tip.

 

Figure 9. Mesh of the bare steel CT specimen: identification of node number through crack thickness.

 
(a) (b) 

 
(c) (d) 

Figure 10. Numerical stress intensity factors for the strengthened and non-strengthened CT specimens,
(a) variations of stress intensity factors (SIF) for crack length 15.5 mm, (b) variations of stress intensity
factors (SIF) for crack length 18.5 mm, (c) variations of stress intensity factors (SIF) for crack length
21.5 mm, (d) variations of stress intensity factors (SIF) for crack length 24.5 mm.
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Another important aspect that can be concluded from these graphics is that the difference between
the stress intensity factors of strengthened and non-strengthened solutions increases for higher values
of crack length. In fact, as presented in Table 4, the reduction on the stress intensity factor increased
from 9% for a crack length equal to 15.5 mm to 32.3% for a crack length equal to 24.5 mm. In fact,
the reduction of stress intensity factor is marginal for short cracks because the stiffness of the steel plate
is much higher than that of the CFRP strips. However, the effectiveness of the patch reinforcement
is maximized for long cracks because the patch covers a larger amount of the crack and its plastic
zone. On average, the use of the CFRP patch led to a reduction in the stress intensity factor by 21%.
Figure 11 and Table 4 present the evolution of the stress intensity factor with the crack length. It is
shown that the numerical computation of stress intensity factors is in line with the analytical values
and the difference varied between 0.9 and 2.7%.

-
Table 4. Comparison of final stress intensity factors.

Crack
Length

CT Specimen CT Specimen + CFRP Patch

K [MPa*m0.5] Dif.
(%)

K [MPa*m0.5]
Dif. (%)

a [mm] Analytical Numerical VCCT Numerical VCCT

15.5 22.8 23.0 0.9% 20.7 9.0%

18.5 26.6 26.3 0.9% 22.0 17.1%

21.5 31.1 30.5 2.1% 23.4 24.8%

24.5 37.0 36.0 2.7% 25.0 32.3%

Figure 11. Comparison of final stress intensity factors.

3. Experimental Results and Discussion

3.1. Corrosion Resistance

Corrosion tests were performed for materials gained from the Main Railway Station
(Wrocław, Poland, mechanical tests reported in [4]). Specimens marked as B1P mean that it is a
material (puddle iron) from the Main Railway Station (Wrocław, Poland) in the post operated state,
B1N are materials (puddle iron) from the Main Railway Station (Wrocław, Poland) after normalization.
All electrochemical parameters for such material are shown in Figure 12. Analyzing the obtained
values of E0 and Ecorr for the first group, their increase was observed. As presented in Figure 12, the
parameters of samples after the normalizing process are increasing from about 10 mV for E0 to almost
20 mV for values of Ecorr. Moreover, Rp value also indicates a significant increase. According to the
literature rule, when values of a potential and a resistant rise, the value of current should decrease.
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(a) (b) 

  
(c) (d) 

Figure 12. Results of the main parameters of electrochemical tests: (a) open circuit potential, (b) corrosion
potential, (c) polarization resistance, (d) corrosion current density.

A higher corrosive resistance for samples with normalized conditions was also observed on the
obtained polarization curves (Figure 13).

Figure 13. Polarization curves with the results of electrochemical tests for the B1P and B1N samples,
where B1P is a post-operated state and B1N is a specimen after normalization.

3.2. Fracture Toughness Analysis: J Integral

According to the ASTM E1820 [10] recommendations, the J-R curves were drawn in Figure 14 for
material in a post operated state and after heat treatment-normalization. The values of engineering
J-integral J0.2 were also determined. In Figure 14, there are marked horizontal lines corresponding
with the J integral for the crack onset of 0.2 mm. However, because the thickness of 19th-century
structural elements does not usually exceed 18 mm (in our case 10 mm), the plane strain condition
cannot be achieved. In the presented results, the critical JC values can be treated only (!) as a substitute
(conditional) material resistant to cracking. The analysis of the experimental data showed that in the
normalized state, the integral value of Jc was estimated on level Jc = 104 N/mm, and in the post-operated
state at Jc = 87 N/mm. Comparing it with modern mild, low carbon steels, these values were far below
the critical J integral, for example, S235/355 grade steel is JIC = 320–360 N/mm. By also analyzing the
archival data [22–25] for a wide group of degraded materials (including pipeline steels), it is very
likely that the applied corrosion testing method should find a non-invasive application in the detection
of degradation damage. This shift in polarity curves and the change in the value of electrochemical
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parameters of steel including 19th-century puddle iron could be a good indicator in the assessment of
material exploitation level.

(a) (b) 

Figure 14. J-R curves for puddle iron after normalization heat treatment (a) and in the post-operated
state (b).

Figure 14 clearly demonstrates the higher fracture resistance for the normalized state than for the
post-operated state. After normalization, the critical Jc parameter increased by almost 20% and J0.2 was
−23% compared to the post-operated state.

3.3. Fatigue Crack Growth Test Results

The experimental campaign followed a numerical analysis of SIF and the influence of the CFRP
patch on the SIF reduction. The geometry of CT specimens was defined as in the previous part, by W
(width) = 50 mm and B (thickness) = 8.5 mm, as presented in Figure 15. The notch was created using
electrical discharge machining. A preliminary FCG (Fatigue Crack Growth Rate) test produced the
pre-crack under ΔK control with a maximum value of 15 MPa*m0.5. To evaluate the influence of the
mean stress effect, for non-strengthened specimens, different values of the stress ratio were used:
0.05, 0.1, and 0.7. During the tests of the fully metallic specimens, the crack length was monitored
using the compliance method prescribed in the standard. The crack opening displacement and the
applied force were also recorded in order to assess the effective stress intensity factor. Strengthened CT
specimens were tested with the geometry and components described in Figure 15. The CFRP patch
was glued in one face of the specimen with the fibers oriented perpendicular to the crack growth
direction (parallel to the load application line). These tests were conducted under constant amplitude
loading with a maximum value of 7500 N and a frequency of 10 Hz.

 
Figure 15. Geometry of CT specimens strengthened with the CFRP patch (all dimensions in mm).
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The elaboration of FCG tests enabled us to compute the material parameters related to the
crack growth resistance. In Figure 16, it is possible to observe the data obtained from FCG tests on
non-strengthened specimens. It can be stated that the stress ratio influences the growth behavior since
the data obtained for the stress ratio equal to 0.7 were significantly distinct from the data obtained
for stress ratio equal to 0.05 and 0.1. While in the first case the constants C and m were 5.63 × 10−45

and 3.61, for the second case, the constants assumed the values 2.28 × 10−22 and 6.07. The following
graphic represents the evolution of the crack growth curves using applied and effective stress intensity
factors. It was observed that all the tests performed converged for one line when the effective stress
intensity factors were used, computed using the compliance information.

 
(a) (b) 

Figure 16. Fatigue crack growth data for the CT specimens: (a) use of applied stress intensity factors;
(b) use of effective stress intensity factors.

In the case of the CT specimens strengthened with CFRP patches, the crack length was monitored
using a microscope in the face with no patch. Figure 17 presents the evolution of the crack growth
throughout the test performed under R = 0.1 and Fmax = 7500 N. Comparing the data obtained from the
FCG tests on strengthened specimens with the a-N curve defined by the material parameters determined
with FCG tests on non-strengthened CT specimens, it is possible to state that the implementation of a
CFRP patch led to a fatigue life extension of 318%.

Figure 17. Crack growth evolution for strengthened and non-strengthened solutions (R = 0.1 and
Fmax = 7500 N).

4. Conclusions

The paper presents the diagnostic role of corrosion testing in the detection of degradation
phenomena in the long-term operated metals. It also focuses on the capabilities of repairing metallic
structures through the CFRP application. The following conclusions and observations can be made
based on the performed investigations:

• shifting of polarization curves and change of electrochemical parameters are a good indicator to
evaluate the operating condition of metals in the presented case puddle iron (19th century);
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• in the case of puddle iron (and early mild steels), comparative analysis in the post-operated
and normalized state—in the absence of material in the virgin state—is a reasonable solution to
confirm the presence of microstructural degradation phenomena;

• application of modern adhesive solutions and CFRP patches allow effectively decelerating
the development of fatigue cracking, which was confirmed numerically and experimentally.
A prerequisite is to design the hybrid joint (metal + composite) correctly using numerical methods;

• further work will aim to establish the relationship between the fracture mechanism and diagnostic
methods of structural elements subjected to multi-axial stress; and

• the future linking of changes in the electrochemical parameters of steel to the progress of
degradation is also a further condition for the development of a diagnostic system for long
term-operated materials, which requires even more experimental work. However, this study has
shown the possible direction of further research.
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Abstract: Thermomechanical processing of low carbon bainitic steels is used to obtain a bainitic
microstructure with good strength and toughness by continuous cooling after forging without
the need of further heat treating, hence reducing manufacturing costs. However, hot forging
parameters can significantly influence the microstructure in the forged material. A series of heat
treating and forging experiments was carried out to analyze the effect of austenitizing time and
temperature on the grain growth and the effect of forging temperature on the Prior Austenite Grain
Size (PAGS) and continuously cooled microstructure. The forged microstructures were characterized
by optical microscopy, microhardness tests, and X-ray diffraction. The results indicate that at 1200 ◦C
austenitizing temperature abnormal grain growth takes place. Forging temperature significantly
affects the PAGS and the subsequently formed microstructure. At high forging temperature (1200 ◦C),
an almost fully bainitic microstructure was obtained. As the forging temperature was reduced to 1100
and 1000 ◦C, the PAGS refined, while the polygonal ferrite faction increased and the amount of retained
austenite decreased. Further evaluations showed that a decrease in the forging temperature results in
a higher carbon concentration in solution in the retained austenite leading to a stabilization effect.

Keywords: thermomechanical processing; grain growth; forging; retained austenite;
bainitic microstructure

1. Introduction

In the last decade, the application of advanced bainitic steels in thermomechanical processing
(TMP) has gained significant importance [1]. Caballero et al. [2] presented a comprehensive study
of continuously cooled bainitic steels for automotive structural parts. Other authors [3–5] have also
studied the effect of different thermomechanical routes on the microstructure and mechanical properties
of bainitic steels. The implementation of TMP in forged components is complex. Different cooling rates
between the center and surface of the component can generate a heterogeneous microstructure [6,7],
restricting the TMP processing window. Hence, a significant number of articles focus on developing
steels with a chemical composition that enables them to obtain a bainitic microstructure using a broader
cooling range [8,9]. The use of continuous cooling can reduce the manufacturing costs by replacing
long isothermal treatments or even subsequent conventional quenching and tempering, therefore
decreasing significantly the thermal cycles and energy consumption [10].

Thermomechanical processing comprehends controlled steps of austenitizing, plastic deformation,
and cooling. Thus, understanding how the process parameters affect recrystallization and the final
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microstructure is crucial to ensure a well-defined processing window of forged components with
suitable mechanical properties. For instance, the use of an excessive high austenitizing temperature
can lead to strong grain coarsening and abnormal grain growth [11]. During the hot deformation,
temperature in combination with strain and strain rate affects directly the recrystallization.

Yang et al. [12] investigated the workability of a low carbon bainitic steel through processing map
analysis and showed that the amount of strain significantly affected the suitable hot deformations
parameters, also known as stable regions in a processing map. At lower deformation degree (0.2–0.4 true
strain), higher values of strain rate can be applied (5–10 s−1) without compromising the recrystallized
microstructure homogeneity. However, at higher levels of deformation (0.6–0.8), lower values of strain
rate must be applied (0.001–0.016 s−1) to avoid incomplete recrystallized regions, which can result in
poor mechanical properties. The Prior Austenite Grain Size (PAGS) significantly influences the packet
size and growth orientation of bainite [13–16]. PAGS also affects the formation of other phases, such as
Polygonal Ferrite (PF) [15,17,18] and martensite [19]. Therefore, non-homogeneous austenitic grain
size can lead to variations on the final microstructure after the cooling step. Consequently, the TMP
of bainitic steels requires further investigation to avoid undesirable microstructures related to grain
coarsening, incomplete recrystallization, and heterogeneous microstructure in the forged component.

Most of the work carried out on bainitic transformation has been concentrated on isothermal
forging conditions. Therefore, there is a lack of information regarding the thermomechanical processing
of bainitic steel in conditions similar to industrial hot forging. In this article, we discuss the effect of
austenitizing and forging parameters on the growth and recrystallization of PAGS and continuously
cooled microstructure of a low carbon bainitic steel through optical microscopy, microhardness,
and X-ray diffraction analysis.

2. Materials and Methods

For this work, hot rolled bars of a DIN 18MnCrSiMo6-4 (HSX 130) steel from Swisstec (Swiss
Steel), Emmenbrücke, Switzerland, with 43 mm of diameter were employed. The bars were directly
air-cooled after hot rolling. Table 1 gives the chemical composition of the steel, and the as-received
microstructure is shown in Figure 1.

Table 1. Chemical composition (in ma. %).

C Si Mn S Ni Cr Cu Mo Al Ti N Fe

0.18 1.19 1.42 0.015 0.063 1.17 0.10 0.27 0.005 0.004 0.01 Balance

 
Figure 1. Optical microscopy of the DIN 18MnCrSiMo6-4 as-received microstructure.
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2.1. Grain Growth Evaluation on the Austenitizing Step for the Hot Forging

To analyze the effect of temperature and time on the grain growth, quarter-circle specimens with
21.5-mm radius and 10-mm thickness were machined from the steel bars. The small size was adopted to
avoid significant temperature gradients during heating. The experiments consisted in an austenitizing
step at temperatures of 905, 1000, 1100, and 1200 ◦C with different holding times of 0, 10, 20, and 40 min
followed by rapid cooling to room temperature by water quenching to retain PAGS. The temperature of
the sample at its core was monitored by inserted type K thermocouples. The holding time of 0 indicates
the minimum time for the sample’s core to achieve the austenitizing temperature i.e. minimum soaking
time. According to the material composition, 905 ◦C is the minimum temperature for a complete
austenitization (Ac3). By using this temperature and the minimum soaking time, the resulted PAGS
was estimated as the austenitic grain size of the material as received. For the remaining temperatures,
by increasing the holding time from 0 to 40 min, both effects of temperature and time on the grain
growth could be evaluated.

2.2. Hot Forging Experiments and Microstructure Evaluation

For the hot forging experiments, billets with 38-mm diameter and 54-mm height were machined
from hot rolled steel bars. Forging was carried out in a 40-tonf (356-kN) hydraulic press equipped with
a load cell and Linear Variable Differential Transformer (LVDT) to acquire force versus displacement
curves during forging. Flat dies manufactured from hardened and tempered AISI H13 steel were used
for the upsetting. Graphite water solution was applied to the surfaces of the dies as a forging lubricant.
To simulate temperature losses of an ongoing industrial process, the dies were pre-heated by a resistance
coil attached to the lower die (stationary); then, both dies were kept in contact for 1 h before forging to
achieve temperatures around 250 and 180 ◦C for lower and upper die, respectively. The temperature
losses between air and billet during transportation from the furnace to the press were quantified by
type K thermocouples in the billet. The samples were submitted to a 60% height reduction. Figure 2a
shows the thermomechanical routes. Three different routes were applied, with heating temperatures of
1000, 1100, and 1200 ◦C, always with a holding time of 10 min after the sample’s core had reached the
heating temperature set in the furnace (minimum soaking time). For each route, one sample was water
quenched for PAGS analysis, and another one was cooled in calm air to characterize the continuous
cooled microstructure. Figure 2b shows a macrograph of a forged sample as an example, after a height
reduction of 60%. Due to the friction and thermal losses to the dies, the top and bottom regions of
the samples presented were excluded for PAGS and phase quantification; only the center areas (red
rectangle) were used in the analysis.

Figure 2. (a) Thermomechanical routes. tsmin, minimum soaking time. (b) Half-section macrograph of
the forged sample. The red rectangle indicates the analyzed area. The yellow circle labeled 1 indicates
the position from where the micrographs shown in this work were taken.
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2.3. Critical Strain

Based on the true flow stress curves from the hot forging experiments, the onset of dynamic
recrystallization (DRX) can be determined by the double-differentiation technique proposed by Poliak
and Jonas [20]. Equation (1) shows the basic equation for the strain hardening effect, where θ is the
strain hardening rate, σ is the flow stress, and φ is the true strain.

θ =∂σ/∂φ (1)

The Poliak and Jonas approach identifies the beginning of the DRX as an inflection point of the
strain hardening rate. This inflection point is more easily seen as a minimum on the −(∂θ/∂σ) vs. σ
plot [21]. This minimum value corresponds to critical stress, which is equivalent to a critical strain,
where strain hardening rates reach a minimum value indicating the recrystallization start acting point.

2.4. Metallurgical Characterization

Metallographic samples parallel to the compression direction from the forged billets and from the
hot rolled bars (as-received microstructure) were prepared following standard procedures [22] and
etched by immersion in a Nital 2% solution for 10 s. For PAGS characterization, a saturated aqueous
picric acid solution was used. The etchant consists of wetting agent (42 mL), distilled water (58 mL),
and picric acid (2.3 g). The samples were etched by swabbing for 5 min.

The circular intercept procedure was adopted for the PAGS quantification [23]. From 6 to 12
images were used to achieve a good statistical significance, and the evaluations were performed with
the Omnimet 9.8 Software from Buehler, IL, USA [24]. The ferrite quantification was carried out
with the ImageJ Software after the binarization of the images from optical microscopy (OM). Vickers
microhardness was measured using an INSIZE ISH-TDV 1000 microhardness tester according to ASTM
standard E384 [25]. For each forged sample, thirty measurements were performed with a load of
1 kgf for 10 s at different testing positions of the samples to obtain a mean hardness value. Further
tests were carried out with a lower load of 0.1 kgf applied for 10 s to evaluate the hardness of each
microconstituent of the microstructure. Three measurements were performed per microconstituent.
For all hardness tests, a distance larger than the recommended indentations spacing was adopted to
assure no interference between measurements.

The Retained Austenite (RA) fraction was quantified using X-ray Diffraction (XRD) analysis.
Before the analysis, all samples were electropolished to remove approximately 100 μm in order to
eliminate the possible effects of mechanical preparation. The measurements were performed with a
GE-Analytical X-ray MZ VI E Diffractometer with Cr-Kα radiation with a wavelength of 2.2897 Å.
A 2θ range of 60–164◦ was adopted to obtain the {111}, {200}, and {220} austenite peaks and {110}, {200},
and {211} ferrite peaks, with a 0.05◦ step size. The retained austenite (RA) phase quantification was
done with the Rietveld refinement software TOPAS version 4.2 (Bruker AXS, Karlsruhe, Germany) [26].

3. Results and Discussion

3.1. Grain Growth

Figure 3a shows the evolution of PAGS as a function of temperature and time. PAGS of the
as-received material (indicated as the gray dashed line), was found to be 24 μm. At 1000 ◦C, a slight
growth was observed at 40 min of holding time (≈4 μm) in comparison to the initial grain size.
At 1100 ◦C, no growth was noticed at time t = 0 min and 10 min. A sharper growth was observed at
20 min, followed by a stabilization of the grain size at t = 40 min. At 1200 ◦C and t = 0 min, the grain
showed an increase of ≈20 μm with the highest growth between 10 and 20 min and a stabilization of
the grain size at 40 min, similar to 1100 ◦C. However, at 1200 ◦C, PAGS had a significant data dispersion
(indicated by the error bars). This dispersion happened because larger grains than those of the matrix
are present in the microstructure, as indicated in highlighted in red in Figure 3b.
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Figure 3. (a) Effect of temperature and holding time on austenitic grain; and (b) PAGS microstructure
after austenitizing at 1200 ◦C with 0 min of holding time, indicating the presence of abnormal grain.
Highlighted grain has a mean size of 200 μm and the matrix 45 μm.

This heterogeneity in the grain size indicates that abnormal grain growth took place at 1200 ◦C;
however, this affect was not observed at lower temperatures. The abnormal grain growth may be
associated with the dissolution of precipitates formed by microalloying elements such as Ti, N, and Al
present in the steel [27]. Based on the chemical composition of the steel and solubility equations for
precipitates in austenite [28], the temperature for total dissolution can be calculated for carbides such
as TiC (907 ◦C) and nitrides such as TiN (1339 ◦C) and AlN (1004 ◦C). These precipitates inhibit the
growth of the austenitic grains due to pinning effect [29]. The presence of impurities such as S also
promotes the formation of sulfites such as MnS (1701 ◦C), which can act as a barrier to the grain growth
as well [30]. However, as the temperature rises, these precipitates can be totally or partially dissolved
in the austenite or even coalesce, as may be the case with MnS bands. Hence, the pressure exerted
by the pin particles decreases, leading to excessive grain growth, resulting in a nonhomogeneous
microstructure [11,31–33].

3.2. Effect of the Hot Deformation Temperature

3.2.1. Austenitic Grain Refinement

Figure 4 shows the morphology of the PAGS immediately after the hot deformation step.
The deformation at 1000 and 1100 ◦C (Figure 4a,b, respectively) resulted in similar refinement,
achieving PAGS approximately 50% smaller than the material in its initial state. The resulting PAGS of
the forging at 1200 ◦C showed a similar size to the material in its initial state, indicating no refinement
of the austenitic grain by forging at this temperature (Figure 4c).

 
Figure 4. Optical microscopy of the PAGS after hot deformation with 60% of reduction at (a) 1000 ◦C;
(b) 1100 ◦C; and (c) 1000 ◦C Tf, forging temperature; FD, forging direction.
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3.2.2. Critical Strain

Figure 5a shows the flow stress curves from the hot forging experiments indicating the critical
strain for the onset of DRX, while Figure 5b shows the −(∂θ/∂σ) versus σ, where the minimum values
correspond to the critical stress for the beginning of DRX.

Figure 5. (a) Flow stress curves of the hot forging experiments with the critical strain for the onset of
the DRX; and (b) −(∂θ/∂σ) versus σ curve, where the minimum value corresponds to the critical stress.

Figure 5 shows that, as the forging temperature increases, the required strain necessary to initiate
the DRX decreases. The hot forging at 1200 ◦C presented a smaller critical strain for the initiation of the
DRX, and, as the forging temperature decreases to 1100 and 1000 ◦C, a higher degree of deformation
was required to start the recrystallization. Although an increase in temperature decreased the critical
strain for recrystallization (due to an increase of the internal energy), larger initial grain sizes had the
opposite effect by decreasing grain boundary area, which are preferred nucleation sites [34].

A comparison between the flow stresses curves (Figure 5a) and PAGS (Figure 4) from the forging
experiments show that an increase in the forging temperature reduces the flow stress and results
in a larger PAGS. This is expected since PAGS during forging is associated to the strain rate and
flow stress shape, which is controlled by the temperature [35]. Moreover, increasing the forging
temperature means more time during cooling at temperatures where grain growth occurs, leading
to a larger PAGS when the phase transformation starts. Even though recrystallization was observed
at 1200 ◦C, the microstructure was subjected to longer periods at temperatures where grain growth
occurred. As a result, the austenite grains grew sufficiently, reaching a similar size to PAGS of the
as-received microstructure.

3.2.3. Continuously Cooled Microstructure

Figure 6 shows the microstructures and overall hardness of the samples forged and directly cooled
by calm-air to room temperature in comparison with the as-received material. Figure 6a shows the
as-received microstructure composed mainly of Granular Bainite (GB), which is characterized by
Bainitic Ferrite (BF) (white regions) between the blocky RA and martensite/austenite (M/A) shown as
the darker regions in the figure. The Polygonal Ferrite (PF) is revealed as a massive white block. The hot
forging at 1200 ◦C (Figure 6b) resulted in a GB microstructure with a small portion of PF. As the forging
temperature decreased to 1100 ◦C, as indicated in Figure 6c, the fraction of PF increased. Figure 6d
shows the resulting microstructure after forging at 1000 ◦C composed by a high fraction of PF, small
fractions of GB, and an additional microconstituent highlighted in yellow (MC). The microhardness
tests results for the microconstituents are 301, 407, and 495 HV 0.1 for PF, GB, and MC, respectively.
The latter presents a similar morphology to martensite [36]. Moreover, its hardness is approximately
90 HV 0.1 higher than the GB, indicating that this may indeed be martensite.
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Figure 6. Optical microscopy of (a) as-received condition and forged samples cooled in calm air:
(b) forged at 1200 ◦C; (c) forged at 1100 ◦C; and (d) forged at 1000 ◦C. PF, polygonal ferrite; GB, granular
bainite; MC, third microconstituent; RA, retained austenite; MA, martensite/austenite; BF, bainitic
Ferrite; FD, forging direction.

Deformation can significantly affect the PF formation [37]. The increase dislocation density caused
by the plastic deformation leads to more unstable austenite. Usually, this instability is countered
by recovery and recrystallization. The latter refines the austenite grain, increasing the total area
of the austenitic grain boundaries. The boundaries are the preferred sites for the ferrite nucleation
during the cooling [15,38,39]. Thus, a higher quantity of PF can be formed from a microstructure with
smaller PAGS. Moreover, the increase of defects caused by the plastic deformation also elevates the
temperature of austenite–ferrite transformation A3. Therefore, hot forging at the lowest temperature
of 1000 ◦C not only increased the number of possible nucleation sites but also favored the beginning of
the transformation is closer to the A3 temperature of the steel [37].

The polygonal ferrite formation during cooling can affect the bainite formation in two different
ways. As reported by Quidort and Brechet [40], the formation of a small fraction of ferrite at grain
boundaries (less than 10%) increases the number of nucleation sites. Since the grain boundaries are
also the preferred site for bainite nucleation, the presence of ferrite may accelerate the bainitic reaction.
However, Zhu et al. [33] reported that, as the ferrite nucleates and grows, the carbon and other alloys
diffuse to the remaining austenite (partitioning process). However, due to the diffusion limitation
during the cooling, this enrichment is not homogeneous, resulting in an austenite–ferrite interface
with a higher concentration of these elements and regions distant from the interfaces with a chemical
composition closer to the initial composition shown in Table 1. This chemical heterogeneity in the
austenite would inhibit the bainitic transformation at the interfaces (higher carbon and alloy content),
while facilitating the martensite reaction at the center regions of the remained austenite with lower
carbon and alloy content. Lambert et al. [41] also found martensite at the center of austenitic grain,
indicating a similar chemical variation in the austenite and, by Transmission Electron Microscope
(TEM), identified dislocations in the interior of the austenite which could initiate the martensite
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formation. This indicates that the microconstituent highlighted in yellow in Figure 6d could indeed
be martensite.

Figure 7 shows the polygonal ferrite obtained by OM quantification, and the RA fraction obtained
by the XRD analysis of the forged samples. Forging at 1000 ◦C resulted in 30% of PF, 6% of RA,
and a small parcel of GB. As temperature increased, the PF fraction decreased, and RA and GB
increased. At 1200 ◦C, the PF reduced to almost zero, resulting in a GB microstructure with 10% of
RA. RA in the microstructure is mainly related to the carbide suppression caused by Si in the steel,
resulting in a carbide free bainitic microstructure with stable RA at room temperature due to the carbon
partitioning [42]. This result indicates that RA stability is closely related to the GB presence in the
microstructure. With the PF formation at lower forging temperatures, a higher RA stability should be
expected, increasing the RA fraction. However, the lowest fraction of RA is found in the microstructure
with higher quantities of PF. This low fraction is possibly related to martensite formation at the austenite
regions with lower carbon and alloying elements content. With the increase of forging temperature,
a higher fraction of GB is formed, favoring the formation of RA during bainitic transformation.

Figure 7. The effect of the forging temperature on the PF and RA fractions and carbon content of
the austenite.

Based on the retained austenite lattice parameter obtained from the TOPAS Rietveld method, the
average carbon content of the RA was calculated according to Dyson and Holmes’s equation [43].
Figure 7 shows that, at 1000 ◦C, RA reached 1.2 ma. % of carbon; as the forging temperature increased,
the carbon concentration reduced to 1 ma. % and 0.8 ma. % at 1100 and 1200 ◦C, respectively.
This result shows that, despite the lowest fraction of RA at 1000 ◦C, the resulting austenite is highly
carbon enriched. According to Xiong et al. [44], this heterogeneous chemical composition favors the
formation of a high carbon blocky RA at the austenite/ferrite interface. At the same time, the austenite
regions with lower carbon would transform to martensite, as explained above. At higher forging
temperature, since lower quantities of PF forms and no martensite appears, the RA is enriched only by
the GB formation.

3.2.4. Summary of the Microstructure Characterization

In this study, the effect of austenitizing temperature and forging temperature on the microstructure
of bainitic steel was investigated using stress–strain curves and microstructure analysis. Table 2
shows the main results of thermomechanical processed samples at different forging temperatures.
The characterization shows that the forging temperature resulted in different PAGS and significantly
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affected the phases fraction and the RA carbon content in solution. This means that, by changing
the forging temperature, a range of microstructures can be obtained without modifying the cooling
parameters. At 1000 ◦C, the smallest PAGS and the highest fraction of PF were achieved with the
presence of a third microconstituent with superior hardness. Moreover, the lowest fraction of RA and
GB were obtained. Forging at 1100 ◦C resulted in similar PAGS refinement with a reduction in the
PF fraction and an increase in RA and GB fractions. At 1200 ◦C, PAGS shows similar size with the
material as received, and the microstructure obtained is almost entirely bainitic with small fractions of
PF and higher quantities of RA.

Table 2. Summary of the microstructure characterization.

Forging
Temperature

PAGS
(μm)

Microstructure
PF Fraction

(vol. %)
RA

(vol. %)
CRA Content

(ma. %)
Overall Hardness

(HV 1)

As received 24 ± 3.2 GB + PF 3.5 ± 1.8 10.5 0.8 313 ± 8
1000 ◦C 11 ± 1.7 PF +MC + GB 30.0 ± 5.8 6.3 1.2 328 ± 18
1100 ◦C 13 ± 3.0 GB + PF 20.0 ± 5.4 8.8 1.0 324 ± 19
1200 ◦C 28 ± 5.3 GB + PF 1.3 ± 0.8 10.1 0.8 343 ± 14

4. Conclusions

• Heat treating experiments with different austenitizing temperatures and holding times were
carried out to evaluate the prior austenite grain size. The prior austenite grain size results
show that an austenitizing temperature of 1200 ◦C promoted a significant grain growth and the
presence of abnormal grain growth, however, abnormal grain growth was not identified at 1100
and 1000 ◦C.

• The temperature also affected the prior austenite grain size after the hot forging, which affected
the phase fractions in the final continuous cooling microstructure, especially the polygonal
ferrite formation.

• X-ray diffraction analysis showed that the fraction of retained austenite was reduced as the forging
temperature decreased due to the formation of higher quantities of polygonal ferrite. Moreover,
the carbon content increased in austenite due to the growth of polygonal ferrite during cooling.

• Hot forging at 1000 ◦C promoted the formation of 30% of polygonal ferrite, resulting in a chemical
heterogeneity of the remaining austenite, leading to martensite formation at the austenite regions
with lower carbon and alloying elements.

• The granular bainite formation and retained austenite fraction are favored in the coarser austenitic
microstructure obtained at higher hot forging temperatures.
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Abstract: In practice, structures of pallet racks are characterized by very wide options of
beam-to-column connections. The up to date part of the standard Eurocode 3 considers details
for the design of connections. However, experimental determination of the joint properties in
steel pallet racks is the most reliable process, since it takes into account an inability to develop a
general analytical model for the design of these connections. In this paper, a test procedure for
the behavior of beam-to-column connections is presented and the results are analyzed according
to the procedure defined in the relevant design codes. With aim to avoid expensive experiments
to determine structural properties of different types of connections, a polynomial model and a
corresponding numerical model were developed to be used for simulating the experiment. After
verification, the developed analytical and numerical model can be applied for investigation of various
combinations of beam-to-column connections.

Keywords: pallet rack; moment-rotation curve; connection; experiment; numerical analysis

1. Introduction

Racking systems play a key role in satisfying today’s manufacturing and distribution needs that
are determined by competitive markets. When choosing storage equipment, an engineer is faced with
a wide variety of options. Racking systems, ranging from selective/adjustable racks, double-deep,
drive-in or drive-through configurations, to live pallet storage, push-back and mobile storage systems,
are all conventional pallet racking configurations. All these different types of racks vary slightly in their
structure and functioning. They are self-sustaining thin-walled steel constructions, with the ability to
carry significant vertical and lateral loads. Racking systems are designed as easy-to-install structures
and this means that connections must be easily detachable in order to allow the users to change the
layout according to their needs. Thus, bolted and welded connections do not qualify for these purposes.
The design and development of connections between parts of the spacious pallet racking system are
very important due to carrying the capacity and profitability of a steel structure. Cold-formed, boltless,
semi-rigid connections between the beams and columns of a frame pallet structure offer cost savings
from materials and from the costs of manufacturing and assembly, which are the main reason for their
wide application. Nevertheless, pallet rack structures are prone to structural failure due to lateral loads
e.g., seismic loads due to semi-rigid connections between the beams and columns. For this reason,
special European standards and regulations give guidelines for structural design requirements to all
types of adjustable pallet racking systems, especially for the self-sustaining warehouses, fabricated
from steel members subject to seismic actions. The modern technical practice treats connections
according to the European Eurocode 3 standard [1]. The study on joint rigidity dates back to the
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beginning of the 1990s, including both the experimental study and the analytical approach. However,
the studies on joints in cold-formed steel structures, particularly those of pallet rack systems, are only a
few decades old.

A simple design approach which ensures the stability of pallet rack structures and includes the
influence of the form of the moment-rotation characteristics on the type of stability of the system was
described by Lewis in 1991 [2].

In order to determine the parameters governing an efficient beam-end-connector design,
Markazi et al. [3] performed tests on four different types of beam-end-connectors. Research presented
in reference [4] implies that the required ductility does not depend on the stiffness of the connector.
A comparison between results of an elastic 3D linear analysis of the connector and corresponding
experimental results is presented and discussed in reference [5].

The research presented by Bernuzzi et al. [6] in 2001 points out the impracticality of analytical
tools in the prediction of the stiffness and strength of connectors due to wide variations in the beam-end
connectors and the fact that major international codes for rack design demand the conducting of
experiments in order to determine the properties of connectors.

Using the cantilever and double cantilever test set-ups, Bajoria and Talikoti [7] conducted
experiments to determine the flexibility of the beam-to-column connectors of conventional pallet
racking systems. For the verification of results, a full-scale frame test was conducted. The double
cantilever set-up was found to be superior to the conventional single cantilever test because the
shear-to-moment ratio in an actual frame is better presented by this test. In addition, both tests together
with the full-scale test were subjected to non-linear finite element analyses.

Prabha et al. [8] proposed two analytical models for the calculation of the stiffness of cold formed
boltless semi-rigid pallet rack connections: the polynomial model based on the Frye-Morris method
and the power model. It was established that the polynomial model predicts the initial stiffness of the
tested connections reasonably well and that it is useful in linear design space, while the power model
can predict the ultimate capacity of the connection.

The results of the experimental tests conducted on double-sided semi-rigid beam-to-column joints
as predominant joints in typical pallet racking systems were analyzed by Krolin 2014. A comparison
between the experimentally obtained stiffness and the bending moment of the double-sided and the
single-sided joints was presented in reference [9].

Large displacements, geometrical properties and material nonlinearities were taken into account
in a 3D non-linear finite element model developed in Shah et al. [10] in 2016. The model was verified
by comparing the numerical data with experimental data; good agreement between the two sets of
results was obtained.

In order to predict the initial rotational stiffness of the beam-to-column connections used in
cold-formed steel racks, Zhao et al. [11] developed a corresponding mechanical model in 2017.
The model was verified by experiments and the obtained results showed good agreement between the
initial rotational stiffness given by the model and that recorded in the experimental results. The main
factors influencing the observed initial rotational stiffness of the connections that were included in the
model were also discussed in the paper.

In 2018, Gausella et al. [12] presented the results of monotonic and cyclic tests carried out on
four different types of industrial rack joints. The experimental results from the cyclic tests enable the
moment-rotation curves of joints to be accurately defined, confirming that the industrial rack joints
are significantly different from traditional joints used in steel framed buildings due to the pinching in
hysteresis loops. The curves obtained in the cyclic tests can also be used for reliable modeling of joints
in the analysis of seismic behavior of steel pallet racks.

The behavior of the beam-to-column connections and the column bases has a major influence on
the stability of rack structures [2–12]. Complex design details such as different mechanical devices used
in beam-to-column connections (tabs and hooks without bolts and welds) do not allow the flexural
behavior of the beam-to-column connections of steel storage racks to be easily predicted.
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The properties of the beam-to-column connections can be determined only through experiments
because it is currently impossible to develop a general analytical model. In this paper, with aim to define
moment-rotation curve (M-Φ curve) a test procedure for the behavior of beam-to-column connections
is presented and the results are analyzed according to the procedure (cantilever and/or portal test
method) defined in the current design codes for steel pallet racks, FEM (European Materials Handling
Federation) [13] and European standard EN 15512 [14]. Since the experiments are too expensive, in
order to reduce the costs of determination of joint properties, this paper presents a polynomial model
as well as numerical model developed for the simulation of the experiment. After the verification of
the models by comparing the simulation results with the available experimental results, the proposed
models can be applied to various combinations of beam-to-column connections. The model makes
it possible to determine characteristics of connections. The determined structural properties can be
used for the comprehensive study of the racking structure and for the analysis of each element by
following the proceedings from the code [13] and standard [14]. European Standard EN 16681 [15]
deals with all the relevant and specific seismic design issues for racking systems, based on the criteria
defined in EN 1998-1, Eurocode 8 [16]. While the basic technical description of an earthquake is the
same for all structures, the general principles and technical requirements applicable for conventional
steel structures have to be adapted for racking systems, in order to take the peculiarities of racking to
achieve the requested safety level into account [15].

2. Configuration of a Pallet Racking

A typical selective pallet rack configuration is shown in Figure 1. The side frames and horizontal
beams, usually made of thin-walled cold-formed profiles, form a spatial frame structure of the pallet
racking system. The horizontal and vertical bracing system of frames provides the rack stability in
the cross-aisle direction. The beam-to-column connectors as a special part are welded to the beams or
otherwise formed as an integral part of the beam. They have special devices like tabs, stud or hooks
engaged in the perforations of the column. In this way, through the stiffness of the beam-to column
connection, the stability of the rack in the direction of the corridor is ensured.

In general, starting from the traditional assumption of the ideal connections among the elements
in the joint, connections are classified as rigid or elastic. Nevertheless, the modern practice and
experiments have confirmed behavior of some joints between ideal characteristics. Thus, a new
division of the joints arose on:

• simple or elastic joints,
• semi-rigid joints and.
• continuous or rigid joints.

The new semi-rigid joint between the main racking elements provides completely specific behavior
of spatial racking structure. Such behavior of joint in thin walled structures of rack is caused by
deformation of the special devices on a beam-end connector, destruction of the upright perforation and
distortion of the column walls. In practice, there are different types and designs for these connections,
which are characteristic of different producers of racks [3].
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Figure 1. Parts of the racking system.

3. Analytical Approach and Experimental Study on Beam-to-Column Connections

The diagram shown in Figure 2 defines correlation between the bending moment at the connecting
point, Mj,Ed, and the relative rotation of the joint, ΦEd. This M-Φ curve (M-Φ characteristic) can be
reliably determined in several ways: through an experiment, by using semi-empirical expressions
developed for different connections or by using numerical methods or the recommendations from
FEM codes and Eurocodes. Sometimes the real M-Φ curve includes some initial deviations due to the
various effects such as insufficient alignment of the elements in the assembly or mistakes in production
and installation.

The outcome can be the significant initial rotation and this mast be taken into account when
deriving the M-Φ curve.

Three zones with their boundaries (1, 2 and 3, respectively) corresponding to the rigid, semi-rigid
or simple joints with their structural properties that can be determined by using the M-Φ curve are
shown in Figure 2:
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• bending strength, Mj,Rd,
• rotational stiffness, Sj, and
• rotational capacity, ΦCd.

Figure 2. Moment-rotation characteristics.

3.1. Cantilever Test

The purpose of the test is to determine the stiffness and the bending strength of the beam-end
connector [13,14]. The behavior of the beam-to-column connection is influenced by both members in
the joint with many of their characteristics. Some of the factors, which must be taken into account
during the analysis of joint behavior, are:

• the column profile,
• the thickness of the column wall,
• the beam profile,
• the thickness of the beam walls,
• the position of the connector on the beam,
• the way of connection between the connector and the beam,
• the connector type and
• the characteristics of the materials for all elements in the connection.

The combinations of the factors of the beam-to-column connection mentioned above that occur
within the pallet racking system should be considered separately.

According to the standard procedure defined in [13] and [14] for each beam-end connector column
joint, a minimum of three identic tests should be done in order to statistically interpret obtained results.

3.1.1. Experiment Set-up

Figure 3 shows cantilever bending test arrangement. Within the very rigid testing frame as shown
in the Figure 3, a short part of the racking column is fitted whose length should satisfy the following
condition:

hc < c + 2 · b (1)

During the experiment, the column should not come in the contact with the testing frame outside
this distance. Connection between short piece of the beam and stiff column is obtained over a beam-end
connector. The beam is secured from disassembling by means of a beam locks during the test.
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A special part of the experiment settings is lateral guides, which prevent lateral movement and
twisting of the beam end. However, these guides provide the beam end to move freely in the direction
of the applied force.

The force is applied at a distance of 400 mm far from the perforated face of the column by a
loading jack that is at least 750 mm long between the support at the testing frame and beam level
according to the test set up. The rotation shall be determined by either of the following:

• two gauges C1 and C2 as shown in Figure 3 bearing onto a plate fixed to the beam near to the
connector, but far from it in order to allow for connector distortion, or

• by an inclinometer connected to the beam close to the connector.

Figure 3. Cantilever test set-up.

A complete procedure for cantilever bending test is defined in code [13] and standard [14].
Table 1 shows four combinations of tested samples with different size of column and beam wall

thickness. Materials with their standard properties used for elements of the connection are S350 GD Z
200 UNI EN 10326 for the column and S320 GD Z 200 UNI EN 10326 for the beam.
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Table 1. Joint combinations of columns and beams.

No.
Joint

(Column-Beam)
Column Wall

Thickness, mm
Thickness of the
Beam Wall, mm

Height of Beam
Profile, mm

Experimental Sample

1 S80ML-R100L 1.5 1 100 G-5, G-6, G-7, G-8, (G-9)
2 S80ML-R120L 1.5 1 120 H-5, H-6, H-7, H-8, (H-9)
3 S80ML-R140ML 1.5 1 140 I-5, I-6, I-7, I-8, (I-9)
4 S80M-R120M 2 1.25 120 A-5, A-6, A-7, A-8, (A-10)

Dimensions of all parts in the connection and their position necessary for the experiment
performing are shown in Figure 4. Table 2 shows values of all dimensions shown in Figure 4 for the
five samples of three tested joints made by the same producer.

Figure 4. Arrangement of the parts of the sample.

Table 2. Dimensions of the elements in connection.

Joint Sample
a,

mm
b,

mm
c,

mm
d,

mm
hc,

mm
e,

mm

S80ML-R100L

G-5 400 119 215 311 454 17.0
G-6 400 120 215 312 454 19.1
G-7 400 118 214 311 454 19.9
G-8 400 118 214 311 454 19.3
G-9 400 119 215 140 454 18.5

S80M-R120M

A-5 400 120 214 311 455 23.2
A-6 400 120 215 311 454 23.0
A-7 400 120 215 311 455 23.6
A-8 400 120 215 311 455 23.9

A-10 400 120 214 143 455 23.5

S80ML-R140L

I-5 400 120 290 389 530 19.7
I-6 400 120 290 387 530 19.2
I-7 400 120 290 387 529 20.1
I-8 400 120 289 387 529 18.8
I-9 400 120 290 141 529 18.9

The disposition of measuring devices is shown in Figure 5. In Table 3, dimensions of the position
of all devices for measuring displacement are given. Bending tests were performed on five samples of
each joint as shown in Tables 2 and 3. Each sample consists of the short part of the beam with beam-end
connector connected to the short part of the racking column and secured from the disassembling by a
beam lock. The samples of each joint marked from 5 to 8 are subjected to the force which generates
positive bending moment under normal operating conditions, while the fifth sample marked as 9 is
loaded in such a way that the applied force generates a negative bending moment which endeavors to
separate the connection.
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Figure 5. Disposition of the measuring equipment.

Table 3. Dimensions of the position of measuring equipment.

Joint Sample
G,

Mm
H,

mm
L,

mm
M,

mm

S80ML-R100L

G-5 99.5 69.2 47 12
G-6 99.5 69.3 55 19
G-7 99.5 69.3 56 18
G-8 99.6 69.4 55 19
G-9 99.6 69.4 49 33

S80M-R120M

A-5 119.9 69.5 35 18
A-6 119.9 69.7 35 18
A-7 119.9 69.3 27 19
A-8 119.6 69.4 27 18

A-10 119.9 69.5 30 30

S80ML-R140L

I-5 139.1 69.0 54 18
I-6 139.5 69.2 54 17
I-7 139.0 69.2 55 16
I-8 139.0 69.1 54 17
I-9 139.3 69.3 46 35

3.1.2. Experiment Procedure

Within the performed tests, the applied force acting in the downward direction parallel to the
beam-end connector causes shear. If tests in the upward direction show the results for stiffness and
strength, which are less than 50% of the values measured in these tests, then the actual figures will be
measured to be used in the design. The design of the connectors should use the mean value for the
stiffness and strength obtained from the values for the right and left connectors.

The load, F, must be slowly increased until the moment at the connector reaches a value equal
to 10% of the failure moment in order to mount the components. After assembling of the parts, load
should be removed and displacement transducers reset. Then, the gradual increase of the load F should
be applied until the maximum is reached and the connection breaks.

For each test, the moment, M, and the rotation, Φ, should be plotted using the following
relations [13,14,17]:

M = a · F, (2)

and
Φ =

δ2 − δ1

D
, (3)

where:

• a—the length at which the force F acts,
• D—distance between the displacement transducers on the opposite sides of the beam,
• δ1, δ2—displacement measured by gauges C1 and C2.
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Finally, the connection rotation, Φ, is determined according to the expression:

Φ =

δ2+δ3
2 − δ1

L + G + M
, (4)

where:

• δ3 is the displacement measured by gauge C3,
• L, G and M are dimensions of gauges position as shown in Figure 5.

Cantilever bending tests on beam-end connectors up to their collapse under normal operating
conditions (bending moment is conventionally defined positive) were performed on the racking
elements described previously. Initial loading-unloading cycles for the assembly and fitting of the
connected parts were provided, up to the maximum load level of F0, after which the load was increased
incrementally until it reached the value of the failure load, Fti. Table 4 shows the maximum measured
values of the achieved force, F, for each sample, with corresponding failure moments, Mti, calculated
according to formula (2). Duration of each test, t, is also given in Table 4 for each sample.

Table 4. Values of the obtained force and moment.

Joint Sample
F0,
kN

Fti,
kN

t,
s

Mti,
kNm

S80ML-R100L

G-5 0.762 4.168 496 1.667
G-6 0.393 4.087 577 1.635
G-7 0.402 4.093 575 1.637
G-8 0.394 4.084 495 1.634
G-9 −0.179 −2.486 512 −0.994

S80M-R120M

A-5 0.581 5.678 340 2.271
A-6 0.578 5.458 381 2.183
A-7 0.563 5.708 407 2.283
A-8 0.554 5.741 436 2.2.96

A-10 −0.542 −3.516 412 −1.407

S80ML-R140L

I-5 0.516 6.042 375 2.417
I-6 0.604 6.029 383 2.412
I-7 0.618 6.132 383 2.453
I-8 0.600 6.270 400 2.508
I-9 −0.305 −3.267 348 −1.307

3.1.3. Test Results

The maximum observed moment seen in Figure 6 is the failure moment, Mti. The mean value,
Mm, of the individual test results is:

Mm =
1
n
·

n∑
i=1

Mti. (5)

For each tested joint, the characteristic failure moment, Mk, can be determined according to
procedure defined in [13] for the derivation of characteristics values as following:

Mk = Mm − ks · s, (6)

in which:
ks is the coefficient given in [13], which depends on the number of tests (for n = 4, ks = 2.68),
s is the standard deviation of the adjusted test results according to the following expression [13]:

s =

√√
1

(n− 1)

n∑
i=1

(Mti −Mm)
2. (7)
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The design moment, MRd, for the connection is as follows:

MRd = η · Mk
γM

, (8)

in which:
γM is the partial safety factor for connections, [1,13],
η is variable moment reduction factor selected by the designer ≤ 1.
It is permissible to choose any value of the design moment less than or equal to the allowable

maximum in order to optimize the possibly conflicting requirements for stiffness and strength. Thus,
by reducing the design strength, it is possible to achieve a greater design stiffness.

Figure 6. Derivation of moment-rotation relationship.

The rotational stiffness of the connector, Sti, is the slope of the line going through the origin and
forming the equal areas between the straight line and the experimental curve below the design moment,
MRd, (Figure 6), under condition [15]:

Sti ≤ 1.15 · MRd
Φki

. (9)

The design value of the connector stiffness, Sd, should be taken as the average value, Sm, as shown
in Table 5, where:

Sm =
1
n

n∑
i=1

Sti. (10)
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Table 5. Obtained experimental results.

Joint Sample Mti, kNm Mm, kNm Mk, kNm MRd, kNm
Sti,

kNm/rad
Sm,

kNm/rad

S80ML-R100L

G-5 1.667

1.643 1.601 1.455

32.65

37.20
G-6 1.635 41.07
G-7 1.637 35.28
G-8 1.634 39.79

S80M-R120M

A-5 2.271

2.258 2.121 1.928

46.22

44.15
A-6 2.183 43.05
A-7 2.283 43.43
A-8 2.296 43.90

S80ML-R140L

I-5 2.417

2.448 2.329 2.117

60.26

63.42
I-6 2.412 64.30
I-7 2.453 62.15
I-8 2.508 66.98

3.2. Frye-Morris Polynomial Model

The Frye-Morris method [8] proposes a non-dimensional polynomial model for determining
the moment-rotation characteristic of a single connection; the model is generated by replacing the
numerical values of its individual parameters in a standardized connection. The parameters used to
determine the equation can be: the thickness of the wall of the column, tu, the beam height, db and the
thickness of the wall of the beam profile, tb. The standardized link is then given by the equation:

Φr = C1(K ·M) + C2(K ·M)3 + C3(K ·M)5, (11)

where:

• Φr—relative rotation in rad,
• M—moment of rotation in Nmm,
• K—coefficient that scales the ordinate of curves,
• C1, C2 C3—constants for curve fitting.

The coefficient K which scales the ordinates of the curves taking into account the numerical value
of the individual connection parameters is calculated according to:

K =
m∏

j=1

q
aj

j , (12)

where:

• qj—numerical value of j parameter,
• aj—exponent that shows the effect of the numerical value of the j parameter on the

moment-rotation relation,
• m—number of parameters j.

The determination of the exponent aj in Equation (12) is performed on the basis of the pair of
experimentally obtained moment-rotation curves for two identical joints, but in which the parameter
qj is not included.

The relationship between the moments M1 and M2 for connections 1 and 2 at rotationΦ is assumed
in the form:

M1

M2
=

(qj1

qj2

)aj

, (13)

where qj1 and qj2 are the values of the parameters qj for connections 1 and 2, respectively.
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From relation (13), the coefficient aj can be expressed according to:

aj =
log(M1/M2)

log
(
qj2/qj1

) . (14)

Expression (14) is used to calculate the values of aj corresponding to different rotations for each
combination of experimental curves. When the mean value is calculated for all “m” exponents aj, they
are applied to a standardized moment-rotation diagram. Finally, the curve fitting is done to generate a
standardized moment-rotation connection.

The mean value of a1 for variable column thickness is −0.126, the mean value of a2 for variable
heights of the beam is −2.981 and the mean value of a3 for the variable thickness of the beam is −0.121.

Therefore, the standardized coefficient K is expressed as:

K = t−0,126
u · d−2,981

b · t−0,121
b . (15)

Constants for curve fitting obtained for all connectors are shown in Table 6. They are calculated
using a procedure developed in Microsoft Excel [17].

Table 6. Constants for curve fitting.

Joint Sample C1 C2 C3

S80ML-R100L

G-5 34.10479 0.0200 0.0002
G-6 28.20721 0.0201 0.0003
G-7 30.61559 0.0701 0.0006
G-8 27.61125 0.0144 0.0002

S80M-R120M

A-5 44.65244 0.0159 0.0001
A-6 46.20446 0.0875 0.0005
A-7 47.30988 0.0133 0.0008
A-8 47.27306 0.0125 0.0006

S80ML-R140L

I-5 41.19487 0.0225 0.0004
I-6 38.47692 0.0326 0.0006
I-7 41.81794 0.0847 0.0007
I-8 36.31579 0.0223 0.0003

The mean values of the coefficients are:

C1 = 43.693; C2 = 0.0393; C3 = 0.000435. (16)

The Frye-Morris equation for the observed structure is:

Φr = 43.693(K ·M) + 0.0393(K ·M)3 + 0.000435(K ·M)5. (17)

4. Numerical Analysis of Beam-to-Column Connection

4.1. Finite Element Model of Cantilever Test

As a state-of-the-art method in the field of structural analysis, the Finite Element Method is
commonly addressed to provide accurate and reliable predictions of structural deformation and stress
states. Recent developments [18] enable high computational efficiency of finite element models even if
nonlinear effects are involved. Finite element models for the cantilever test were generated in Femap
with the NX Nastran software version 2019 sold by software company Siemens Digital Industries
Software from Plano, TX, USA, based on the data given in the tables in chapter 3.1.1 provided by the
producer of the equipment. The numerical analysis was conducted using the elasto-plastic material
model with kinematic reinforcement made in the LS-Dyna software version R.9.0.1. developed by
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Livermore Software Technology Corporation (LSTC) from Livermore, CA, USA. The elements of the
tested samples, shown in Figure 3 are modeled with finite elements as following:

• Column with 41,356 3D 8-nodal finite elements, Figure 7a.
• Beam with 150,540 3D 8-nodal finite elements, Figure 7b.
• Beam-end connector with 63,777 3D 8-nodal finite elements, Figure 7c.
• Screws for joint beam-end connector and beam with 3395 3D 8-nodal finite elements, Figure 7d.
• Load transfer plate with 4136 shell elements, Figure 7e.
• 1D finite elements, i.e., rods were used for load modeling, Figure 7f.
• Surface-to-surface contact elements were used for the connected parts in samples: the column-beam

end connector, beam end connector-beam and beam parts for blocking the lateral movement.

(a) (b) (c)

(d) (e) (f)

Figure 7. Finite element model of elements of cantilever test: (a) Column; (b) Beam; (c) Beam-end
connector; (d) Screw; (e) Loading transfer plate; (f) Boundary conditions and the applied load.

As shown in Figure 7f, the corresponding movement acts according to the diagram shown in
Figure 8 along the direction of the rod. Actually, the value of the movement at the end of the rod on
which the load acts is calculated using the experimental data based on dependence between the angle
of rotation and the corresponding force value, i.e., the bending moment.
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Figure 8. Diagram of the displacement.

Figure 9 shows the experimentally obtained M-Φ curves for the four tested samples of the
S80ML-R140L joint, the curve generated by using the analytical polynomial model of the Frye-Morris
method, and the curve generated using a finite element model of the tested joint.

Figure 9. Moment-rotation curves for the S80ML-R140L joint.

Very good agreement between the experimental results and the proposed polynomial model of
the initial part of the moment-rotation capacity curve can be observed in Figure 9. The Frye-Morris
method-based analytical polynomial model contains the standardization coefficient K, which involves
three dimension parameters: column wall thickness, beam profile height and beam profile wall
thickness. This constant is evaluated using the experimental results. The numerical analysis made by
the LS-Dyna software showed that the finite element model developed using the test results was the
best fit for experimental behavior. Figure 10 shows the deformation of one of the tested samples and
displacement fields obtained by the numerical model, which shows good agreement. That is why the
validated finite element model can be used in further parametric studies.
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(a) (b)

Figure 10. Comparison of the results of the tested joints S80ML-R140L: (a) Deformation of the tested
sample (b) Displacement field in the x direction obtained by the numerical model.

Figure 11 shows the M-Φ curves for the S80M-R140M joint obtained by the numerical model and
the analytical application of expression (14). Using the described methodology for determination of the
rotational stiffness of the connection according to references [13,15], defined in chapter 3.1.3, a value of
74.65 kNm/rad was obtained for the observed joint, as shown in Figure 11. The use of the numerical
model only has its limitations because the applied maximum moment resistance is the mean value
in determination of the rotational stiffness [15]. However, despite this limitation, developed finite
elements model can be applied to determine the structural properties of the beam-to-column connection.

The numerical model provides a detailed further investigation of each constituting part as well
as of the structure as a whole. In addition, the validated finite element model can be used for a
parametric analysis and identification of the effects of various parameters on the overall performance
of the observed beam-to-column connection. Further parametric studies should analyze the influence
of the number of tabs or hooks, the column thickness and the connector depth. The design of the
beam-to-column connector and the efficiency of the accompanying members (beam, column) determine
the moment-rotation characteristics of the joint.

Figure 11. Comparative average moment-rotation curves for the tested samples and numerical model.
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4.2. Influence of the Column and Beam Wall Thickness on the Behaviour of the Connection

Comparing the average moment-rotation characteristics for tested samples (shown as green
and orange curves in Figure 11) with the simultaneous change of the thickness of the wall of the
column profile from 1.5 mm to 2.0 mm and the thickness of the wall of the beam profile from
1.00 mm to the 1.25 mm, with the same other parameters of the joints (height of the beam profile and
beam-end connector), the bending strength is increased by 10%. The rotational stiffness remains almost
unchanged. Further analysis of the behavior of the joint S80M-R140M numerically obtained, given as
pink curve in Figure 11, with the experimentally curve of the joint S80ML-R140L, shows increasing of
the bending strength by 13%, while rotational stiffness is increased by 15% after taking in consideration
the limitations of the numerical model. From this analysis, it follows that the wall thickness of the
column and beam profile has a dominant influence on the bending strength of the connection.

4.3. Influence of the Height of the Beam Profile and Beam-End Connector on the Behaviour of the Connection

Observing the joints with the same column wall thickness of 1.5 mm and the same height of the
beam-end connector, with three “teeth” of 215 mm height, after changing only the height of the beam
profile with the wall thickness of 1.00 mm from 100 mm up to 120 mm as shown in Figure 11 on red and
green curves, the bending strength and rotational stiffness increases proportionally by 20%. However,
by changing the height of the beam profile from 100 mm to 140 mm, the bending strength increases
proportionally by 40%, while the rotational stiffness increases by 70% as shown in Figure 11 with red
and blue curves and the data given in Table 5. The beam-end connector with three teeth in height had
to be changed with a four-tooth connector from 215 mm to 290 mm. The conclusion is that dominant
influence on the rotational stiffness has a beam-end connector with its parameters.

5. Conclusions

Better cognition of behavior of the beam-to-column connection based on the M-Φ characteristics
is of great importance for comprehensive analysis of the joint in the structure and its influence on the
whole spacious construction of racking system. Design codes like the FEM [13] or EN 15512 standard
codes [14] demand experimental testing for which they supply the testing protocols with marginal
differences for predicting the moment-rotation M-Φ behavior of any pallet rack beam-to-column
connection. However, the prescribed experimental testing is expensive, so a possible solution may
be found in the development of a particular uniform M-Φ relationship for each type of connection
in terms of parameters by using analytical prediction or finite element modeling. The experimental
testing of the beam-to-column connection was the subject of a large number of recent studies. However,
few studies have considered the behavior of this connection numerically.

The Frye-Morris method-based analytical polynomial model predicts reasonably well the initial
stiffness of the tested connections, but it cannot capture the overall strength of the connection.
Analytical models have not given satisfactory results so far, while the usage of numerical method
in combination with experimental testing provides very useful results. By simply changing the
model of the experiment, which is possible due to modern computer technology, characteristics of
the connections of various combinations of elements in the joint can be examined and determined.
In this way, rough approximations of real characteristics and their introduction into the calculation
are avoided.

Further research in the field of semi-rigid connections of the pallet rack elements will certainly
refer to the possibility of improving the connection. This can be achieved, for example, by increasing
the load capacity, i.e., by enabling an additional, multiple contacts between the parts of the beam-end
connector and the column. Possible problems that may occur in this case, such as the weakening of
the column because of multiple perforations, should be previously analyzed and solved using the
proposed numerical model. Numerical analysis enables rapid and optimized construction without the
need for expensive experiments.
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Abstract: Predicting mechanical properties of metals from big data is of great importance to materials
engineering. The present work aims at applying artificial neural network (ANN) models to predict
the tensile properties including yield strength (YS) and ultimate tensile strength (UTS) on austenitic
stainless steel as a function of chemical composition, heat treatment and test temperature. The
developed models have good prediction performance for YS and UTS, with R values over 0.93. The
models were also tested to verify the reliability and accuracy in the context of metallurgical principles
and other data published in the literature. In addition, the mean impact value analysis was conducted
to quantitatively examine the relative significance of each input variable for the improvement of
prediction performance. The trained models can be used as a guideline for the preparation and
development of new austenitic stainless steels with the required tensile properties.

Keywords: austenitic stainless steel; tensile properties; artificial neural network; MIV analysis

1. Introduction

Metallic materials are widely used in daily life, especially a variety of steel that have a very long
history of research. It is known that there are many variables that can affect the properties of steels
such as strength [1]. Strength is the ability of a material to resist plastic deformation or fracture, and the
strength properties such as tensile strength and plasticity of steels are usually dependent on chemical
composition. In addition, the heat treatments, such as annealing, tempering and quenching, can
effectively control the microstructure, grain size and defects, which are all closely related to the tensile
properties of steels. In addition, the tensile properties are also affected by the service conditions such
as working temperature and irradiation environment [2]. To discover the inherent mechanism of how
these variables affect the steels, researchers could only get the preliminary influence trends through the
continuous experiments via changing a part of variables for a long time. A formula obtained with
the traditional linear fitting regression is generally difficult to capture the exact correlations between
relative variables and corresponding properties of steels, because they often have complex nonlinear
relationships [3].

With the vigorous development of computer technology, machine learning sprang up and became
a powerful method for finding the patterns in high-dimensional data [4]. Machine learning is
actually an efficient statistical analysis method to capture the linear or nonlinear internal relationships
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by learning from empirical data [5]. The common machine learning methods include artificial
neural network (ANN) [6,7], support vector machine (SVM) [8,9], decision tree (DT) [10] and so on.
Nowadays, machine learning prompts data science and analytics to become a significant tool to find
the desired causal relations in the material research [11], and results in developing a new field termed
as “Materials Informatics” [12,13] in recent years. Machine learning has been rapidly used in the
fields of metals [14–18], as well as polymers [19], semiconductors [20,21], which fully demonstrates its
powerful universality.

Meanwhile, in order to meet the needs of machine learning for big data [22], many experimental
data were collected and established databases such as MatNavi [23], MatWeb [24] and Matmatch [25].
MatNavi contains a large amount of data about the fatigue and creep properties of various steels, which
have been already used for machine learning model establishment and research. Agrawal et al. [26]
proved the practicality of machine learning for fatigue strength research with the Fatigue Data Sheet.
Sourmail et al. [27] correctly captured the important influence trends using the established models with
ANN based on the Creep Data Sheet. Besides the fatigue and creep properties, a few machine learning
models have been established to obtain the correlations between the tensile properties of steels and the
important variables. Guo et al. [28] used the ANN model to well characterize the relationships between
the mechanical properties of maraging steels and composition, processing and working conditions.
Fragassa et al. [29] chose the metallographic factors as the input features and designed three kinds of
machine learning methods to model the mechanical properties of cast iron.

However, for austenitic stainless steel (ASS), more attention is paid on the creep, fatigue and
corrosion resistance [30–32]. Besides the corrosion resistance, the mechanical properties such as
strength of ASS are also important for their application and have drawn much attention in past decades.
The tensile properties of ASS have been extensively studied both experimentally and theoretically.
Sivaprasad et al. [33] developed an artificial neural network model to correlate alloy composition and
test temperature to tensile properties of 15Cr-15Ni-2.2Mo-Ti modified ASS. Desu et al. [34] used test
temperature and strain rates as descriptors to predict the tensile properties of ASS 304L and 316L
using the ANN model. However, there are no general machine learning models to correlate chemical
composition, heat processes and service conditions to tensile properties of ASS, and clarify how each
variable affects the tensile properties of ASS.

In this work, we proposed a machine learning method using ANN to predict the tensile properties
of ASS with the chemical composition, solution treatment conditions (heat processes) and test
temperature (service condition) as descriptors. The models established by partial data in the database
have high predictive accuracy for the remaining data and some new data outside the database. We
also calculated the impact degrees of each variable with the mean impact value (MIV) method and
predicted the influence trends of several important variables on tensile properties. Our results conform
to the previous metallurgical theories, and the established models can guide us for further research
and development of new ASS with the expected tensile properties.

2. The Database and ANN Model

2.1. Information of the Database

Our study is based on the tensile test data of some classical types of ASS including SUS 304, SUS
316, SUS 321, SUS 347 and NCF 800H, which is referenced to the Creep Data Sheet of Steel (No.4B, 5B,
6B, 14B, 15B, 26B, 27B, 28B, 32A, 42 and 45) from NIMS MatNavi and BSCC High Temperature Data
from The British Steelmakers Creep Committee [35], and collected by the Material Algorithm Project
(MAP) of University of Cambridge [36].

The original data contains 1916 samples, of which 1107 samples unfortunately lack the necessary
information, so the remaining 809 samples are selected for further research. The data has the following
characteristics: (1) Every sample has two kinds of tensile properties as output, yield strength (YS)
and ultimate tensile strength (UTS); (2) The data contains 20 variables selected as input: chemical
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composition, solution treatment conditions and test temperature, as shown in Table 1. The chemical
composition includes some common elements such as carbon (C), nickel (Ni), chromium (Cr), Nitrogen
(N) and the microalloying additions such as titanium (Ti), vanadium (V) and niobium (Nb). The
parameters of solution treatment conditions on ASS are temperature and time. It should be noted
that after the solution treatment, in order to stabilize the austenite structure and prevent the carbide
precipitation at room temperature, it is generally required to perform the rapid water quenching of
the materials. Here, the samples that are water-quenched in the database are set as the label 1 and
the air-cooled ones without water quenching are set as the label 0. These features are related to the
physical metallurgy which is important for modeling and property predictions of ASS [37]. There are
some other features in the original database, such as the type of melting, grain size and the form of
products, but the data of them are incomplete or they have a lower correlation with tensile properties.
So they are not considered in this study. Further information about the input variables is given in
Tables A1 and A2 of Appendix A.

Table 1. The input variables of austenitic stainless steel in this research.

Number Variables Number Variables

1 Chromium (Cr, wt%) 11 Carbon (C, wt%)
2 Nickel (Ni, wt%) 12 Boron (B, wt%)
3 Molybdenum (Mo, wt%) 13 Phosphorus (P, wt%)
4 Manganese (Mn, wt%) 14 Sulfur (S, wt%)
5 Silicon (Si, wt%) 15 Cobalt (Co, wt%)
6 Niobium (Nb, wt%) 16 Aluminum (Al, wt%)

7 Titanium (Ti, wt%) 17 Solution treatment
temperature (Ts, K)

8 Vanadium (V, wt%) 18 Solution treatment time
(ts, s)

9 Copper (Cu, wt%) 19 Water-quenched or
Air-quenched

10 Nitrogen (N, wt%) 20 Test temperature (Tt, K)

2.2. Division of Data and Pre-Processing

The data are randomly divided into two groups. Eight-three percent of the data (674 samples) are
selected as the training set for the model establishment while the remaining 17% (135 samples) are
employed as the testing set for accuracy verification of models, which makes the training/testing ratio
close to 5/1.

Deeply understanding and pre-processing the data with appropriate normalization before
modeling is one of the most vital steps of effective data mining [26]. The input data generally have
more than one dimension and each variable has different size of range, so it is necessary to make each
variable normalized within the range from 0 to 1 using the following equation firstly to improve the
accuracy and efficiency of calculation and prediction:

xn = (x− xmin)/(xMax−xmin), (1)

where xn is the normalized value of the corresponding x, xMax and xmin are the maximum and minimum
values of x respectively.

2.3. ANN Model Development

Artificial neural network (ANN) is a flexible model for non-linear statistical analysis and it can be
used for both data classification and regression calculation. It looks like a box that links input data
and output data together via a set of non-linear functions. More details of this method can be found
elsewhere [38], but it is necessary to have a brief introduction on the main features of ANN.
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A simple three-layer feedforward network is competent for general works, such as the one shown
in Figure 1. As the name suggests, it consists of three layers: input, hidden and output. The transfer
function in the second layer can be any kind of non-linear function as long as it is continuous and
differentiable, such as the hyperbolic tangent function tanh (Equation (2)), which can effectively capture
the interaction between the inputs and map many functions of practical interest [39]. The transfer
function in the third layer is usually linear (Equation (3)):

hi= tan h

⎛⎜⎜⎜⎜⎜⎜⎝
∑

j

w(1)
ij xj+θ

(1)
i

⎞⎟⎟⎟⎟⎟⎟⎠, (2)

y =
∑

i

w(2)
ij hi+θ(2), (3)

where xi are inputs, wi the weights which determine the strength of the transfer function and the
biases hi the analogous just like the constant in linear regression. The number of neurons in the hidden
layer determines the complexity of the model and intensely influences the effect of modeling. How to
determine it will be introduced later.

Figure 1. Structure of a three-layer feedforward neural network.

We generally take the following 6 steps for the ANN model development: (1) determine the input
and output variables and collect the data; (2) pre-process the data such as normalizing; (3) divide the
original database into the training set and testing set; (4) use the training set for modeling; (5) test the
established model with the testing set; (6) use the model for further simulation and prediction.

There are many types of network models and what we use in this work is the one based on the back
propagation learning algorithm which is called BPNN [40,41]. The traditional algorithms of BPNN
usually make the model inaccurate and reduce the efficiency of calculation. Therefore, some kinds of
new algorithms start to be widely used with the technological advancement. What we select is one of
the most popular algorithms with good generalization called Bayesian regularization (TRAINBR) [42].
The transfer functions we select are the hyperbolic tangent sigmoid function (TANSIG) in the second
layer and the linear function (PURELIN) in the third layer. The combination of these functions can
meet the basic modeling requirement. To implement the ANN modeling, we use the Neural Network
Toolbox (nntool) of MATLAB (R2018b edition) on PC, and TRAINBR, TANSIG, PURELIN are the
MATLAB commands of nntool. Some detailed information can be viewed in the manual of MATLAB
nntool [43]. In order to describe the modeling process more intuitively, a schematic diagram of the
model is illustrated in Figure 2.

As mentioned above, a three-layer network with one hidden layer is found to be sufficient for this
study. A suitable neural network usually needs to have a high accuracy and good correction on both
the training and testing set. However, it is difficult to select the best architecture of network. Although
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the model has a very good description of the training set, the accuracy of prediction could be very poor
for other new data in the testing set. This phenomenon is generally called overfitting.

Since we have already determined 20 variables as the input and 2 properties as the output,
the number of units in the hidden layer will greatly change the architecture and performance of the
networks. We determine the optimal number of units in the hidden layer by comparing the predictive
accuracy of different networks on the testing set. Here, we use root mean square error (RMSE) and
correlation coefficient (R) as the error statistical parameters. The RMSE can accurately measure the
deviation between original values and predicted ones, and the R is able to provide information on the
strength of correlation between them. They are calculated using the following equation:

RMSE =

√√
1
n

n∑
i=1

(
f(xi)−yi

)2
, (4)

R =

∑n
i=1

(
f(xi) − f(x)

)(
yi − y

)
√∑n

i=1

(
f(xi) − f(x)

)2
√∑n

i=1

(
yi − y

)2
(5)

where n is total number of data, yi the original values, f(x i) the predicted ones, f(x) = 1
n
∑n

i=1 f(x i)

and y = 1
n
∑n

i=1 yi, respectively [26]. Once the predicted values and the original ones have a small
deviation, a strong correlation is found with a small value of RMSE and R close to 1.

 
Figure 2. Schematic diagram of Back Propagation Neural Network (BPNN) model for predicting two
tensile properties of austenitic stainless steels in this study.

Figure 3a–c shows the values of RMSE and R for YS, UTS and YS/UTS ratio, respectively, with
different numbers of the hidden units of the training and testing set. The increase in number of hidden
units means the more complexity of the model. It is obviously seen that both for YS and UTS, R
increases and RMSE decreases in the training set, indicating that the more complicated model has
better prediction for the training set. However, a high degree of complexity probably causes the
overfitting and makes the model not suitable for the unseen data in the testing set. As shown in
Figure 3, the prediction for the testing set first becomes better and then gets slightly worse when the
number of units in the hidden layer increases. Hence, we set the optimum number of units by the
RMSE and R of the testing set in this study and it is clearly found to be 8 for YS and 11 for UTS in
Figure 3. The architectures of the models we use in the following work are [20-8-1] for YS and [20-11-1]
for UTS. The YS/UTS ratio is also an important parameter of tensile properties that determines the
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reliability of metallic materials [44]. We also establish the network for the YS/UTS ratio and find
the similar phenomenon of prediction from the observation of Figure 3c. Its optimum architecture
is [20-6-1].

  
(a) 

  
(b) 

  
(c) 

Figure 3. The number of units in the hidden layers influences the prediction of models on the training
set and testing set: (a) yield strength (YS), (b) ultimate tensile strength (UTS) and (c) YS/UTS ratio.
The black and red dots represent correlation coefficient (R) and root mean square error (RMSE) on the
training set and testing set, respectively. We use the dotted lines to mark the selection of the optimal
number of hidden units in every figure.
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3. Results and Discussion

3.1. Model Performance and Validation

In order to verify the accuracy of the established models, besides the RMSE and R, another
goodness-of-fit statistical parameter is the mean absolute percentage error (MAPE) [26], which is used
to measure the error between the predicted and original values, and it particularly considers the ratio
of error to the original values. The smaller the MAPE value, the higher the predictive accuracy. The
value of MAPE is calculated as following equation:

MAPE =
1
n

n∑
i=1

∣∣∣∣∣∣ f(xi)−yi

yi

∣∣∣∣∣∣. (6)

Table 2 shows the values of MAPE, RMSE and R of ANN models for three tensile properties, YS,
UTS and YS/UTS, of the training and testing sets with the optimal hidden units. As it can be seen that
the predictions of the training set are generally better than those of the testing set, which could be
expected because the model is better for predicting the known data than the unseen data. However,
for the testing set, the values of MAPE are less than 6% and of R are above 0.86 for the properties YS,
UTS and YS/UTS, indicating a good prediction performance of the models. It is worth noting that the
value of R for UTS is nearly 0.99, indicating that the present model has a more accurate description
and prediction for UTS than YS and YS/UTS. Figure 4 shows the original and predicted values of UTS,
YS and YS/UTS for the training and testing sets. Good performance of the models for UTS, YS and
YS/UTS is observed for both the training and testing sets.

Table 2. Statistical parameters for the training and testing set with the optimal hidden units.

Tensile
Properties

Hidden
Units

Training Testing
(83% of the Data) (17% of the Data)

MAPE RMSE
R

MAPE RMSE
R

(%) (MPa) (%) (MPa)

YS 8 4.09 8.40 0.97 5.21 11.82 0.93
UTS 11 1.76 10.69 0.99 3.56 28.54 0.93

YS / UTS 6 4.80 0.025 1 0.93 5.91 0.035 1 0.86
1 There is no unit for the predicted RMSE of YS/UTS ratio.

  
(a) 

Figure 4. Cont.
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(b) 

  

(c) 

Figure 4. Comparison between the predicted and original values on the training set and testing set
for: (a) YS, (b) UTS and (c) YS/UTS ratio. X-axis is the original value of tensile properties, Y-axis is the
predicted one and the equation of black line in these figures is y = x (The more points concentrated
near the black line, the more accurate the predicted values).

In order to verify the ability of established models to predict the unseen data outside the database,
some new data of tensile properties of ASS in the Fatigue Data Sheet from MatNavi are tested. The
details of these data are listed in Table A3 of Appendix A. The prediction results are shown in Figure 5
and the statistical parameters are presented in Table 3. It can be seen from Figure 5 and Table 3 that the
models have good performance for UTS and YS with R ≥ 0.95. This means that the models have a
good ability to predict the unknown data. Moreover, the models have a relative better prediction for
UTS than YS with these new data, which is similar to the result for the original data mentioned above.

Table 3. Statistical parameters of predicted results for the new data.

Tensile Properties MAPE (%) RMSE (MPa) R

YS 9.61 5.27 0.95
UTS 4.16 6.06 0.97
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(a) (b) 

Figure 5. Comparison between the predicted and original values of the unseen data outside the
database for: (a) YS and (b) UTS.

3.2. Feature Analysis

3.2.1. Mean Impact Value

Using machine learning cannot only make accurate predictions, but also further analyze the effect
of each single variable on the corresponding properties. The mean impact value (MIV) method has
been widely used for quantitative feature analysis in the machine learning application to explore the
relative importance of each input variable for the improvement of the prediction performance [45].
The algorithm process of MIV is as follow:

1. Building two new datasets by varying the magnitude of one of variables by ±10% for the original
training set;

2. Inputting two new datasets as the simulation samples to the model and obtaining two
predicted results;

3. Calculating the difference value of these two predicted results, called the impact value (IV);
4. According to the amount of samples in the original training set, calculating the average value of

IV, that is MIV of each variable;
5. Repeating the above steps in turn to get the MIV of each independent variable. It should be noted

that the value of MIV indicates the positive or negative effect as well as the intensity of influence.

The MIV values of each variable are calculated and shown in Figure 6. MIV results show that test
temperature and Ni content are two most important factors for both YS and UTS. Generally, the tensile
properties of steels largely depend on the test temperatures and experimentally, the properties often
need to be carried out at different test temperatures. Moreover, for the UTS, besides the test temperature,
the importance of Ni and Cr contents is in good agreement with the traditional metallurgical theories
and the engineering practice. In ASS steels, Ni and Cr are intentionally added in large quantities into
ASS to improve the tensile properties and high-temperature oxidation resistance. In addition, Ti and
Mo contents and temperature of solution treatment are also strong indicators of YS, while Cr and Mn
contents are highly related to UTS. Note that the MIV value of test temperature for UTS is much greater
than that for YS, which means that the test temperature has a much stronger effect on UTS than YS.
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(a) (b) 

Figure 6. The absolute values of mean impact value (MIV) of each variable on two tensile properties:
(a) YS and (b) UTS. The red and blue columns represent the positive and negative correlation, respectively
(The higher the MIV value, the greater the effect on the corresponding tensile properties).

The information about the positive and negative correlation between the properties and all features
is also shown in Figure 6. The elements Cr, V, Ti, Mo, Nb, C and Mn appear positively correlated
with YS and UTS, which is consistent with the characteristics of previous theories of precipitation
strengthening and solid solution strengthening [2,46]. The elements Cr, V, Ti, Mo and Nb could form
strong carbides or nitrides that play a role of second phase precipitation strengthening. The elements
like C, N and Mn could form interstitial solid solution that lead to the solid solution strengthening.
In addition, it is worth mentioning that S content, test temperature and solution treatment time all
exhibit the negative influences on YS and UTS.

3.2.2. Influence Trends of Variables

As discussed above, the present models show good prediction performance for the tensile
properties YS and UTS, so they can be used to predict the influence trends of some important variables
on the properties. Here, the effects of some typical elements and treatment conditions are examined.
To investigate the effect of each variable, a new dataset is built and the values of this variable are set
from the maximum to minimum and the values of other variables are set to the average of the original
database, which are listed in Table A1 of Appendix A.

Figure 7 shows the effect of typical elements C, Cr, Ni, Ti, Nb, and V on the tensile properties
UTS and YS. It can be observed that both UTS and YS generally show positive correlations with the
contents of C, Cr, Ti, Nb and V, while they exhibit negative correlation with the Ni content. The results
are in good agreement with the above MIV analyses that C and Cr are added to stabilize the austenite
and to form interstitial solid solution or carbides dispersed in the matrix [2,46,47]. Note that for YS,
it shows a firstly decreasing trend when the C content is less than 0.05%. This result is probably due
to the lack of sufficient amount of data that limits the accuracy of the model. Moreover, the reduced
value is not large and the overall tendency is still increasing, so the model has a reasonable prediction
result for the effect of C content on YS within a certain error tolerance. The microalloying elements
Ti, Nb and V could form the stable second carbides to prevent austenite grain coarsening, hindering
the dislocation motion and then strongly strengthening the mechanical properties of ASS. Previous
experimental results show that Nb and Ti can improve the tensile properties of ASS [48]. As shown in
Figure 7c, Ni is a deliberate element which has a strong negative correlation with tensile strengths and
makes ASS have good plasticity and ductility for subsequent processing [49].
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(a) (b) 

  
(c) (d) 

  

(e) (f) 

Figure 7. The predicted influence trends of (a) carbon, (b) chromium, (c) nickel, (d) titanium, (e) niobium
and (f) vanadium on YS and UTS. The red and blue dots represent the predicted values of UTS and
YS respectively.

It is known that by solution treatment, the second phase carbon nitride could be uniformly
dispersed in the matrix and then leads to increased second phase strengthening. However, the continued
solution treatment will cause the grain coarsening and the reduction of crystal defects of ASS. So,
the effect of second phase strengthening is gradually offset and the strength of ASS decreases
ultimately [50–52]. Figure 8 presents the effect of Ts, ts and Tt on the tensile properties UTS and
YS. The results show when the solution treatment conditions are located at [1323~1473 K, 2414 s] or
[1378 K, 120–7200 s], both UTS and YS generally show a decreasing trend with increasing Ts and ts.
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Under this situation, the effects of grain coarsening and reduction of defects offset the second phase
strengthening. In Figure 8c, both UTS and YS decrease as Tt increases. When the temperature is close
to 1300 K, the predicted value of UTS reduces to nearly 0 and even less than YS. This is clearly contrary
to previous theories, which is similar to the previous prediction for the influence trend of carbon. The
possible reason is a lack of sufficient data. By comparing the predicted results in Figures 7 and 8,
the test temperature is the most influential variable for YS and UTS, where the variations of tensile
properties are the largest, especially for UTS. This is also consistent with the conclusion of the MIV
analysis above.

  

(a) (b) 

 

(c) 

Figure 8. The predicted influence trends of (a) temperature, (b) time of solution treatment and
(c) test temperature on YS and UTS. The blue and red dots represent the predicted values of YS and
UTS respectively.

4. Conclusions

In this work, we have developed two BPNN models capable of studying and predicting two
tensile properties of austenitic stainless steel, YS and UTS, as a function of 20 variables including
chemical composition, heat treatment conditions and test temperature. The accuracy of the established
models is evaluated based on three statistical parameters, RMSE, R and MAPE. The results indicate
that the models have not only highly predictive accuracy on both the training and testing set, but also
have good prediction performance for some unknown data. For analyzing the effect of each variable
on YS and UTS, we use the MIV method and predict the influence trends of several important variables
with the established models. The results correctly reflect the positive and negative correlation between
the tensile properties and all features, which are consistent with the previous metallurgical theories.

Compared with experiments and other models, the present models are able to accurately predict
the tensile properties of ASS when all features are known. Based on the models, the test temperature
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and Ni content are found to be two most important factors for both YS and UTS. This work is helpful
for the preparation and development of new ASS in the future.
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Appendix A

Table A1. The 415 samples with water quenching after solution treatment (label: 1).

Variables Range Mean SD

Cr 16.39%–21.06% 18.31% 1.432%
Ni 8.4%–34.45% 16.4% 9.078%
Mo 0%–2.65% 0.95% 1.114%
Mn 0.81%–1.75% 1.39% 0.3088%
Si 0.39%–0.82% 0.585% 0.1194%
Nb 0%–0.79% 0.0749% 0.2004%
Ti 0%–0.53% 0.188% 0.2098%
V 0%–0.057% 0.0071% 0.0166%
Cu 0%–0.35% 0.139% 0.1101%
N 0%–0.081% 0.0197% 0.01422%
C 0.012%–0.1% 0.0607% 0.01556%
B 0%–0.003% 0.0005% 0.00058%
P 0%–0.038% 0.0214% 0.00858%
S 0%–0.05% 0.011% 0.00829%
Co 0%–0.54% 0.115% 0.152%
Al 0%–0.52% 0.124% 0.188%
Ts 1323–1473 K 1378 K 42.79 K
ts 120–7200 s 2414 s 2397.2 s
Tt 293–1273 K 731 K 267.42 K

Table A2. 394 samples with air quenching after solution treatment (label: 0).

Variables Range Mean SD

Cr 15.9%–18.3% 17.57% 0.4594%
Ni 9.15%–12.4% 11.1% 1.0906%
Mo 0%–2.72% 0.856% 1.1288%
Mn 0.79%–1.71% 1.386% 0.2784%
Si 0.29%–0.84% 0.482% 0.1335%
Nb 0%–0.9% 0.128% 0.2936%
Ti 0%–0.56% 0.221% 0.2286%
V 0%–0% 2 0% 0%
Cu 0%–0% 0% 0%
N 0%–0% 0% 0%
C 0.02%–0.1% 0.053% 0.01167%
B 0%–0.004% 0.000081% 0.00056%
P 0%–0.04% 0.0209% 0.00711%
S 0%–0.028% 0.0158% 0.00646%
Co 0%–0% 0% 0%
Al 0%–0% 0% 0%
Ts 1293–1403 K 1348 K 32.7514 K
ts 120–3600 s 2117 s 1149.61 s
Tt 293–973 K 626 K 221.568 K

2 The 394 samples with air quenching have the chemical composition except V, Cu, N, Co and Al.
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Table A3. The variables of new unseen data of austenitic stainless steel.

Variables No.15 (SUS 316) No.42 (SUS 304)

Cr 17.05% 18.53%
Ni 12.6% 9.1%
Mo 2.24% 0.12%
Mn 1.1% 0.88%
Si 0.7% 0.54%
Nb 0.001% 0%
Ti 0.03% 0.02%
V 0% 0%
Cu 0.31% 0.06%
N 0.017% 0.023%
C 0.05% 0.05%
B 0.003% 0%
P 0.033% 0.029%
S 0.003% 0.01%
Co 0% 0.21%
Al 0.02% 0.023%
Ts 1373 K 1373 K
ts 1800 s 1800 s

Water or air quenching Water quenching (label: 1) Water quenching (label:
1)

Tt 298, 673, 773, 873, 973 K 298, 673, 773, 873, 973 K
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Abstract: Stiffened thin steel plates are structures widely employed in aeronautical, civil, naval,
and offshore engineering. Considering a practical application where a transverse uniform load
acts on a simply supported stiffened steel plate, an approach associating computational modeling,
Constructal Design method, and Exhaustive Search technique was employed aiming to minimize the
central deflections of these plates. To do so, a non-stiffened plate was adopted as reference from which
all studied stiffened plate’s geometries were originated by the transformation of a certain amount of
steel of its thickness into longitudinal and transverse stiffeners. Different values for the stiffeners
volume fraction (ϕ) were analyzed, representing the ratio between the volume of the stiffeners’
material and the total volume of the reference plate. Besides, the number of longitudinal (Nls) and
transverse (Nts) stiffeners and the aspect ratio of stiffeners shape (hs/ts, being hs and ts, respectively, the
height and thickness of stiffeners) were considered as degrees of freedom. The optimized plates were
determined for all studied ϕ values and showed a deflection reduction of over 90% in comparison
with the reference plate. Lastly, the influence of the ϕ parameter regarding the optimized plates was
evaluated defining a configuration with the best structural performance among all analyzed cases.

Keywords: deflection; plates; stiffeners; numerical simulation; Constructal Design

1. Introduction

According to Timoshenko and Gere [1], thin plates are plane structural components that have
one dimension, called thickness, substantially smaller than the other dimensions. Structural elements
containing plates are employed in different engineering sectors, such as automotive, aerospace, naval,
and civil.

Due to the slenderness of the plates (i.e., these elements are thin, having a low bending stiffness and
hence a short resistance against transverse and longitudinal moments) the necessity of incorporating
beam structures in order to enhance the bending stiffness has been noted [2]. Different manufacturing
processes can be used to obtain stiffened steel plates. Among them, the welding technology plays an
important role at the shipbuilding and ship repairing activities [3]. On the other hand, the modern
stiffened panels used for the fuselage of aerospace industry have been manufactured by Electromagnetic
forming (EMF), as explained in Tan et al. [4,5].
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In addition, several researchers have studied the mechanical behavior of stiffened thin steel plates.
Rossow and Ibrahimkhail [6], through the internal Constraint Method, analyzed two case studies: a
square plate with one central stiffener and a rectangular plate with two orthogonal stiffeners. These
problems were also solved computationally in the software NASTRAN® and STRUDL®. Bedair [7]
analyzed stiffened plates under transverse loads through the Sequential Quadratic Programming
(SQP) method, idealizing the structure as a plate-beam system. Tanaka and Bercin [8] applied the
Boundary Element Method (BEM) to analyze the elastic bending of stiffened plates, the examples
studied through this methodology were a square plate with a central stiffener and a rectangular plate
with two equally spaced parallel stiffeners. Beam-reinforced plates was also the subject of study in
the work of Sapountzakis and Katsikadelis [9], where the shear stresses in the bond regions between
the plate and stiffeners—which is an important parameter when projecting reinforced prefabricated
plates or plates made of composite materials—were estimated. In Salomon [10], several computational
models were proposed, based on the Finite Element Method (FEM), for the numerical simulation of
stiffened plates with different boundary conditions submitted to bending. The obtained results were
compared to each other, indicating that 3D numerical models reproduce the physical problem in a more
realistic way; however, 2D numerical models can also be adopted with a good accuracy. The work of
Hasan [11] evaluated, through the software NASTRAN®, the maximum stresses and displacements in
stiffened plates under static uniform load in order to determine the optimal positioning of rectangular
cross-sectional stiffeners. In Silva [12], a numerical study about ribbed slabs was developed with aid
of software ANSYS®, by using the beam element BEAM44 to model the ribs and the shell element
SHELL63 to model the slab. It was shown that the eccentricity between the slab and the reinforcement
ribs leads to a reduction in the deflections. Recently, De Queiroz et al. [13] applied Constructal Design
Method (CDM) associated with FEM to investigate the influence of stiffened plate’s geometry in its
out-of-plane central displacement, inferring that significant reductions of deflection can be reached
only by an adequate rearrangement of the plate’s geometric configuration. In addition, a geometric
optimization by means the Exhaustive Search (ES) technique was also performed.

Regarding the geometric optimization techniques normally adopted for stiffened plates, beyond
the ES technique used in Reference [13] one can also highlight: the Genetic Algorithm (GA) adopted
in Kallasy and Marcelin [14], Cunha et al. [15], and Putra et al. [16]; as well as the Response Surface
Methodology (RSM) employed in Lee et al. [17] and Anyfantis [18].

References [3–18] give an overview about some manufacturing processes for stiffened plates,
mechanical behavior of stiffened plates submitted to bending, and geometric optimization techniques
applied in stiffened plate problems. Table 1 summarizes this information, showing its relationship
with the present work.

There exists a wide variety of theories about plates, which depend on the geometry, loads and
boundary conditions. However, in these theories, the differential governing equations are extremely
complicated to solve, being possible to solve analytically only for simple geometries, loads and
boundary conditions [19]. Thus, numerical simulation is an important tool when analyzing structural
elements composed of stiffened plates.

Therefore, since it is possible to quickly and accurately perform simulations of numerical
computational models of plates with various geometries, the geometry variation of stiffened plates
subjected to uniformly distributed loads was studied in order to evaluate the influence of different
degrees of freedom (the number of longitudinal (Nls) and transverse (Nts) stiffeners and the ratio
between the stiffener’s height and thickness (hs/ts)) on the minimization of the central deflection of
these structures.
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Table 1. Summary of references used for an overview about stiffened plates.

Reference Type Year Scope Methodology Relationship

[3] Book 2017 MP Theoretical
Exemplify how stiffened
plates can be obtained by
welding process

[4] Paper 2016 MP Experimental and Numerical
Exemplify how stiffened
plates can be obtained by
electromagnetic forming

[5] Paper 2017 MP Experimental and Numerical
Exemplify how stiffened
plates can be obtained by
electromagnetic forming

[6] Paper 1978 MB Numerical Verification of the
computational models

[7] Paper 1997 MB Numerical
Exemplify an analysis
procedure employed for
stiffened plates

[8] Paper 1997 MB Numerical Verification of the
computational models

[9] Paper 2000 MB Numerical
Exemplify an analysis
procedure employed for
stiffened plates

[10] Master’s Thesis 2001 MB Numerical Verification of the
computational models

[11] Paper 2007 MB Numerical
Exemplify an analysis
procedure employed for
stiffened plates

[12] Master’s Thesis 2010 MB Numerical Verification of the
computational models

[13] Paper 2019 GO Numerical
Preliminary study associating
CDM, FEM and ES for
stiffened plates

[14] Paper 1997 GO Numerical
Exemplify the geometric
optimization of stiffened
plates by means GA

[15] Paper 2019 GO Numerical
Exemplify the geometric
optimization of stiffened
plates by means GA

[16] Paper 2019 GO Numerical
Exemplify the geometric
optimization of stiffened
plates by means GA

[17] Paper 2015 GO Numerical
Exemplify the geometric
optimization of stiffened
plates by means RSM

[18] Paper 2019 GO Numerical
Exemplify the geometric
optimization of stiffened
plates by means RSM

MP-Manufacturing Process; MB-Mechanical Behavior; and GO-Geometric Optimization.

By means the Constructal Design Method (CDM), the present work studied a set of stiffened
steel plates derived from a reference plate with length a, width b, and thickness t, which had a
fraction of its volume ϕ transformed, through the reduction of the thickness, into various combinations
of longitudinal (Nls) and transverse (Nts) stiffeners, with different heights (hs) and thicknesses (ts).
Then, these structures were numerically simulated in the software ANSYS®, which is based on the Finite
Element Method (FEM). The developed numerical models were discretized with two-dimensional
(SHELL93) and three-dimensional (SOLID95) finite elements. Through the Exhaustive Search (ES)
technique, the obtained numerical results were compared aiming to determine the optimized geometric
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configurations that minimize the central out-of-plane displacement of simply supported stiffened
plates when subjected to a uniformly distributed load.

It is important to highlight that, based on the finds presented in De Queiroz et al. [13], the
present work brings a more comprehensive approach: we attained several values for the stiffeners
volume fraction (ϕ = 0.1, 0.2, 0.3, 0.4, and 0.5) and a larger variation of the number of transverse and
longitudinal stiffeners (Nls and Nts from 2 to 6). In addition, here different computational models were
adopted, allowing investigation of the accuracy of 2D and 3D models.

Concerning the material of construction adopted for the stiffeners and plates, it is well known
that structural steel is a good choice due to its relative low cost, adequate mechanical properties,
and ease fabrication (mainly by welding) [3]. Structural steel—also called constructional steel or
carpentry steel—is characterized by its carbon content, i.e., the percentage content in terms of weight.
The carbon presence increases the yield stress of the material, yet at the same time reduces its ductility
and weldability. Because of this, structural steel is normally characterized by a mild carbon content.
For example, the steel ASTM A36, used in the present work, has maximum carbon content varying
between 0.25% and 0.29%. Its mechanical properties are: yielding stress of 250 MPa, ultimate stress of
400 MPa, modulus of elasticity of 200 GPa, and Poisson’s ratio of 0.3 [20,21].

2. Theory of Plates

Yamaguchi [22] defines a plate as a continuous body that is flat before loading and has a specific
geometric characteristic: one dimension is much smaller than the other two dimensions.

According to Timoshenko and Woinowsky-Krieger [23], the bending properties of a plate depend
greatly on its thickness as compared with its other dimensions. Thus, Szilard [19] classified plates into
four types based on the ratio between the thickness t and the smallest planar dimension, i.e., its width
b: membranes, when (t/b) < 0.02; thin plates when 0.02 < (t/b) < 0.10; moderately thick plates in the
range of 0.10 < (t/b) < 0.20; and thick plates for (t/b) > 0.20.

The load-carrying action of a plate is similar, to a certain extent, to that of beams or cables;
thus, plates can be approximated by a gridwork of an infinite number of beams or by a network of an
infinite number of cables, depending on the flexural rigidity of the structures. This two-dimensional
structural action of plates results in lighter structures, and thus offers numerous economic advantages.
Therefore, thin plates combine light weight and form efficiency with high load-carrying capacity,
economy and technological effectiveness [24].

The plate-type structures are studied by using the governing equations of the Theory of Elasticity.
However, it is extremely complex finding exact solutions for the differential equations inherent to
problems involving these structures. The recent trend in the development of the plate theories is
characterized by heavy reliance on high-speed computers and by the introduction of more rigorous
theories [25].

According to Szilard [19], depending on the nature of the applied loads, the analysis is static
or dynamic. Regarding the deflections, the theories of elastic plates are divided into two categories:
plates with small and large deflections. For materials in the linear-elastic regime, the theories are
based on the Hooke’s Law stress-strain relations, while materials in the nonlinear or plastic range
have more complex stress-strain relationships. Moreover, there are theories depending on the plate’s
mechanical properties: isotropic (same material properties in all directions), anisotropic (different
material properties in different directions) and composite plates (layers of different materials).

Theory of Stiffened Plates

Salomon [10] presents a division for the analytical approaches for the study of stiffened plates
into three broad categories: grillages, orthotropic plate model and plate-beam systems.

According to Salomon [10], the idealization of a plate with stiffeners as a beam grillage requires
an effective width of plating varying from 50% to 80% of the spacing between stiffeners. The effective
width is the portion of the plate that is used, along with the stiffener cross section, to calculate the
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moment of inertia as well as the bending and torsional stiffness of the plate. When comparing with the
experimental values, the application of this method gives a difference of deflection values between 5%
and 10%, and a difference of beam stresses values of generally between 10% and 20%.

In the orthotropic plate approach, the stiffened plate is replaced by an orthotropic non-stiffened
plate, which is one the structural properties of which differ along orthogonal axes. This structural
anisotropy can be due to manufacturing textures, stiffening beams or even inherent properties of
the material.

Similarly to the Kirchhoff plate theory, but now assuming four elastic constants (two modules of
elasticity: Ex and Ey; and two Poisson ratios: νx and νy) to describe the stress-strain relations in the x
and y directions, the governing equation of orthotropic plates is given by Reference [19]:

Dx
∂4w
∂x4

+2B
∂4w
∂x2∂y2 +Dy

∂4w
∂y4

= pz(x, y) (1)

where w is the displacement component in z direction; Dx and Dy are the bending stiffness in x and y
directions; and B is the effective torsional stiffness of the orthotropic plate.

In order to analyze stiffened plates through the orthotropic plate model, it is necessary to
define expressions to determine the sectional bending and torsional properties along the orthotropy
direction. Since it is a complicated task to perform, whenever possible, direct tests should be executed
in order to determine these properties. However, based on analytical considerations, reasonable
approximations can be applied to calculate these stiffnesses, as shown in Szilard [19] and Timoshenko
and Woinowsky-Krieger [23] for plates reinforced with rectangular-profile or I shaped beams, corrugated
plates and reinforced concrete slabs.

According to Szilard [19], although the real structural behavior of plates reinforced with stiffeners
is not exactly replicated by the orthotropic plate model, experimental data indicate a good agreement
between results when the stiffeners are small, close and equally spaced.

Lastly, the idealization of stiffened plates as a plate-beam system is the methodology that best
reflects the physical problem behavior. In this approach, it is used continuity conditions at the interface
between the plate and the reinforcement beams (stiffeners). Due to the mathematical difficulties of
analytically solving these problems, this approach was boosted by the advent of digital computers,
which enabled the solutions of the models to be obtained through numerical methods. Among the
numerical methods, the Finite Element Method (FEM) is the most powerful and effective one to find
accurate numerical solutions. Currently, many researchers put effort into developing efficient and
accurate FEM models for plates reinforced by stiffeners [10].

3. Computational Modeling

Computational modeling is used to numerically study a wide range of engineering complex
problems, whose governing equations are ordinary or partial differential. Finite Difference Method
(FDM), Finite Element Method (FEM) and Finite Volume Method (FVM) are the most employed
discretization methods when solving numerical models governed by differential equations. These
methods are advantageous over other approaches because they transform differential equations into
systems of linear equations, give high quality approximations and are highly flexible in representing
complex geometries [26].

The FEM, as defined by Burnett [27], is a computer-aided mathematical technique applied in
the obtainment of approximate numerical solutions to abstract equations of calculus that predict
the behavior of physical systems when subjected to external influences. This method consists in
the following steps: division of the domain into sub-regions (sub-domains called finite elements),
transforming the governing differential equation into fine-element algebraic equations and numerically
solving the elementary equations through a linear equations system. In the FEM, the continuum
domain is idealized as an assemblage of interconnected discrete finite-size elements that behave as a
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binding mechanism in order to hold the discretized system together. More details about FEM can be
found in Schäfer [26], Burnett [27], Gallagher [28], Zienkiewicz and Taylor [29], and Bathe [30].

In the present work, the FEM was employed through the ANSYS® Mechanical APDL software
to perform a linear static structural analysis of the central displacements of stiffened plates under
uniformly distributed transverse loads.

The ANSYS® software has different types of finite elements available, such as beam elements,
plate and shell elements (two-dimensional), and solid elements (three-dimensional). In this work,
the computational models for the non-stiffened and stiffened plates were developed using the finite
elements SHELL93 and SOLID95.

SHELL93 is suitable to model problems involving plane or curved thin-walled structures (Figure 1a).
This quadrilateral element has eight nodes with six degrees of freedom per node: translation in x,
y, and z directions and rotation around x, y, and z axis. The used interpolation functions are of the
quadratic type. Among the capabilities of this element are the analysis of plasticity, large displacement
and large strain. Two important structural considerations are made: the stress normal to the element’s
plane varies linearly through the thickness; and the transverse shear stress is constant through the
thickness. Moreover, a simplified version of this element is available, where the meshes are generated
by triangular shaped elements [31].

Figure 1. Finite elements adopted: (a) SHELL93; and (b) SOLID95 (Adapted from [31]).

SOLID95 is a high-order hexahedral element that can tolerate irregular shapes without significantly
losing accuracy (Figure 1b). The element is also well suited to model curved geometries, being defined
by twenty nodes with three degrees of freedom per node: translations in x, y, and z nodal directions,
having capability to model stress stiffening, large strain, large deflection and creep. It can also be used
in its tetrahedral version, with ten nodes [31].

Furthermore, it can be stated that models employing SOLID95 element give more accurate
results compared to the ones with SHELL93. It occurs because solid element considers the complete
three-dimensional stress and strain states of a solid body, whereas the two-dimensional element has
inherent simplifications of assuming plane stress and plane strain states [31].

In the present study, as already mentioned, the ASTM A36 steel with linear-elastic behavior was
considered. However, the ANSYS® software can perform static or dynamic simulations of structural
components of any metallic material, considering linear or nonlinear mechanical behavior [31].
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4. Constructal Design Method

The Constructal Theory, developed by Adrian Bejan, arose from the observation of the shape
complexity of natural systems. It presumes that the generation of flow systems’ geometric configurations
is a physical phenomenon that is not the result of chance, but rather is based on physical principle
called Constructal Law. The cross section of rivers and the way pulmonary veins are interconnected,
for instance, and are determined through this principle [32].

Bejan and Lorente [33] stated, through the Constructal Theory, that flow systems are fated to
persist imperfectly. Thus, the system evolves so that there is an improvement in the flaws distribution
and, hence, the fluid body flows easily. Therefore, the natural phenomenon continually evolves not
to eliminate the imperfections but actually to distribute them in order to generate a less imperfect
geometrical configuration.

For the application of the Constructal Theory in the analysis of mechanical structures, a similar
approach is used to the one considered in flow configurations, where the flow is related with the flow
of stresses in the solid component. For instance, the geometric configuration for the structure resulting
from the application of this principle is the one that has less stress concentration regions, which is
obtained when the stresses are distributed throughout the material, according with the Constructal
Law [33].

The Constructal Law is employed through the Constructal Design Method (CDM), which guides
the engineer to obtain flow configurations that have the best global performance, under specific
conditions [33].

In order to apply the CDM in the problem of stiffened plates subjected to a transverse loading, a
flat steel plate without stiffeners having length a = 2000 mm, width b = 1000 mm and thickness t =
20 mm was adopted as reference. From the reference plate a volume fraction ϕ of its thickness was
used to generate different combinations of longitudinal Nls and transverse Nts rectangular stiffeners,
considering different values for the hs/ts ratio, being hs and ts the height and thickness of the stiffeners,
respectively. Thus, the stiffened plates have the thickness tp dependent on the parameter ϕ and the
thickness ts dependent on the commercial values of adopted steel plates. Figure 2 shows an example of
stiffened plate with Nls = 2 and Nts = 3, where these geometric parameters are depicted.

Figure 2. Stiffened plate P(2,3) with 2 longitudinal and 3 transverse stiffeners.

The volume fraction ϕ of material taken from the reference plate to generate the stiffeners is a
constraint parameter of the Constructal Design method, being defined as:

ϕ =
Vs

Vr
=

Nls(ah sts) + Nts[(b−N lsts)hsts]

abt
(2)

where Vs is the volume of the reference plate transformed into stiffeners and Vr is the total volume of
the non-stiffened plate used as reference.
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The length a and the width b of the reference plate are also adopted as constraints, since they are
usually project parameters. Therefore, the volume fraction to be transformed into stiffeners was taken
only from the reference plate thickness t. Thus, all plates have the same length and width and all
geometric configurations have the same amount of steel, enabling a comparative evaluation of them to
be performed.

In addition to the restrictions above mentioned, the application of the Constructal Design needs
the definition of degrees of freedom, which in this problem are: hs/ts (ratio between height and thickness
of the stiffeners); Nls (number of longitudinal stiffeners); and Nts (number of transverse stiffeners). As
illustrated in Figure 2, it is worth mentioning that all stiffeners have rectangular cross section, same
height, and uniform longitudinal (Sls) and transverse (Sts) spacing, respectively, given by:

Sls =
b

(Nls+1)
(3)

Sts =
a

(Nts+1)
(4)

Five values for the volume fraction were considered: ϕ = 0.1, 0.2, 0.3, 0.4, and 0.5. For each ϕ
value, 25 combinations of longitudinal and transverse stiffeners were analyzed, according with the
notation P(Nls,Nts), through the variation of the following degrees of freedom: Nls = 2, 3, 4, 5, and 6
and Nts = 2, 3, 4, 5, and 6. Moreover, stiffeners thickness according to standard sizes of commercial
steel plates were adopted and therefore the stiffeners height hs and the ratio hs/ts derive from these
predefined ts sizes.

Table 2. Applications of CDM in fluid mechanics and/or heat transfer areas.

Reference Year Area Description

[34] 2020 FM and HT

Design and analysis of an array of constructal fork-shaped fins
(with two and three branches) adhered to a circular tube and
operating under fully wet conditions, aiming the maximization of
the net heat transfer rate.

[35] 2020 HT
Design and thermo-economic assessment of a flat plate solar
collector has been studied with the multi-objective of improving its
thermal efficiency and total annual cost.

[36] 2020 FM and HT

Optimization method applied for designing the layout of grooved
evaporator wick structures in vapor chamber heat spreaders,
reaching a capillary pressure improvement and temperature
gradient homogeneity.

[37] 2020 FM and HT

Overall net heat transfer maximization for a cooler and reheater in
the wet flue gas desulfurization equipment of coal-firing thermal
power plant was explored, by means the geometric optimization of
its flow architectures.

[38] 2020 FM and HT
Geometric optimization and flow parameters modeling for
subcooled flow boiling (two-phase flow) were performed, aiming to
minimize the thermal resistance of the microchannel heat exchanger.

[39] 2019 HT
Optimization of the geometrical configurations to assemble the
ducts of an earth-air heat exchanger with the aim of improving its
thermal performance.

[40] 2019 FM
Optimal design of a dual-pressure turbine in an ocean thermal
energy conversion system is obtained, being the total power output
of the turbine chosen as the optimization objective.
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Table 2. Cont.

Reference Year Area Description

[41] 2019 FM

New geometries for a comb-like network (single manifold duct
ramified to several branches, all subject to a pressure reservoir)
were obtained with perform significantly better than those with
constant diameter and spacing.

[42] 2019 FM and HT

Design of a shell-and-tube evaporator with ammonia-water
working fluid is evaluated, adopting a complex function (composed
by heat transfer rate and total pumping power) as optimization
objective.

[43] 2019 FM and HT
Geometrical optimization of internal longitudinal fins of a tube
(extended inward from the pipe perimeter to a prescribed radius) is
carried out ensuring maximum heat transfer and thermal efficiency.

[44] 2018 FM

Study of the geometry influence on the performance of an
oscillating water column wave energy converter subject to several
real scale waves with different periods, aiming the maximization of
its hydrodynamic power.

[45] 2018 FM and HT
Optimization of a converter steelmaking procedure is performed by
a complex function considering molten steel yield and useful energy
as performance parameters.

[46] 2018 FM and HT
Determination of geometries that maximize the heat transfer and
minimize pressure drop for viscoplastic fluids in cross flow around
elliptical section tubes.

[47] 2018 FM and HT
Geometry optimization of a phase change material heat storage
system is developed with the purpose to find the optimum shape
factor for its elemental volume.

[48] 2018 FM

A geometric evaluation of an overtopping wave energy converter in
real scale and submitted to incident regular waves was developed,
being the goal to promote the maximization of the device
available power.

[49] 2017 FM and HT
Study demonstrating how to design pores in building materials so
that incoming fresh air can be efficiently tempered with low-grade
heat while conduction losses are kept to a minimum.

[50] 2017 FM

As the design of a microdevice manifold should be tapered for
uniform flow rate distribution, it is inferred that not only pressure
drop but also velocity distribution in the microdevice play an
integral role in the flow uniformity.

[51] 2017 FM and HT

Geometrical evaluation of a triangular arrangement of circular
cylinders subjected to convective flows, having the multi-objective
of maximizing the Nusselt number and minimizing the drag
coefficient.

[52] 2017 FM and HT
An iron and steel production whole process is considered, being
adopted a complex function composed of steel yield, useful energy,
and maximum temperature difference as the optimization objective.

[53] 2017 FM and HT
Evaluation about the influence of geometric parameters of a solar
chimney power plant, with the purpose of maximizing its
available power.

FM-Fluid Mechanics; and HT-Heat Transfer.

The stiffeners heights hs of the different geometric configurations were obtained through the
Equation (2). However, only those cases that respected the following geometric limitations were
simulated: hs < 0.3 m (avoiding a disproportion between the height of the stiffener and the planar
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dimensions of the plate) and hs/ts > 1 (in order to avoid the stiffener thickness from being greater than
its height).

Summarizing, the schematic diagram in Figure 3 shows the geometric configurations derived from
the application of CDM for each volume fraction ϕ analyzed, which were simulated in the ANSYS®

software Ver 19.3 (ANSYS, Inc., Canonsburg, PA, US).
It is worth highlighting that the CDM application in engineering problems related to fluid

mechanics and/or heat transfer areas is a recognized and consecrated procedure for the geometric
evaluation as well as geometric optimization. This fact can be proved due the numerous publications
about it that can be found in the literature. With the purpose of exemplify the versatility of the CDM in
these engineering areas, some recent studies (from 2017 to 2020) are summarized in Table 2.

Figure 3. Geometrical configurations proposed by the application of CDM (continuum damage
mechanics).

However, the CDM application in structural engineering problems has not been properly explored
by the scientific community. Nowadays, there are few publications on this topic, but it is possible to
cite Bejan and Lorente [33], Bejan et al. [54], Lorente et al. [55], and Isoldi et al. [56] where, by means
of analogies among heat transfer, fluid mechanics, and mechanics of materials, it was conceptually
proven that the CDM is also applicable in structural engineering problems. There are also works
dedicated to investigating the influence of geometric configurations of plates submitted to elastic or
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elasto-plastic buckling: Isoldi et al. [57], Rocha et al. [58], Helbig et al. [59], Lorenzini et al. [60], Helbig
et al. [61], Helbig et al. [62], Da Silva et al. [63], and Lima et al. [64,65]; while in Cunha et al. [66], De
Queiroz et al. [13], Amaral et al. [67], and Pinto et al. [68] the influence of geometry of stiffened plates
was analyzed when submitted to bending. Finally, Mardanpour et al. [69] and Izadpanahi et al. [70]
applied the CDM in a study about aircraft structures.

5. Results and Discussion

Initially, convergence mesh tests and verifications for the developed computational models
were carried out. After that, the verified computational models were used to numerically simulate
the geometric configurations of stiffened plates indicated in Figure 3, and the results analyzed
and discussed.

5.1. Mesh Convergence Test and Verification of Computational Models

In the present research, the verification procedure of each numerical model developed into
ANSYS® was performed in order to evaluate its capability in determining the central deflection
of stiffened plates under a uniformly distributed transverse load. The verification was carried out
comparing the obtained numerical result in the present study with those from other researches and,
when possible, with analytical solution. Before that, a mesh convergence test was performed, aiming
to find the numerical solution non-mesh dependent, being the solution used for the computational
verification of each model.

To achieve this, different cases of plates with and without stiffeners were analyzed: rectangular
plate without stiffeners (reference plate), square plate with a central stiffener, and a square plate with
orthogonal stiffeners. The computational models were discretized with two-dimensional (SHELL93)
and three-dimensional (SOLID95) finite elements, as earlier mentioned. Moreover, triangular and
quadrilateral shapes for SHELL93 were adopted, as well as tetrahedral and hexahedral shapes
for SOLID95.

5.1.1. Rectangular Plate without Stiffeners (Reference Plate)

The first mesh convergence/verification was performed analyzing a simply supported (SS)
rectangular steel plate without stiffeners, being this the reference plate. A uniform load of 10 kN/m2

was applied transversally to the plate (in z direction). As for the plate’s material, the ASTM A36 steel
has Elastic Modulus E = 200 GPa and Poisson’s ratio ν = 0.3. Figure 4 presents the dimensions and the
boundary and load conditions of the analyzed case.

 

Figure 4. Reference plate: (a) physical model (unit: mm) and (b) boundary and load conditions.

The analytical solution for this problem can be obtained from the Lévy method presented in
Timoshenko and Woinowsky-Krieger [23], providing a central plate deflection of Uz = 0.698 mm.

Regarding the numerical solutions, the occurrence of mesh convergence with the coarser tested
meshes can be observed in Figure 5. The exception happened with the tetrahedral SOLID95 model,
being necessarily a more refined mesh to obtain a converged solution. Moreover, one can note that the
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converged obtained results narrowly agree with the analytical solution and, therefore, it can be stated
that the computational models for the plate without stiffeners were properly verified.

Figure 5. Mesh convergence and verification for the reference plate.

5.1.2. Square Plate with a Central Stiffener

This evaluation of the computational models for stiffened plates was based on the works of
Rossow and Ibrahimkhail [6] and Tanaka and Bercin [8]. The case, which was also studied by Silva [12],
consists in a thin square plate with a central stiffener. The plate’s material is a metallic alloy which has
E = 117.21 GPa and ν = 0.3. The plate was simply supported (SS) in the edges (including the stiffener’s
ends), being submitted to a transverse uniform distributed load of 6.89 kN/m2, as depicted in Figure 6.

Figure 6. Square plate with a central stiffener: (a) physical model (unit: mm) and (b) boundary and
load conditions.

In Figure 7 the numerical results obtained with the four proposed computational models are
compared with those presented by Rossow and Ibrahimkhail [6], Tanaka and Bercin [8] and Silva [12].
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Figure 7. Mesh convergence and verification for the square plate with a central stiffener.

From Figure 7, the mesh convergence test indicates a good agreement among all proposed models
in the present work, highlighting that it was not necessary to use more refined meshes to achieve the
independent mesh solutions for this case. The only exception again was the tetrahedral SOLID95
model, which requires a more refined mesh to reach convergence. Additionally, the obtained numerical
converged results were compared to the solutions found in the aforementioned references. In order to
obtain the solutions, each author used a different approach, as previously indicated in the introductory
section. Considering these solutions, it is possible to consider the proposed numerical models verified.

5.1.3. Square Plate with Orthogonal Stiffeners

Lastly, we simulated a square thin plate reinforced with orthogonal stiffeners located as shown
in Figure 8. The structure consists of a plate and two sets of orthogonal stiffeners, being subjected to
a uniform pressure of 9.8 kN/m2. The plate edges, including the stiffeners ends, were considered as
simply supported (SS). The steel alloy mechanical properties of the plate’s material are E = 210 GPa
and ν = 0.3.

Figure 8. Square plate with orthogonal stiffeners: (a) physical model (unit: mm) and (b) boundary and
load conditions.

This case was also numerically analyzed by Salomon [10] through four types of computational
models developed and solved using the finite element software ADINA®. As stated by Salomon [10],
the solution of a three-dimensional (3D) model provides the best response prediction of the real
structure, since the model does not include pre-defined assumptions about the mechanics of the
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structure. Therefore, only the 3D numerical solution of Salomon [10], obtained from a 27-node finite
element, was taken into account. Figure 9 shows this result confronted with those obtained by the
present study.

Figure 9. Mesh convergence and verification for the square plate with orthogonal stiffeners.

According to Figure 9, one can infer that the values obtained with the computational models of
the present work are convergent, having the same trend observed in previous cases. Furthermore, they
are similar to the value found by the reference used to comparison and, as expected, displacements
with SHELL93 models were slightly greater than the displacements with the other models, since 2D
models present less structural rigidity due to the assumed assumptions of the structure mechanics for
thin plates.

The analytical solution presented by Salomon [10] was also included in Figure 9. This solution
can be obtained by the application of Equation (1) derived from the orthotropic plate approach (see
Section 2), and has, despite the difference, the same order of magnitude of the numerical solutions.

With the purpose to verify, once more, the proposed computational models based on the
comparison of results with Salomon [10], it was simulated stiffened plates (see Figure 8) with different
stiffeners heights (varying from 10 mm to 100 mm, with increment of 10 mm). These results are
presented in Figure 10, showing superimposed results that indicated an excellent agreement among the
solutions of the proposed models with the solution of the 3D model used by Salomon [10], allowing us
to affirm that the computational models developed in this work were properly verified.

5.2. Case Study

In order to generate the results of this research, only the numerical models SHELL93–quadrilateral
and SOLID95–hexahedral were used, because they presented better accuracy and computational
efficiency in the simulations developed in the mesh convergence and verification tests (see Section 5.1).

To ensure the adequate mesh refinement to be used in the numerical simulations, convergence
tests for each studied ϕ (volume fraction) were performed. In the executed tests, the most complex
geometries were used, i.e., the plates P(6,6) with the thinnest stiffener’s thickness. Besides, we applied
the same boundary and load conditions as employed in all analyzed plates, namely, simply supported
edges and uniformly distributed load of 10 kN/m2.
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Figure 10. Mesh convergence and verification for the square plate with orthogonal stiffeners for
different stiffeners heights.

In the mesh convergence tests, four different mesh refinements were used: M1; M2; M3; and
M4, where the element size in each mesh is a fraction of the plate’s width (M1 = b/20; M2 = b/40;
M3 = b/60; and M4 = b/80). To illustrate these mesh convergence tests, Figure 11 shows the results
for both models SHELL93–quadrilateral and SOLID95–hexahedral for ϕ = 0.5, and it is possible to
observe the convergence from the mesh M3 for both element types. Furthermore, the convergence
criterion was also reached in the mesh M3 for all ϕ under analysis. Thus, the meshes used throughout
this research have an element size of 1/60 of the plate’s width (16.67 mm).

Figure 11. Mesh convergence for ϕ = 0.5 for the plate P(6,6) with hs/ts = 49.72.

Thereafter, the proposed stiffened plates were numerically simulated. As early mentioned, a
simply supported non-stiffened steel plate, with t = 20 mm, b = 1 m, a = 2 m, E = 200 GPa and ν = 0.3,
was adopted as reference. Regarding the load conditions, the plate was subjected to a uniform load of
10 kN/m2. The geometrical configurations of the stiffened plates were defined by transforming part of
the reference plate into stiffeners. The stiffeners’ thicknesses were defined based on commercial values
of steel plates, varying from 1/8 in (3.18 mm) to 3 in (76.20 mm).
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Then, scatter charts, representing the variation of the plates’ central deflection, for each P(Nls, Nts),
as a function of the degree of freedom hs/ts, were plotted. To illustrate the results, Figure 12 shows the
aforementioned graphs for the volume fraction ϕ = 0.5.

Figure 12. Central deflection forϕ = 0.5 with Nls and Nts varying from 2 to 6: (a) SHELL93; (b) SOLID95;
(c) SHELL93; (d) SOLID95; (e) SHELL93; (f) SOLID95; (g) SHELL93; (h) SOLID95; (i) SHELL93;
and (j) SOLID95.
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From Figure 12 one can notice that the mere transformation of a portion of steel from the reference
plate into stiffeners enhanced the mechanical behavior (regarding the central deflection) of all stiffened
plates, since all analyzed configurations presented a displacement lower than the reference plate’s one
(see Section 5.1.1).

Through the graphs of Figure 12, it was also noted that an increase in the ratio hs/ts entails
a reduction in the central out-of-plane displacement Uz of the plates. This occurs because as hs/ts

increases, the moment of inertia of the new defined structures also increases.
In addition, it was possible to adjust power curves to the numerical results that mathematically

described the relation between the central deflection Uz and ratio hs/ts with great accuracy. To do so,
the following general equation was defined:

Uz= C1

(
hs

ts

)C2

(5)

where C1 and C2 are constants that depend on the number of longitudinal Nls and transverse
Nts stiffeners.

To exemplify the performed curve fitting, Figure 13 presents the power curves that best fitted the
data for the plates P(6,2) and P(6,5) with ϕ = 0.5 and SHELL93–quadrilateral and SOLID95–hexahedral
elements type. Moreover, the same figure presents the determination coefficient R2, which indicates
how well the curve fits the obtained data. In both cases, the plates P(6,2) and P(6,5) had coefficients R2

superior to 0.99 (or 99%).

Figure 13. Curve fitting for P(6,2) and P(6,5) with ϕ = 0.5: (a) SHELL93 and (b) SOLID95.

In Appendix A we present the coefficients C1; C2; and R2 for each studied geometry and for all
volume fractions, as well as the range of degree of freedom hs/ts that was numerically simulated. It is
important to note that all values of C2 are negative, which means that the central deflection decreases
as the relation hs/ts increases, corroborating with the behavior observed in the graphs of Figure 12.

Moreover, an important find which emerges from Figure 13a is that when comparing, for instance,
the results of P(6,2) with hs/ts = 1.02 in relation to P(6,2) with hs/ts = 35.62, both with SHELL93 model,
there is a nearly 94% reduction in transverse displacement in the center of the stiffened plate. Therefore,
since the amount of steel used in the manufacture of these stiffened plates is kept constant, one can
state that considerable improvements in structural rigidity can be achieved only due to the influence of
its geometric configuration variation. It is worth mentioning that this trend occurs for all stiffened
plates arrangements considered in this work.

Taking into account that the Constructal Design method is able to evaluate the influence of the
geometric parameters (degrees of freedom) on the mechanical behavior regarding the deflection of the
stiffened plates under analysis, so the degrees of freedom Nls, Nts, and hs/ts were evaluated seeking

149



Metals 2020, 10, 220

the lowest central deflection among all studied geometrical configurations, for each adopted volume
fraction ϕ.

Initially, it was determined the optimal relation hs/ts, called (hs/ts)o, i.e., the ratio hs/ts that leads to
the minimized central displacements, called (Uz)m, for each combination of P(Nls,Nts). The graphs in
Figure 14 show the minimized central deflections of the stiffened plates, considering each combination
of the number of longitudinal Nls and the number of transverse Nts stiffeners. It is important to
highlight that the lines in Figure 14 are adopted only to aid the visualization of how Nts influences the
central deflection. Obviously, these lines do not indicate or represent continuity among the discrete
values of Nts variation.

Figure 14. Influence of Nts on the value of (Uz)m for ϕ = 0.1 to 0.5, Nls and Nts = 2 to 6: (a) SHELL93;
(b) SOLID95; (c) SHELL93; (d) SOLID95; (e) SHELL93; (f) SOLID95; (g) SHELL93; and (h) SOLID95.

Figure 14 indicates that an increase in the number of stiffeners does not necessarily mean an
improvement in the plate’s stiffness. By keeping the volume of material constant, the increase in the
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number of stiffeners decreases the reinforcements’ height and its cross-sectional moment of inertia and
hence reduces the stiffness of the structure. Another important observation is that the results showed
an oscillation trend, where plates with an odd number of transverse stiffeners presented better results
than those with an even Nts. This trend is explained by the fact that plates with and odd Nts have a
stiffener at its very center, reducing, therefore, the deflection in the structure’s geometric center.

For both models (SHELL93 and SOLID95) and each Nls, it was possible determining the optimal
number of transverse stiffeners (Nts)o, which is the Nts that leads to a twice minimized central deflection
of the plates, called (Uz)mm. Consequently, the twice optimized ratio hs/ts, called (hs/ts)oo was also
defined. Table 3 shows the aforementioned parameters for each volume fraction ϕ.

Table 3. Values of (Nts)o, (hs/ts)oo and (Uz)mm for each Nls and ϕ.

ϕ Nls (Nts)o ts (mm) hs (mm) (hs/ts)oo
(Uz)mm (mm)

SHELL93
(Uz)mm (mm)

SOLID95

0.1 2 3 3.18 180.19 56.66 0.0652 0.0639
0.1 3 3 3.18 140.21 44.09 0.1115 0.1094
0.1 4 3 3.18 114.75 36.08 0.1679 0.1649
0.1 5 3 3.18 97.11 30.54 0.2310 0.2269
0.1 6 5 3.18 74.41 23.40 0.2902 0.2852
0.2 2 5 3.18 280.52 88.21 0.0180 0.0177
0.2 3 3 3.18 280.42 88.18 0.0251 0.0245
0.2 4 3 3.18 229.50 72.17 0.0373 0.0365
0.2 5 5 3.18 168.61 53.02 0.0528 0.0515
0.2 6 5 3.18 148.82 46.80 0.0696 0.0679
0.3 2 5 4.75 282.20 59.41 0.0126 0.0123
0.3 3 3 4.75 282.04 59.38 0.0174 0.0171
0.3 4 5 3.18 291.70 91.73 0.0163 0.0159
0.3 5 5 3.18 252.91 79.53 0.0216 0.0211
0.3 6 5 3.18 223.23 70.20 0.0279 0.0272
0.4 2 5 6.35 281.95 44.40 0.0100 0.0098
0.4 3 6 4.75 282.72 59.52 0.0113 0.0111
0.4 4 5 4.75 261.02 54.95 0.0146 0.0143
0.4 5 5 4.75 226.35 47.65 0.0197 0.0192
0.4 6 5 3.18 297.64 93.60 0.0153 0.0149
0.5 2 5 8.00 280.27 35.03 0.0086 0.0084
0.5 3 5 6.35 288.83 45.48 0.0096 0.0094
0.5 4 3 6.35 288.33 45.41 0.0132 0.0129
0.5 5 5 4.75 282.94 59.57 0.0124 0.0121
0.5 6 5 4.75 249.77 52.58 0.0160 0.0156

One can note, from Table 3, that the displacements (Uz)mm tend to higher values as the degree of
freedom Nls increases. This happens due to the application of the Constructal Design method, the
main restriction of which is to keep the total volume of material constant in all analyzed geometric
configurations. By keeping the total volume of steel constant, the stiffeners’ height must be reduced in
order to increase the Nls, directly affecting the moment of inertia.

Based on results of Table 3, it is possible to determine the three-times optimized geometric
configuration for each analyzed volume fraction ϕ. To illustrate this, for ϕ = 0.1, the optimized
geometry is the plate P(2,3), with three-times optimized ratio (hs/ts)ooo = 56.66, which presented a
three-times minimized (Uz)mmm = 0.0652 mm for the simulations with SHELL93 elements and (Uz)mmm

= 0.0639 mm with SOLID95. For the volume fractions ϕ = 0.2; 0.3; 0.4; and 0.5, the best geometrical
configuration was the plate with geometric configuration P(2,5), which caused uniform spacing in
longitudinal and transverse directions (see Figure 2) defined as Sls = Sts = 0.333 m.

Lastly, we performed an evaluation of the influence ofϕ on the results of the central displacement of
the stiffened plates, with it being possible to identify, among all studied stiffened plates configurations,
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the one that achieves superior performance. Figure 15 shows the three-times minimized central
deflection (Uz)mmm for each analyzed volume fraction.

Figure 15. Influence of the volume fraction ϕ on the transverse central deflection.

From Figure 15, it is possible to observe that there was not a significant difference among the
results of the plates’ central deflections for volume fractions within the range 0.3 ≤ ϕ ≤ 0.5. Moreover,
we determined the plate with the best global performance (depicted in Figure 16) among all cases
analyzed in the present work, demonstrating that the best configuration is the plate with optimized
ϕo = 0.5, four-times optimized ratio (hs/ts)oooo = 35.03, three-times optimized (Nts)ooo = 5 and twice
optimized (Nls)oo = 2, which presented four-times minimized displacement (Uz)mmmm = 0.0086 and
(Uz)mmmm = 0.0084 mm for the models with SHELL93 and SOLID95, respectively.

Figure 16. Deformed configuration of the global optimized plate for: (a) SHELL93 and (b) SOLID95.

Therefore, the geometry with the best mechanical performance among all analyzed stiffened plates
provided a reduction in the transverse central deflection of 98.77% in comparison with the non-stiffened
reference plate. In other words, the optimal geometry presented a displacement 81-times smaller than
the one presented by the reference plate. Thus, significant improvements in the structural performance
of the stiffened plates were reached when changing the geometric configuration of these structures.
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6. Further Considerations

This paper allied the computational modeling, Constructal Design Method and Exhaustive Search
technique in the geometric evaluation of stiffened steel plates. From the generated results, the following
considerations emerge:

• Despite keeping the same steel volume, same dimensions (except thickness), same load and
same support conditions, in a general way, all proposed stiffened plates presented lower central
deflection when compared with non-stiffened reference plate. Those apparently obvious results
demonstrate how the proposed method is in the right direction toward the correct prediction of
physical effects. Furthermore, they show how, for a fixed amount of weight, stiffened plates are
more efficient. Adequate stiffening is therefore necessary. Welding techniques are also required.

• The number of transverse stiffeners (Nts), number of longitudinal stiffeners (Nls), and ratio between
height and thickness of stiffeners (hs/ts) have a deep influence on plates’ stiffness and hence in its
deflections. These results also permit us to give additional trust to the method, confirming an
obvious physical reality regarding the fact that more stiffeners influence the response of the plate.

• For stiffened plates fabricated with the same amount of steel volume, the increase in the number
of stiffeners does not necessarily imply a reduction of its central deflection, highlighting the
importance of performing studies involving geometric evaluation in order to efficiently use the
material when projecting and constructing these kind of structures.

• In a general way, the central deflection values for the stiffened plates tend to stabilize as the
ratio hs/ts increases. This asymptotic trend indicates that for values of hs/ts ≥ 20 there is no
significant reduction of central transverse displacement. It is an important finding because
over-incrementing hs/ts can be harmful to the structure as it increases the reinforcements’
slenderness and, consequently, intensifies the mechanical element’s propensity to instability
problems (local buckling).

• For each combination of Nls and Nts a power curve was fitted to mathematically describe the
relation between the central displacement and the ratio hs/ts. The coefficients of determination R2

presented values from 92% up to 99.99%, evidencing the great accuracy of the performed curve
fitting. The equations derived from these curves are highly useful in determining the central
displacements of the plates for values of hs/ts within the simulated range and even to extrapolate
these results for different values of hs/ts.

• The global optimized stiffened plate, i.e., the best performance among all analyzed geometric
configurations, was the one with optimized ϕo = 0.5, four-times optimized (hs/ts)oooo = 35.03,
three times optimized (Nts)ooo = 5 and twice optimized (Nls)oo = 2, which presented a four-times
minimized deflection of (Uz)mmmm = 0.0086 mm for the simulation performed using SHELL93
elements and (Uz)mmmm = 0.0084 mm for the simulation with SOLID95 elements. This geometric
configuration reached a reduction of 98.77% in the transverse central displacement, if compared
with the reference plate.

• Concerning the excellent convergence between the obtained results for both numerical models
(SHELL93 and SOLID95), one can indicate the employment of shell finite element for stiffened
plate simulations, since it has accuracy and needs a somewhat lower amount of processing time.

• Through the application of the Constructal Design Method, recommendations were obtained
about the best geometric configurations of stiffened plates with the aim of minimizing the central
out-of-plane displacement of these structures. In addition, it was also possible to draw conclusions
which can serve as a support for researches related to this topic, about the mechanical behavior of
structures composed of plates and stiffeners.

• The present study specifically considered the mechanical behavior related to the transverse
displacements of plates. To do so, an ideal structure (with no imperfections) having a linear
(geometric and material) behavior was considered. This simple approach was adopted, aiming to
show the applicability of the CDM in this kind of engineering problem. Therefore, in future works
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a stress analysis, as well as a Geometrically and Materially Nonlinear Analysis with Imperfections
Included (GMNIA), can be performed. Moreover, other geometric parameters can be varied, other
types of stiffeners can be investigated, and other types of metallic alloys can be tested.

7. Conclusions

Here we presented and discussed in detail a new computational method employed for modeling
of thin steel plates with stiffeners subjected to uniform transverse loads. Stiffened thin steel plates are
commonly used in a large range on engineering sectors (such as aeronautical, civil, naval or offshore
engineering). Specifically, an approach associating Constructal Design Method and Exhaustive Search
technique was here developed, merged in a computational model, validated and then applied with the
scope to minimize the central deflections of these plates. A non-stiffened plate was adopted as reference
for validation, but also for a plain comprehension of outcomes. Various values for the stiffeners
volume fraction (ϕ) were investigated searching for their influence, together with the configuration
providing the best structural performance. In these terms, the number of longitudinal and transverse
stiffeners, and the aspect ratio of stiffener shape were considered as degrees of freedom. For several
combinations of these parameters, the optimized plates were determined showing, in some cases, a
deflection reduction of over 90%.
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Appendix A

Table A1. Values of C1; C2; and R2 for ϕ = 0.1.

P(Nls,Nts) hs/ts Range
SHELL93 SOLID95

C1 C2 R2 C1 C2 R2

P(2,2) 1.05 ≤ hs/ts ≤ 66.07 0.663 −0.519 0.9854 0.650 −0.518 0.9840
P(2,3) 1.18 ≤ hs/ts ≤ 56.66 0.666 −0.542 0.9831 0.653 −0.541 0.9818
P(2,4) 1.04 ≤ hs/ts ≤ 49.60 0.643 −0.511 0.9792 0.631 −0.511 0.9777
P(2,5) 1.23 ≤ hs/ts ≤ 44.11 0.672 −0.524 0.9790 0.661 −0.524 0.9778
P(2,6) 1.11 ≤ hs/ts ≤ 39.71 0.657 −0.499 0.9750 0.647 −0.498 0.9736
P(3,2) 1.03 ≤ hs/ts ≤ 49.56 0.767 −0.448 0.9664 0.749 −0.445 0.9630
P(3,3) 1.23 ≤ hs/ts ≤ 44.09 0.769 −0.471 0.9704 0.752 −0.469 0.9680
P(3,4) 1.11 ≤ hs/ts ≤ 39.71 0.736 −0.454 0.9671 0.721 −0.452 0.9646
P(3,5) 1.01 ≤ hs/ts ≤ 36.12 0.710 −0.440 0.9631 0.695 −0.438 0.9602
P(3,6) 1.35 ≤ hs/ts ≤ 33.12 0.749 −0.457 0.9703 0.736 −0.456 0.9684
P(4,2) 1.10 ≤ hs/ts ≤ 39.66 0.839 −0.384 0.9522 0.820 −0.381 0.9474
P(4,3) 1.01 ≤ hs/ts ≤ 36.08 0.790 −0.386 0.9512 0.770 −0.383 0.9463
P(4,4) 1.35 ≤ hs/ts ≤ 33.10 0.820 −0.410 0.9623 0.804 −0.408 0.9595
P(4,5) 1.25 ≤ hs/ts ≤ 30.58 0.789 −0.401 0.9600 0.773 −0.399 0.9569
P(4,6) 1.26 ≤ hs/ts ≤ 28.41 0.765 −0.388 0.9578 0.750 −0.386 0.9546
P(5,2) 1.34 ≤ hs/ts ≤ 33.05 0.904 −0.341 0.9474 0.884 −0.337 0.9417
P(5,3) 1.24 ≤ hs/ts ≤ 30.54 0.857 −0.347 0.9484 0.836 −0.343 0.9430
P(5,4) 1.16 ≤ hs/ts ≤ 28.38 0.824 −0.342 0.9480 0.805 −0.339 0.9427
P(5,5) 1.08 ≤ hs/ts ≤ 26.51 0.796 −0.337 0.9469 0.777 −0.334 0.9413
P(5,6) 1.02 ≤ hs/ts ≤ 24.87 0.774 −0.329 0.9455 0.756 −0.326 0.9395
P(6,2) 1.15 ≤ hs/ts ≤ 28.33 0.892 −0.277 0.9314 0.869 −0.272 0.9217
P(6,3) 1.07 ≤ hs/ts ≤ 26.47 0.853 −0.286 0.9341 0.829 −0.280 0.9248
P(6,4) 1.01 ≤ hs/ts ≤ 24.84 0.825 −0.285 0.9348 0.803 −0.281 0.9255
P(6,5) 1.49 ≤ hs/ts ≤ 23.40 0.864 −0.320 0.9558 0.845 −0.317 0.9519
P(6,6) 1.41 ≤ hs/ts ≤ 22.12 0.840 −0.315 0.9553 0.823 −0.313 0.9516
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Table A2. Values of C1; C2; and R2 for ϕ = 0.2.

P(Nls,Nts) hs/ts Range
SHELL93 SOLID95

C1 C2 R2 C1 C2 R2

P(2,2) 1.35 ≤ hs/ts ≤ 59.28 0.400 −0.660 0.9987 0.390 −0.658 0.9986
P(2,3) 1.16 ≤ hs/ts ≤ 50.86 0.393 −0.706 0.9985 0.379 −0.701 0.9981
P(2,4) 1.02 ≤ hs/ts ≤ 44.53 0.389 −0.669 0.9982 0.376 −0.665 0.9977
P(2,5) 1.42 ≤ hs/ts ≤ 88.21 0.410 −0.701 0.9989 0.398 −0.698 0.9987
P(2,6) 1.28 ≤ hs/ts ≤ 79.41 0.413 −0.681 0.9986 0.402 −0.678 0.9983
P(3,2) 1.01 ≤ hs/ts ≤ 44.48 0.550 −0.657 0.9956 0.528 −0.649 0.9942
P(3,3) 1.41 ≤ hs/ts ≤ 88.18 0.534 −0.682 0.9983 0.514 −0.677 0.9978
P(3,4) 1.28 ≤ hs/ts ≤ 79.41 0.516 −0.672 0.9977 0.498 −0.667 0.9971
P(3,5) 1.17 ≤ hs/ts ≤ 72.23 0.507 −0.673 0.9965 0.487 −0.667 0.9956
P(3,6) 1.07 ≤ hs/ts ≤ 66.24 0.501 −0.663 0.9954 0.482 −0.657 0.9944
P(4,2) 1.27 ≤ hs/ts ≤ 79.31 0.701 −0.637 0.9955 0.675 −0.632 0.9943
P(4,3) 1.16 ≤ hs/ts ≤ 72.17 0.641 −0.647 0.9942 0.612 −0.640 0.9929
P(4,4) 1.07 ≤ hs/ts ≤ 66.21 0.606 −0.635 0.9936 0.581 −0.628 0.9921
P(4,5) 1.29 ≤ hs/ts ≤ 61.15 0.614 −0.653 0.9942 0.589 −0.648 0.9931
P(4,6) 1.20 ≤ hs/ts ≤ 56.82 0.597 −0.642 0.9933 0.574 −0.637 0.9920
P(5,2) 1.06 ≤ hs/ts ≤ 66.10 0.791 −0.597 0.9882 0.753 −0.588 0.9854
P(5,3) 1.28 ≤ hs/ts ≤ 61.08 0.760 −0.623 0.9909 0.725 −0.616 0.9891
P(5,4) 1.20 ≤ hs/ts ≤ 56.77 0.715 −0.618 0.9903 0.683 −0.610 0.9884
P(5,5) 1.12 ≤ hs/ts ≤ 53.02 0.682 −0.615 0.9889 0.649 −0.607 0.9868
P(5,6) 1.06 ≤ hs/ts ≤ 49.74 0.657 −0.607 0.9878 0.627 −0.599 0.9855
P(6,2) 1.18 ≤ hs/ts ≤ 56.66 0.903 −0.572 0.9839 0.861 −0.563 0.9805
P(6,3) 1.11 ≤ hs/ts ≤ 52.94 0.823 −0.580 0.9839 0.780 −0.570 0.9805
P(6,4) 1.05 ≤ hs/ts ≤ 49.68 0.772 −0.576 0.9836 0.734 −0.567 0.9804
P(6,5) 1.32 ≤ hs/ts ≤ 46.80 0.785 −0.601 0.9871 0.748 −0.593 0.9849
P(6,6) 1.25 ≤ hs/ts ≤ 44.23 0.753 −0.594 0.9863 0.719 −0.587 0.9840

Table A3. Values of C1; C2; and R2 for ϕ = 0.3.

P(Nls,Nts) hs/ts Range
SHELL93 SOLID95

C1 C2 R2 C1 C2 R2

P(2,2) 1.04 ≤ hs/ts ≤ 31.42 0.255 −0.688 0.9989 0.244 −0.681 0.9991
P(2,3) 1.04 ≤ hs/ts ≤ 42.75 0.245 −0.753 0.9995 0.234 −0.744 0.9993
P(2,4) 1.07 ≤ hs/ts ≤ 37.44 0.247 −0.695 0.9989 0.236 −0.687 0.9990
P(2,5) 1.37 ≤ hs/ts ≤ 59.41 0.259 −0.754 0.9992 0.250 −0.748 0.9992
P(2,6) 1.23 ≤ hs/ts ≤ 53.49 0.264 −0.719 0.9989 0.255 −0.714 0.9989
P(3,2) 1.06 ≤ hs/ts ≤ 37.38 0.378 −0.734 0.9992 0.360 −0.724 0.9986
P(3,3) 1.36 ≤ hs/ts ≤ 59.38 0.352 −0.745 0.9993 0.336 −0.736 0.9992
P(3,4) 1.23 ≤ hs/ts ≤ 53.49 0.344 −0.738 0.9993 0.328 −0.730 0.9990
P(3,5) 1.13 ≤ hs/ts ≤ 48.67 0.341 −0.745 0.9991 0.325 −0.735 0.9986
P(3,6) 1.04 ≤ hs/ts ≤ 44.64 0.341 −0.738 0.9988 0.325 −0.729 0.9982
P(4,2) 1.22 ≤ hs/ts ≤ 53.39 0.503 −0.718 0.9989 0.480 −0.710 0.9984
P(4,3) 1.12 ≤ hs/ts ≤ 48.60 0.455 −0.732 0.9986 0.430 −0.721 0.9978
P(4,4) 1.03 ≤ hs/ts ≤ 44.60 0.430 −0.717 0.9984 0.407 −0.707 0.9976
P(4,5) 1.49 ≤ hs/ts ≤ 91.73 0.428 −0.732 0.9991 0.408 −0.725 0.9990
P(4,6) 1.39 ≤ hs/ts ≤ 85.23 0.419 −0.720 0.9991 0.401 −0.714 0.9989
P(5,2) 1.02 ≤ hs/ts ≤ 44.50 0.614 −0.704 0.9967 0.579 −0.691 0.9950
P(5,3) 1.47 ≤ hs/ts ≤ 91.62 0.569 −0.723 0.9990 0.539 −0.714 0.9986
P(5,4) 1.38 ≤ hs/ts ≤ 85.15 0.533 −0.718 0.9989 0.506 −0.709 0.9984
P(5,5) 1.29 ≤ hs/ts ≤ 79.53 0.511 −0.721 0.9986 0.483 −0.712 0.9980
P(5,6) 1.22 ≤ hs/ts ≤ 74.61 0.496 −0.717 0.9983 0.469 −0.707 0.9976
P(6,2) 1.36 ≤ hs/ts ≤ 84.99 0.751 −0.700 0.9979 0.712 −0.691 0.9971
P(6,3) 1.28 ≤ hs/ts ≤ 79.41 0.667 −0.708 0.9977 0.627 −0.697 0.9967
P(6,4) 1.21 ≤ hs/ts ≤ 74.52 0.618 −0.702 0.9976 0.583 −0.692 0.9966
P(6,5) 1.14 ≤ hs/ts ≤ 70.20 0.586 −0.705 0.9970 0.550 −0.693 0.9958
P(6,6) 1.09 ≤ hs/ts ≤ 66.35 0.562 −0.699 0.9967 0.529 −0.688 0.9954
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Table A4. Values of C1; C2; and R2 for ϕ = 0.4.

P(Nls,Nts) hs/ts Range
SHELL93 SOLID95

C1 C2 R2 C1 C2 R2

P(2,2) 1.07 ≤ hs/ts ≤ 29.55 0.184 −0.662 0.9952 0.172 −0.653 0.9956
P(2,3) 1.20 ≤ hs/ts ≤ 35.96 0.175 −0.784 0.9994 0.165 −0.772 0.9995
P(2,4) 1.06 ≤ hs/ts ≤ 31.50 0.176 −0.672 0.9962 0.165 −0.660 0.9966
P(2,5) 1.09 ≤ hs/ts ≤ 44.40 0.183 −0.781 0.9994 0.174 −0.771 0.9995
P(2,6) 1.15 ≤ hs/ts ≤ 39.98 0.187 −0.714 0.9979 0.178 −0.706 0.9981
P(3,2) 1.04 ≤ hs/ts ≤ 31.44 0.275 −0.771 0.9997 0.260 −0.756 0.9995
P(3,3) 1.09 ≤ hs/ts ≤ 44.37 0.250 −0.775 0.9996 0.235 −0.760 0.9994
P(3,4) 1.15 ≤ hs/ts ≤ 39.98 0.247 −0.771 0.9995 0.233 −0.760 0.9994
P(3,5) 1.06 ≤ hs/ts ≤ 36.39 0.246 −0.781 0.9996 0.232 −0.767 0.9993
P(3,6) 1.38 ≤ hs/ts ≤ 59.52 0.248 −0.770 0.9991 0.237 −0.762 0.9991
P(4,2) 1.14 ≤ hs/ts ≤ 39.88 0.371 −0.751 0.9995 0.351 −0.739 0.9992
P(4,3) 1.04 ≤ hs/ts ≤ 36.32 0.334 −0.775 0.9994 0.312 −0.759 0.9989
P(4,4) 1.38 ≤ hs/ts ≤ 59.47 0.314 −0.742 0.9987 0.298 −0.733 0.9988
P(4,5) 1.28 ≤ hs/ts ≤ 54.95 0.313 −0.773 0.9995 0.295 −0.762 0.9993
P(4,6) 1.19 ≤ hs/ts ≤ 51.07 0.307 −0.754 0.9993 0.290 −0.744 0.9992
P(5,2) 1.35 ≤ hs/ts ≤ 59.33 0.482 −0.762 0.9993 0.456 −0.751 0.9991
P(5,3) 1.26 ≤ hs/ts ≤ 54.85 0.425 −0.769 0.9994 0.398 −0.755 0.9990
P(5,4) 1.18 ≤ hs/ts ≤ 51.00 0.397 −0.764 0.9993 0.373 −0.751 0.9989
P(5,5) 1.11 ≤ hs/ts ≤ 47.65 0.381 −0.767 0.9992 0.355 −0.753 0.9986
P(5,6) 1.05 ≤ hs/ts ≤ 44.72 0.371 −0.763 0.9990 0.347 −0.749 0.9983
P(6,2) 1.16 ≤ hs/ts ≤ 50.86 0.585 −0.754 0.9989 0.549 −0.741 0.9981
P(6,3) 1.10 ≤ hs/ts ≤ 47.55 0.512 −0.761 0.9988 0.475 −0.744 0.9978
P(6,4) 1.04 ≤ hs/ts ≤ 44.64 0.472 −0.752 0.9987 0.439 −0.737 0.9978
P(6,5) 1.53 ≤ hs/ts ≤ 93.60 0.455 −0.759 0.9992 0.427 −0.748 0.9991
P(6,6) 1.45 ≤ hs/ts ≤ 88.46 0.437 −0.751 0.9992 0.411 −0.741 0.9990

Table A5. Values of C1; C2; and R2 for ϕ = 0.5.

P(Nls,Nts) hs/ts Range
SHELL93 SOLID95

C1 C2 R2 C1 C2 R2

P(2,2) 1.06 ≤ hs/ts ≤ 20.84 0.150 −0.592 0.9921 0.134 −0.578 0.9917
P(2,3) 1.16 ≤ hs/ts ≤ 17.91 0.138 −0.823 0.9998 0.129 −0.804 0.9999
P(2,4) 1.02 ≤ hs/ts ≤ 27.79 0.140 −0.608 0.9890 0.127 −0.591 0.9891
P(2,5) 1.18 ≤ hs/ts ≤ 35.03 0.143 −0.807 0.9994 0.135 −0.793 0.9996
P(2,6) 1.07 ≤ hs/ts ≤ 31.55 0.148 −0.683 0.9949 0.137 −0.670 0.9955
P(3,2) 1.01 ≤ hs/ts ≤ 27.72 0.218 −0.800 0.9996 0.204 −0.781 0.9996
P(3,3) 1.17 ≤ hs/ts ≤ 35.00 0.196 −0.802 0.9995 0.182 −0.783 0.9997
P(3,4) 1.07 ≤ hs/ts ≤ 31.55 0.192 −0.797 0.9997 0.179 −0.778 0.9997
P(3,5) 1.13 ≤ hs/ts ≤ 45.48 0.191 −0.797 0.9995 0.178 −0.781 0.9995
P(3,6) 1.04 ≤ hs/ts ≤ 41.73 0.194 −0.796 0.9996 0.181 −0.780 0.9995
P(4,2) 1.05 ≤ hs/ts ≤ 31.45 0.293 −0.764 0.9994 0.273 −0.746 0.9995
P(4,3) 1.12 ≤ hs/ts ≤ 45.40 0.261 −0.796 0.9995 0.242 −0.778 0.9995
P(4,4) 1.03 ≤ hs/ts ≤ 41.69 0.245 −0.751 0.9988 0.227 −0.735 0.9990
P(4,5) 1.13 ≤ hs/ts ≤ 38.53 0.245 −0.801 0.9997 0.228 −0.784 0.9995
P(4,6) 1.05 ≤ hs/ts ≤ 35.82 0.240 −0.766 0.9995 0.223 −0.751 0.9994
P(5,2) 1.01 ≤ hs/ts ≤ 41.55 0.380 −0.789 0.9996 0.351 −0.770 0.9991
P(5,3) 1.11 ≤ hs/ts ≤ 38.43 0.335 −0.799 0.9996 0.309 −0.779 0.9992
P(5,4) 1.04 ≤ hs/ts ≤ 35.75 0.313 −0.793 0.9996 0.289 −0.774 0.9991
P(5,5) 1.39 ≤ hs/ts ≤ 59.57 0.301 −0.793 0.9993 0.280 −0.779 0.9993
P(5,6) 1.31 ≤ hs/ts ≤ 55.90 0.295 −0.791 0.9994 0.276 −0.777 0.9993
P(6,2) 1.02 ≤ hs/ts ≤ 35.62 0.470 −0.785 0.9994 0.436 −0.766 0.9985
P(6,3) 1.37 ≤ hs/ts ≤ 59.43 0.412 −0.794 0.9994 0.383 −0.778 0.9993
P(6,4) 1.30 ≤ hs/ts ≤ 55.80 0.378 −0.780 0.9993 0.352 −0.766 0.9992
P(6,5) 1.23 ≤ hs/ts ≤ 52.58 0.361 −0.794 0.9995 0.335 −0.777 0.9992
P(6,6) 1.17 ≤ hs/ts ≤ 49.72 0.348 −0.782 0.9995 0.322 −0.767 0.9992
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Abstract: The paper describes the wear performance of zinc-aluminium ZA27 alloy, reinforced with
silicon-carbide (SiC) and graphite (Gr) particles. The compo-casting technique produced the composite
samples. The tested samples were: ZA27 alloy, ZA27/5%SiC composite, and ZA27/5%SiC/3%Gr
hybrid composite. A block-on-disc tribometer was used during wear tests under the dry sliding
conditions by varying the normal loads and sliding speeds. The sliding distance was constant during
tests. The microstructure of the worn surfaces of the tested materials was analysed using the scanning
electronic microscope (SEM) and the energy dispersive spectrometry (EDS).

Keywords: hybrid composite; wear performance; ZA27 alloy

1. Introduction

Zinc–aluminium alloys are used for various industrial applications. They have favourable
properties, such as: A low melting point, high tensile strength and hardness, easy machinability,
high castability, good corrosion resistance, and low manufacturing costs.

The effects of different reinforcement materials, like SiC, graphite, Al2O3 and ZrO2 on tribological
behaviour of composites based on ZA27 alloy have been the research topic of many authors.
Their research results clearly show that reinforcement particles improve the tribological behaviour of
the base Zn-Al alloy.

To improve the wear performance of zinc-based alloys, SiC is added as reinforcement to form
composites. Thus, the dimensional stability and wear resistance of the composites were improved [1,2].
The sliding wear tests were conducted using a pin-on-disc method. The composite melt was prepared
with 10 wt.% SiC particles of 50 μm–100 μm size. The author concludes that the wear-rate of
the zinc-based alloy and its composite containing SiC particles increases with load in dry and
lubricated conditions.

Effect of the SiC particles reinforcement on the dry sliding wear behaviour of ZA27 alloy composites
was investigated in Reference [3]. The sliding wear tests were conducted at loads of 3 kg, 4 kg, 5 kg
and 6 kg (29.4 N, 39.2 N, 49.1 N and 58.9 N, respectively) and rotational speeds of 200 rpm, 250 rpm
and 300 rpm. It has been noticed that the observed composites exhibit abrasion wear at low loads and
dominant delamination wear at high loads.

Authors of several papers have investigated and reported a positive tribological effect of graphite
particles on ZA27 alloys in the dry sliding tests [4–6]. In Reference [4], the graphite particulate size
was 50 μm–100 μm and its contents in the composites were 0%, l%, 3% and 5%. It was found that the
increase in graphite content within the ZA27 matrix resulted in a significant increase of ductility and
strength, but a decrease of hardness. In Reference [5], ZA27 based composites were prepared with 0%,
4%, 6% and 8% of graphite particulate addition using the compo casting method. Experimental results
show that the damping capacity increases with addition of graphite.

Unlike more conventional materials such as cast iron [7], this effect was obtained with the
tribo-induced graphite film on the contact surface of the composite. The composite material based on
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ZA27 alloy with 2 wt.% of graphite particles was tested under dry and lubricated sliding conditions [8].
The authors have shown that the difference between the wear resistance of composite and the matrix
alloy increases with the increase of the applied load and the sliding speed. This was attributed to solid
lubrication provided by the formation of the graphite-rich film on the tribo-surface.

The metal-matrix composites (MMCs) have better mechanical properties, such as: Higher tensile
strength, temperature stability and elastic modulus compared to unreinforced alloys [9,10]. The results
from Reference [9] show that ZA alloys wear-rate strongly depends on the applied load. This dependence
was found to be nonlinear. In addition, the transfer of Fe from the disc to the sample was noticed in dry
sliding conditions. The research confirmed that the wear properties of the matrix alloys improve with
the addition of SiC particles. Based on the experimental results from Reference [10], the authors have
modelled dry sliding wear behaviour using a statistical approach method. They observed the effect of
interactions between the sliding speed, the applied load and the sliding distance on wear behaviour of
metal matrix composites. The increase of the sliding speed during tests generated the decrease of the
wear volume loss. The increase in applied load and sliding distance caused an increase in the wear
volume loss. The developed model proved to be an effective tool for evaluation of composites dry
sliding wear performance.

The Taguchi design of the experiments as means for optimisation of the wear test parameters
was used to describe the tribological behaviour of ZA27/10%SiC composites and ZA27/10%SiC/3%Gr
hybrid composites in Reference [11]. It has been found that the contact load has the greatest influence
on the wear-rate (85.85%), while the sliding speed (7.09%) and graphite content (5.24%) have a smaller
influence. The interactions between main parameters (graphite, load, sliding speed) have significantly
less influence than the parameters themselves.

The papers [12,13] deal with the wear characteristics of ZA27/5%SiC/3%Gr and ZA27/10%SiC/1%Gr
hybrid composites, respectively. Both composites were produced by using the compo-casting method
and tested for different applied loads, sliding speeds and sliding distances in order to prove their
better resistance to wear. Based on experimental tests conducted with the “block-on-disc” tribometer,
variations in wear volume loss in dry sliding conditions were presented. By monitoring the wear
process, the advantages of the tested hybrid composites as advanced tribo-materials was observed.

The hard reinforcements (such as SiC) enhance the hardness and abrasive wear resistance of Zn-Al
alloy, but reduce its machinability and conductivity [14]. It has been concluded that graphite, as a solid
lubricant with good conductivity, can be dispersed in Zn-Al alloy together with SiC. The increase in
SiC content induces the increase of the ultimate tensile strength of the composite material.

Study in Reference [15] was focused on processing and physical and mechanical characterisation
of the ZA-27 metal matrix composites reinforced with SiC particles, with different weight percentage
(0 to 9 wt.%). It was concluded that the observed composites have low porosity and improved
micro-hardness and tensile strength compared to the pure ZA27 alloy. The authors conclude that the
erosion characteristics of these composites can also be successfully analysed using Taguchi experimental
design scheme.

In Reference [16], experiments were conducted on Al–Gr composites and Al–SiC–Gr hybrid
composites using the pin-on-disc equipment. Investigations have shown that the optimally combined
% reinforcement is around 7.5% for any value of the sliding distance, sliding speed, and load within
the considered range. Application of aluminium based composite materials in automotive industry
enables the production of the lighter, safer and more energy efficient vehicles.

Tribological tests of aluminium based composite materials were described in Reference [17].
A matrix alloy was reinforced with 10% Gr and 3% SiC. It was shown that an increase in the SiC fraction
causes an increase of the wear resistance of hybrid composites, while decreasing the wear.

Results from References [18–20] indicate that the alumina particle content can have a
positive influence on the tribological behaviour of the ZA27 alloy-based hybrid composite.
The tribological tests were conducted using the pin-on-disc wear test equipment under the dry
sliding condition [18]. Wear process was studied using analysis of variance technique and regression
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equations. In Reference [19], the alumina percentage in the composites was varied from 0 to 9%.
The hybrid composite with 9% Al2O3 and 3% graphite was found to have the highest wear resistance.
The paper [20] investigated the composites with 3, 5, and 10 wt.% of Al2O3 particles that were produced
by the compo-casting procedure. The difference in the wear resistance between the composite and the
matrix alloy was increased with the increase of Al2O3 particle content.

Composite, which is improved by reinforcements with alumina and graphite nano-particles,
has preferable microstructure stability and tribological behaviour than conventional MMCs [21].

In References [22,23], the authors state that nano-particles can improve the base material,
and contribute to wear resistance, damping properties, and mechanical strength. However,
thus obtained nanocomposites are seldom used in commercial applications, because of their recent
development. Due to their good thermal conductivity, wear resistance and high specific strength,
they are suitable as materials for aircraft brakes, bicycle frames, heat sinks and solders, but also
in aerospace and automotive industries for making the cylinder liners, aircraft fins, disk brakes
and calipers.

Increase of mass or volumetric share of SiC, Al2O3 and graphite changes the tribological
characteristics of MMCs. By combining the appropriate share of reinforcement materials, the optimal
values of tribological characteristics of materials are achieved [24,25].

Good characteristics of the zinc-aluminium alloys have inspired researchers to reinforce them
with already mentioned reinforcement materials. In this way, much more enhanced mechanical and
tribological properties may be obtained. Based on the available research, some authors have separately
studied the effects of reinforcing ZA27 with SiC and Gr. However, the majority of the research was
dedicated to improving tribological properties of the ZA27 alloy-based composites. Not many of them
have been focused on hybrid composites with the same substrate. Thus, this paper aims to investigate
the tribological behaviour of hybrid composites compared to the base alloy. Acquired knowledge may
be used to improve the existing solutions and lead to new industrial and engineering applications.

Zinc aluminium alloy ZA27 was used as a base material for the production of composites in
this research. The following composites were analysed: ZA27/5%SiC/3%Gr hybrid composite and
ZA27/5%SiC composite. Other researchers have rarely tested composites with a given percentage
of reinforcement particles, therefore, the test results presented in this paper contribute to a better
understanding of their wear performance.

2. Materials and Methods

The tested composite materials were successfully prepared using the compo-casting procedure,
which is economical and enables a good distribution of the reinforcements in the composite structure.
Previous preparation of reinforcement particles is not necessary, so the production becomes simpler
and cheaper.

In order to obtain the composite materials, equipment consisting of the process part (melting
furnace, mixer and crucible) and the part for temperature measurement, control and regulation
(thermocouple and instrumentation). A two- phase compo-casting procedure was used. First,
the infiltration of the particles into the semi-solid melt of the basic alloy was obtained by mixing.
The graphite particles of size 15 μm were added, while the average size of the SIC particles was 26 μm.
After the operating temperature of 465 ◦C was reached, mixing of melt with the rotational speed of
the active part of the mixer of 500 min−1, lasting 2.5 min has been conducted in order to facilitate the
infiltration of particles and to prevent thickening of melt. The second phase included the hot pressing
of the obtained composite casts.

2.1. Structure of the Tested Materials

Table 1 shows the chemical composition of the ZA27 alloy used for obtaining the
composite materials.
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Table 1. The chemical composition of ZA27 alloy.

Element Al Cu Mg Fe Sn Cd Pb Zn

wt.% 26.3 2.54 0.018 0.062 0.002 0.005 0.004 balance

The hardness of the tested samples was: ZA27—124 Hv, ZA27/5%SiC composite—147 Hv,
ZA27/5%SiC/3%Gr hybrid composite—145 Hv.

The metallographic analysis is a very powerful research tool that enables the review of the grain
structure and the size of the reinforcement particles. Thus, the microstructure of the tested materials was
observed by computer-aided optical microscope Meiji Techno’s MT8500 (Meiji Techno Co., Ltd., Saitama,
Japan). The specimens were polished and etched according to standard metallographic practice.

Figure 1a presents the microstructure of ZA27 alloy. The visible uniformity of the structure caused
favourable mechanical properties of the tested materials. It can be seen that the structure of the sample
of ZA27 alloy is typically dendrite. The microstructure of the matrix alloy revealed primary α dendrites,
eutectoid α + η and meta-stable ε phase. Similar observations have been made in References [1,8,9,14].
The structure is found to be homogeneous, consisting of light-coloured cores rich with aluminium,
with a grey coloured extracted eutecticum made of α- and η-phase rich with zinc.

  
(a) (b) 

 
(c) 

Figure 1. The microstructure of the tested materials: (a) ZA27 alloy; (b) ZA27/5%SiC composite;
(c) ZA27/5% SiC/3%Gr hybrid composite.

Microstructure of ZA27/5%SiC composite is given in Figure 1b and microstructure of
ZA27/5%SiC/3%Gr hybrid composites displayed in Figure 1c. The particles of SiC and Gr are
indicated in the figures.

Reasonably homogeneous dispersion of the reinforcing particles is visible. The silicon carbide
particles can be clearly identified when compared with graphite. The soft particles of graphite did not
maintain their original size, because their erosion had occurred during the mixing procedure.

2.2. Testing Methods

The measuring equipment consisted of five major component groups: Tribology testing device
(tribometer), sensors, measuring amplifier, data acquisition system, and computer.
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The tests of tribological characteristics of the ZA27 alloy and both composites were done using the
block-on-disc tribometer with computer support. Tribometer configuration contains the power system
(electric motor and drive), the system for setting the normal load and sliding speed, the system for
self-aligning of the rotational disc and the stationary block, and the measuring system. The design of
the special block carrier enables the transfer of the normal load in the direction of the disc axis. In this
way, a contact along the whole length of the block on disk is obtained.

The dry sliding tests were conducted for sliding speeds of 0.25 m/s, 0.5 m/s and 1 m/s, normal loads
of 10 N, 20 N and 30 N and sliding distance of 600 m. The contact pairs were prepared according
to the demands of ASTM G77-05 standard. All discs, made of 90MnCrV8 steel with a hardness
of 62–64 HRC, had the diameter of 35 mm and surface roughness of Ra = 0.3 μm. Dimensions of
the blocks were 6.35 mm × 15.75 mm × 10.16 mm. The blocks were made of the tested ZA27 alloy,
ZA27/5%SiC composite and ZA27/5%SiC/3%Gr hybrid composite. The roughness of the contact surface
of the test blocks was Ra = 0.3 μm.

All the experiments were repeated five times per sample/condition. The wear track width at the
block contact surface was selected as the basic parameter of wear. The measurement of the wear track
width was conducted using the universal measuring microscope UIM-21 (GOMZ, Saint Petersburg,
Russia). Its final values were calculated as the arithmetic mean of the five conducted measurements.
Wear track width for different normal loads and sliding speeds were used for calculation of material
wear-rate. Wear volume was calculated in accordance with ASTM G77-83 (based on the measured wear
track width and the geometry of the contact pair, shown in References [17,20]) and used to calculate
the wear-rate expressed in mm3/m.

In order to understand the microstructure of the worn surfaces better, the SEM analysis of the
tested alloy and MMCs was performed. The scanning electronic microscope JEOL JSM-6610LV (JEOL
Ltd., Tokyo, Japan) was used. It has high resolution, and it is equipped with modern EDS module.
Before the SEM analysis, the samples were cleaned thoroughly. The samples were immersed in ethanol,
and then kept in an ultrasonic bath in order to achieve reliable results. The position of the samples
in the sample chamber was tracked by a camera, which enabled a direct selection of position for
signal recording.

3. Results and Discussion

The variations of the wear-rate in the dry sliding conditions are presented in corresponding
diagrams for adopted sliding distance, sliding speeds and contact loads. Table 2 contains the
measurement results of wear track width and calculated wear-rate for the three types of materials,
and all combinations of sliding speeds and applied loads.

In order to observe the evolution of the wear process and to make comparisons, the results of the
wear-rate for ZA27 alloy and composites were given in the same diagrams. In order to clearly state
the difference between wear-rate levels, diagrams are given for one force level and one sliding speed
level (Figures 2–4). Diagrams of the wear-rate obtained for the normal contact load of 10 N and three
different sliding speeds are presented in Figure 2a–c.

Diagrams of wear-rate obtained for the normal contact load of 20 N and three different sliding
speeds are presented in Figure 3a–c.

Diagrams of wear-rate obtained for normal contact load of 30 N and three different sliding speeds
are presented in Figure 4a–c.

The research results are in accordance with similar research related to ZA27 based alloys and
composites published in the literature [2,3,11,13,20]. It has been reported that the composite possesses
better wear resistance than a matrix alloy under dry sliding conditions. The wear-rate of composites,
as well as of the matrix alloy increased with the increase of applied load and sliding speed.

Based on previous diagrams, it may be seen that the wear-rate curves have the same character
both for ZA27 alloy and for the considered composites, but the composite materials exhibit smaller
wear-rates compared to that of ZA27 alloy in all tests. In the initial phase of the tests, very intensive
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wear was observed, followed by a period of stabilisation. The intensive initial wear of the tested
materials causes the larger slope of the curves at the beginning of the tests.

Table 2. Values of wear track width and wear-rate.

Tested
Materials

ZA27 ZA27/5%SiC ZA27/5%SiC/3%Gr

v/m/s F/N
Wear Track
Width/mm

Wear-Rate/mm3/m×
10−3

Wear Track
Width/mm

Wear-Rate/mm3/m×
10−3

Wear Track
Width/mm

Wear-Rate/mm3/m×
10−3

0.25
10 2.974 1.329 2.867 1.096 2.682 0.897

20 3.768 2.706 3.681 2.323 3.551 2.085

30 4.025 3.299 3.869 2.669 3.795 2.547

0.5
10 3.166 1.603 2.997 1.253 2.751 0.968

20 3.859 2.907 3.712 2.383 3.561 2.103

30 4.223 3.812 3.917 2.801 3.807 2.575

1
10 3.424 2.029 3.111 1.401 2.814 1.037

20 3.985 3.202 3.795 2.547 3.564 2.108

30 4.451 4.466 3.948 2.868 3.864 2.688

  
(a) (b) 

 
(c) 

Figure 2. Wear-rate of the tested materials for normal load of 10 N and sliding speed of: (a) v = 0.25 m/s;
(b) v = 0.5 m/s; (c) v = 1 m/s.
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(a) (b) 

 
(c) 

Figure 3. Wear-rate of the tested materials for normal load of 20 N and sliding speed of: (a) v = 0.25 m/s;
(b) v = 0.5 m/s; (c) v = 1 m/s.

  
(a) (b) 

 
(c) 

Figure 4. Wear-rate of the tested materials for normal load of 30 N and sliding speed of: (a) v = 0.25 m/s;
(b) v = 0.5 m/s; (c) v = 1 m/s.
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Analytical and graphical dependences between the wear-rate and the adopted parameters are
presented in Figure 5a–c. The power regression functions in the form given by Equation (1) were used:

wear rate = C·Fn
a·vb, (1)

where C, a, b are constants, Fn is the normal contact load, and v is the sliding speed.

 
(a) (b) 

 
(c) 

Figure 5. The wear-rate regression surface for: (a) ZA27 alloy (wear − rate = 0.3422·Fn
0.7533·v0.1979),

R2 = 0.9878, adj R2 = 0.9837; (b) ZA27/5%SiC composite (wear − rate = 0.2403·Fn
0.7589·v0.0956), R2 =

0.9379, adj R2 = 0.9172; (c) ZA27/5%SiC/3%Gr hybrid composite (wear− rate = 0.1670·Fn
0.8222·v0.03125),

R2 = 0.9606, adj R2 = 0.9475.

By using the experimental results and curve fitting tool of the software package Matlab (R2015a,
MathWorks, Inc., Natick, MA, USA), the regression coefficients were calculated with 95% confidence
bounds. The goodness of fit was represented by R2 and adjusted R2 values. The very good correlation
between the experimental data and empirical distributions was evident.

The obtained values of the wear-rates and their respective standard deviations for the ZA27 alloy
and tested composites in the dry sliding conditions were given in comparative histograms in Figure 6
for the sliding distance of 600 m. From the presented histograms, it can be clearly seen that the highest
values of the wear-rate belong to the ZA27 alloy for all the testing regimes. Histograms also show that
wear-rate increases by increasing the normal load and sliding speed. The largest value of the wear-rate
corresponds to the highest sliding speed (1 m/s) and the highest normal load (30 N). On the other hand,
the lowest sliding speed (0.25 m/s) and the lowest load (10 N) give the smallest wear values.

Figure 7a–c shows corresponding SEM micrographs for a normal load of 10 N, sliding speed of
0.25 m/s and sliding distance of 600 m. A set of parallel grooves and scratches can be seen on the
worn surface of all the tested materials. These grooves and scratches were made by sliding of the
significantly harder rotation disc of the tribometer along the worn surfaces. In addition, these parallel
and continuous scratches point to abrasive wear induced by the penetration of the hard SiC particles
into a softer surface (mark A in Figure 7b,c).
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Figure 6. The wear-rate of the tested materials in the dry sliding conditions.

  
(a) (b) 

 
(c) 

Figure 7. The appearance of the worn surfaces of the tested materials taken by SEM: (a) ZA27 alloy;
(b) ZA27/5%SiC composite; (c) ZA27/5%SiC/3%Gr hybrid composite.

Morphology of the worn surfaces and the obtained wear-rates point to the fact that the generation of
the tribo-layers on the contact surface of the observed composites influences their overall wear behaviour.

The existence of the transfer of material between the contact surfaces has indicated that there
was adhesive wear present. The adhesion wear occurs as a result of the creation and destruction of
alternating friction connections. A part of worn material is ejected from the contact in the form of wear
debris. The other part is stuck on the wear track. The pits irregular form and depth are also visible on
the surface of the composite (mark B in Figure 7b,c).

Research from Reference [26] also states that wear tracks show typical abrasive wear for ZA27
alloy composite reinforced with 6% garnet at low loads. The authors point to the existence of the
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delamination process at higher loads. Removal of the surface layers by delamination was also detected
in Reference [2].

In Reference [1], deep grooves were observed on the surfaces of the zinc-based matrix alloy,
while they were not present on the smoother surface of the composite. Sticking of fine debris particles
was observed in both cases. Similar observations have been made in References [27,28]. Rougher worn
surface with deep grooves, damages and transfer material was attributed to intensive abrasive and
adhesive wear.

The presence of the oxide layer formed on ZA27 was detected in Reference [29]. This layer protects
the surface from deformation and damage by reducing the wear-rate.

The results obtained in this paper are in accordance with [30]. Deep grooves were observed on the
worn surface of ZA27 alloy. Addition of graphite in hybrid composite makes the grooves shallower.

Figure 8a shows the results of the chemical analysis of the micro-constituents of all tested materials
obtained by the energy dispersive spectrometry.

(a) (b) 

(c) (d) 

(e) (f) 

Figure 8. SEM micrographs and EDS analysis of the worn surfaces: (a) ZA27 alloy SEM micrograph;
(b) ZA27 alloy EDS analysis; (c) ZA27/5%SiC composite SEM micrograph; (d) ZA27/5%SiC composite
EDS analysis; (e) ZA27/5%SiC/3%Gr hybrid composite SEM micrograph; (f) ZA27/5%SiC/3%Gr hybrid
composite EDS analysis.

Spectrum analysis confirms the presence of Zn, Al, Si, Gr (C). The presence of Fe is detected due
to material transfer from the rotational disc to the composite block (the same as in Reference [9]).

Generally, the wear performance of the tested materials is influenced by the formation of a
mechanically mixed layer (MML) between the contact surfaces. Stability and thickness of the MML
depend on the intensity of formation and destruction of the MML on the worn surface. The larger
extent of material transfer is caused by severe wear conditions and higher frictional heating [20].
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Creation of the MML is more prominent in alloys reinforced with ceramic particles. During the
process of the dry sliding wear, hard ceramic particles scratch the counter surface materials.
This phenomenon may explain the presence of Fe in the EDS spectrum analysis of the worn
surface in Figure 8b. It can be concluded that tribo-layers contain SiC fractures, graphite, iron oxide and
other particles contained by the observed hybrid composite, which was confirmed by EDS analysis.

The wear debris, fragmentation of oxide layer, transfer of materials between the contact surfaces
and mixing of constituents contributes to the formation of the MML under an applied load. This stable
layer prevents further direct contact between the contact surfaces. The decomposition of the unstable
transfer layer may lead to restated contact and increase of wear.

4. Conclusions

Based on the existing theoretical knowledge and extensive experimental investigations,
tribological knowledge of ZA27/SiC/Gr composites may be completed. Obtained excellent wear
properties of the tested composite materials confirm that they can be used as advanced tribo-materials.

Based on the extensive experimental research presented in the paper, followed by corresponding
analyses, the following conclusions can be made:

• The obtained experimental results indicate that reinforcement with the SiC particles and graphite
can significantly improve tribological properties of the ZA27 alloy. The wear-rates of the tested
composites are smaller than the wear-rate of theZA27 alloy for all applied sliding speeds and
normal loads.

• The wear-rate behaviour has the same character for all the tested materials.
• Increase of the normal load causes the increase in wear-rate for the tested materials.
• The wear-rate also increases with the increase of the sliding speed.
• The microstructure analysis using an optical microscope and SEM shows that the particles are

well dispersed in the ZA27 alloy matrix, as well as in the tested composites.
• The hybrid ZA27/SiC/Gr composites are tribologically superior to the ZA27/SiC composite in all

the test conditions, due to lubrication obtained by the existence of the graphite film on the contact
surface of the hybrid composite.
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Abstract: Pack aluminizing of spheroidal graphite cast iron with different aluminizing temperature
and time was studied. Results showed that the thickness of aluminized layer increased with the
increasing temperature and time. The optimized process parameters are as follow: the aluminizing
packed temperature is 830 ◦C and the time is 3 h. The aluminized layer consisted of the inner FeAl
and the outer Fe2Al5. Some graphite nodules were observed in the aluminide layer after aluminizing.
The mass gain of the aluminized cast iron was 0.405 mg/cm2, being 1/12 of the untreated substrate
after oxidation. The high temperature oxidation resistance can be improved effectively by pack
aluminizing, even though there were graphite nodules in the aluminide layer.

Keywords: spheroidal graphite cast iron; pack aluminizing; microstructure; high-temperature
oxidation resistance

1. Introduction

Spheroidal graphite cast irons have good thermal conductivity, excellent fatigue resistance and
high strength. Therefore, components such as engine parts, brake pads and heat exchangers with the
requests of high temperature and excellent fatigue resistance are made of cast irons [1,2]. In recent
years, the maximum combustion temperature increased with the raising of car speed, resulting in the
use of coatings to protect spheroidal graphite cast iron [3].

Previous researches have shown that FeAl intermetallic phases such as Fe2Al5, FeAl3, and FeAl
could effectively increase the high-temperature oxidation resistance [4–6]. This is because intermetallic
phases such as Fe2Al5, FeAl3, and FeAl can protect the metal surface by continuously forming Al2O3

film. Plasma spraying [7], slurry aluminizing [8], hot dipping and pack aluminizing [9,10] are the
major technologies to form FeAl coatings. Packing aluminizing is a method that the workpiece and the
powder aluminizing agent are loaded into a sealed aluminizing box, and then the surface is aluminized
by heating, heat preservation, and diffusion annealing. Among these methods, pack aluminizing
offers the advantage of forming coating over different shapes and sizes of components, such as engine
parts [11].

The majority of reports of pack aluminizing were about carbon steel, stainless steel and
alloys [12–14]. Above studies have shown that pack aluminizing could be successfully applied
to carbon steel, stainless steel and alloys at low temperature. However, it was under the help of other
surface process, such as magnetron sputtering, deep rolling process and plasma nitriding [13,15–17].
Without these treatments, the aluminizing layer obtained at low temperature was very thin with one
phase [18]. Thick aluminizing layer and more phases can be obtained at high temperature, but pores
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appeared in the FeAl layers [19]. For Ni-based alloys and Ti-based alloys, the aluminizing temperature
should be higher than 1050 ◦C and 1000 ◦C respectively to form the pack aluminizing coatings [20,21].

Cast irons are consisted of a large number of C and Si elements which hinder the Al diffusion. In
addition, spheroidal graphites located in substrate are obstacle [21]. Many efforts have been made on
hot dip aluminizing to produce iron aluminum intermetallic layer on cast iron [6,22]. However, the
adhesion of alumina scale over the aluminide coating has been a major concern. The coating formed
by pack aluminizing has good adhesion. Currently, there is no information available concerning
pack aluminizing on spheroidal graphite cast irons. As a result, basic researches on pack aluminizing
technology were conducted in our study.

This paper reported the effects of aluminizing temperature and time on the microstructure and
thickness of aluminide layer during pack aluminizing on spheroidal graphite cast irons. Moreover, the
high temperature oxidation resistance was also evaluated.

2. Experiment

Spheroidal graphite cast irons (QT420, Ningbo Zhongbo metal material Co. Ltd., 4 grade, fully
ferritic, Zhejiang, China) were employed as substrate material. The chemical composition provided
by supplier of the cast iron is shown in Table 1. The dimension of the specimens approximately
10 mm × 10 mm × 4 mm. The specimens were ground by using silicon carbide waterproof abrasive
paper to a 1200-grade finish and ultrasonically cleaned in ethanol. The pack powder mixture was
consisted of 25Al-2NH4Cl-73Al2O3 (wt. %). The samples were placed in cylinders which were sealed
with quartz grains and refractory clay. The sealed cylinders were placed inside a box-type furnace and
pack aluminized at the temperature range from 800 ◦C to 880 ◦C for 1 h to 5 h.

Table 1. Composition of the cast iron (wt %).

C Si Mn P S Fe

3.0 1.6 0.7 0.5 0.12 allowance

The packing aluminized samples were polished. The cross-sectional microstructure of aluminide
layer was observed by a Hitachi S-4800 microscope (SEM, Suzhou Seins Instrument Co. Ltd., Suzhou,
China). The average value of aluminized coating thickness was obtained from 6 lengths, which
include the maximum and the minimum. The XRD test of the permeable layer cross section adopts the
method of layer by layer separation: using silicon carbide sandpaper to polish the permeable layer,
and determine the grinding thickness through the metallographic microscope. X-ray diffractometer
(XRD, Brook AXS Co. Ltd., Los Angeles, CA, USA) was used to determine the phase composition of
the infiltration layer and the oxide layer. CuKα was adopted, and the sweeping speed was 4 ◦/min.
The test Angle was: the infiltration layer was 20–83◦, and the oxidation layer was 10–90◦. The phases
of the aluminide layer were identified with a D8-Discover X-ray Diffraction.

The aluminized samples were polished with 400# sandpaper until the surface appears bright
white to remove the oxide scale on the surface. Then they were put into a ceramic crucible, and then
heated by a box-type furnace. High temperature oxidation experiments were carried out at 750 ◦C in
static air for 72 h to estimate high temperature oxidation resistance. The masses of specimens were
measured with a precision electronic balance (0.1 mg accuracy) after oxidation experiments.

3. Results and Discussion

3.1. Effect of Pack Aluminizing Time on the Aluminide Layers

The cross-sectional microstructures of the aluminizing samples with different pack aluminizing
times are shown in Figure 1. It can be noticed that the spheroidal graphites are observed in the
aluminide layer where the coating is not formed successfully as shown in Figure 1a–e. The irregular
coatings result from the spheroidal graphites in the coatings which inhibit the diffusion of Al and Fe.
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In addition, the growth direction of the pack aluminide layers formed inside the matrix is confirmed.
Because the diffusion rate of Al atoms is faster than that of Fe atoms [23], the spheroidal graphites are
trapped gradually in the aluminide layers.

 

Figure 1. The cross-sectional microstructures of aluminizing samples at 830 ◦C (a) for 1 h; (b) for 2 h;
(c) for 3 h; (d) for 4 h; (e) for 5 h.

There are two distinct regions in aluminized coating which include the outer layer A and the
inner layer B. The layer A obtained at different time is dense and with no pores while some needles
can be observed in the layer B, and the growth direction of needles are perpendicular to the aluminide
layer (Figure 1a–e). The appearance of the needle can be explained from two aspects: on the one hand,
because of the presence of dense oxide film, only Al atom migrated outward during the oxidation
process. When Al atom enters the oxide film from the metal/oxide film section, it will leave a vacancy
in the metal lattice, and the vacancy migrates inward to the metal/oxide film section in the opposite
direction, and the vacancy diffuses to the appropriate position and precipitates to form needle-like
holes. On the other hand, the difference of Fe and Al concentration between the high-temperature
infiltration layer and the matrix finally leads to the formation of the needle [3]. The gamma region
is strongly shrunk because of the infiltration of Al atoms. Recrystallization of gamma-alpha (Al2O3)
occurs after austentie saturation [24,25]. After aluminizing for 1 h, the interface between the aluminide
layer and substrate is fairly irregular owing to the preferential and fast aluminide layer growth in the
early stage of aluminizing (Figure 1a). In addition, the diffusion depth of Al atoms is relatively small,
so the aluminide layer is very thin. With prolonging the aluminizing time, the interface of aluminide
layer and substrate becomes smooth. Besides, the thickness of the layer also increases owing to the
further diffusion of the active Al, as shown in Figure 2. About 95 μm thick aluminide layer is produced
on cast iron at 3 h. Aluminate coating was prepared through the method of slurry aluminizing with
a activator of AlCl3, of which the thickness is only about 60 μm [26]. And the interface between the
intermetallic layer and cast iron is smooth and regular (Figure 1d). The aluminide layer thickness
increases rapidly in the first 3 h then slows down afterward, The Al atoms are not integrated into the
matrix lattice, because the solid solubility of Al atoms in Fe based solid solution reaches the limit with
the long diffusion time. Thus, the longer aluminizing time has no obvious influence on the aluminizing
layer thickness. In addition, the edges of samples will rise with the prolonging aluminizing time owing
to bond of pack powder mixture [18].
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Figure 2. Aluminide layer thickness changing with aluminizing time.

3.2. Effect of Aluminizing Temperature on the Aluminizing Layer

Figure 3 shows the cross section micrograph of the sample with the aluminizing time of 3 h at four
different temperatures and Figure 4 illustrates the relationship between the aluminide layer thickness
and temperature. The relationship is the same as the Fick’s law of diffusion which describes that the
thickness of the diffusion layers increases with elevated temperature [27]. The low kinetic energy of
the active Al results in the slow diffusion rate at 800 ◦C. With the rise of aluminizing temperature, the
diffusion rate increases, so the thickness of the aluminide layer increases. However, the aluminide layer
thickness increases slowly when the aluminide layer is up to a suitable thickness. It can be seen from
Figure 3 that only 20 μm thick aluminide layer is produced on cast iron at 800 ◦C. With the increase of
aluminizing temperature, the aluminide layer thickness increases quickly, which is 140 μm at 880 ◦C.
However, the interface between the aluminide layer and the cast iron is irregular (Figure 3d), and the
edges of samples rise because of the accumulation of the active Al.

 

Figure 3. The cross-sectional microstructures of aluminizing samples at (a) 800 ◦C; (b) 830 ◦C; (c) 850 ◦C;
(d) 880 ◦C.
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Figure 4. Aluminide layer thickness changing with aluminizing temperature.

3.3. Microstructure of Aluminizing Layer

Above all, in order to obtain a better quality coating, the technological parameters of packing
aluminizing adopted in this report are packed at 830 ◦C for 3 h. The aluminide layer thickness is about
95 μm with the adopted optimized process.

Figure 5 shows the energy-dispersive spectrometry (EDS)test location of the aluminized layer.
Figure 5a shows the surface of the aluminized layer, and Figure 5b shows the section of the aluminized
layer. In Figure 5a point I was selected on the permeability layer surface. Point II represents the
permeability layer between the outer area and the inner layer, point III is located in the outer and inner
regions near the permeability layer, point IV carbonitriding layer between the inner, V in matrix and
close to the carbonitriding layer inner regions, VI for the inside of a matrix. The analysis results are
shown in Table 2. The percentage of Al atoms in the outer layer of the infiltration layer is between
69.55% and 73.88%, while the percentage of Fe atoms is less than 30%. In the inner layer of the
permeable layer, the percentage of Al atoms is about 50%, and the percentage of Fe atoms is also 50%.
It can be inferred from FeAl binary phase diagram that the outer layer of infiltration layer is Fe2Al5
phase and inner layer of the infiltration layer is FeAl phase. In the matrix and near the inner layer of
the permeable layer, the content of Al atom is 13.94%, and the content of Fe atom is 86.07%. Therefore,
it can be speculated that Al atoms in this region dissolve in Fe atoms to form a solid solution. With the
increasing distance to the surface of the permeable layer, the content of Al atom in the matrix decreased
to 5%.

Table 2. The EDS analysis of aluminide layer under optimal technology.

Region Al (at. %) Fe (at. %)

I 73.88 26.22
II 71.89 28.11
III 69.55 30.45
IV 49.63 50.37
V 13.93 86.07
VI 05.21 94.79
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Figure 5. The test region of energy-dispersive spectrometry (EDS) under optimal technology (a) the
surface of aluminide layer; (b) the cross-sectional of aluminide layer.

Figure 6 are the X-ray diffraction patterns of pack aluminizing cast iron at 830 ◦C for 3 h. Combined
with EDS, the Figure 6 revealed that the layer A is Fe2Al5 (PDF#47-1435) and the layer B is FeAl
(PDF#33-0020) (Figures 1 and 3). Therefore, the intermetallic layer consists of the outer Fe2Al5 and the
inner FeAl.

 
Figure 6. X-ray diffraction patterns of pack aluminizing spheroidal graphite cast iron.

3.4. High-Temperature Oxidation Kientics

Samples (830 ◦C/3 h) were selected for oxidation experiments. Figure 7 shows the mass gain
curves of substrate and the aluminide layer oxidized in static air at 750 ◦C. It is obvious that the
weight gain of the aluminizing cast iron is less than that of substrate after oxidation at 750 ◦C for
72 h. When the oxidation time is up to 72 h, the mass gain of the coated cast iron is 0.435 mg/cm2.
The high-temperature oxidation test indicated that the aluminide layer could protect the substrate
from oxidation permeating effectively. In addition, when the oxidation time reaches 72 h, the mass
gain of the coating exceeded 2.0 mg/cm2 by packing aluminizing on Ti-45Al-8Nb-0.5 (B, C) alloy [21].
The comparison of mass gain indicates that the aluminide layer after pack aluminizing has better
high-temperature oxidation resistance than the hot-dipping layer. Using hot dip plating method in
Ti-6Al-4V alloy aluminum plating, the coating weight increase is 0.582 mg·cm−1/2·h−1/2 [28].
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Figure 7. Oxidation kinetics at 750 ◦C in air (a) spheroidal graphite cast iron (b) pack aluminizing.

3.5. Microstructures and Phases of Oxidized Specimens

3.5.1. Cast Iron Substrate in Original Condition

It can be seen that the oxide layer consists of two parts and the aggregate thickness of oxide layer
is 180 μm. The X-ray diffraction and EDS analysis proved that the oxide layer consists of the outside
Fe3O4 (PDF#26-1136) and the inside Fe2O3 (PDF#54-0489) (Figure 8a). Visual inspections of bare
substrate oxidized at 750 ◦C for 72 h indicated that the appearance of samples is blank and loose. The
cross-sectional micrograph of cast iron is plotted in Figure 9a. Furthermore, the majority of spheroidal
graphites included in oxide layer are oxidized as shown in Figure 9a. The oxidation of spherical
graphite is attributed to the continuous infiltration of O atoms to form carbides [29]. In this study, the
weight gain curve of bare substrate raises slowly in the first 12 h of oxidation. The reason is that the
weight reduction caused by decarbonization is less than weight gains caused by oxygen entering.

 
Figure 8. X-ray diffraction patterns of substrate oxidized at 750 ◦C for 72 h (a) spheroidal graphite cast
iron (b) pack aluminizing.
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Figure 9. The cross-sectional micrographs of samples after the 750 ◦C oxidation for 72 h (a) spheroidal
graphite cast iron (b) and (c) spheroidal graphite cast iron after pack aluminizing.

3.5.2. Cast Iron after Pack Aluminizing

Visual inspections of aluminide cast iron oxidized at 750 ◦C for 72 h indicated that the appearance
of samples is gray and has a metallic luster on the surface. Figure 9b,c shows the cross-sectional
micrograph of aluminide cast iron after oxidation at 750 ◦C for 72 h. It can be seen that spheroidal
graphites contained in aluminide layer are also oxidized. Oxygen penetrated along the cracks and
pores in the aluminide layer left caused by oxidized spheroidal graphites. However, the spheroidal
graphites in substrate are not oxidized. In addition, there is only one FeAl layer after oxidation and
there are many needles in FeAl layer. During high temperature oxidation, the FeAl layer begins
to expand.

Figure 8b shows the phases of aluminide coating on cast iron after high temperature oxidation
at 750 ◦C for 72 h. It shows that the aluminide layer consists of Al2O3 films and FeAl layer after
oxidation. The Fe2Al5 which formed in the pack aluminizing process, was not found [26]. The reason
of disappearance of Fe2Al5 are that the inward diffusion of Al from aluminide layer and the outward
diffusion of Fe. Therefore, the Fe2Al5 and transforms to FeAl phase. In the early stage of oxidation,
Al2O3 films which form on the surface of aluminide layer can prevent the oxidation from permeating
the substrate effectively. Combining with Figure 7b, the reason for the slow growth of weight gain curve
of aluminized substrate in early oxidation is the joint effect of decarbonization and oxygen permeating.

In this study, the pores and cracks produced by oxidized spheroidal graphites lead to oxidation of
the certain region of substrate. However, the aluminide layer still plays a role. The high temperature
tests indicated that the weight gain of the aluminizing specimens is less than that of substrate after
oxidation at 750 ◦C for 72 h. The coating obtained by pack aluminizing can protect the substrate form
oxidation permeating effectively at 750 ◦C.
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4. Conclusions

Spheroidal graphite cast irons were aluminized by pack aluminizing. The thickness of the
aluminide layer increased with increasing aluminizing time up to 4 h, after that, it increased very
slowly with increasing time. The rise of temperature also caused the increase of thickness. However,
if the temperature exceeded 880 ◦C, the interface between the aluminide layer and the cast iron was
irregular. Furthermore, the protrude edges of sample resulted from accumulation of active Al. The
phases of aluminide layer were made up the inner FeAl and outer Fe2Al5.

The spheroidal graphite in the substrate was observed in the aluminide layer after pack aluminizing.
The mass gain of the coated cast iron was 0.435 mg/cm2, being 1/12 of spheroidal graphite cast iron after
oxidation resulting from the formation of Al2O3 films on the cast iron substrate. The aluminide layer
could effectively prevent the substrate from oxidation at 750 ◦C, even though there was spheroidal
graphite in the aluminide layer.
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Abstract: This work evaluates the behavior of a martensitic stainless steel (AISI 410) thermally
treated by quenching and tempering with a tungsten carbide (86WC-10Co-4Cr) coating obtained by
high-velocity oxygen fuel (HVOF) thermal spray deposition, analyzing the volume loss under erosive
attacks at 30◦ and 90◦ incidence angles by using jet slurry erosion equipment with electrofused
alumina erodent particles. Firstly, the characterization of the samples was carried out in terms of
the microstructure (SEM), thickness, roughness, porosity, and microhardness. Then, samples were
structurally characterized in the identification of the phases (XRD and EDS) present in the coating,
as well as the particle size distribution (LG) and morphology of the erodent. It was determined that
the tungsten carbide coating presented better resistance to jet slurry erosion wear when compared to
the martensitic stainless steel analyzed, which is approximately two times higher for the 30◦ angle.
The more ductile and brittle natures of the substrate and the coating, respectively, were evidenced by
their higher volumetric erosion at 30◦ for the first and 90◦ for the latter, as well as their particular
material removal mechanisms. The enhanced resistance of the coating is mainly attributed to its low
porosity and high WC-Co content, resulting in elevated mechanical resistance.

Keywords: tribology; wear; slurry erosion; coating; cermet

1. Introduction

The erosion of metallic materials due to slurry erosion is a recurrent and common problem in
various industrial applications, such as hydraulic turbines for hydroelectric plants and mud pumps,
as well as the processing of minerals and pipes for the petrochemical industry. The effect caused
by the particulate material in the liquid represents a major industrial problem, affecting the life
of components, reducing their performance, and demanding continuous preventive and corrective
maintenance, bearing elevated financial and environmental costs to the supply chain of products
as a whole. Thus, when designing parts that will be subjected to erosive wear, the proper choice of
engineering materials plays a key role in decreasing this wear rate, and assures adequate tribological
behavior [1].

Supported by recent research, the technology of surface treatments and coatings of thin films
have been demonstrated to be a valid and efficient way to improve the resistance of metallic-coated
materials [2], whereas understanding and studying the surface wear mechanisms is vital to predicting
failures by erosion and corrosion, providing adequate dimensioning of parts and relying on optimized
properties aggregated by the coatings.

Metals 2019, 9, 600; doi:10.3390/met9050600 www.mdpi.com/journal/metals185



Metals 2019, 9, 600

Among the coated materials, some of the most relevant ones are martensitic stainless steels,
given their wide range of industrial applications. These are commonly adopted for regular ends,
such as in the automotive industry [3], but may also be used in the cutting-edge design of complex
structures, such as nuclear reactors [4] and power plants [5]. Martensitic stainless steels are
high-carbon-content alloys (0.1–1.2%) with chromium (12–18%), presenting magnetic properties,
elevated strength, low-temperature toughness, and good corrosion resistance [6], as well as better
mechanical resistance to erosive particles than austenitic steel [7].

Cermet materials have shown excellent resistance to erosive wear, increasing the resistance,
for instance, of hydro-turbine parts [8], being able to noticeably improve the resistance of originally
uncoated metallic pieces to erosion, corrosion, or both, especially at high temperatures [9].
Kumar et al. [8] demonstrated the enhanced abrasive wear resistance properties provided by WC-Co,
which can have their corrosion resistance increased with the addition of a small amount of Cr. For this
reason, the composition of WC-10% Co-4% Cr is widely considered in coatings for applications in
components of hydric companies to prolong their operational life [8]. Coatings of WCCoCr are usually
deposited with a High-Velocity Oxy-Fuel (HVOF) thermal spray process [10].

HVOF has demonstrated to be highly effective in the obtention of low-porosity adherent
coatings [11–13], whereas the mechanical properties of the coated material are shielded by coatings
with high compressive and tensile strengths and elevated hardness. Furthermore, as demonstrated by
Liu et al. [14] and Hou et al. [15], HVOF coatings can enhance the resistance of parts against cavitation
erosion–corrosion due to its features of high flame velocity, low flame temperature, and the possibility
of producing dense coatings with less decarburization and low oxide content.

These coatings are mainly prepared with WC-based cermets, once the alliance of the hard WC
phase with a ductile metal in different proportions can produce materials with a significantly wide
range of properties [16]. This metallic phase is usually cobalt or nickel, the latter contributing to
the enhancement of the material’s corrosion resistance. In general, the high hardness and fracture
toughness of WC cermets make them suitable materials to improve abrasion resistance in many
industrial applications, such as hydraulic machinery and coastal installations [17].

The present investigation evaluates the erosive wear of the coating 86WC-10% Co-4% Cr when
deposited by HVOF using feedstock materials on quenched and tempered martensitic stainless steel
(AISI 410), and how it upgrades its original erosion resistance. The volume loss under jet slurry erosion
for incidence angles of 30◦ and 90◦ between the axis of symmetry of the fluid flow and the surface of the
samples was evaluated, including controlling parameters such as the angle and speed of impact, test
temperature, and concentration of erosive particles in the suspension. Electrofused alumina was used
as erodent material. The materials were characterized with regard to their microstructure by scanning
electron microscopy (SEM), light microscopy (LM), thickness, roughness, porosity, microhardness,
and phase structure by X-ray diffraction (XRD) and energy dispersive spectroscopy (EDS). Also,
the particle size distribution was analyzed by laser granulometry (LG), and the morphology of the
erodent was identified.

2. Materials and Methods

2.1. Substrate Material

Martensitic stainless steel (AISI 410) cylinders which were 30 mm in diameter and 10 mm in
height were used [18]. The steel samples were austenitized at 1263 K for 35 min, then oil-quenched
and tempered at 793 K for 35 min afterward. The microstructure obtained after this procedure was
composed of martensite with some precipitated carbides on the grain contours, a typical outcome of
quenching and tempering thermal treatments [6] (Figure 1).
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Figure 1. Resulting microstructure of AISI 410 stainless steel after thermal treatments by (a) LM 1000×,
and (b) SEM 5000×, after Vilella acid etching.

2.2. HVOF Coating

Spherical fine powders WOKA-3653 (86WC-10Co-4Cr) from Oerlikon Metco (Pfaffikon,
Switzerland) were used with a particle size distribution of nominal range −45 + 11 μm and apparent
density 4.8–5.8 g/cm3 [19]. The approximate chemical composition of the WOKA-3653 powder is
given in Table 1. HVOF spraying parameters are briefly listed in Table 2.

Table 1. Chemical composition of WOKA-3653 (wt %) [19].

Elements Composition (%)

W Balance
Co 8.5–11.5
Cr 3.4–4.6

C (Total) 4.8–5.6
Fe (Max) 0.2

Table 2. Coating parameters of high-velocity oxygen fuel (HVOF) equipment.

Spray Parameters Value

Propylene flow rate 4620 (L/h)
Oxygen flow rate 15,180 (L/h)
Powder feed rate 42 (g/min)

Spray distance 230 (mm)

2.3. Erodent Particles

The particle size distribution of the alumina erodent (Al2O3) was measured using the Cilas 1180
laser diffraction particle size analyzer (Cilas Ariane Group, Le Barp, France) according to the ISO
13320:2009 standard [20]. The abrasive particle size distribution is shown in Figure 2, showing results
of the average abrasive particle size of approximately 98.55 μm. Furthermore, irregular angular-shaped
particles are depicted by the SEM micrograph in Figure 3.
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Figure 2. Particle size distribution of aluminium oxide and cumulative distribution.

Figure 3. SEM image showing the abrasive particles’ shape and size (56×).

2.4. Microstructural and Qualitative Phase Characterization

The microstructure characterization was done in an EVO MA10 SEM (ZEISS, Oberkochen,
Germany) and using a light microscope, LEICA DM2700 M. The total porosity of the coatings was
measured through digital image analysis following the ASTM E2109-01 standard [21]. The surface
roughness of the steel and as-sprayed samples were measured before jet slurry erosion testing, and
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after it using a surface roughness tester Mitutoyo SJ-400 (Mitutoyo America Corporation, Aurora, IL,
USA). Then, cross-sectional Vickers microhardness measurements were performed using a Buehler
Micromet 2001 microhardness tester (HV300 g, 30 s, BUEHLER Ltd., Lake Bluff, IL, USA) according to
the ASTM E-384-11 standard [22]. To identify the phases in the coatings and to understand the phase
formation during coatings’ build-up, surface XRD analysis of the as-sprayed samples was carried out
using the PHILIPS Xpert MDP X-ray diffractrometer (PHILIPS, Amsterdam, The Netherlands) with
Cu-Kα radiation. Lastly, localized compositional analyses of the coated specimens were done with a
SHIMADZU SSX-550 EDS spectrometer (SHIMADZU CORPORATION, Nishinokyo Kuwabara-cho,
Nakagyo-ku, Kyoto, Japan) coupled to the EVO MA10 SEM.

2.5. Jet Slurry Erosion Tests

The jet slurry erosion tests were carried out in a modified commercial high-pressure washer
Electrolux UWS10 (Electrolux Group, Stockholm, Sweden) based on the ASTM G-76 standard [23–27].
A feeding system for the erodent particles was adapted in the nozzle of the gun using an internal
Venturi accelerator inside the test chamber. This equipment allows for control over the angle of impact,
the speed of impact, the concentration of erodent particles in the suspension, and the test temperature.
Figure 4 shows the configuration of the testing advice.

Figure 4. Schematic diagram of the jet slurry erosion tester.

The tests were performed using water between 25 ◦C and 28 ◦C with 960 g of erodent. The samples
were placed at the nozzle output to guarantee the incidence of impact fluid and mean jet velocity of
erosive material in a suspension of 77 m/s. This velocity was calculated using the flow rate, time, and
nozzle area measurements of the flow output. The incidence angles studied were 30◦ and 90◦ between
the axis of symmetry of the fluid flow and the surface of the samples. In all cases, the concentration of
particles in the slurry was approximately 7 wt % [28–30]. The erosion resistance was determined from
the volume loss results per unit of time, from the difference of the mass loss, considering the relation
of the apparent density of the studied materials (adopting substrate as 7.73 g/cm3 and coating as
12.5 g/cm3 [31–33]. Mass losses were measured in three samples of coating and three of substrate every
1 min until reaching a total erosion time of 4 min by using a scale with 0.01 mg resolution. The total
duration of each test was 4 min. The samples were cleaned in an ultrasonic bath with deionized water
before and after each test. Then, after the cleaning operation, they were dried and weighted.
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3. Results and Discussion

3.1. X-ray Diffraction Analysis

Figure 5 shows the XRD pattern of the 86WC-10Co-4Cr coating obtained by HVOF with the
powder WOKA-3653, where the WC (JCPDS 00-051-0939) and W (JCPDS 01-089-2767) phases can
be promptly identified by using the Joint Committee on Powder Diffraction Standards (JCPDS) [34].
The XRD pattern shows that WC is predominant in the powder diffractogram. It is also possible to
verify the presence of W and Co as secondary phases formed during the thermal spraying process
by the decarburization of WC particles, also reported by other researchers [30,35,36]. The lack of
identification of the Co peak by XRD in this figure is justified by the low content of the metal in the
coating, and its diffraction peak is most likely situated among the noise range in the graph.

Figure 5. XRD pattern of the HVOF 86WC-10Co-4Cr coating.

3.2. EDS Analysis Coating

Figure 6 shows the elemental microanalysis of one of the regions of the coating cross-section
that were scanned using the EDS system, exhibiting the presence of W, Co, Cr, and C in the samples.
Figure 7 corroborates the presence of these elements in a quantitative pattern, which agrees with
Figure 5, demonstrating a predominance of tungsten. Similar results were found by Thakur et al. [37],
considering coatings with the same composition and deposition technique.

3.3. Mechanical Properties of Materials

Figure 8 shows the micrograph of the HVOF 86WC-10Co4Cr coating. It presents a continuous
shape and homogeneous microstructure, with a low presence of cracks and pores. It is not possible to
distinguish any lamellar structure. This can be explained by a possible melting of the binder metal,
which induces a better distribution in the coating material [38]. The average thickness of the HVOF
86WC-10Co-4Cr coating was calculated using micrographs of cross-sections processed using ImageJ
software, and among 100 to 200 measurements were performed on different samples for the obtainment
of an arithmetic mean of circa 227 μm.
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Figure 6. SEM image of the elemental microanalysis region in the cross-section of the HVOF
86WC-10Co4Cr coating using the EDS system (400×).

Figure 7. Quantitative pattern of the elemental microanalysis region in the cross-section of the HVOF
86WC-10Co-4Cr coating using the EDS system.

Three analyses of the coating were measured in each one of three samples through digital image
analysis according to ASTM E2109-01 [21], yielding an average porosity of 0.7%, which is considered
acceptable within the values presented in the literature and according to the criterion specified by the
manufacturer Oerlikon Metco of a mean porosity lower than 1.0% [8,10,37].

191



Metals 2019, 9, 600

Microhardness reflects the microstructure and the physical and mechanical properties of both
substrate and coating, which in turn are dependent on the materials and processes employed in their
manufacture. Hardness is a property that can be considered to be variable throughout the coating
in certain zones, due to eventual heterogeneities of the material. For this reason, when measuring
this property, one must consider the preparation of the surface, the section analyzed, as well as the
number of indentations performed. The microhardness of the coating and substrate are presented in
Table 3. The hardness value of the coating is compatible with the literature, and is in agreement with
the specification of the coating powder’s manufacturer (750 to 1450 HV0.3) [19].

Figure 8. SEM image of the microstructure of the HVOF 86WC-10Co-4Cr coating in the
cross-section (500×).

Table 3. Results of Vickers microhardness measurements—cross-section (HV0.3-2.94N).

Material / Coating 86WC-10Co4Cr Steel AISI 410

Microhardness average 1139 219
Standard Deviation 171 31
Coefficient of Variation (%) 15 14

According to the microhardness values along the cross-section of the spray coating, there were
variations due to the distribution of the phases. Castro et al. [39] demonstrated that it is possible to
observe this effect when working with sublayers (sprayed coatings), as microhardness values may
vary since each indentation point can be placed in different microstructures—in this case, carbides,
oxides, inclusions, and the matrix itself.

Trelleborg [40] describes WC-based materials as metal–ceramic composites in which the
microhardness values found are associated with each microconstituent. By its turn, the microstructure
depends on factors such as the composition of each phase, the morphology of the powder, the spray
technique, and the porosity.

The highest value of microhardness performed on the 86WC-10Co-4Cr coating was 1448 HV0.3,
being also the closest one to the manufacturer’s specification [19]. Thakur et al. [37] and Castro et al. [39]
obtained similar results of 1297 ± 45 HV0.3 and 1256 HV, respectively, for WC-CoCr coatings sprayed
by HVOF. In the same way, Kumar et al. [8], Maiti et al. [30], Berger et al. [41], and Ahmed et al. [42]
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reported microhardness values of 1031 ± 99, 1180 ± 70, 1118 ± 131, and 1106 HV0.3 for similar sprayed
coatings applied by the same technique, respectively.

The indentation performed on the substrate, corresponding to thermally treated martensitic
stainless steel measured microhardness values, was 219 HV0.3, which is once again very similar to
that reported by Maiti et al. [30] of 199 HV0.3.

Table 4 shows the accumulated erosion rate by the mass of erodent in loss of volume of the
samples tested as a function of the impact angle for both the substrate and coating in a total time of
4 min.

Table 4. Accumulated erosion rate in volume loss.

Material/Coating
Impact Angle Volumetric Erosion Rate Standard Deviation

(◦) (cm3
target/gerodent) × 10−5 (cm3

target/gerodent) × 10−5

Steel AISI 410 30 0.8449 0.0114
90 0.7025 0.0495

86WC-10Co4Cr 30 0.4490 0.0023
90 0.6778 0.0283

Figures 9 and 10 show the mass losses measured in three samples of coating and three of substrate
every 1 min until a total erosion time of 4 min was reached for the impact angles of 30◦ and 90◦,
respectively. Steel exhibits a much higher level of erosive wear at an impact angle of 30◦ rather than
at 90◦, demonstrating ductile behavior with a ploughing-predominant material removal mechanism,
as is reported in the literature [43,44]. Furthermore, many authors confirm that metals present an
enhanced erosion rate at lower angles [45–48]. Figure 10 also shows that, for the impact angle of 90◦,
the tungsten carbide coating presented an accumulated volumetric erosion rate that is slightly lower
than the martensitic stainless steel.

Figure 9. Variation of the accumulated volumetric erosion rate as a function of the impact angle of 30◦

for the martensitic stainless steel (AISI 410) and tungsten carbide (86WC-10Co-4Cr) coating.
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On the other hand, when comparing Figures 9 and 10, it can be seen that the coating presents
higher erosive wear at an angle of impact of 90◦ than at 30◦, indicating the coating’s fragile behavior.
This is due to the repeated action of the erosive perpendicular particles impacted on the surface,
producing microfractures that contribute to the wear of the WC hard metal and resulting in its eventual
removal, agreeing with the results found in [49,50].

Figure 10. Variation of the accumulated volumetric erosion rate as a function of the impact angle of
90◦ for the martensitic stainless steel (AISI 410) and tungsten carbide (86WC-10Co-4Cr) coating.

Figure 11 shows, in detail, the eroded areas of the materials subjected to the jet slurry test for the
impact angles of 30◦ and 90◦. It is observed that the eroded region of the pieces (highlighted in red) for
the 30◦ angle have an elongated shape and greater eroded area. The erosion of the specimens tested at
90◦ is more localized, and has a smaller area and a greater depth. The formation of the concentric ring,
also known as ”halo” erosion, can be observed, which is a mechanical characteristic of the damage
due to the development of craters that appear as macro pits on the surface for this angle [51–53].
The roughness of these eroded regions is displayed in Table 5.

Table 5. Average roughness of coating and substrate before and after jet slurry erosion.

Roughness Ra (μm)

Material/Coating
Before Standard Angle After Standard
Erosion Deviation (◦) Erosion Deviation

86WC-10Co4Cr 0.08 0.02 30 1.60 0.11
90 1.91 0.13

Steel AISI 410 0.07 0.03 30 2.97 0.47
90 2.56 0.11
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Figure 11. Eroded regions of the materials submitted to the jet slurry test obtained by Image J software
(LM, 50×).

Table 6 shows the eroded areas as a function of the impact angle. It is observed that the area is
greater for the impact angle of 30◦. Compared to the substrate, the coating presented smaller eroded
areas for the two impact angles studied.

Table 6. Eroded area as a function of the impact angle for both martensitic stainless steel (AISI 410)
and tungsten carbide (86WC-10Co-4Cr) coating.

Material/Coating Impact Angle (◦) Eroded Area (mm2)

Steel AISI 410 30 277.7
90 147.1

86WC-10Co4Cr 30 201.2
90 94.9

Figure 12 represents the entire surfaces of the specimens’ upper cylindrical faces, and elliptical
shapes were attained because the coupons were rotated in order for the 3D laser scan to be able to
accurately capture the eroded depth. Table 7 shows the respective average erosion depths. As expected,
given that 90◦ tests resulted in more localized worn areas, their depth is superior to those found in
samples tested at 30◦.

Islam et al. [43] conducted an erosion study in steel tubes, varying both impact angle and velocity,
obtaining significantly deeper erosion areas for 90◦ than for 30◦, supporting the results which were
hereby found. Similarly, Vite-Torres et al. [53] investigated the performance of the AISI 420 stainless
steel subjected to particle erosion tests using two different abrasives at the angles of incidence of 30◦,
45◦, 60◦, and 90◦. Their results also demonstrated that the samples evaluated at 90◦ presented a greater
depth profile than those of 30◦ tested independently of the abrasive which was adopted.
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Figure 12. Three-dimensional scanning of the samples submitted to the jet slurry erosion test obtained
the eroded depth by using the Geomagic Studio software (Version 2012.1.1, 3D Systems Inc, Rock Hill,
SC, USA).

Table 7. Average depth of the eroded regions for substrate and coating.

Material/Coating Impact Angle (◦) Average Depth (μm) Standard Deviation (μm)

Steel AISI 410 30 93 ±2.88
90 102 ±15.87

86WC-10Co4Cr 30 33 ±5.77
90 62 ±3.21

4. Conclusions

In the present investigation, an experimental wear simulation equipment of jet slurry erosion was
developed with conditions that allowed for the control of the significant test parameters, such as impact
angle, impact velocity, erosive particle concentration in the suspension, and test temperature. The jet
slurry erosion behaviors of martensitic stainless steel (AISI 410) and tungsten carbide (86WC-10Co-4Cr)
coating were investigated, and from the results obtained in this experimental work, it is possible to
infer the following conclusions:

1. The tungsten carbide coating showed higher resistance to jet slurry erosion compared to
martensitic stainless steel, possibly due to the low porosity, the hardness of WC particles, and
better properties of the CoCr binder material matrix. Thus, the application of such a coating can
be considered as beneficial for the structural endurance of the substrate in applications where the
part is subjected to similar erosive conditions.

2. The high concentration of WC-Co in the coating blend promotes greater hard-phase connectivity,
leading to increased mechanical strength and jet slurry erosion resistance.

3. The martensitic stainless steel presented a higher rate of accumulated volumetric erosion in the
impact angle of 30◦, denoting ductile behavior. On the other hand, the accumulated volumetric
erosion rate for tungsten carbide coating was higher at the impact angle of 90◦, indicating a
predominantly brittle failure mechanism.

4. For the impact angle of 30◦, the tungsten carbide coating presented a cumulative volumetric
erosion rate of approximately 50% less than martensitic stainless steel.

5. Patents

For the development of the research a jet slurry erosion tester was designed which is in the patent
process by the INPI agency of the Brazilian government with Process Number BR 20 2018 074233 2.
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Abstract: The ability to accurately predict the mechanical properties of metals is essential for their
correct use in the design of structures and components. This is even more important in the presence
of materials, such as metal cast alloys, whose properties can vary significantly in relation to their
constituent elements, microstructures, process parameters or treatments. This study shows how a
machine learning approach, based on pattern recognition analysis on experimental data, is able to
offer acceptable precision predictions with respect to the main mechanical properties of metals, as in
the case of ductile cast iron and compact graphite cast iron. The metallographic properties, such
as graphite, ferrite and perlite content, extrapolated through macro indicators from micrographs
by image analysis, are used as inputs for the machine learning algorithms, while the mechanical
properties, such as yield strength, ultimate strength, ultimate strain and Young’s modulus, are derived
as output. In particular, 3 different machine learning algorithms are trained starting from a dataset of
20–30 data for each material and the results offer high accuracy, often better than other predictive
techniques. Concerns regarding the applicability of these predictive techniques in material design
and product/process quality control are also discussed.

Keywords: material properties prediction; experimental data analysis; ductile/spheroidal cast iron
(SGI); compact graphite cast iron (CGI); Machine Learning (RF); pattern recognition; Random Forest
(RF); Artificial Neural Network (NN); k-nearest neighbours (kNN)

1. Introduction

An accurate knowledge of the mechanical properties of materials represents the first step towards
their correct use in any field of engineering and in everyday life. Thanks to this information, for instance,
it is possible to design structures and components in order to optimize their functionality according to
technical parameters of specific interest such as strength, weight, safety, costs and so forth [1–4].

In the case of metals and, especially, of rather common cast irons [5–7], the shared opinion is that
their properties are quite predictable (e.g., fatigue [8], abrasion [9], fracture [10], strength [11]).

This is certainly the case when compared to other families, such as organic or composite materials.
It is also possible to say that everything depends on the perspective. Since metals are widely known
and used, low unpredictability in their properties is expected but actually quite common metal alloys,
such as cast irons, can be affected by a not negligible variability in their essential properties [12,13].

From the constituent elements to the process parameters, a large list of factors can interfere with
the microstructures of an alloy and, as a consequence, on its properties [14,15].

Although some uncertainties could be easily eliminated (e.g., better control on stoichiometry), it
is not so simple in reality. In a traditional foundry, for instance, up to 30% of the metal originates from
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reused materials, with great advantages in terms of costs and environmental protection [16] but risks
in controlling the chemical composition and a certain variability in the cast alloy properties [17].

This variety is the reason for the prevalence of cast iron throughout history and in the present [18].
Grey, white, malleable or ductile—cast alloys can provide largely different properties, offering a valid
choice of materials in dissimilar situations. With minimal changes to the composition (e.g., from 3% to
4% in the carbon content) or the use of additives in marginal quantities (<1%), properties such as tensile
strength move from 170 to 930 MPa, elongation from 0.5 to 18% and hardness from 130 to 450 HB [19].

This versatility is a weakness when constancy in the material’s property is necessary. In Reference [20]
it is reported, for instance, that a relevant change in the microstructure and in the mechanical properties
of a grey cast iron extracted from identical sand-cast parts produced by different foundries.

In this study, which starts from an extensive experimental test session (with data published in
References [21–23]), it can be observed that two successive metal fusions, carried out a few hours later
and without voluntary changes in the process parameters, lead to slightly different metallographic
profiles between them. Furthermore, specimens extracted from the same casting, although they come
from almost identical metal casting conditions, then take on a slight difference in metallographic terms,
probably linked to different cooling conditions. These are all rather common knowledge in foundries
that, however, lead to an intrinsic variability in the properties of the materials to be considered in the
product design and, even, in the process designs.

This study intends to take a further step. Given that it is not possible to reduce the variability in
mechanical properties as much as desired, a valid way of predicting them is sought.

Commonly, the mechanical properties of cast irons are related to their metallurgical ones,
as reported in the case of Reference [24], which is especially focused on the latest research in
solidification and melt treatments. It means, in practice, that micrographs are analysed with the scope
to develop models and predictive formulae. A valid example of the current situation is represented by
Reference [25], research concerned with the ability of the main theories to predict the fatigue limit of
nodular cast iron. It reintroduces several previous studies dealing with the effect of small defects, such
as micro-shrinkage cavities or pores and graphite nodules (shape and size) and with the characteristic
of a microstructure. At the same time, it also highlights scarce applicability of the existing models and
proposes a new correlation in the prediction of the fatigue limit, which involves additional parameters.

Other investigations proposed passing by the overall aspects, and representing the materials that
are detectable from micrographs, such as content of graphite, ferrite, perlite, the grade of nodularity,
vermicularity and so on (e.g., Reference [26]). Unfortunately, there is no direct connection between
one of those characteristics and its mechanical properties and their relationship is hidden behind
mutual interactions.

For this reason, recently studies have been successfully proposed to predict the mechanical
characteristics of cast alloys by exploiting artificial intelligence approaches (as in References [27–29]).

The list of methods and tools to make concrete a general concept for Artificial Intelligence (AI)
is enormous, rapidly evolving and cannot be disclosed in a few words [30]. However, one of the
fundamental principles underlying the application of AI to material engineering, including prediction,
is to use its ability for ‘pattern recognition’ [31].

An AI algorithm can be built to recognize patterns (such as recurrences, schemes, similarities) that
the human mind cannot. This happens when, as in our case, the patterns are hidden on multiple levels.
For instance, the ductility of cast iron—able to double the yield strength in the alloy, an interesting
property for its real uses—can be provided by graphite in the form of very tiny nodules [32], together
with a specific range of ferrite and pearlite content [33]. This metallurgical situation is obtained only
by merging different conditions as (between the others) a specific range in magnesium content and a
restricted addition of cerium and different temperatures [34].

While it is objectively complex to develop mathematical models to predict the properties of
materials taking into account the combination of several factors, it is relatively simple to use one of the
many AI algorithms, accepting a given approximation in its predictions [35].
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This is certainly determined by the fact that AI algorithms, even rather complex ones, are now
available to everyone and, at the same time, they offer high quality results. It depends on the
positive combination of the mentioned pattern recognition with the concept of ‘machine learning’
(ML), an application of AI that provides systems the ability to automatically learn and improve from
experience without being explicitly programmed [36].

The process of learning begins with observations or data, such as examples, direct experience or
instruction, in order to look for patterns in data and make better decisions in the future based on this
information [37].

This process can be implemented according to one of several different AI strategies, commonly
categorized as “supervised,” “semi-supervised,” “unsupervised” or “reinforcement” machine learning.

In the first case, the dataset of information (input) is provided together with the results (output).
The algorithm uses these data to learn the relations existing between inputs and outputs. When
finished, it is ready to propose an output per each new set of input values [38].

In the second category—“unsupervised”—the ML process means that there is no distinction
between input and output: each set of values is considered as an input and the algorithm is forced to
find patterns without a specific external base of information [38].

Semi-supervised learning methods are something in between the other two categories: there is
some form of feedback available for each step or action but there is no label or error message [38].

Finally, the reinforcement learning method interacts with its environment by producing actions
and discovers errors or rewards [38]. Trial and error search and delayed reward are the most relevant
characteristics of reinforcement learning.

Since ML enables the analysis of massive quantities of data, these learning methods often benefit
from a data analysis process called “clustering,” introduced with the scope of grouping similar entities.
It helps to profile the attributes of different groups, giving insight into their different underlying
patterns [39,40]. The clustering analysis is also used to reduce the dimensionality of information
with respect to the data characterized by a large number of variables. Between other algorithms for
clustering, probably the most popular in ML are K-mean Clustering and Hierarchical Clustering.

Even if the unsupervised algorithms are quite uncommon in general and even less common in
the fields of mechanical and material engineering, they are presented here since they seem ready to
revolutionise investigations of the real world [36–40]. These advanced methods, in fact, can learn
without passing for a conventional procedure of ML, based on specific datasets. They simply apply
rules and learn by mistakes, following a system of evaluation of potential solutions based on scores [41].

Regardless of the ML technique, the success in prediction depends on the capability of each
method to structure information acting on different levels. Supervised learning is useful in cases
where a property (label) is available for a particular dataset (training set) but is missing and should be
predicted for other cases. Unsupervised learning is used to detect implicit relationships in a given
unmarked dataset.

In the case of material properties, as mentioned, the complexity can be related to the fact that these
properties are connected with each other and to other chemical-physical ones, in a skein of relations
that has to be untied before predictions. Machine Learning comes to the rescue because it allows the
unhooking of the intermediate levels (“hidden”) from the superficial levels so that these first ones can
be configured in full freedom in the search for correlations (pattern recognition). This process allows
the collection of the input of a first level of knowledge to transform it into the output of a second level
in an operation that always leads to abstracting of concepts. Learning takes the form of a pyramid
with the highest concepts learned starting from the lowest levels [42].

It also means that, in the near future, an expert system can probably be installed in a foundry,
monitoring the material/process situation but, at the moment, these systems are limited to a few very
interesting research experiences. For instance, in Reference [43] an Artificial Neural Network (ANN)
was used to classify nodular, grey or malleable cast irons on the basis of their microstructure. After
a training session made by 60 samples, the AI showed an accuracy in selection very similar to that
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obtained by visual human tests. Reference [44] also deals with ductile cast iron and ANN methods;
in particular, different networks were built and trained by 700 melts and used to predict tensile strength,
elongation and hardness. In addition, in the same article, useful considerations are proposed regarding
the ANN modelling and its input parameters, together with an assessment of their significance and
availability in an industrial environment.

In brief, it is possible to say that an approach, based on AI and ML, can be conveniently used
in material engineering [45,46]. Furthermore, the accuracy in prediction depends on several aspects,
including the consistency and the quality of the data used for training.

2. Aims and Scope

This research has three main objectives, as follows:

- Predict the mechanical properties of metals and, in particular, the tensile properties such as, yield
strength, ultimate strength, ultimate strain and Young’s modulus, starting from experimental
data. In addition, it would be possible to investigate the relationship between these properties
and fundamental aspects of metallurgy, as in the cases of constituent elements, microstructures,
process parameters or treatments.

- Use information directly taken from micrographs by a conventional process of image analysis
but globally converted into macro-indicators related to the content of graphite, ferrite, perlite,
nodularity and vermicularity. In addition, it would be possible to discuss the interrelations
existing between all these features—mechanical and metallurgical—with the scope to recognize
essential and overabundant information. This investigation will involve two different families of
cast alloys, a nodular cast iron (SGI) and a less common compact graphite cast iron (CGI).

- Select and use these essential data inside a Machine Learning (ML) approach, based on pattern
recognition, with the scope to perform an ‘intelligent analysis’ of experimental measures. In this
task, some of the most common methods of ML will be applied, specifically the Random Forest
(RF), the Artificial Neural Network (NN) and the k-nearest neighbours (kNN). These classifiers
will be implemented by the use of conventional codes and accessible platforms, comparing them
in terms of functionality and accuracy in prediction, especially in association with the consistency
and quality of the dataset used for training but also considering the overall variability of the
phenomena under investigation.

- Introduce essential concerns regarding the real applicability of these techniques for scopes related
to the material design, product/process quality control and so on, including practical suggestions
on the way to simplify the procedure towards an industrially-oriented application.

3. Materials and Methods

3.1. Experimental Data

Measures were derived from a large experimental campaign undertaken in the past by some
authors on foundry alloys, where samples in nodular iron and compact graphite cast iron were
manufactured and mechanically characterized. These phases are detailed in References [21–23] and
are here briefly summarized.

3.1.1. Casting

Samples were made by a traditional process of green sand moulding, using a hot blast long
campaign cupola furnace [47], filled with layers of coke and ignited with torches. When the coke
was very hot, solid pieces of metal were charged and alternated with additional layers of fresh coke.
The high temperature, together with the other chemical conditions, transformed the solid metal into
molten iron. Sand shapes were placed on the pouring line and, then, filled with molten iron.

204



Metals 2019, 9, 557

According to the process parameters, including the use of inoculants, it was possible to produce
two different cast alloys:

1) Spheroidal Graphite Iron (SGI), a material also called nodular or ductile iron with respect to its
high ductility, offered by the spheroidal shape of graphite;

2) Compacted Graphite Iron (CGI), a material with intermediate properties between grey and nodular
iron, thanks to a more compact form of graphite that is becoming quite popular, particularly in
the automotive sector [48].

The castings were finally shaped by tool machining to extract samples in accordance with
the experimental standards. In particular, 4 metal castings, manufactured on two different days,
were created.

Extraordinary care was taken to minimize the risk of unexpected changes in the casting conditions,
especially in terms of chemical composition, temperature and other process parameters that could
interfere with the metallurgical stability (also in accordance with Reference [49]). For instance,
the castings used for extracting samples were produced after a long time of conventional production in
order to stabilize both temperature and metallurgy profiles. In addition, the chemical composition of
the alloys was verified several times by off-line tests.

3.1.2. Metallurgical and Mechanical Properties

The ML algorithms were trained by experimental data from 48 samples, 27 in SGI and 21 in CGI.
In particular, the following metallographic factors were used:

- Quantity of Graphite
- Quantity of Ferrite
- Quantity of Perlite
- Grade of Nodularity
- Grade of Vermicularity

with the related values estimated (in%) by considerations of the micrographs. An image analysis was
permitted to consider the presence and the geometry of the graphite inside the cast alloy (in terms of
area, perimeter, Feret diameter and so on).

In addition, every set of metallographic characteristics was combined with related mechanical
properties, as measured in accordance with the EN ISO 6892-1:2016 [50]:

- Ultimate Tensile Strength [UTS],
- Yield Strength [YS],
- Ultimate Strain [ε],
- Young’s modulus [E].

In synthesis, each one of these 48 samples provided a specific set of 5 (five) metallurgical and
4 (four) values, used in the machine learning. These data are available in Tables A1 and A2 of
Appendix B for SGI and CGI, respectively.

3.2. Machine Learning Algorithms

The current investigation was implemented by using the Orange program and its ML
algorithms [51]. It is an open source platform for machine learning and data visualization, powered by
10 different algorithms, which can be used for data analysis and prediction.

In accordance with a quite common interpretation of the ‘No Free Lunch’ theorem [52], in the
area of ML no universal method exists that can aprioristically provide the best results (for example,
in terms of predictions) with respect to all sets of potential data [53]. In other terms, it is not possible to
select the proper algorithm in advance.

In this research, in line with previous experiences where the ML has been applied to the prediction
of metal properties [54], the analysis has been limited to the use of the following methods:
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3.2.1. Random Forest (RF)

Random forest [55] is a popular algorithm of supervised learning, consisting of the use of a
committee (ensemble) of decision trees. “Ensemble” means that it takes a bunch of “weak students”
and combines them to form one strong predictor. “Weak students” are all random implementations
of decision trees, which are combined to form a strong predictor—a random forest. The random
forest method is often called the “improved implementation” of the decision tree method, because
now to get a more accurate prediction and classification, not one tree is used but the tree committee.
The method quickly gained popularity due to the comparative simplicity of setting up and running
the analysis procedure. In contrast to the classical algorithms for constructing decision trees, in the
random forest method, when constructing each tree, at the stages of splitting vertices, only a fixed
number of randomly selected signs of the training set (the second parameter of the method) is used
and a full tree is constructed (without cutting), that is, each leaf of the tree contains observations of
only one class. A 15 tree, 32 fixed seed for a random generator was used, with a growth control based
on the condition that no split was implemented for a subset smaller than 5 (Table 1).

Table 1. Parameters of the Random Forest (RF).

Number of trees 15

Fixed seed for random generator 32

Do not split subset smaller than 5

3.2.2. Neural Network (NN)

A neural network [56] is another very popular algorithm of supervised learning. It is used to
build an efficient encryption system using a constantly changing key. Neural networks offer a very
powerful and general structure for representing a non-linear mapping of several input variables for
several output variables. A neural network can be considered a suitable choice for functional forms
used for encryption and decryption operations. The NN topology is an important issue, since the
application of the system depends on it. Therefore, since the application is a calculation problem,
a multi-layered topology was used. Neural networks offer a very powerful and general structure for
representing a non-linear mapping of several input variables for several output variables. The process
of determining the values of these parameters on the basis of a dataset is referred to as training and
therefore the data set is usually referred to as a training set. A neural network can be considered a
suitable choice for functional forms used for encryption and decryption operations. A neural network
is a structure (network) consisting of a set of interconnected links (artificial neurons). Each link has a
characteristic input / output and implements a local calculation or function. The output of any link
is determined by the characteristics of its input / output, its relationship with other links, as well as
external inputs, if any. A 5 layer neural network in backpropagation was used. The speed of learning
was 0.6, the inertial coefficient was 0.5, the test mass tolerance was 0.02 and the tolerance of the learning
set was 0.03 (Table 2).

Table 2. Parameters of the Neural Network (NN).

Learning speed 0.6

Inertial coefficient 0.5

Test mass tolerance 0.02

Tolerance of the learning set 0.03

Number of layers 5

3.2.3. K-Nearest Neighbours (kNN)

The K-nearest neighbours method [57] is one of the methods for solving the classification problem.
It is assumed that there is already some number of objects with an exact classification (i.e., for each
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of them it is known exactly which class it belongs to). It is necessary to work out a rule allowing
the classification of a new object as one of the possible classes (the classes themselves are known in
advance). At the heart of kNN is the following rule: an object is considered to belong to the class to
which most of its closest neighbours belong. Under “neighbours” here are objects that are close to the
studied in one sense or another. Note that here it is necessary to be able to determine how close objects
are to each other, that is, be able to measure the “distance” between objects. This is not necessarily the
Euclidean distance. This can be a measure of proximity of objects, for example, in colour, shape, taste,
smell, interests, behaviour, and so forth. Consequently, to apply the kNN method in the feature space
of objects, a certain metric must be introduced (that is, a distance function). If the nearest neighbours
are divided into classes of approximately the same capacity, then, on the contrary, it makes sense
to use those rules that take the distances into account to a greater degree (for example, the average
rule). The rule of weighted majority takes into account both the number of objects in a class (via the
weighting factor) and the distance to these objects. If there are a lot of classes and the weights are
approximately the same, then first, such classes are selected so that their total weight is more than 0.5
and then one of the rules is applied. A Chebyshev metric was used with a number of neighbour equal
to 2 and a uniform weight (Table 3).

Table 3. Parameters of the k-nearest neighbours (kNN).

Metric Chebyshev

Number of Neighbours 2

Weight Uniform

3.3. Correlations

The existence of a link between the various variables under investigation was sought for
by calculating the Pearson correlation index (as done in Reference [58]). Also called the linear
correlation coefficient of Bravais-Pearson, this statistical index shows an eventual linear relationship
between variables.

Given two statistical variables X and Y, the correlation index (rxy) is defined as their covariance
divided by the product of the standard deviations of the two variables. This index varies between −1
and +1, where a > 0 shows the two variables are directly correlated, a value of 0 is for variables are
uncorrelated and, finally, <0 for variables are inversely correlated.

Moreover, for the direct correlation (and similarly for the inverse) it is distinguished:

0 < rxy < 0.3 there is a weak correlation;
0.3 < rxy < 0.7 there is a moderate correlation;
rxy > 0.7 there is a strong correlation.

The Pearson correlation was used in two alternative ways. It permitted relation of the:

- experimental measures by way of estimating the influence between different properties;
- experimental and predicted values by way of estimating the accuracy of the ML methods.

The adoption of the correlation coefficient as a way to evaluate the relationships between variables
but also the accuracy in predictions was preferred in this study (similar to References [59,60]). Instead
of other statistical approaches, it was considered for its extreme simplicity, both in terms of calculation
and comprehension: the correlation coefficient directly represents a clear measure of the strength of
the linear relationship between two variables. At the same time, it is useful to highlight that unrelated
variables are not always independent: this depends on the fact that the correlation coefficient only
detects a linear correlation.
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4. Results

4.1. Experimental Measures

Tables A3 and A4 in Appendix C report the material tensile properties for SGI and CGI, respectively,
as estimated by the three ML algorithms: Random Forest (RF); Neural Network (NN); k-Nearest
Neighbours (kNN). Specifically, for each sample used in the experimental tests (48 in total), the expert
system provided 3 different predictions (RF, NN, kNN) for each of the 4 mechanical properties
under investigation (Ultimate Tensile Strength, Yield Strength, Ultimate Strain and Young’s modulus).
These values are later considered and discussed in terms of Mean Values (μ), Variability (σ, σ%) and
Correlations (rxy).

4.2. Spheroidal Graphite Cast Iron

In particular, the four diagrams in Figure 1 show these tensile properties in the case of SGI
where the values from the measures are reported together with error bars representing the related
variability. In addition, all the diagrams are displayed with a y-scale ranging from 0 to (approx.) the
maximum value. These provide a visual representation of the ability of the ML methods to fit the
experimental values. For instance, in the case of UTS, it is possible to see how the largest part of the
predictions (specifically 69 on 27 × 3 = 81) falls inside the error bars (±9%). These error bars were
evaluated starting from the experimental measures and passing by their relative standard deviation
(σ%). Per each property and each material, a specific σ% can be defined and this percentage can be
used for dimensioning the error bar. The related bars are intended to give an idea of the variability of
the measures, showing at the same time how a large part of the predictions falls inside this variability.

 
(a) 

 
(b) 

 
(c) 

Figure 1. Cont.
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(d) 

Figure 1. Metallurgical properties ((a) Ultimate Tensile Strength (UTS), (b) Yield Strength (YS),
(c) Ultimate Strain (ε), (d) Young’s modulus (E)) in the case of Spheroidal Graphite Iron (SGI), as
measured and predicted.

Comparing these properties, it is also possible to recognize, in general, how prediction on UTS
and YS seems better than those on ε and E.

4.3. Compacted Graphite Cast Iron

The analogous diagrams in Figure 2 show the tensile properties for CGI. This analogy is also
respected for considerations of data and evidence. For instance, also in this case for UTS, the major
part of the predictions (specifically 16 values on 21 × 3 = 63) falls inside the error bars (±6%).

Finally, the diagrams are similarly scaled for Figures 1 and 2, permitting a direct comparison
between the properties of the two materials. It is evident, for instance, the lower properties of CGI
respect to SGI.

 
(a) 

 
(b) 

Figure 2. Cont.
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(c) 

 
(d) 

Figure 2. Metallurgical properties ((a) Ultimate Tensile Strength (UTS), (b) Yield Strength (YS),
(c) Ultimate Strain (ε), (d) Young’s modulus (E)) in the case of Compacted Graphite Iron (CGI), as
measured and predicted.

5. Discussion

5.1. Prediction Model Validation

Before proceeding with discussing the results, it is appropriate to specify some additional concepts
on the use of the learning and validation process within this work and justify them. Usually studies
involving ML approaches divide the available data into two categories: those used for learning and
those used for validating results. This apparently sensible and correct approach brings with it potential
errors. For example, while the learning phase should vary slightly if information from a limited
number of data is subtracted by the complete dataset, the validation phase is very sensitive to how
many and which specific data are taken into account. Furthermore, whatever the result is, the doubt
remains that the particular choice of data modified the general assessment on the validity of the entire
prediction procedure.

This situation is frustrated when, as in the present case, external data are themselves subject to a
high variability. In other words, it can be accepted that the expert system is trained with data subject to
a certain intrinsic variability, waiting for its forecasts to be subject to a comparable variability. But,
if these predictions are then compared with some specific data extracted from such a variable sample,
the risk of making mistakes is rather high.

To avoid this risk, the simplest way is to increase the dataset of external data, to be used both for
training and validating, as done in Reference [44]—where 700 samples were considered—all of them
representing a homogeneous situation (same alloy, process conditions and so on). In the meantime,
also considering the hypothesis where additional tests are not imaginable in short, a different approach
was here proposed for data analysis. It is in line with another recent paper by some of the authors [54]
where ML algorithms were used for the evaluation of the surface roughness evaluation in steel after
thermal hardening by laser radiation. In brief, the validation is performed on the full dataset of values,
not on part of it.
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5.2. Data Preliminary Analysis

Considering the experimental measures, as reported in Appendix B in Tables A1 and A2, it is clear
there is a not marginal variability in values, in the cases of both metallurgical and mechanical properties.

The relative standard deviation (σ%), expressed as the ratio between the standard deviation (σ)
and the mean value (μ) permits a homogeneous comparison among parameters, providing useful
information. For instance, in the case of SGI, the metallographic factors, expressed by σ%, spread
between 14% (nodularity) and 44% (vermicularity). This variability is lower but also relevant, in the
case of CGI, limited between 5% (vermicularity) and 24% (nodularity). Also, in terms of mechanical
properties, the same variability of measures is confirmed. In particular, it ranges from 5%–6% in the
case of the Ultimate Tensile Strength and the Yield Strength of CGI, up to 19%–21% in the case of the
Ultimate Strain of SGI for both alloys.

As a consequence, the complexity of using these data for predictions on material properties is
evident. At the same time, in Table 4 the relationships between parameters, estimated by the Pearson
correlation coefficient, is reported in the case of the metallurgical properties, showing that several
parameters are, as weighted, in medium-strong relations (e.g., perlite vs ferrite or perlite vs graphite).

Table 4. Correlation matrix between the metallurgical properties in the case of SGI and CGI.

SGI Graphite Ferrite Perlite Nodularity Vermicularity

Graphite 1.00 0.04 −0.29 0.34 −0.30
Ferrite 0.04 1.00 −0.79 0.13 −0.19
Perlite −0.29 −0.79 1.00 0.03 0.05

Nodularity 0.34 0.13 0.03 1.00 −0.99
Vermicularity −0.30 −0.19 0.05 −0.99 1.00

CGI Graphite Ferrite Perlite Nodularity Vermicularity

Graphite 1.00 −0.20 −0.45 −0.24 0.20
Ferrite −0.20 1.00 −0.79 0.13 −0.19
Perlite −0.45 −0.79 1.00 0.03 0.05

Nodularity −0.24 0.13 0.03 1.00 −0.99
Vermicularity 0.20 −0.19 0.05 −0.99 1.00

But the relations of real interest are those that can connect mechanical properties to the
microstructural ones, in order to predict the overall behaviour of an alloy knowing its compound and
microstructure. Several articles, as mentioned, move in that direction, relating micro- and macro-scales,
while the current investigation limits its focus on data analysis.

In particular, Table 5 exhibits, in terms of Pearson correlation coefficients, the relationships between
the metallurgical parameters and the mechanical properties.

Table 5. Correlation matrix between the metallurgical and mechanical properties.

SGI Graphite Ferrite Perlite Nodularity Vermicularity

Ultimate Tensile Strength (UTS) −0.25 −0.87 0.90 0.63 −0.65
Yield Strength (YS) −0.19 −0.83 0.84 0.67 −0.69
Ultimate Strain (ε) −0.03 0.34 −0.32 0.05 −0.06

Young’s Modulus (E) −0.03 −0.09 0.09 0.18 −0.21

CGI Graphite Ferrite Perlite Nodularity Vermicularity

Ultimate Tensile Strength (UTS) −0.44 −0.46 0.69 0.23 −0.17
Yield Strength (YS) −0.46 −0.35 0.61 0.25 −0.17
Ultimate Strain (ε) −0.47 0.00 0.29 0.28 −0.26

Young’s Modulus (E) −0.11 0.08 0.00 −0.39 0.38

Several preliminary considerations emerge from these data. According to the experimental values,
as correlated by the Pearson coefficient, it seems that:
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- the SGI is more affected than the CGI with respect to changes in the metallurgical properties;
- the content of graphite is not so relevant for the definition of mechanical properties, especially in

the case of SGI, while it has a light negative effect on CGI;
- the contents of ferrite and perlite, more than others, directly influence the material strength,

especially in the case of SGI;
- the ductility is directly related to ferrite and perlite content but not to graphite in the case of SGI,

while the graphite shows a light negative effect on CGI;
- the Young’s modulus, evaluated as standard, is practically uncorrelated, except for a slight

dependency to the nodularity and to the vermicularity, more relevant in the case of CGI.

5.3. Expert Algorithms

This preliminary data analysis permits the presentation of a general situation, quite common
in the strength of materials, where each material property seems to be related to many of the others
without strong/predominant dependencies. The consequent network of weak correlations between
properties makes the material data analysis complex. Thus, every approach searching for a linear
dependency is almost useless, unable to “untangle the skein” and artificial intelligence can help with
“cracking” this complexity.

An expert algorithm, in fact, can search for patterns to be recognized without considering their
physical significance. It will simply scan data search for hidden analogies and structures, moving the
vision between different levels of the knowledge abstraction.

5.4. Mean Values and Variability

In Table 6, the tensile properties for SGI and CGI are reported as predicted by the expert system,
in terms of mean values and standard deviations. It is evident how the variability in predictions is
in line with the initial variability of measures. For instance, the experimental data on SGI, measured
on 27 specimens, show an average value of the UTS equal to μ = 549 MPa with variability a σ = ±51,
equal to ±9%. Using these values, the three ML algorithms (RF, NN, kNN) propose three different
predictions, equal to, in the mentioned case, respectively, 536 ± 31 (6%), 550 ± 64 (12%), 520 ± 33 (6%).
The variability of those predictions (±6%; ±12%; 6%) is almost equivalent to the initial one (±9%).
The same concept is also evident in the cases of all the other properties, demonstrating that the selected
ML algorithms do not interfere with the base of data increasing its variability.

Table 6. Mechanical properties prediction in terms of mean values and standard deviations.

SGI Unit Data RF NN kNN

Ultimate Tensile Strength (UTS) MPa 549 ± 51 (9%) 536 ± 31 (6%) 550 ± 64 (12%) 520 ± 33 (6%)
Yield Strength (YS) MPa 340 ± 27 (8%) 341 ± 20 (6%) 341 ± 31 (9%) 320 ± 22 (7%)
Ultimate Strain (ε) % 10.2 ± 1.9 (19%) 9.4 ± 1.8 (19%) 9.7 ± 2.0 (21%) 8.1 ± 0.1 (8%)

Young’s Modulus (E) GPa 170 ± 14 (8%) 177 ± 13 (7%) 170 ± 13 (8%) 157 ± 12 (7%)

CGI Unit Data RF NN kNN

Ultimate Tensile Strength (UTS) MPa 337 ± 22 (6%) 340 ± 24 (7%) 332 ± 19 (6%) 317 ± 5 (4%)
Yield Strength (YS) MPa 268 ± 16 (6%) 268 ± 16 (6%) 268 ± 17 (6%) 251 ± 13 (5%)
Ultimate Strain (ε) % 3.4 ± 0.7 (21%) 3.5 ± 0.5 (14%) 3.4 ± 0.7 (21%) 3.0 ± 0.5 (18%)

Young’s Modulus (E) GPa 150 ± 14 (9%) 154 ± 12 (8%) 146 ± 17 (12%) 136 ± 20 (4%)

5.5. Mean Values and Error Estimation

In Table 7, the distance between the measured and predicted values are reported in terms of
percentage errors with respect to the average values of tensile properties. It is evident how, except
in rare cases, all the different algorithms can provide valid predictions. Also, in the present case,
the confidence placed by Reference [59] in the possibility of accelerating material property predictions
by the use of machine learning is confirmed.
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Table 7. Error estimation in the prediction of mean values.

Property
SGI CGI

RF NN kNN RF NN kNN

Ultimate Tensile Strength (UTS) −2.4% 0.2% −5.3% 0.9% −1.5% −5.9%
Yield Strength (YS) 0.3% 0.3% −5.9% 0.0% 0.0% −6.3%
Ultimate Strain (ε) −7.8% −4.9% −20.6% 2.9% −11.8% −11.8%

Young’s modulus (E) 4.1% 0.0% −7.6% 2.7% −2.7% −9.3%

In particular, of 24 values under investigation, 7 of them (almost 1/3) are predicted with an error
lower than 1%; 11 lower than 3%; 16 (equal to 2/3) lower than 6%. In addition, it can also be noted that
the uncorrected values (with percentage errors > 10%) are essentially related to the prediction of the
Ultimate Strain (ε).

Even in this extreme case, the correspondence is quite acceptable, as demonstrated in Figure 3
where the comparison between measures and predictions is shown in terms of values frequency. It is
possible to see how the density functions for measures and predictions overlap in several situations as,
for example, in the cases of RF and NN methods for the Ultimate Strain (ε). Actually, it is possible to say
that the NN method can closely retrace the density functions for all the situations under investigation.
It means, in practice, that the NN method can predict the real values not limited to the average values
but also through its range of variability. This good accuracy in predicting the mechanical properties of
cast iron offered by the NN method was also reported by Reference [61] with respect to an investigation
involving 24 process parameters and 800 external data.

  
(a) (b) 

  
(c) (d) 

Figure 3. Comparison between measured and predicted values in terms of density functions (case of
SGI) for: (a) Ultimate Tensile Stress; (b) Yield Stress; (c) Ultimate Strain; (d) Young’s Modulus.

It is not the case that the kNN method shows a tendency to systematically underestimate reality
(shown by narrow curves, shifted on the left, towards lower average values). These graphs are related
to SGI but similar considerations emerge from data analysis in the case of CGI.

It is also worth noting that the validity of the predictions by ML does not seem to be affected by
the specific values assumed by the properties. This contrasts with Reference [28], where it was reported
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that the prediction by the expert system ceased to be accurate for UTS higher than 100 MPa—in
this analysis, the estimation methods proved to be equally valid for two cast iron families with very
different properties, that is, SGI and CGI with an UTS of, respectively, 539 and 337 MPa.

Furthermore, it is confirmed that the potentiality of CGI in replacing SGI in particular applications
where ductivity may be preferred to high stiffness, as expressed by References [4,62,63].

5.6. Correlations

Even if a prediction is accurate with respect to the average values and to the variability of measures,
their distribution could be significantly different. Thus, the linear correlation is also investigated.
In Table 8, the linear relations between measured and predicted values are reported in terms of Pearson
correlation coefficients: as mentioned, the correlation is much better than the value closer to 1.

Table 8. Correlation between measures and predictions in terms of Pearson correlation coefficient.

Pearson Correlation
Coefficient (rxy)

SGI CGI

RF NN k-NN RF NN kNN

Ultimate Tensile Strength (UTS) 0.39 0.76 0.81 0.48 0.41 0.37
Yield Strength (YS) 0.56 0.74 0.79 0.33 0.33 0.22
Ultimate Strain (ε) −0.12 0.17 −0.14 0.29 0.50 0.19

Young’s modulus (E) 0.17 −0.07 −0.05 −0.02 −0.48 −0.41

Figure 4 reports a graphical representation of the meaning of this linear correlation proposing a
comparison between data with difference Pearson correlation coefficients (rxy). It is the case, in particular,
of the values of Yield Strength (YS) and the Young’s modulus (E) for SGI, characterized by Pearson
correlation coefficients of 0.74 (predicted by NN) and 0.17 (predicted by RF), respectively. The same
diagram shows, simultaneously, properties with different units—namely (MPa) and (GPa)—and each
point represents a single prediction, positioned by the experimental (x-axis) and predicted (y-axis)
values. In this chart, points that are distributed along the bisector (x = y) or very close to it—as the
values of Yield Strength (YS)—demonstrate a good correlation between experimental measurements
and numerical predictions. On the contrary, a distribution of points like clouds, as in the case of
Young’s modulus (E) values, demonstrates a lack of correlation between measures and prediction.

 

Rxy = 0.17 
(RF method) 

Rxy = 0.77 
(NN method) 

Figure 4. A graphical representation of data with different Pearson correlation coefficients. It is the
case of YS (MPa) and E (GPa) for SGI with coefficients of, respectively, 0.74 (NN) and 0.17 (RF).

Instead, Figure 5 reports a graphical representation of data characterized by (substantially) equal
Pearson correlation coefficients.
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Figure 5. A graphical representation of data with equal Pearson correlation coefficients. It is the case of
YS (MPa) for SGI with coefficients of, respectively, 0.74 (NN) and 0.79 (kNN).

It is the case, for instance, of the values of Yield Strength (YS) for SGI where those coefficients are 0.74
or 0.76, depending on the specific ML methods used (NN and kNN, respectively). The correspondence
between the coefficients suggests that the two forecasting techniques are similarly effective. At the
same time, the diagram shows how some aspects can escape attention if the analysis remains limited
to the coefficients. In the figure, it is observed, for instance, how the values predicted by kNN are not
randomly distributed around the bisector but are all shifted to the right. This means, in practice, that
the kNN method proposes predictions subject to a slight, but systematic, error of underestimation,
confirming the similar considerations on the kNN method previously emerged.

5.7. Results Summary

In brief, the accuracy of ML methods in predicting the mechanical properties starting from the
metallurgical properties, as estimated by images analysis samples and macro-indicators, was evaluated
comparing measures and predictions with respect to their mean values (μ)/standard deviations (σ)
(Table 7) and by the overall trend of the Pearson coefficients (rxy) (Table 8). The comparison is also
shown by representing, respectively, the way the density functions, defined by μ and σ, overlap
(Figure 3) and how these values are distributed, point to point, in correlation graphs (Figures 4 and 5).

Thanks to this analysis it is possible to propose, as results, the following considerations:

- ML methods confirm their general validity in predicting the mechanical properties of metals;
- this seems true, even in the presence of a quite limited dataset to be used for training;
- information can be directly taken from micrographs by a conventional process of image analysis

and macro-indicators without the need to go through deeper metallurgical investigations;
- in particular, the NN method seems the most appropriate of those considered;
- the kNN method, although it has good accuracy, also shows a tendency to systematic errors;
- the accuracy in prediction is different for each specific property under investigation, achieving

the best results for UTS and YS but also offering acceptable indications in the other cases;
- the average values of experiments and predictions (measured by μ) often coincide in practice;
- the deviation with respect to the average values (measured by σ) shows a variability in prediction

in line with the intrinsic variability as revealed by the experimental measurements;
- the Pearson correlation (rxy) can be conveniently adopted for a quick evaluation of data but also

for the validation of predictions.
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6. Conclusions

There is no doubt that Artificial Intelligence (AI) and Machine Learning (ML) have become widely
known over the past few years thanks to their applicability. As Big Data technologies retain the status of
the most discussed IT trend of modernity, so ML algorithms can be considered the most powerful tool
focused on the predictive application of large amounts of data. It is the same in the material sciences.

This article proposed the use of three between the most common ML algorithms, available in
an open source platform, in supporting the material data analysis. In particular, the Random Forest,
the Artificial Neural Network and the k-nearest neighbours methods have been preferred for pattern
recognition on two datasets of tensile properties of two different foundry alloys—ductile and compact
graphite cast irons—as measured in previous experiments. The Expert System, trained on these
(extremely limited number of) data, provided predictions in line with the measures, both in terms
of mean values and variability, in large part of the situations under investigation. In particular,
an extremely accurate correspondence between experimental and predicted data along the full range
of values emerges in the case of Ultimate Tensile Strength (UTS) and Yield Strength (YS), with errors
lower than 1% (when considered in terms of mean/expected values). But even in the other situations
under examination, related to the Ultimate Strain (ε) and Young’s modulus (E), the use of AI as an
investigation system could provide valid support. As a consequence, it is possible to confirm the benefit
of the ML techniques in predicting the mechanical properties of cast alloys. Furthermore, they could
help with investigating the strict relationship between these ultimate properties and other fundamental
aspects of metallurgy, as constituent elements, microstructures, process parameters or treatments.

Finally, it is worth considering how the validity in prediction could be reasonably improved:
selecting additional Machine Learning classifiers, optimizing their parameters and enlarging the
dataset adopted for training. All these improvements in the investigation approach are relatively
simple without introducing any additional complexity to the predicting procedure.
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Appendix A

For a better comprehension, the adopted nomenclature is here reported:

SGI Spheroidal cast iron
CGI Compact graphite cast iron
GR Graphite
FE Ferrite
PE Perlite
NO Grade of Nodularity
VE Grade of Vermicularity
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HB Brinell hardness
AI Artificial Intelligence
ANN Artificial Neural Network
ML Machine Learning
RF Random Forest method
NN Neural Network method
kNN k-Nearest Neighbours method
μ Mean Value
σ Standard Deviation
σ% Relative Standard Deviation
rxy Pearson Correlation Coeff.
UTS Ultimate Tensile Strength
YS Yield Strength
ε Ultimate Strain/Ductility
E Young’s/Elasticity Modulus

Appendix B

Table A1. Metallographic and mechanical properties of specimens in Spheroidal Graphite Iron (SGI).
Data from [21–23].

Specimen
GR FE PE NO VE UTS YS ε E

% % % % % MPa MPa % GPa

1 9.1 47.5 43.4 53.9 36.8 500.0 315.3 10.2 154.5
2 12.2 47.1 40.8 63.6 27.2 501.0 302.3 10.3 164.6
3 13.6 42.5 43.9 75.2 17.0 508.7 315.7 8.6 184.9
4 8.6 48.6 42.8 62.6 30.4 496.8 301.2 11.6 184.9
5 12.1 48.5 39.5 67.1 26.2 494.8 325.4 8.5 170.5
6 11.2 42.8 46.0 68.8 23.7 508.8 314.8 8.0 185.7
7 8.3 43.6 48.1 50.9 40.9 501.4 309.2 9.8 153.0
8 12.6 43.6 43.8 79.0 15.2 500.5 309.4 8.8 178.2
9 6.3 52.8 40.9 56.4 34.4 510.2 302.1 8.0 155.0
10 8.6 43.7 47.8 65.7 24.3 549.9 344.7 11.7 168.9
11 12.1 44.8 43.1 75.5 17.1 561.5 347.5 13.4 178.2
12 8.1 49.0 42.9 75.7 17.3 545.4 329.1 12.8 165.4
13 9.2 40.8 50.0 66.9 23.6 554.4 352.4 10.4 155.3
14 7.1 44.6 48.3 68.6 22.3 544.8 346.4 10.9 176.7
15 9.4 47.3 43.4 75.1 17.1 557.4 348.7 12.2 174.7
16 13.2 34.2 52.7 86.1 9.4 570.4 354.8 11.4 141.7
17 11.3 30.5 58.2 85.7 9.4 586.4 366.5 7.5 186.0
18 13.7 39.2 47.1 84.4 10.8 564.4 354.9 9.8 167.0
19 9.1 32.1 58.8 78.2 16.3 582.9 370.9 8.0 173.7
20 10.2 30.8 59.1 80.8 14.1 572.5 353.0 8.5 149.2
21 7.6 33.5 58.8 84.6 10.2 581.9 364.4 12.7 200.6
22 9.3 24.6 66.1 89.6 5.9 651.7 376.8 9.9 160.4
23 7.0 22.7 70.3 81.6 11.9 668.7 397.5 9.0 183.3
24 6.5 24.8 68.7 74.2 17.7 666.6 381.2 8.8 166.4
25 10.2 55.7 34.1 77.7 16.6 514.2 319.0 15.2 164.6
26 7.0 51.6 41.4 72.5 19.7 515.7 335.7 8.1 159.6
27 7.1 45.2 47.7 61.9 27.6 523.9 332.0 10.7 185.9

Mean (μ) 9.7 41.2 49.2 72.7 20.1 549.4 339.7 10.2 170.0
St. Dev. (σ) 2.3 9.0 9.4 10.2 8.8 50.6 26.7 1.9 13.9

R. St. Dev. (σ%) 24% 22% 19% 14% 44% 9% 8% 19% 8%
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Table A2. Metallographic and mechanical properties of specimens in Compacted Graphite Iron (CGI).
Data from [21–23].

Specimen
GR FE PE NO VE UTS YS ε E

% % % % % MPa MPa % GPa

1 21.0 60.2 18.8 16.1 81.2 318.8 253.1 3.3 136.1
2 17.3 62.3 20.4 12.1 85.1 350.1 274.3 2.2 182.5
3 13.9 62.9 23.2 15.4 82.2 307.5 237.8 3.3 146.3
4 14.5 61.6 23.9 9.4 88.5 314.1 252.4 2.2 137.1
5 14.5 62.6 22.9 23.4 74.3 316.2 259.1 2.5 142.1
6 13.2 64.8 22.0 13.0 84.4 308.4 252.3 2.4 140.8
7 15.7 64.3 20.0 17.5 79.7 321.7 258.5 3.4 151.4
8 12.6 61.9 25.6 11.7 86.4 315.0 249.7 2.7 152.9
9 16.7 53.5 29.8 9.0 88.9 312.4 249.5 3.6 156.3
11 11.4 64.9 23.7 15.1 82.7 338.3 273.0 4.4 175.6
12 9.2 67.6 23.3 21.6 74.6 338.8 257.3 4.2 146.4
14 11.2 65.8 22.9 17.9 80.0 336.8 274.0 4.6 132.1
15 10.3 63.0 26.8 16.7 81.4 339.2 270.9 4.2 145.7
16 14.6 56.6 28.9 19.5 78.5 345.8 263.9 3.4 145.8
17 10.1 62.9 27.0 16.7 81.7 346.4 278.4 3.7 159.2
18 11.1 63.5 25.5 16.2 81.8 354.6 288.3 3.1 165.6
19 9.8 59.9 30.3 17.8 80.5 345.0 274.9 3.4 152.6
20 12.8 58.3 28.9 24.0 74.0 345.7 284.1 3.2 129.8
22 12.9 52.9 34.2 18.5 79.5 370.7 281.0 3.9 144.3
23 12.6 53.4 34.0 16.3 81.9 374.0 295.8 3.4 137.9
24 9.7 55.2 35.2 13.3 85.4 380.8 296.7 3.9 167.9

Mean (μ) 13.0 61.2 25.8 16.6 81.2 337.2 267.9 3.4 149.9
St. Dev. (σ) 3.0 4.3 4.7 4.0 4.2 21.8 16.3 0.7 14.0

R. St. Dev. (σ%) 23% 7% 18% 24% 5% 6% 6% 21% 9%

Appendix C

Table A3. Prediction of mechanical properties of Spheroidal Graphite Iron (SGI).

UTS YS ε E

MPa RF NN kNN MPa RF NN kNN % RF NN kNN GPa RF NN kNN

495 510 509 497 325 348 316 301 8.5 8.0 8.0 8.0 171 185 186 160
497 510 510 495 301 349 302 302 11.6 10.7 10.2 8.0 185 165 153 155
500 501 501 497 315 302 309 301 10.2 8.0 8.0 8.0 155 185 153 153
501 510 509 497 302 301 315 301 10.3 8.0 8.0 8.0 165 185 185 169
501 562 564 509 309 316 355 316 8.8 9.0 9.0 7.5 178 149 142 165
501 500 500 497 309 332 315 301 9.8 11.4 8.6 8.6 153 169 155 155
509 557 501 501 316 309 355 309 8.6 8.8 8.5 8.8 185 178 178 178
509 554 501 495 315 345 325 302 8.0 10.2 10.7 9.8 186 178 165 155
510 500 500 497 302 336 309 301 8.0 10.9 9.8 8.5 155 165 155 153
514 510 509 501 319 336 316 309 15.2 8.1 12.8 8.1 165 178 178 178
516 545 524 495 336 329 302 319 8.1 12.8 15.2 8.5 160 177 165 165
524 501 510 497 332 345 315 301 10.7 10.9 10.2 10.3 186 185 155 155
545 562 516 501 329 349 349 309 12.8 13.4 15.2 8.1 165 178 175 178
545 509 516 509 346 332 332 315 10.9 10.7 10.7 8.0 177 178 186 155
550 509 497 497 345 352 301 301 11.7 10.4 10.7 8.0 169 186 153 155
554 545 510 501 352 345 336 302 10.4 8.0 8.0 8.0 155 177 185 165
557 509 514 501 349 329 336 309 12.2 8.0 8.0 8.1 175 178 165 160
562 501 509 501 348 329 316 309 13.4 8.0 8.0 8.0 178 185 165 160
564 573 570 501 355 355 348 309 9.8 10.2 8.0 8.0 167 201 178 178
570 582 564 564 355 367 367 353 11.4 7.5 8.5 7.5 142 167 167 149
573 583 652 570 353 381 377 355 8.5 8.0 9.9 7.5 149 174 183 142
582 564 669 570 364 371 377 353 12.7 7.5 9.9 7.5 201 174 183 142
583 573 652 570 371 353 398 353 8.0 8.5 9.0 7.5 174 201 183 142
586 573 652 570 367 364 355 353 7.5 8.0 8.8 8.0 186 201 160 142
652 586 573 570 377 355 398 353 9.9 7.5 7.5 7.5 160 149 183 142
667 510 669 573 381 336 398 353 8.8 13.4 11.4 8.6 166 160 183 149
669 545 667 573 398 353 381 353 9.0 8.8 9.9 7.5 183 166 166 149
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Table A4. Prediction of mechanical properties of Compacted Graphite Iron (CGI).

UTS YS ε E

MPa RF NN kNN MPa RF NN kNN % RF NN kNN GPa RF NN kNN

308 316 350 308 238 288 252 252 3.3 3.4 2.2 2.4 146 146 141 132
308 355 314 308 252 238 274 238 2.4 3.3 2.2 2.2 141 176 183 146
312 371 315 312 250 252 281 250 3.6 3.3 3.9 3.9 156 138 137 137
314 312 312 314 252 250 250 238 2.2 3.6 3.6 2.2 137 153 183 141
315 308 314 315 250 252 252 238 2.7 2.2 2.2 2.2 153 168 137 137
316 322 346 316 259 284 284 257 2.5 3.4 3.4 3.4 142 146 151 130
319 350 322 319 253 259 274 238 3.3 3.4 2.2 2.2 136 151 183 141
322 319 319 322 259 252 259 238 3.4 3.4 3.2 3.2 151 141 136 132
337 355 339 337 274 257 257 238 4.6 4.2 4.2 3.1 132 176 146 146
338 339 337 338 273 288 250 252 4.4 4.2 4.6 2.4 176 166 132 132
339 346 337 339 271 278 238 273 4.2 2.5 4.6 2.5 146 159 159 132
339 337 308 339 257 271 259 259 4.2 3.7 3.4 3.1 146 166 132 132
345 346 346 345 275 278 281 271 3.4 3.4 3.3 3.3 153 146 144 138
346 316 346 346 264 281 296 271 3.4 4.2 3.9 3.1 146 146 130 130
346 339 339 346 278 271 271 271 3.7 3.4 3.4 3.1 159 166 132 132
346 316 316 346 284 259 259 257 3.2 3.4 3.4 3.4 130 142 142 142
350 308 319 350 274 252 253 238 2.2 3.3 3.3 3.3 183 151 137 136
355 338 339 355 288 273 275 238 3.1 4.2 4.2 3.3 166 146 132 132
371 381 374 371 281 296 296 264 3.9 3.4 3.4 3.4 144 138 138 130
374 381 371 374 296 281 281 250 3.4 3.9 3.9 3.4 138 153 144 144
381 374 312 381 297 274 296 250 3.9 3.7 3.4 3.4 168 153 144 138
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