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Preface to ”Heat Transfer in Energy Conversion Systems”

In recent years, the scientific community’s interest towards efficient energy conversion systems 
has significantly increased. One of the reasons is certainly related to the change in the temperature of 
the planet, which appears to have increased by 0.76 ◦C with respect to pre-industrial levels, according 

to the Intergovernmental Panel on Climate Change (IPCC), and this trend has not yet been stopped. 
The European Union considers it vital to prevent global warming from exceeding 2 ◦C with respect to 

pre-industrial levels, since this phenomenon has been proven to result in irreversible and potentially 
catastrophic changes. These climate changes are mainly caused by the emissions of greenhouse 
gasses related to human activities, and can be drastically reduced by employing energy systems, for 
both heating and cooling of buildings and for power production, characterized by high efficiency 
levels and/or based on renewable energy sources.

This Special Issue, published in the journal Energies, includes 12 contributions from across the 
world, including a wide range of applications, such as HT-PEMFC, district heating systems, a 
thermoelectric generator for industrial waste, artificial ground freezing, nanofluids, and others.

Finally, we wish to express our deep gratitude to all the authors and reviewers who have 
significantly contributed to this Special Issue. Sincere thanks also go to the editorial team of MDPI 
and Energies for providing the opportunity to publish this book and helping in all possible ways, 
especially Ms. Julyn Li for her support and availability.

Alessandro Mauro, Nicola Massarotti, Laura Vanoli

Editors
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Abstract: Recently, the need for energy-saving and eco-friendly energy systems is increasing as
problems such as rapid climate change and air pollution are getting more serious. While research on
a power generation system using hydrogen energy-based fuel cells, which rarely generates harmful
substances unlike fossil fuels, is being done, a power generation system that combines fuel cells and
Organic Rankine Cycle (ORC) is being recognized. In the case of High Temperature Proton Exchange
Membrane Fuel Cell (HT-PEMFC) with an operating temperature of approximately 150 to 200 ◦C,
the importance of a thermal management system increases. It also produces the waste heat energy at
a relatively high temperature, so it can be used as a heat source for ORC system. In order to achieve
this outcome, waste heat must be used on a limited scale within a certain range of the temperature of
the stack coolant. Therefore, it is necessary to utilize the waste heat of ORC system reflecting the stack
thermal management and to establish and predict an appropriate operating range. By constructing
an analytical model of a combined power generation system of HT-PEMFC and ORC systems,
this study compares the stack load and power generation performance and efficiency of the system
by operating temperature. In the integrated lumped thermal capacity model, the effects of stack
operating temperature and current density, which are important factors affecting the performance
change of HT-PEMFC and ORC combined cycle power generation, were compared according to
operating conditions. In the comparison of the change in power and waste heat generation of the
HT-PEMFC stack, it was shown that the rate of change in power and waste heat generation by the
stack operating temperature was clearly changed according to the current density. In the case of
the ORC system, changes in the thermal efficiency of the ORC system according to the operating
temperature of the stack and the environmental temperature (cooling temperature) of the object
to which this system is applied were characteristic. This study is expected to contribute to the
establishment of an optimal operation strategy and efficient system configuration according to the
subjects of the HT-PEMFC and ORC combined power generation system in the future.

Keywords: high temperature proton exchange membrane fuel cell; thermal management; organic
rankine cycle; plate heat exchanger; waste heat recovery; cooling system; thermodynamic modeling

1. Introduction

Today, the need to expand power generation systems utilizing eco-friendly and waste heat energy
to tackle climate changes is increasing, and active research on hydrogen fuel cell generation (electricity

Energies 2020, 13, 6163; doi:10.3390/en13236163 www.mdpi.com/journal/energies1
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generation) and a cogeneration system capable of utilizing waste heat is being done. Unlike engine or
boiler-based power generation systems that generate power through a combustion process that uses
fossil fuels to produce thermal energy and emission, hydrogen fuel cell systems is an eco-friendly
power generator of electricity, thermal energy, and water through the chemical bonding process of
hydrogen and oxygen.

The Solid Oxide Fuel cell (SOFC) based micro-cogenerative power system is being actively
researched, and modeling research for predicting appropriate operating conditions is being considered
for important research project purposes. Arpino et al. investigated the factors that influence the
measurement uncertainty for combined heat and power design using SOFC [1]. In addition, they studied
the correlation between the 0D model of those SOFC-based systems and the collected data. Additionally,
an effective thermal management strategy through fuel utilization adjustments was presented for
optimizing cogenerative power system operation [2]. Duhn et al. conducted an analytical study of the
cooling plate design to improve operational efficiency by ensuring the pressure drop uniformity of
the gas distributor of the SOFC system [3]. As described above, in a fuel cell-based power generation
system having a high operating temperature, optimum control of the working fluid is important
in addition to proper operating temperature and pressure drop formation in order to improve the
efficiency and performance of the system.

In the case of High Temperature Proton Exchange Membrane Fuel Cell (HT-PEMFC), there is an
advantage in that it can utilize waste heat at a relatively high temperature (150 ◦C or higher) with
highly efficient power generation. In order to secure the power efficiency and reliability of such
HT-PEMFC, a thermal management system is essential to maintain a high operating temperature [4,5].
As the operating temperature of the stack must be kept constant, the stack coolant must be used within
a controlled temperature. Consequently, a thorough examination of the appropriate operating range of
waste heat utilization (heat exchange) reflecting the respective stack thermal management and system
control thereto, should be performed for the optimal design of cogeneration using HT-PEMFC and
waste heat recovery [6,7].

Among the fuel cells, the PEMFC exhibits a relatively high power density and power efficiency,
and it can minimize noise and residual emissions. It is divided into Low Temperature Proton Exchange
Membrane Fuel Cell (LT-PEMFC) with an operating temperature of 60 to 80 ◦C and HT-PEMFC
with an operating temperature of 100 ◦C or more. The power efficiency of HT-PEMFC appears to
be approximately 45 to 60% [8]. Currently, research is being carried out on the cogeneration system
suitable for each operation characteristic of each PEMFC type [9]. The advantage of HT-PEMFC is the
simplification of the water management device configuration due to the high operating temperature as
well as the generation of highly useful waste heat. Specifically, if the liquid cooling system is applied
to HT-PEMFC thermal management with an operating temperature of 100 ◦C or higher, waste heat
exchange with higher utilization is possible, which is advantageous for cogeneration and trigeneration
systems [10]. Najafi et al. compared the performance and efficiency of the HT-PEMFC trigeneration
system according to operation strategies during a certain operating period while the research team
carried out a study on a trigeneration system to which both LT-PEMFC and HT-PEMFC were applied.
Furthermore, research on warm-up strategies to quickly increase the stack operating temperature when
the HT-PEMFC starts up was conducted [11]. Thus, based on the previous studies, it seems that the
HT-PEMFC-based cooling and heating system can be selectively applied according to the operation
strategy and subject.

It is important to secure the performance and efficiency of the waste heat recovery system in
order to expand the subjects for application and functionality of the combined power generation
system using such HT-PEMFC. This is one of the most important factors in selecting a target building
and power system to secure electric energy with high utilization at a certain level depending on the
operating environment [12,13]. Therefore, today, active research on Organic Rankine Cycle (ORC)
system using stack waste heat energy in addition to fuel cell systems is being done [14]. Dickes’
research team experimentally examined the temperature distribution of the working fluid for power
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generation in the evaporator heat exchanger in the ORC power system, and Jang’s research team
conducted a study on the performance of the compact ORC system at the 1 kW-level using a heat
source in the range of 100 to 140 ◦C [15,16]. In addition, Jeong’s research team conducted a study on
the heat exchange performance and characteristics of the plate heat exchanger for each working fluid
operating condition applied to the ORC system [17]. S.C. Yang et al. conducted a pilot study on an
ORC power generation system at the 3 kW-level, capable of utilizing waste heat at 100 ◦C [18]. In the
case of HT-PEMFC, the inlet temperature and mass flow rate of the coolant must be kept relatively
constant in order to secure appropriate power efficiency at a relatively high operating temperature [19].
This is a limiting factor that must be reflected in the operational design of waste heat utilization systems
such as ORC power generation and is the reason for the need to optimize the integrated system linked
to the stack thermal management system. To this end, it may be useful to introduce a HT-PEMFC
and ORC power generation integrated system modeling, as well as a confirmation and verification
process of power generation performance and efficiency range according to the application subject and
operating conditions.

In this study, through an analytical method based on the existing HT-PEMFC and ORC power
generation system model, the power generation performance and efficiency range according to the
operating conditions of the HT-PEMFC and ORC combined power generation system considering stack
thermal management were confirmed, and the rate of change of power generation performance (effect
on power generation performance change) for each control factor for the combined power generation
system was presented. For this, a system analysis was conducted to predict system performance and
efficiency according to changes in operating conditions such as stack operating temperature, current
density, and ORC cooling temperature for a combined power generation system composed of a lumped
thermal capacity model.

2. System Description Based on HT-PEMFC and ORC

Figure 1 shows the model composition for performance prediction and comparative analysis
of the combined system consisting of the HT-PEMFC subsystem for cooling of the HT-PEMFC
and the ORC subsystem for waste heat recovery power generation. The HT-PEMFC subsystem
and the ORC subsystem, each with a fluid flow diagram, share an evaporator. The coolant of the
HT-PEMFC subsystem was selected as Tri-ethylene glycol (TEG) since its phase does not change at the
operating temperature of HT-PEMFC, which is 423~463 K. It follows the black solid line in Figure 1.
The HT-PEMFC subsystem consists of an auxiliary heater/cooler, thermal storage, 3-way valve, cooling
pump, and evaporator heat exchanger. The auxiliary heater/cooler is configured to keep the inlet
temperature of PEMFC constant regardless of the influence of the ORC subsystem when the thermal
power of the HT-PEMFC and the heat supplied to the ORC is not the same during the initial system
startup. The 3-way valve is configured to meet the same flow conditions as the thermal power of
HT-PEMFC and the heat exchange amount of the ORC evaporator. The cooling pump was controlled
so that it would meet the flow condition in which the temperature difference between the inlet and
outlet of HT-PEMFC satisfies 5 K.

To simplify the analysis of this system, the study followed subsequent assumptions:

1. All equipment of the system follows the lumped model and ignores heat loss.
2. The pressure loss in the pipe through which the stack coolant and working fluid travel is ignored.
3. Temperature and cell voltage are evenly distributed over the entire electrode of HT-PEMFC, and

the reaction gas mixture is an ideal gas fluid.
4. The cathode charge transfer coefficient and the anode charge transfer coefficient are the same.
5. The isentropic efficiency of the expander is 60%, and the overall efficiency of the refrigerant pump

is 50%.
6. In the condenser of the ORC system, the working fluid is sufficiently subcooled, and the existing

superheat of the evaporator is 5 K.

3
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7. The pressure loss of the evaporator reflected only the pressure loss on the heat source side, and
only the loss due to friction was considered.

Figure 1. Schematic diagram of combined system.

3. Combined HT-PEMFC and ORC System Modeling

3.1. Thermodynamic Model of HT-PEMFC

The HT-PEMFC model applied in this analysis can be used by setting the operating temperature
range of 120 to 200 ◦C, the cathode stoichiometric ratio range of 2 to 5, and the CO concentration
range of 0.1 to 10%. Using a previously studied model as a reference [20,21], it is a one-dimensional
isothermal model, HT-PEMFC based on PBI, and the electrochemical reaction in the fuel cell is as
follows [22]:

Anode: H2 → 2H+ + 2e− (1)

Cathode 2H+ +
1
2

O2 + 2e− → H2O (2)

Overall reaction H2(g) +
1
2

O2(g) → H2(g) (3)

The overall cell voltage of the stack is calculated through the overpotential loss acting on the
cathode and the overpotential loss acting on the anode at the ideal standard potential as shown in the
Equation (4). The overpotential is divided into the activation overpotential (ηact), ohmic overpotential
(ηohmic), and concentration overpotential (ηconc) [23]. The activation overpotential is affected by the
Tafel equation and the charge transfer coefficient while the ohmic overpotential is affected by the
thickness of the membrane and the catalyst. The last term, concentration overpotential, represents the
effect of cathode stoichiometry.

The ideal standard potential (Videal) is calculated by the variation of Gibbs free energy (Δgf )
through electrochemical reaction and Faraday Constant (F) as shown in Equations (5) and (6), but in
this model, the open circuit voltage of a reference [20] is used.

Vcell = Vocv − ηact − ηohmic − ηconc (4)

Δg f = g fH2O − g fH2 − g fO2 (5)

4
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Videal = −
Δg f
2F

(6)

Activation overpotential acting on cathode and anode is obtained from the following equations:

ηact =
RTcell
4αcF

ln
(

I + I0

I0

)
+

RTcell
αaF

sinh−1
(

I
2kehθh2

)
(7)

αc = a0Tcell + b0 (8)

I0 = a1e−b1Tcell (9)

where R is the universal gas constant, Tcell is the operating temperature, αc is the cathode charge transfer
coefficient, F is the faraday constant, I is the current density, keh is the hydrogen electro-oxidation rate
constant, θh2 is the hydrogen surface coverage, I0 is the exchange current density, λair is the cathode
stoichiometry ratio, and αa is the anode charge transfer coefficient, and it is assumed to be the same as
the cathode charge transfer coefficient.

Ohmic overpotential and concentration overpotential acting on the cathode is given by:

ηohmic = RohmicI (10)

Rohmic = a2Tcell + b2 (11)

ηconc =
Rconc

λair − 1
I (12)

Rconc = a3Tcell + b3 (13)

Linear regression was used for the cathode charge transfer coefficient, ohmic resistance (Rohmic),
and concentration resistance (Rconc), and the exchange current density was expressed as an exponential
function type. The values of the regressions used are shown in Table 1.

Table 1. Numerical value for regressions used in the High Temperature Proton Exchange Membrane
Fuel Cell (HT-PEMFC) model.

Parameters Values Unit

Charge transfer constant, a0 2.761× 10−3 [K−1]
Charge transfer constant, b0 −0.9453 -
Limiting current constant, a1 3.3× 103 [A]
Limiting current constant, b1 −0.04368 -
Ohmic loss constant, a2 −1.667× 10−4 [Ω/K]
Ohmic loss constant, b2 0.2289 [Ω]
Diffusion limitation constant, a3 −8.203× 10−4 [Ω/K]
Diffusion limitation constant, b3 0.4306 [Ω]

It was assumed that all cell unit performances of the HT-PEMFC were the same, and the electric
power (WFC) and thermal power (QFC) of HT-PEMFC were calculated in proportion to the number
of cells (Ncell) and single cell active area (Acell) as in Equations (14) and (15). Moreover, the power
efficiency (ηFC) of HT-PEMFC can be obtained as in Equation (16) based on the lower heating value
(LHV) of hydrogen. Table 2 shows the parameters used in the HT-PEMFC model

WFC = NcellVcellIAcell (14)

QFC = Ncell

(LHV
2F
−Vcell

)
IAcell (15)

ηFC =
WFC

Ncell
LHV

2F IAcell
(16)

5
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Table 2. Operating parameters and empirical parameters used in the HT-PEMFC model.

Parameters Values Unit

Open circuit Voltage, Vocv 0.95 [V]
Number of cells, Ncell 880 -
Single cell active area, Acell 300 [cm2]
Operating temperature, Tcell 433 [K]
Current density, I 0.4 [A/cm2]
Universal gas constant, R 8.314 [J/mol·K]
Faraday constant, F 96485.3 [C/mol]
Cathode stoichiometry ratio, λair [24] 3 -
Hydrogen electro-oxidation rate constant, keh [24] 1.63818 [A/cm2]
Hydrogen surface coverage, θh2 [24] 0.14212 -
Low heating Value of hydrogen, LHV 239.92 [kJ/mol]

The thermal power generated by the HT-PEMFC was assumed to be heat-exchanged with the
coolant by the Dittus-Boelter Equation (17), and the heat generated by auxiliary devices such as the
cooling pump was ignored.

Nu = 0.023Re0.8Pr0.4 (17)

Furthermore, the pressure drop on the coolant side of the HT-PEMFC was reflected by the curve
fitting the pressure drop according to the flow rate based on the experimental value. In general,
the pressure drop on the coolant side of the stack is dependent on the flow path design of the cooling
plate, and in this study, the pressure drop test value of the most widely commercialized vehicle stack
with a level similar to the reaction area was applied to the model.

ΔPFC = 4074 + 1.86× 106QFC + 3.184× 109QFC
2 (18)

As a cooling pump model used to transport Triethylene glycol (TEG), which is a stack coolant,
a commercial pump for cooling of a maximum 100 kW stack that has a performance curve as shown in
Figure 2 was applied [25].

Figure 2. The performance curve of the cooling pump.

3.2. Thermodynamic Model of ORC

Figure 3 shows the T-s diagram of the ideal ORC cycle and conceptually shows each state and
system. In Figure 3, the movement from point 12 to point 9 refers to the section in which the liquid
working fluid changes to the gaseous state through the evaporator and is the section to recover waste

6
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heat from HT-PEMFC in the combined system. The vaporized working fluid generates power through
the expander, which is the travel section from point 9 to 10, reducing the pressure. The working fluid
with reduced pressure and temperature is liquefied in the travel section from point 10 to 11 through
the condenser and maintains the pressure difference while transporting the liquefied working fluid
through the pump.

Figure 3. Thermodynamic T-s diagram for ideal Organic Rankine Cycle (ORC) cycle (R.P. is the meaning
of refrigerant pump).

R245fa was selected as the working fluid used in this study considering the operating temperature
range of the HT-PEMFC. The pressure on the evaporator side of the ORC power generation of the
combined power generation system was set to 12 bar, and by setting the temperature range at the outlet
side of the condenser to 293~308 K, the saturation pressure appropriate for the respective temperature
was used.

All waste heat generated from the HT-PEMFC is heat-exchanged through the evaporator and
is calculated as shown in Equation (19).

.
Qeva is the amount of heat exchange of the evaporator, and

.
mORC is the mass flow rate of the working fluid of the ORC system. h means the enthalpy according to
the temperature and pressure for each location indicated by each number on the T-s diagram.

.
Qeva =

.
mORC(h9 − h12) (19)

The amount of power generated through the expander is Wexp and is calculated as in the
Equation (20).

Wexp =
.

mORC(h9 − h10) (20)

The amount of heat dissipated through the condenser is
.

Qcon and is calculated as in the
Equation (21).

.
Qcon =

.
mORC(h10 − h11) (21)

The power consumption of the refrigerant pump is Wrp and is calculated as in the Equation (22),
taking into account the overall efficiency ηrp.

Wrp =

.
mORC(h12 − h11)

ηrp
(22)

The net power generated through the ORC system is calculated by the power generated by the
expander and the power consumed by the refrigerant pump as shown in the Equation (23).

WORC = Wexp −Wrp (23)

7
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The thermal efficiency of the ORC system is ηORC and is calculated by the net power of the ORC
and the endothermic reaction through the evaporator as in the Equation (24).

ηORC =
WORC

.
Qeva

(24)

3.3. Analytical Model of the Evaporator Heat Exchanger

A heat exchanger model for the evaporator was constructed to calculate the mass flow rate
required by the heat source according to the mass flow rate of the working fluid of the ORC power
generation system and the inlet temperature of the heat source (stack coolant) side. The plate heat
exchanger used in the experiment in Jeong’s study was used as a reference for the shape information
of the respective evaporator and is shown in Table 3. [17]. The basic geometric characteristics of the
chevron plate heat exchanger are shown in Figure 4.

Table 3. Operating parameters of the chevron plate heat exchanger.

Parameters Values Unit

Effective width of plate, Lh 0.111 [m]
Vertical distance between ports, Lv 0.466 [m]
Plate thickness, t 0.0004 [m]
Chevron configuration pitch, λp 0.007 [m]
Plate channel gap, g 0.002 [m]
Flow channel hydraulic diameter, Dh 0.003389 [m]
Effective heat transfer area, Ahx 0.06105 [m2]
Plate chevron angle, β 35 [◦]
Plate thermal conductivity, k 15 [w/m-K]
Surface enlargement factor, ϕ 1.18 -
Working fluid channel number, Nwf 21 -
Heat source channel number, Nhs 22 -

Figure 4. Basic geometric characteristics of chevron plate heat exchanger.
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The overall heat transfer coefficient (U) of the Evaporator Heat Exchanger is calculated by the
convective heat transfer coefficient of the working fluid (hwf), the convective heat transfer coefficient of
the heat source (hhs), and the conduction heat transfer coefficient of the heat exchanger (kp) as shown in
the Equation (25).

1
U

=
1

hw f
+

t
kp

+
1

hhs
(25)

The heat source is in a single-phase state in all operating areas, and the convective heat transfer
coefficient in the single-phase state followed the Muley and Manglik correlation. Based on the Reynolds
number, it followed the Equation (26) at 400 or below and followed the Equation (27) at 800 or more [26].
Moreover, the Nusselt number was interpolated using the transitional algorithm in the transition zone.
ReL is the Reynolds number in the liquid state, whereas PrL is the Prantle number in the liquid state.
In addition, kL is the heat transfer coefficient in the liquid state, while Dh is the hydraulic diameter of
the plate heat exchanger.

hhs = 0.44
(
β

30

)0.38

ReL
0.5PrL

0.33
(

kL

Dh

)
(26)

D0 = 0.2688− 0.006967β+ 7.244× 10−5β2

D1 = 20.78− 50.94ϕ+ 41.1ϕ2 − 10.51ϕ3

D2 = 0.728 + 0.0543sin
(πβ

45 + 3.7
)

hhs = D0D1ReL
D2 PrL

0.33
(

kL

Dh

)
(27)

The convective heat transfer coefficient in the two phase region of the evaporator’s working
fluid follows the Yan and Lin correlation and is as shown in Equation (28) [27]. Reeq is the equivalent
Reynolds number, Bo is the boiling number, Geq is the equivalent mass flux. G is the channel mass flux.
q is the heat flux. x is the vapor quality. μL is the dynamic viscosity of the liquid. ρL is the density of
the liquid, and ρv is the density of the vapor.

hw f = 1.926Reeq
0.5PrL

0.33Bo0.3

⎡⎢⎢⎢⎢⎣1− x + x
(
ρL

ρv

)0.5⎤⎥⎥⎥⎥⎦
(

kL

Dh

)
(28)

Bo =
q

GAhx
Bo =

q
GAhx

(29)

Geq = G

⎡⎢⎢⎢⎢⎣1− x + x
(
ρL

ρv

)0.5⎤⎥⎥⎥⎥⎦ (30)

Reeq =
GeqDh

μL
(31)

To compare and verify the analysis results based on the evaporator heat exchanger model
constructed as described above and the previous experimental results, The validation analysis was
conducted using the same conditions as in Jeong’s study using R245fa as the working fluid and water
as the heat source. As shown in Figure 5, the difference between Jeong’s heat exchanger performance
data that was previously studied and the analysis results in this study were within 3% approximately,
and the analysis model constructed accordingly was confirmed to have a certain level of reliability.
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Figure 5. Validation of heat exchanger performance.

The pressure loss on the heat source side of the evaporator heat exchanger is ΔPeva and is defined
as the Equation (32) considering only the loss due to friction.

ΔPeva = fhs
LvNhsG2

2DhρL
(32)

fhs follows the Darcy friction factor and is expressed as in the Equation (33) [17].

fhs = 72.5ReL
−0.045 (33)

3.4. Performance of the Combined System (HT-PEMFC and ORC)

The total electric power produced by the combined system consisting of the HT-PEMFC and ORC
is expressed as the sum of the power generated by the HT-PEMFC (WFC), the power consumed by
the cooling pump for the HT-PEMFC (Wcp), the power generated through ORC (Wexp), and the power
consumed by the refrigerant pump (Wrp) as shown in the Equation (34).

Wtotal = WFC −Wcp + Wexp −Wrp (34)

In addition, the power efficiency of the combined system is expressed as the ratio of the total
power of the combined system according to the LHV of HT-PEMFC, as shown in the Equation (35).

ηsystem =
Wtotal

Ncell
LHV

2F IAcell
(35)

The whole system is analyzed using the commercial program Flomaster based on the law of
conservation of energy (36), the law of conservation of mass (37), and the law of conservation of
species (38). ∑( .

mh
)
in
+

∑ .
Qin =

∑( .
mh

)
out

+
∑ .

Qout (36)∑( .
m
)
in
=

∑( .
m
)
out

(37)∑( .
mx

)
in
=

∑( .
mx

)
out

(38)
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4. Results and Discussion

4.1. Effect of Stack Temperature

In order to check the performance change according to the operating temperature and current
density of the stack, the performance curves for each operating temperature (433 K, 443 K, 453 K,
463 K) and current density (0~0.5 A/cm2) were verified. As shown in Figure 6a, as the temperature
increased, the stack’s single cell voltage and efficiency increased as well because of the decrease in the
cell activation overpotential. In addition, it tended to decrease when the current density increased.
Furthermore, the stack electric power and thermal power showed a tendency to increase as the
current density increased, but the percentage of increase in the electric power decreased although
the percentage of increase in the thermal power increased. As the temperature of the stack increased,
the stack electric power increased thanks to the increase in power efficiency, whereas the stack thermal
power decreased. When the current density was 0.1 A/cm2 and 0.4 A/cm2 at a stack temperature of
433 K, the single cell voltage was 0.66 V and 0.47 V, the stack power efficiency was 53.7% and 38.1%,
the stack electric power was 17.6 kW and 50 kW, and the stack thermal power was 15.2 kW and 81.3 kW.

 
(a) (b) 

Figure 6. HT-PEMFC performance curve according to stack temperature and current density. (a) Single
cell voltage and stack power efficiency; (b) Stack electric power and thermal power.

4.2. Effect of Working Fluid Mass Flow Rate in the ORC System

The performance change was analyzed by applying the evaporator model configured to calculate
the performance according to the mass flow rate of R245fa, the working fluid of the ORC system,
and the heat exchange amount of the evaporator. The evaporator pressure was selected as 12 bar
considering the temperature level of the waste heat of the stack, and the condenser pressure was
selected as 2.2 bar considering the extreme summer outdoor temperature. Moreover, the flow rate
of the heat source (stack coolant, TEG) in which the superheat of the evaporator satisfies 5 K was
calculated according to the corresponding inlet temperatures of 428 K, 448 K, and 468 K.

As shown in Figure 7a, as the mass flow rate of R245fa increased, the ORC net power increased
linearly by the power consumption of the expander and the power consumption of the refrigerant
pump. Although there was a change in performance according to the mass flow rate of the working
fluid, the efficiency of the ORC system was relatively constant at about 7.69%, because all the conditions
satisfied 5 K of superheat. In addition, as shown in Figure 7c, since the mass flow rate of the heat
source (TEG) side where the superheat of the evaporator satisfies 5 K required a higher heat transfer
coefficient as the inlet temperature of the heat source decreased, the mass flow rate increased. For the
R245fa mass flow rate of 0.3 kg/s, the TEG-required mass flow rate was a maximum of 0.83 kg/s.
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(a) (b) 

 
(c) 

Figure 7. ORC system performance curve according to R245fa mass flow rate. (a) Electric power;
(b) Evaporator and condenser heat transfer rate; (c) Mass flow rate of Tri-ethylene glycol (TEG) that
satisfies superheat 5 K in the evaporator.

4.3. Effect of Stack Inlet Temperature in the Combined System

In order to analyze the combined system that merged the HT-PEMFC subsystem and the ORC
subsystem, the transport pump controlled the mass flow rate so that the temperature difference at the
inlet and outlet of the stack was 5 K. The mass flow rate was controlled through a 3-way valve so that
all thermal power generated from the stack was exchanged with the evaporator of the ORC subsystem.
The system performance was compared and analyzed after the inlet temperature conditions of the
stack were selected as 433 K, 443 K, 453 K, and 463 K, and the current densities of the stack were
0.15 A/cm2, 0.2 A/cm2, 0.25 A/cm2, 0.3 A/cm2, 0.35 A/cm2 and 0.4 A/cm2.

As shown in Figure 8a, the mass flow rate of the cooling pump that satisfies the temperature
difference between the inlet and outlet of the stack as 5 K is proportional to the current density. As the
thermal power of the stack increased as shown in Figure 9d, the required convective heat transfer
coefficient also increased, resulting in an increase in the mass flow rate that satisfied the operating
conditions. As the inlet temperature of the stack increased, the physical properties of TEG changed,
which influenced the formation of the mass flow rate of the cooling pump. The mass flow rate at the
evaporator heat source (TEG) side of the ORC subsystem increased as the current density increased,
but it decreased as the inlet temperature of the stack increased. The results of the mass flow rate of the
cooling pump and the mass flow rate of the evaporator’s heat source (TEG) according to the operating
conditions, as well as the pressure drop of the stack and the pressure drop of the evaporator are shown
in Figure 8c,d, respectively.
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(a) (b) 

 
(c) (d) 

Figure 8. Validation trends of system loss and mass flow rate with stack inlet temperature. (a) Cooling
pump mass flow rate; (b) Evaporator TEG side mass flow rate; (c) Stack pressure drop; (d) Evaporator
TEG side pressure drop.

 
(a) (b) 

Figure 9. Cont.
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(c) (d) 

 
(e) 

Figure 9. Validation trends of system performance with stack inlet temperature. (a) Combined system
and stack power efficiency; (b) ORC net power; (c) Stack electric power; (d) Stack thermal power;
(e) Cooling pump power consumption.

The efficiency of the combined system and the stack power efficiency are shown in Figure 9a,
and the highest efficiency was shown as 56.03% and 52.45% at a current density of 0.15 A/cm2 and a
stack inlet temperature of 463 K. Additionally, the percentage increase in the combined system power
efficiency compared to the stack power efficiency increased by up to 3.81% at a current density of
0.25 A/cm2 and a stack inlet temperature of 433 K. In the case of the ORC net power, as the current
density increased, the thermal power of the stack and the heat exchange amount of the evaporator
increased, resulting in an increase in power generation. However, when the inlet temperature of the
stack increased, the power generation decreased, and up to 0.3 kW decreased at a current density of
0.4 A/cm2. In terms of the stack electric power, it reached a maximum of 55.96 kW at a current density of
0.4 A/cm2 and 79.36 kW and a stack inlet temperature of 463 K as shown in Figure 9c, whereas in terms
of the stack thermal power, it reached a maximum of 79.36 kW at a current density of 0.4 A/cm2 and a
stack inlet temperature of 433 K as shown in Figure 9d. As the current density increased, the power
consumption of the cooling pump increased the required mass flow rate on the stack and the TEG side
of the evaporator as shown in Figure 8, resulting in the increase in the corresponding pressure drop.
As shown in Figure 9e, the power consumption of the cooling pump required a maximum of 1.69 kW
at a current density of 0.4 A/cm2 and a stack inlet temperature of 433 K.

Figure 10a shows the rate of change in the stack power, waste heat generation, and ORC power
generation performance according to the difference of the stack coolant inlet temperature for each stack
current density. As the current density is relatively higher, the rate of change in the stack power and
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waste heat generation amount according to difference of the stack inlet temperature clearly increases.
Additionally, the rate of change in power generation of stack considering power consumption of
cooling pump is increased by up to 20% at current density of 0.4 A·cm−2 compared to rate of change in
power considering only the stack model. On the other hand, the rate of change in the stack power,
heat generation, and ORC power generation performance according to the current density for each
inlet temperature showed a relatively low difference as shown in Figure 10b. Based on these system
analysis results, the stack inlet temperature of the HT-PEMFC power generation system is judged as an
important operating condition that affects the power generation performance change characteristics.
In addition, while the effect of the difference of the current density for each the stack inlet temperature
is relatively constant, the effect of the difference of the stack inlet temperature is expected to increase as
the current density increases. Additionally, when cooling actuators such as a water pump and loss
factors are added, the effect of stack operating temperature is expected to increase. In the case of the
ORC system, the rate of change in power generation performance according to the temperature and
current density was relatively low in the operating temperature range of this stack model.

  
(a) (b) 

Figure 10. (a) The rate of change of stack power, waste heat generation, and ORC power generation
according to operating temperature for each stack current density; (b) The rate of change in stack power,
heat generation, and ORC power generation performance according to the current density for each
stack coolant inlet temperature.

As shown in Figure 11, the system efficiency was compared excluding the stack power efficiency
as a result of the coolant inlet temperature of the stack and condensing temperature of the working
fluid formed at the condenser outlet for the ORC system. This is shown by excluding only the stack
power generation from the overall efficiency of the combined power generation system. Through
this, the efficiency changes of the ORC power generation system by pumps and heat exchangers
excluding the stack were compared, and within the current density range, overall system efficiency
except the stack tended to increase as the working fluid condensing temperature decreased. When the
working fluid condensing temperature was 20 ◦C, the maximum efficiency was about 4.75%, which was
a 25% increase compared to the case where the working fluid condensing temperature was 35 ◦C.
Additionally, as the operating temperature of the stack increased, the deviation of the system efficiency
except the stack tended to decrease relatively according to the change in current density. When the
current density was 0.4 A/cm2, the change in the system efficiency except the stack appeared to be the
biggest according to the change of the stack operation temperature. This is believed to indicate that the
influence of the operating temperature gradually increases under the power generation condition with
the stack high load.
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Figure 11. Difference between system and stack power efficiency with stack inlet temperature and
condensing temperature.

5. Conclusions

In the case of HT-PEMFC, thermal management is formed as important as a relatively high
operating temperature, and in the case of a heat exchange system that utilizes waste heat, since the
operating range and strategies taking account of the thermal management of the stack must be selected,
it is necessary to predict the power generation performance and efficiency according to the operating
conditions. In this study, a model for a combined power generation system composed of a HT-PEMFC
stack and an ORC power generation system was established, and the power generation performance
and system efficiency were analytically compared according to the stack and ORC operating conditions.
Each system was made of a model using the existing research contents and in the case of the plate
heat exchanger for the Evaporator of the ORC system, which is the most important element for stack
thermal management and waste heat recovery, reliability was secured by comparing the experimental
results and the analysis results of the model. Through the analysis using the final combined power
generation system model, the system power generation performance and efficiency were compared
and predicted according to the operating temperature of the stack, the power generation load, and the
ORC system working fluid condensing temperature, and the results are summarized as follows.

(1) For the analytical comparative study, modeling of each of the HT-PEMFC stack and ORC combined
power generation system was conducted. In particular, in order to secure the reliability of the
plate heat exchanger for the ORC power generation system, previous experimental results under
the same operating conditions and the model-based analysis results established in this study
were compared. The reliability of the combined power generation system model was secured
through this process.

(2) Using the established combined power generation system model, the power generation
performance and system efficiency of each stack and ORC system according to the power
generation load and operating temperature of the HT-PEMFC stack were compared analytically.
It is believed that the model has a higher degree utilization in a HT-PEMFC stack in which the
higher the operating temperature within the allowable range, the higher the power generation
and efficiency is. It also has higher degree utilization at a stack operating temperature where the
waste heat that is proportional to the power generation load is relatively high. Furthermore, it is
determined that the stack capacity and rated power generation section (current density range
during power generation) need to be selected considering the target subjects as the amount
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of waste heat becomes greater than the amount of power generated at points above a certain
current density.

(3) And as the current density is relatively higher, the rate of change in the stack power and waste heat
generation amount according to the stack operating temperature clearly increases. Additionally,
the rate of change in power generation by operating temperature of stack with cooling pump is
increased by up to 20% at the current density of 0.4 A·cm−2 compared to rate of change in power
considering only stack model. Therefore, the operating temperature of the HT-PEMFC stack
generation system is able to be considered as an important operating condition that affects the
power generation performance change characteristics.

(4) In the model of the HT-PEMFC stack and ORC combined power generation system, comparative
analysis was performed according to the operating temperature, power generation load (current
density), and working fluid condensing temperature of the ORC system in order to compare the
system efficiency excluding the stack, that is, the thermal efficiency of the ORC and subsystem that
includes the stack cooling pump and heat exchanger, which change according to the operating
conditions. As the operating temperature of the stack increased, the efficiency deviation of
ORC and subsystem excluding the stack by the change in current density tended to decrease.
Considering the energy load consumed by the thermal management part, it was shown that,
under a certain current density, the lower the stack operation temperature was, and the more
the efficiency of the ORC and subsystem except the stack improved. Moreover, as the working
fluid condensing temperature decreased, the efficiency of the combined power generation system
except for the stack tended to increase as well.

The HT-PEMFC stack and ORC combined power generation system require an appropriate
operation strategy according to the target subjects and operating environment. To this end, this study
constructed a combined power generation system model that considered the thermal management
of the stack and the heat exchange process of waste heat and verified the operation range according
to operating. It is believed that the results of this study will contribute to the selection of stacks and
establishment of the strategies according to the target subjects and operation environments of the HT-
PEMFC stack and ORC combined power generation system. In the future, an improvement on the
model will be made regarding the target subjects of specific combined power generation, and analytical
and experimental comparative studies will be conducted.
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5. Lüke, L.; Janßen, H.; Kvesić, M.; Lehnert, W.; Stolten, D. Performance analysis of HT-PEFC stacks. Int. J.
Hydrogen Energy 2012, 37, 9171–9181. [CrossRef]

6. Kandidayeni, M.; Macias, A.; Boulon, L.; Trovão, J.P.F. Online Modeling of a Fuel Cell System for an Energy
Management Strategy Design. Energies 2020, 13, 3713. [CrossRef]

17



Energies 2020, 13, 6163
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Abstract: The purpose of this review is to provide insight and a comparison of the current status of
district heating (DH) systems for selected Baltic Sea countries (Denmark, Germany, Finland, Latvia,
Lithuania, Poland, and Sweden), especially from viewpoints of application and solutions of novel smart
asset management (SAM) approaches. Furthermore, this paper considers European projects ongoing from
2016, involving participants from the Baltic Sea Region, concerning various aspects of DH systems. The
review presents the energy sources with particular attention to renewable energy sources (RES), district
heating generations, and the exploitation problems of DH systems. The essential point is a comparison of
traditional maintenance systems versus SAM solutions for optimal design, operating conditions, and
controlling of the DH networks. The main conclusions regarding DH systems in Baltic Sea countries are
commitment towards a transition to 4th generation DH, raising the quality and efficiency of heat supply
systems, and simultaneously minimizing the costs. The overall trends show that applied technologies aim
to increase the share of renewable energy sources and reduce greenhouse gas emissions. Furthermore,
examples presented in this review underline the importance of the implementation of a smart asset
management concept to modern DH systems.

Keywords: Baltic Sea Region; district heating; DH network; smart asset management; smart grid

1. Introduction

The district heating sector constitutes an important segment of energy generation in all developed
countries. The history of district heating (DH) systems starts in the 19th century when so-called 1st
generation DH systems were introduced, based on the combustion of coal for steam generation. Together
with industrial devolvement, district heating systems have been undergoing a transition from using fossil
fuels as heat sources towards a continuously rising share of renewable, solar, and geothermal energy
sources. Parallel to the development of heat generation systems, heat distribution systems, as well as their
maintenance techniques, have been modernized and improved. One of the most important milestones
in the management of DH systems was the introduction of pre-insulated pipelines coupled with electric
wires connected to alarm systems, which enabled the monitoring of damage in the DH system. In fact, the
damage to heat distribution systems, related mainly to the aging of the infrastructure, is posing the biggest
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social and economic threat related to the exploitation of DH systems. What is more, old infrastructure, e.g.,
channel pipes with damaged insulation, leads to heat losses, affecting the economy and efficiency of heat
distribution. Thus, further development of modern and reliable management systems, allowing for the
prediction of possible failures as well as the application of novel durable materials and solutions during
the installation of new DH networks, are crucial factors determining their safe, reliable, and long-term
exploitation.

Assuring the safety of heat distribution is a legal requirement resulting from energetic policies in all
modern countries. Safe and reliable usage of such networks, from the perspective of the consumer, means
the lowest possible number of incidents leading to interruption in the heat supply. From the perspective of
DH systems’ owners, reliable, safe, and efficient networks are those without heat loss and unexpected
damage, as well as those that ensure possible high incomes. In order to ensure the implementation of such
an approach, so-called smart asset management (SAM) methods need to be considered. By definition,
smart asset management is an approach to maintenance via control, prediction, optimization, and selective
refurbishment of assets with the aid of novel hardware and software solutions. The SAM approach
is universal, e.g., it may be applied in the transportation sector [1]; however, it is well suited to the
management of district heating systems. Nowadays, the SAM concept in the DH sector is in the early
stage of research and development. However, in the next few years, DH systems are likely to become
smart grids. According to Gao et al. [2], smart DH has more prominent benefits than the traditional
DH system in numerous aspects, i.e., energy savings or troubleshooting, therefore it has high expansion
potential and broad market perspectives in the future. Smart thermal grids, corresponding to smart
electricity grids, exploit the potential of renewable energy sources (RES), thermal energy storage (TES),
and prosumers and bi-directional networks, as well as the integration of intelligent management [3–5].
Smart heating and cooling use algorithm and model-based control methods. Currently, the SAM methods
in DH mainly concern predictive control of the network, including forecasting of heat consumption and
thermal comfort optimization [6,7]. Furthermore, smart optimization of pipe dimensions, insulation, and
pipeline layout have been applied. Previous studies have emphasized the potential usage of nanofluids
instead of water as a solution to improve heat-transfer efficiency for smart thermal grids [8–10]. Moreover,
the implementation of intelligent metering and information and communications technology (ICT) may
allow for counteracting and quick elimination of failures in DH networks [11]. However, this approach
remains only briefly addressed in the literature. This review paper intends to present how the ideas of
smart asset management may successfully be applied to district heating systems with a focus on selected
Baltic Sea countries. Due to moderate and harsh winter conditions in several Baltic Sea countries, the
selection of the proposed location as a field for in-depth analysis of heat distribution systems seem to serve
as an excellent reference example for other locations in the world that have similar climate conditions.

In this paper, the search for reference information and data in further sections was done using the
following databases: ScienceDirect, Web of Science, and Google Scholar. The following keywords were
used during the search: District Heating System, District Heating Network, District Heating Generation,
Smart Grid, Smart Asset Management, Smart Maintenance, Intelligent System, etc. To the best knowledge
of the authors, this is the first review paper on the application of the smart asset management concept in
district heating systems.

2. District Heating Systems

2.1. Energy Sources

The European Union’s goal to address climate change and the global demand for energy is the
provision of climate-neutral energy systems by 2050, which requires shifting from the utilization of fossil
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fuels towards the application of renewable energy sources [12]. District heating systems are classified as
one of the most important sectors to be optimized with respect to profitability and environmental impact,
meaning implementation of sustainable and decarbonized energy [13]. Even though heat generation
exceeds 40% of the total energy use in Europe, only a small percentage, approximately 11–12%, of heat
demand was delivered by district heating systems (DHS) in 2017 [14]. Nowadays, district heating systems
are mainly supported by combined heat and power plants (CHP), commonly based on the combustion
of fossil fuels, for instance, coal, natural gas, or petroleum [15]. Nevertheless, DHS presents flexibility in
terms of feedstock; thus, incineration of municipal solid waste (MSW) or integration of waste heat from
industrial sites is also possible [16,17]. A new direction is the implementation and extension of using
renewable energy sources, including solar thermal energy and geothermal energy, as well as biomass
fuels [18–20].

One of the ideas is “waste to energy” technology, which implies the use of waste as a feedstock
to produce energy in the form of power and heat. This is achieved by means of pyrolysis, gasification,
and incineration [21]. Thermal treatment of municipal solid waste is not only a way to minimize the
number and area of landfills but also to develop technology to recover energy accumulated therein into
valuable heat for DH applications. Another advantage of the “waste to energy” approach is the reduction
of both fossil fuel consumption and greenhouse gas (GHG) emissions [22]. Tsai [23] estimated that MSW
containing combustible material such as paper, textiles, woods, food waste, and plastic with 50% moisture
possess a higher heating value (HHV) equal to about 2500 kcal/kg. A higher value was obtained by Rudra
et al. [24], and the MSW energy content was about 22 MJ/kg, depending on the moisture content and
amount of incombustible materials. Thus, a proper sorting process is needed to provide sufficiently high
efficiency of the process. Sun et al. [17] evaluated the efficiency of solid waste energy recovery and CO2

emission reduction. Researchers stated that the efficiency of steam production from waste incineration is
better than power generation, with fossil fuel reduction being two-times greater for steam than for power
generation. They predicted that energy recovery efficiency might be about 66% with a corresponding
reduction of CO2 emissions of 6.58 × 10 tons. However, they pointed out that the key aspect is the
localization of incinerators in the vicinity of DH grids.

Developing biomass district heating (BioDH) systems is a potential method to take advantage of
agriculture and forestry residues or energy crops as an alternative to fossil fuels [25]. Due to the fact that
biomass has lower energy density compared to fossil fuels, it is not economically feasible to transport the
biomass over 80 km [26]. Therefore, this technology is especially encouraging as a local source for small
towns. Lower mass density requires higher storage volumes [27]. Additionally, seasonal availability and
uncertain quantity are a barrier to expanding its usage. However, the obvious benefit is the reduction
of carbon emissions. The biomass implemented in DH systems consists mainly of wood chips, sawdust,
wood pellets, briquettes, and bio-oil [28,29]. Biomass may be converted into energy via thermochemical
or biochemical processes [30]. Thermochemical processes generate heat, electricity, or biofuels, while
biochemical operations provide liquid and gaseous fuels [31–33]. An important parameter determining the
possible application is the biomass quality, i.e., moisture content, heating value, and bulk density, which
all affect the energy generation efficiency. Generally, as in the case of MSW, biomass with lower moisture
content is desirable. According to Quirion-Blais et al. [28], the average heating value of wood residues
received by the plant is 19.3 GJ/kg, which is significantly higher than for municipal solid waste. Shahbaz
et al. [34] concluded that synthetic natural gas (SNG) from 100 MW biomass gasification incorporated into
a CHP plant provides about 27.35 MW for DH and 3.4 MW for power production.

The integration of industrial waste heat in DHS is a different approach to decrease the consumption of
fossil fuels and GHG emissions. Because a significant amount of low-grade waste heat from manufacturers
(mainly in the temperature range between 30 and 120 ◦C [35]) is dissipated into the atmosphere during the
production processes, huge quantities of potential energy are lost [22,36,37]. Thus, it is deeply advisable
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to recover, collect, and reuse such industrial waste heat in DH systems. In 28 countries of the European
Union, the entire waste heat potential in industry is predicted to be about 300 TWh/year, while one-third
of the waste heat has a temperature level below 200 ◦C [36]. Waste heat at a high-temperature level is
reused directly for production processes. Meanwhile, heat at an intermediate temperature level may be
recovered by heat exchangers for district heating [35]. However, using this source of energy is principally
limited to small districts and the energy is regularly reused by the factory itself or in buildings in the
vicinity, without long-distance transfer. The size of the heating area is often insufficient and therefore
the heat demand does not rise enough to match the waste heat available from the factory, resulting in an
insufficient recovery ratio. Moreover, the waste heat recovery process is straightforward only if a single
waste heat source is applied [38]. Fitó et al. [39] evaluated valorization of waste heat from the French
National Laboratory of Intense Magnetic Fields. The researchers suggested that the demand-oriented
design led to recovering waste heat at 35 ◦C with a heat pump and storage of 40-MWh, increasing the
coverage of residential needs by up to 49%. Meanwhile, the source-oriented design with recovering waste
heat at 85 ◦C without a heat pump and with storage of 40-MWh reached the highest recovery of waste
heat of approximately 55%. Nowadays, utilizing geothermal energy (GE) as a renewable source for DH
systems is being extensively investigated. GE is the cleanest form of energy obtained from the radioactive
decay of minerals such as U, Th, and K, and has vast worldwide resources [40]. Geothermal resources
provide base-load energy owing to their non-intermittent character, which is not affected by weather
conditions [41]. In Europe, GE is directly utilized in 32 countries, accounting for more than 40% of the
world’s direct utilization [42]. Geothermal energy sources already produce more than the equivalent of four
million tons of oil annually for DHS in the EU, equivalent to more than 15 GWth installed capacity, with
geothermal heat pump systems contributing the biggest share [43]. Geothermal sources may be classified
into three groups, according to the available temperature. These include shallow GE with low temperature,
hydro-geothermal energy with low-medium temperature, and hot dry rock with higher temperature and
greater energy density [41]. CHP systems might directly apply low-medium and high-temperature sources,
while using low-temperature GE accumulated in-ground soil requires geothermal heat pump systems.

Solar thermal energy might be a notable source of renewable energy for DH systems. Solar district
heating (SDH) refers to large-scale district heating systems equipped with solar collectors as part of the
integrated heat supply. According to the analysis by Weiss et al. [44], up to 2016 the World installed
area of solar collectors included in the DH system was about 1.65 million m2, which represents only
about 0.3% of all global solar collectors. Moreover, annual solar thermal energy yield in 2017 amounted
to 388 TWh, which led to saving about 41.7 million tons of oil and 134.7 million tons of CO2 [45]. The
main advantages of SDH include the reduction of operating costs and greenhouse gas emissions, and
is a potentially pollution-free method with 100% renewable source. Huang et al. [46] proposed several
rules that guarantee the effective performance of SDH. The most significant included installation of SDH
plants in a smaller town with the distance from the collector field to the DH network being within 200
m. Furthermore, the lower temperature of about 70–80 ◦C for DH supply and 35–40 ◦C for return are
important parameters that are needed in order to reach a high efficiency of solar collector integration with
the DH network. The authors proposed the connection of SDH with seasonal energy storage as an optimal
solution.

2.2. District Heating Generations

District heating systems constantly evolves, and the driving force strives for lower heat
and maintenance costs and higher efficiency with the sustainable development of non-fossil and
renewable-based energy systems, simultaneously reducing greenhouse gas emissions. Figure 1 shows the
timeline of development of DH generations with characteristic parameters.

22



Energies 2021, 14, 314

Figure 1. Timeline of district heating (DH) generations.

First generation DH systems were developed in the USA in the 1880s and were exploited until the
1930s. These DHS involved the combustion of coal for steam generation, which was the first heat transfer
medium carried by the network to the consumer. Steam-based systems required a complex condensate
structure; thus, servicing and maintenance costs were high. Moreover, high operating temperatures caused
significant heat losses, especially with weak-insulated pipe systems, and therefore long-distance transport
was not possible [47,48].

Second generation DH were introduced in the 1930s and was developed until the 1970s. These
systems applied pressurized hot water with a temperature above 100 ◦C, instead of steam as a heat carrier.
With this, heat transfer became safer and, together with better-insulated pipelines, bigger DH networks
could develop. This system relied on a two-pipe closed-loop system, where the returning condensate could
be reutilized or applied for lower grade heat demand. The significant aspect of the 2nd DH generation is
the development of the combined heat and power plant (CHP), both for heat and electricity production,
which guarantees substantial savings in energy loss and exploitation costs [47,48].

Developing the third generation DH systems started in the 1970s and nowadays is the most commonly
used technology. This mode uses high-pressure water but with lower temperature than in the 2nd
generation DH, i.e., below 100 ◦C. A standard 3rd generation DH network consists of underground
pre-fabricated pipes, thinner than in the 2nd generation, with thermal insulation. Moreover, shell and
tube heat exchangers were replaced by plate heat exchangers. Additionally, renewable energy sources
started to be exploited for heat generation, including biomass [47,48]. These notable improvements led to
boosting efficiency and lowering the costs of heat.

According to literature data, the fourth generation DH (4GDH) is being introduced in 2020 and it is
predicted to dominate up to the year 2050. Lund et al. [47] formulated five major requirements for 4GDH
systems. These are the ability to provide heat with low grid losses and the potential to recycle heat from
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low-temperature sources and incorporate renewable energy sources. Moreover, other important aspects
are the integration of district heating technology to smart energy systems and the provision of suitable
planning, cost, and management functions associated with its transformation into a future sustainable
energy system. The 4th generation DH concept provides the development of CHP systems with the
utilization of renewable energy sources such as biomass, solar thermal energy, geothermal sources, and
more [49,50]. Fourth-generation district heating is able to provide low-temperature systems with supply
temperatures below 50–60 ◦C along with significantly smaller pipe dimensions and improved insulation.
Thus, the heat losses of the network may be reduced and the heat transmission capacity of the network
may be increased [51]. Lowering the supply temperature is possible due to improved heat transfer in heat
exchangers. Additionally, thermal energy storage is said to play an important role in 4GDH; therefore, the
shift in time between thermal energy production and its utilization is not problematic [52]. Furthermore,
the crucial innovation deals with intelligent control and metering of DH network performance as well as
heat demand forecasting [53].

The idea of evolving the fifth generation district heating and cooling (5GDHC) networks is relatively
new and has not been widely described in the literature. The proposed innovative method assumes a
bidirectional low-temperature network supplying water with a temperature lower than 25 ◦C, close to
ground temperature, in a so-called “ambient loop”, in order to reduce heat losses to a minimum [54]. In this
system, thermal networks include warm and cold pipes, whereby the temperature of water in a warm pipe
is about 5–10 ◦C higher with respect to a cold pipe. Decentralized heat pumps using water from a warm
pipe as a heat source enable sufficient water temperature for space heating purposes or domestic hot water.
Then, cooled water from the evaporator is evacuated to a cold pipe. Conversely, chillers utilize water from
the cold pipe and remove heated water to a warm pipe [55]. Furthermore, the system is facilitated with
seasonal heat storage. Buffa et al. [14] suggested that negligible thermal losses, recovering low-temperature
excess heat, and usage of renewable energy sources are one of the most essential characteristics of the
5GDHC system. Moreover, these 5th generation systems involve integrated smart network control using
artificial intelligence [54]. This might be helpful to promote optimal control and maximize the benefits
of exchanging heat or cold between connected buildings instead of direct transport of heat or cold from
the supplier. Each consumer may transfer the excess of heat or cold to the network, and hence act as
a producer [56]. In this way, the heat losses are limited, resulting in economic and ecological profits.
Artificial intelligence solutions may be needed for the optimization of pipelines network configuration,
connection of new customers, prediction of heat demand, or matching of the heat sources. Fifth generation
DH has already been introduced in Plymount (UK) and Heerlen (Netherlands). Additionally, pilot projects
are being tested in Germany. The Mijnwater DHC system in Heerlen (Netherlands) is one of the most
advanced 5th generation DHC systems from a technological point of view. This system includes an urban
smart DHC grid, incorporating several decentralized heat sources, a data processing center, and residual
heat from supermarket refrigerators and from small scale industrial processes, along with the warm return
flow from space cooling in the connected buildings. Nowadays, Mijnwater supports over 200,000 m2 of
building floor area [57].

3. Exploitation Issues of DH Networks

3.1. Low Efficiency of Heat Supply Systems

The principal exploitation issue associated with district heating is the low efficiency of the system. One
of the circumstances determining this low-efficiency is very often the relatively high difference between
the heat demand and the heat load of buildings connected to the DH network, which may arise from
variable external temperatures during the heating season or differences in heat demand and accumulation
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between the buildings [2,58–60]. In this case, the main solution is the forecasting of the heat demand based
on weather conditions [61] or application of an individual metering system. A different obstacle with
DH efficiency refers to the low number of thermal storage systems [60]. The increase of the heat storage
system enables storage of the extra energy produced by the DH plant during the low heat requirement
period. Another limiting factor for the efficiency of DH systems is heat loss. Reduction of the temperature
supply, application of pre-insulated pipes, the optimal length and diameter of the pipes (preventing
over-dimensioning of pipes), and short heat transmission lines from heat plants to consumers have been
proven to limit the level of heat losses form the DH network [62–64].

3.2. Heat Supply Problems

The heat supply problems are related to an excessively high flow of heat transfer media in the DH
network relative to the pipe diameter. This results in problems with maintaining the sufficient differential
pressure in the system [65,66]. Generally, this phenomenon occurs with too small diameter pipelines when
more consumers are connected to the DH network. Elimination of this problem may result in lowering the
supply temperature or reduction of the pumping power. Earlier, the before-mentioned difficulties were
solved by an increase in temperature supply or an increase in the pipe diameter. However, nowadays,
different solutions are taken into accounts, including the application of pumps, a local heat supply, or
demand-side management.

3.3. Failures in DH Networks and Customers Installations

Another problem regarding the DH system are failures in the DH networks or customer installations,
usually arising from outdated DH networks or lack of DH network inspections, as well as poor system
monitoring [59]. Leakages and blockages are significant problems related to the DH pipeline system [51,67].
The main reasons for leakage are corrosion, equipment aging, the impact of ground loads, or mechanical
factors [68]. Leakages cause loss of medium or energy, which affects the efficiency of heat transfer and
related economic aspects. Furthermore, in situations using steam or hot water as a heat transfer medium,
leakages are posing a risk to consumer safety and have a negative environmental impact. Blockage of flow
is caused, for example, by local chemical or physical deposition or water freezing in cold climates. The
blocking of pipelines causes energy losses and flow separation, which decreases the efficiency of the heat
supply [69]. Because it is not possible to eliminate them completely, systems for early detection are needed
to provide data about the location and size of the blockage.

Meanwhile, customer installation faults are described as the fault of the heat exchangers, control
systems, actuators, control valves, or internal heating system of the customer. First of all, it is the fouling
of the heat exchanger—deposits on heat transferring elements, that increase the resistance to heat transfer
and flow in the heat exchanger. Moreover, the failures may be related to incorrect installation of heat
exchangers, where the water flow pattern is co-current instead of counter-current. A common problem is
related to leakages from heat exchangers. Defects may also concern temperature sensors. This may result
in an excessive return temperature level or losses of heat transfer medium. Furthermore, problems with
valves appear when these are oversized, thus affecting the flow when the valve position changes, making
it difficult to set small flows through the valve [59].

3.4. Environmental Issues

Carbon dioxide released from the combustion of fossil fuels is a dominant reason for global warming.
Combustion of coal emits more than 350 kg CO2/MWh energy while natural gas emits more than 200 kg
CO2/MWh. According to data from 2018, in the EU, about 75% of heating and cooling is still produced
from fossil fuels [70]. Therefore, following the European Union long-term objective of reducing greenhouse
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gas emissions by 80–95% by 2050 and the target of a 40% reduction by 2030 compared with the 1990
level [71], it is essential to implement renewable energy sources such as solar, wind, and geothermal energy
or utilize waste heat with zero CO2 emissions. Moreover, increasing the efficiency of DH by thermal
storage may help to limit CO2 emissions.

3.5. Occurrence of Legionella in LTDH Systems

Low-temperature water supply, i.e., below 55 ◦C, constitutes a favorable environment for the growth
of Legionella bacteria, which cause Legionnaire’s disease [72]. The simplest solution for preventing
Legionella growth is a high-temperature regime and hot water circulation in households. However, in
low-temperature DH generation systems, this solution is not satisfactory. Hence, Yang et al. [73] proposed
an alternative design using decentralized substation and micro heat pumps or other sterilization techniques
such as ionization, UV light, chlorine addition, or the application of filters.

4. Traditional Maintenance Approach Versus Smart Asset Management for District Heating
Networks—If “Prevention is Better than Cure”?

Significant heat losses due to higher heat load than heat demand, leakages in the case of system
damage, and difficulties with pipeline inspections leading to problems with finding the location of
faults—this is how old, traditional DH Systems without monitoring, controlling, or alarm equipment
might be described. In this system, maintenance and repair are based on the reactive (corrective) approach,
which means that actions are taken when failure occurs. The new approach is called a smart district heat
network—i.e., systems with a proactive and condition-based strategy. Such systems are characterized by
optimization of heat load and intelligent control of the network, including information and communication
technologies; effective automatic control in real-time in the areas of heat generation, distribution, and
consumption; interactions with customers; early detection of errors; and a series of measurements and
modeling operations. These solutions provide safe, efficient, and cost-effective DH systems. The most
commonly proposed ideas and innovations for Smart DHS are presented below.

4.1. Smart District Heating (sDH) Bi-Directional System with Prosumers Idea and Thermal Energy Storage

In smart DH, different parts of the system, i.e., thermal source, pipelines, substations, and consumers,
are connected and integrated into a long-distance management and intelligent system. According to Gao
et al. [2], sDH consists of a control center, a communication network, a geographic information system
(GIS), supervisory control, and a data acquisition system.

The sDH development strategy involves design optimization of the distribution system, i.e., network
layout, pipe size and insulation, or underground depth [74]. All the above-mentioned features directly
affect the construction cost, performance, heat loss, and a resulting differential pressure of the pipeline.
In a sustainable system, consumers should be close to the site of heat generation to reduce the length
of the distribution line. The depth of the DH pipe should be about 0.6–1.2 m underground, where the
soil temperature is relatively stable. Furthermore, the application of the so-called hybrid insulation of
pipelines with polyurethane and vacuum insulation panels are said to decrease the heat loss by 15–20%
in comparison to pipe insulated with pure polyurethane. A reliable design mode applies optimization
algorithms to determine the most suitable pipe diameters, insulation layer, or layout [74].

Novel bi-directional substations using a single circuit for both district heating and cooling proposed
by 5th generation DH ideas are also part of the sDH strategy [4,75]. In the case of higher demand in the
network for cooling than heating, the system circulates from a central plant in one direction. When more
heat is required, the system circulates in the opposite direction.
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Smart DH includes the approach of so-called prosumers—households that can be both consumers and
producers of heat [5,76]. Prosumers possess heat sources (HS) and energy storage devices that allow them,
based on the balance between their needs and capabilities, to regulate the amount of heat, depending on
the energy received from the system [77,78]. These units, which collect heat or cold, are used to level off
the constraints of short-term variation and to provide continuous energy supply. Thermal energy storage
provides peak shaving and time-varying management, relieving renewable energy intermittence and
lowering operating costs.

4.2. Demand Site Management with Heat Demand/Load Forecasting

Demand site management (DSM), so-called demand response, is one of the strategies used for the
optimization of DH system operation. This technology is based on the forecast of the thermal request
profile at the building level and the management of optimal schedules for heating systems or control
strategies, thus reducing consumption and peak demand. Thermal request profiles illustrate how the heat
is consumed by households, and they may be compared for a different location or time. DSM measures
should be beneficial both for DH companies (heat consumption variations are balanced) and for consumers
(lower energy costs) [79,80].

Guelpa et al. [81] proposed a multi-level thermal request prediction for buildings in the DH network
for the case study in Turin. The method consists of the following two steps. The first is a black-box
model—a smart prediction of the thermal demand evolution of the buildings based on data available
in the buildings connected to the DHS, i.e., inlet and outlet temperatures and mass flow rate on the
primary side. The second step is a network physical model, combining the demand of the buildings with
fluid flow and heat transfer in the DH network. The results showed that the applied prediction model
for buildings and the DH network was able to determine the request profiles with an error below 10%.
Furthermore, the authors stated that the proposed model is appropriate for large DH networks due to its
compactness—the low number of input data and simplicity of application and implementation together
with low computational costs. Meanwhile, Idowu et al. [82] proposed machine learning for the prediction
of heat demand in buildings connected to the DHS located in Skellefteå, Sweden. The heat load forecast
models were generated using supervised machine learning techniques, in comparison to other methods,
including support vector machine, regression tree, feed-forward neural network, and multiple linear
regression. The proposed model takes into account parameters such as outdoor temperature, historical
values of heat load, time factor variables, and physical parameters of DHS as its input. The obtained
results revealed that the support vector machine was the most suitable machine learning method and has
the least normalized root mean square error of 0.07 for the forecast horizon of 24 h.

From the theoretical viewpoint, application of DSM for thermal peak shaving according to Guelpa
et al. [83] might have many advantages. These including the possibility of exploiting DH system
capabilities, increasing potential for the connection of other buildings to DH networks without modifying
the pipeline by making the request as low as possible, or a more effective combination of thermal and
electrical energy production. Kontu et al. [84] presented an example of a case study that compared
households with implemented smart control actions and customers who did not apply any DSM solutions,
in two Finnish cities—Espoo and Vantaa. The benefits of DSM were evaluated from the perspectives
of a point customer and a DH company. The results confirmed that customers with implemented DSM
solutions decreased heat consumption and thus lowered their energy costs. However, the benefits were
not observed by the DH companies, and higher short-term variations in the heat load were observed.
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4.3. Multi-Heat Source (MHS) for DH with Integration of RES

Traditional DH systems are usually based on one heat source that provides heat to a single district.
Other principals are implemented for Smart DH with the employment of multi-heat a source strategy. The
use of intelligent control systems led to the selection and matching of the most profitable heat sources.
These MHS systems can efficiently promote the utilization of local renewable energy sources and waste
heat. Generally, MHS consist of a CHP plant as a major heat source with maximum heat capacity and
additional, supporting heat sources such as solar thermal energy, wind energy, or waste heat, which are
regulated to meet the different heat demands of consumers. In such a way, the effectiveness of DH systems
may be improved. This complex system is a flexible and reliable solution, with a limited number of possible
failures. If any problem occurs with one heat source, the system should still be able to operate [2,85–87].

4.4. DH Network and Household Integrated into Intelligent System

Smart DH systems are based on sensors and devices such as IT hardware and software, smart grid
integrated communications, and metering hardware and software [88]. Various devices measure diagnostic
signals that carry information about the actual state of the equipment. The signal goes through the
primary selection of diagnostic information and then is fully processed and analyzed by the control center.
Intelligent control systems might supervise all elements integrated into heat production, distribution, and
consumption. DH plants and households are connected to one smart network [2]. This smart supervision
manages to diagnose the technical condition of plants, pipelines, and equipment, identify all possible
defects, faults, or dangerous situations in a continuous manner with a rapid response of alarm signals.
Moreover, the prediction and planning of heat loads with respect to weather conditions and historical data
are also included [89–91].

Zhong et al. [92] described the smart saliency analysis method for DHS pipeline leakage detection,
applying remotely multi-source data from sensed infrared imagery, visible imagery, and geographic
information system (GIS). Pipeline leakages are salient in the infrared imagery as the leaked material
creates a local high-temperature area. The false alarm rate might be limited by combining multisource
data analysis. GIS data from pipelines led to the removal of the potential of false leakage locating outside
the pipeline area.

Ahn and Cho [93] proposed an intelligent controller to improve thermal comfort and reduce the peak
demand in a DH system. The model, based on artificial intelligence with temperature and thermal comfort
detectors, was used to maintain the desired room temperature. Application of the model resulted in a
decrease of peak demands in order to optimize the DH distribution capacity. Comparative analysis proved
that the model maintained thermal comfort level and decreased peak demands by 30%, compared to a
conventional on/off controller.

Wang et al. [94] proposed a control model for the detailed estimation of heat loss for buried pipes and
thermal deterioration of pipe insulations. The temperature, pressure, and flow rate meters are included
to provide real-time data at the inlets and outlets of each heat source and substation. The complex heat
loss profile along pipes might be defined by the presented model, and thus the accuracy of the location
of damaged insulation might be enhanced. Moreover, the thermal deterioration of buried pipes may be
evaluated conveniently; thus, aging or corrosion are more easily detected.

4.5. Selected Examples of Smart Solutions for DH Systems

Smart active box (SAB), proposed by the Arne Jensen AB company (Sweden), is an example of a
smart solution for DH systems. It is a controller that enables leak detection by Delta-t® measurement
based on a unique acoustic module. The SAB unit is installed in a DH chamber. Measurement data are
collected from the sensors according to the desired frequency, ranging from every six minutes to once a
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day. The sound and signal analysis provide information about temperature and humidity in the chamber,
contact temperature on the supply and return line, the flood alarms, and recordable audio files [95]. Such
an approach allows for monitoring of the DH network between the adjacent chambers.

STORM controller (Belgium) is a smart district heating and cooling network management system
based on self-learning algorithms. This controller includes three main modules, i.e., an energy forecaster,
the operational optimization planner, and the demand-side management tracker, and uses three different
control strategies: peak shaving, market interactions, and cell balancing [96].

FLEXYNETS (Germany) is a single system control with a centralized intelligent control platform. This
platform includes a high-level controller that interacts with a strategic control platform, supporting the
control decisions and strategies by weather forecast data in combination with simulation models of the
entire system. Weather forecast data and simulation tools help to optimize the control strategies a day in
advance [97].

Danfoss Link™ app (Denmark) enables the control of room temperature via an application on a
smartphone connected to the central controller, room, and floor thermostats. The application enables
intelligent adjustment of room temperatures to the schedule of the day with a lower temperature at night,
including a weekly plan, holiday, or absent mode [98].

Vexve intelligent valve solution (Finland) operates underground without an external power supply
and transmits the information to a cloud service. Through the application of an intelligent valve, the
temperature, humidity, and network pressure variations are monitored continuously. Thus, leakage points
linked to leak detection cables can be immediately localized [99].

4.6. Estimated Revenues from Using SAM Methods in District Heating Networks

It is generally assumed that there are three areas in which application of smart asset management
may be beneficial to both district heating companies and consumers. These are social, technical, and
economical areas and include increased durability and usage safety of the networks, reduction of number
and frequency of failures, and economical benefits. The installation of SAM solutions in DH networks
is aimed at prolonging the exploitational time of the network and can be used to plan retrofitting and
maintenance operations. This, in turn, results in a much lower number of failures and shortens the time
when consumers are deprived of a heat supply. The following analysis on the possible revenues may be
proposed. According to operational data from the Lithuanian District Heating Association, the annual
maintenance cost per kilometer of network is about 950–1150 EUR. Without proper preventive monitoring
methods, failures in the network are hardly foreseen. Assuming the failure of a typical 100 mm tube, its
repair may cost up to several thousand EUR. This is because the failure must be initially localized, then
the pipe must be excavated, drained, repaired, and buried, and the original state of the landscape must be
restored. It must be noted that this analysis excludes the costs of depreciation as well as the potential costs
related to disappointed heat consumers.

The average maintenance costs related to the pipe replacement are in the range of 250–2350 EUR
per 1 km, for a diameter of roughly 70–600 mm, respectively. In Lithuania, for example, the normative
depreciation period of a DH section is 35 years. The savings from applying SAM solutions may be
calculated on the basis of prolongation of the operational time. Thus, if the operational time is prolonged
by 1 year, the resulting savings are about 1/35 of the initial cost. Swedish district heating company,
Örresundskraft, reports that installing the moisture bands on the pipes in the Helsingborg region results in
about 250,000 EUR saving per year [100]. However, the precise evaluation of the possible prolongation
period of network exploitation and savings is very hard and requires new experimental data, coming
from, e.g., already installed SAM solutions. Databases on the development of damages in DH networks
(regarding both different types of failures as well as damage to pipe materials) as a function of their lifetime
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are missing. Currently, the German Energy Efficiency Association for heating, cooling, and CHP (AGFW)
is building up such a database for Germany, Austria, and Switzerland (the so called DACH region) [101].

5. Overview of District Heating Systems in Selected Baltic Sea Countries

This section provides an overall overview of the current status of DH systems and strategies for
the future development in seven Baltic Sea Countries, i.e., Poland, Sweden, Finland, Latvia, Lithuania,
Germany, and Denmark. Table 1 presents a brief summary of the current status of DH systems in the above
listed countries, while Table 2 presents selected projects in the field of district heating systems involving
partners from the Baltic Sea Region, both completed and still on-going since 2016.

Table 1. Current status of district heating systems in selected Baltic Sea countries—a summary.

Country

Share of District
Heating in
Residential

Sector, %

Main Heat
Source/Heat
Production

Share of
RES, %

Current Status

Typical
Supply/Return
Temepratures,

◦C

Goals

Poland 42

Hard coal and
coal product
cogeneration

plants

7.4
Transformation into

3rd generation
system

135/70

By 2030: reduction of CO2
emissions by 42%, increase of share

of RES up to 50%; by 2050: 100%
reduction of CO2 emissions (with

respect to reference year 1990)

Denmark 65 Biomass and
solar 58.9

Transformation from
3rd to 4th generation

system
80/40 By 2050: zero CO2 emissions and

fossil independence

Sweden 50.4 Biomass and
waste heat >65 3rd generation

system 86/47 By 2045: CO2—neutrality

Finland 38
Coal and

wood-derived
fuels

55 2nd and 3rd
generation systems 65–115/40–60 Development of nuclear power and

solar heating

Lithuania >65
Biomass and

municipal
waste

>65 3rd and 4th
generation systems ~85/45 By 2050: zero CO2 emissions, 80% of

RES share

Germany 13.8
Combined
heat and

power plants
12 3rd and 4th

generation systems ~85/45
By 2050: 100% of RES share and 80%

reduction of CO2 emissions (with
respect to reference year 1990)

Latvia 30

Central heat
pumps,

natural gas
and biomass

47 2nd and 3rd
generation sysmtems ~85–130/45–70

By 2050: CO2 reduction by 80–95%
(with respect to reference year 1990),

fossil independence

RES—renewable energy sources.

Table 2. Summary of district heating (DH) projects ongoing from 2016 with participating countries from
the Baltic Sea Region.

Project
Baltic Sea Region
Project Partners

Years of
the Project

Main Goals Reference

LowTEMP (Low
Temperature District
Heating for the Baltic

Sea Region)

Denmark, Finland,
Germany, Latvia,

Lithuania, Poland,
Sweden

2017–2021

(1) Combining low-temperature DH solutions with energy
supply systems

(2) Promoting energy efficiency and the application of
renewable energy sources (RES) with the reduction of

CO2 emission

[163]

BSAM (Baltic Smart
Asset Management)

Lithuania, Poland,
Sweden 2019–2022

(1) Distinguishing limitations and profits for the
implementation of smart asset management (SAM) and

digitalization of DH distribution networks
(2) Developing nationally adapted methods for condition

monitoring of district heating systems (DHS).

[164]
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Table 2. Cont.

Project
Baltic Sea Region
Project Partners

Years of
the Project

Main Goals Reference

HRE4 (Heat
Roadmap Europe 4)

Finland, Germany,
Poland, Sweden 2016–2019

(1)Improving at least 15 new policies at the local, national,
or EU level for decarbonization of district heating and

cooling (DHC) systems
(2) The setting of how to save approximately 3,000,000

GWh/year of fossil fuels in Europe.

[165]

InDeal (Innovative
Technology for

District Heating and
Cooling)

Finland, Poland 2017–2019

(1) Offering a novel platform that will manage a fair
distribution of heating and cooling in the DHC network

by real-time energy demand data collected using artificial
intelligent meters and classifying the network’s building

demand.
(2) Turning the current DHC systems into innovative

high-level computerized DHC systems.

[166]

RELaTED
(REnewable Low

TEmperature District)

Denmark, Poland,
Sweden 2017–2021

(1) Providing a novel idea of decentralized ultra
low-temperature district heating (LTDH), which enables

the adding of low-grade heat reservoirs
(2) Following the approach of the smart grids, where heat

production is decentralized, and consumers become
prosumers.

[167]

THERMOS (Thermal
Energy Resource
Modelling and

Optimisation System)

Denmark, Germany,
Latvia, Poland 2016–2020

(1) Developing the methods, data, and tools to facilitate
public authorities and other stakeholders to undertake a
more sophisticated thermal energy system planning to

incorporate real-world cost, benefit, and performance data

[168]

TEMPO
(TEMPerature

Optimisation for Low
Temperature District

Heating across
Europe)

Germany, Sweden 2017–2021

(1) Creating low temperature (LT) networks for raised
network efficiency with the integration of renewable and

residual heat sources.
(2) Developing innovative business models to promote

LTDH network competitiveness.

[169]

W.E. District (Smart
and local reneWable
Energy DISTRICT

heating and cooling
solutions for

sustainable living)

Denmark, Germany,
Poland, Sweden 2019–2023

(1) Demonstrating DHC as a joined solution that employs
the combination of RES, thermal storage, and waste heat

recovery to provide 100% of the heating and cooling
requirement.

(2) Incorporating integrated control technologies and
decision making to DHC systems.

[170]

ReuseHeat (Recovery
of Urban Excess

Heat)

Denmark, Germany,
Sweden 2017–2021

(1) Demonstrating high-level systems allowing the
recovery and reuse of excess heat available at the

municipal level.
(2) Development, monitoring, and evaluation of four large

scale cases showing the technical utility and financial
profitability of waste heat recovery.

[171]

Cool DH (Cool ways
of using low grade
Heat Sources from

Cooling and Surplus
Heat for heating of

Energy Efficient
Buildings with new
Low Temperature
District Heating

Solutions)

Denmark, Sweden 2017–2021

(1) Supporting municipalities in planning and expanding
new, effective district DHC systems, extend and renovate

existing units to higher standards.
(2) Designing LTDH systems with non-conventional pipe

materials and controls inside buildings that link LTDH
with the integration of locally generated renewable energy

for low DH temperatures (40–65 ◦C).

[172]

Keep Warm
(Improving the
performance of
district heating

systems in Central
and East Europe)

Germany, Latvia 2018–2020

(1) The growing energy effectiveness of DH systems by an
acceleration of cost-effective investments in the

modernization of DHS.
(2) Reducing greenhouse gas (GHG) emissions by

promoting a switch from fossil fuel to renewable sources.

[173]

5.1. Poland

Poland is the second, after Germany, greatest district heat producer in the European Union [102].
In 2017, the DH system satisfied 42% of the heat demand in the residential sector [103]. Polish DH
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networks provide heat for space heating for at least six months per year, depending on weather conditions.
Nowadays, the highest share in DH is covered by hard coal and coal product cogeneration plants [103]. In
2015, the share of RES in district heating systems reached only about 7.4% [104]. Many Polish citizens still
use individual coal-fired boilers and stoves. However, The Clean Air Program, implemented by the Polish
Government, assumed thermal modernization of Polish households with the simultaneous replacement of
heat sources during the period 2018–2029 to enhance energy efficiency and diminish the emission of dust
and other pollutants related to the problem of smog [105].

Nowadays, the major challenge for Polish DH is a step by step transformation into modern 3rd
generation systems, with temperature supply below 100 ◦C. The typical DH network supply temperature
is 135 ◦C, while the return is 70 ◦C for a large district heating system [106]. Cenian et al. [107] described
the case study in a Polish town, Łomża, where DH system thermal modernization was introduced. The
first stage of modernization led to decreasing the DH supply temperature from 121 ◦C to 109.8 ◦C, with a
reduction of about 14% of heat losses compared to the previous heating system and improvement in the
hydraulic stability of the DH system. The oversized radiators, heat exchangers, and grids after thermal
modernization of buildings are advantageous. An important element in Polish DH systems is thermal
energy storage (TES) tanks that support ten Polish CHP plants, which provide heat source load-leveling
for variable heat demand periods [108].

One of the directions of DH development in Poland is the use of geothermal energy as a heat source.
Poland is one of the richest countries in Europe in terms of low-temperature geothermal resources. In
Poland, four geothermal areas are distinguished, i.e., Polish Lowlands, Carpathian Province, Carpathian
Foredeep, and Sudety Region [109,110]. The most valuable, from a heating point of view, are the areas
of Carpathian Province as well as the Lower Cretaceous and Lower Jurassic reservoirs in the Polish
Lowlands. The total installed capacity from six geothermal DH plants is 76.2 MWth [110]. The outflow
water temperatures vary from 20 to 97 ◦C, while water reserves amount from several L/s to 150 L/s, and
heat flux values range from 20 to 90 mW/m2 [109]. The implementation of geothermal heat sources has
played an important role in the improvement of air quality in Poland. Moreover, geothermal DH plants
could operate at lower temperatures, offering a higher efficiency of heat transfer.

The major Polish DH goals assumed two time limits, the first by the year 2030, with a reduction of
CO2 emissions by 42% (compared to levels from 2016) and a share of 40% RES. The second limit is set at
the year 2050, with the reduction of CO2 emissions by 100% (compared to levels from 2016) and utilization
of 100% renewable energy [111].

5.2. Denmark

Denmark is one of the most advanced Baltic Sea Region countries in terms of DH systems. In 2017,
about 65% of its citizens’ heat demand was satisfied by DH systems. Currently, various Danish DH
networks are going through the transformation from 3rd generation (80/40 ◦C) to 4th generation (50–55
◦C/25 ◦C) networks [112].

The share of renewable energy sources for DH in 2017 was equal to 58.9%, principally in the form of
biomass [113]. However, Denmark is also a leader in both total installed capacity and number of large-scale
solar DH plants. Furthermore, it is the first and only country with commercial market-driven solar DH
plants. Until 2017, 110 solar heating plants, with more than 1.3 million m2 of collector area, had been
operating in Denmark, which represents more than 70% of the total worldwide large scale solar DH plants.
Solar DH production is expected to achieve 6000 TJ in 2025 [114]. Moreover, an important part of the
Danish solar DH systems is long term large heat storage, consisting of water pit storage, constructed
in Marstal, Dronninglund, Vojens, and Gram, and boreholes in Brædstrup. The share of solar heating
in a district heating system without heat storage is about 5–8% of the annual heat demand, while an
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application of diurnal heat storage reaches 20–25%. Application of solar energy is also an economically
efficient solution, because the cost of solar heat is in the range of 20–40 EU/MWh, while the heating price
of natural gas boilers is higher than 60EU/MWh [114].

According to Buhler et al. [115], excess heat from industry might be applied as a resource for the
Danish DH systems. The results for the case study for Denmark revealed that about 1.36 TWh of DH
demand could be covered annually with industrial excess heat from thermal processes, which is equal to
about 5.1% of the current usage. Additionally, more than half of the heat might be used directly, without
the application of heat pumps.

Another option used in Denmark is the application of large scale heat pumps in DH systems. This
solution may provide stable and efficient heat supply, especially when wind or solar electricity production
is high, and might be converted into heat, and thus replace the heat produced by fuel boilers. According
to Lund et al. [116], Denmark is well able to introduce heat pumps, with potential heat sources located
close to all DH areas and, moreover, seawater will play a significant role as a heat source for Denmark in
the future.

A smart approach in DH management in Denmark is presented by Foteinaki et al. [117], who described
the cooperation between three DH companies in the Copenhagen metropolitan area, coordinated by
Varmelast Company. The main task of Varmelast Company is related to the preparation of the day-before
heating plan, based on the DH forecast disclosed by companies, which considers fuel prices, operating and
maintenance costs, hydraulic bottlenecks in the network, and other parameters. Moreover, the combined
optimization of heat and power generation is aimed at providing maximum economic efficiency for the
whole system. Each day, adaptation of the heating system is done, based on the consumption forecast,
capacities, and power costs.

The main goals for DH systems approved by the Danish Government concern net-zero emissions of
carbon dioxide by 2050 and fossil-independent DH systems before the year 2050 [118].

5.3. Sweden

DH systems were introduced in Sweden in 1948 [119]. District heating is a large industry in Sweden,
satisfying about 50.4% of heat demand in the residential sector, according to data from 2017 [120]. The
major competition for DH is using individual heat pumps, which, in 2014, constituted about 25% of the
market share. Swedish DH systems may be classified as a 3rd generation DH system, regarding their
temperature levels. Recently, average distribution temperatures have been 86 ◦C for supply pipes and 47
◦C for return pipes [119]. Nowadays, about two-thirds of the heat supply to DH is based on biomass and
waste heat, which is exceptional among high-income countries. Sweden was probably the first country that
utilized industrial waste heat, and nowadays it is a country with the highest percentage share of industrial
waste heat recovery. In 2015, waste heat represented about 8% of the total energy supplied to Swedish
DH [121]. The idea presented in a case study performed by Brange et al. [5] in the Hyllie area in Malmö,
Sweden, concerned DH prosumers—customers who both use and supply energy. The excess heat might
be directly used in the DH network, or the temperature may be raised with a heat pump. According to
obtained data for the Hyllie region, about 50% of the annual heat demand could be covered by prosumer
heat. However, the majority of the excess heat is generated during the summer season; thus, thermal
storage systems are required. Sweden supports the construction of “near-zero energy buildings”. The
case study described by Joly et al. [19] presents the approach, combining a near-zero energy house with a
solar-assisted 100% renewable heating solution in the residential area of “Vallda Heberg” in Kungsbacka,
Sweden. Extruded polyethylene insulated pipes are used as a more economic and technically preferable
solution, in comparison to traditional steel pipes. The solar installation is able to produce 37% of the
thermal energy requirement.
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The Swedish parliament has set, as a goal for the country, the attainment of a carbon dioxide-neutral
state by the year 2045. Additionally, total energy use per heated area in Swedish buildings should be 50%
lower by 2050 (compared to levels from 1995) [122,123].

5.4. Finland

In 2017, about 38% of heat demand was supplied by district heating systems in Finland [124]. The
temperature of district heating water in the supply pipe changes according to the weather conditions
and varies from 65 to 115 ◦C for the supply and from 40 to 60 ◦C for the return; thus, the DHS might
be classified as a 2nd or 3rd generation system [125]. In 2016, the main DH resources in 2016 were coal
and wood-derived fuels, and now about 80% of DH is produced by CHP [126]. However, coal-fired
heat generation will be prohibited from May 2029 [127]. In 2016, the utilization of renewable energy
sources amounted to 32%, while, in 2018, this amount increased to 55%. Nowadays, Finland has the
third highest share, after Sweden and Latvia, of renewable energy in the DHC sector in the European
Union [128]. Recently, heat pumps and utilization of industrial waste heat on a large scale became a
promising source for Finnish DH [129]. The growing interest in large HPs in Finnish DH systems has been
considered according to data provided by Kontu et al. [130]. The heat pumps in Finland have a potential
of 10–25% of DH sales (while currently it is about 3%). The analysis revealed that HP has the highest
potential in small DH systems for replacing fossil fuel-fired boilers. Wahlroos et al. [131] investigated
the possibility of using waste heat for Finnish DH systems in Espoo. The utilization of the waste heat
led to savings in the total operational costs of the DH systems of between 0.6% and 7.3%. Therefore,
from an economic, environmental, and technical point of view, it is a sustainable solution. In Finland,
one important future solution for the replacement of fossil fuel is the use of nuclear power as a heat
source, resulting in a major reduction of pollutant emissions. The potential of small modular nuclear
reactors (SMR) for CO2-free DH production has been evaluated. The case study by Varri and Syri [132]
includes application of NuScale SMR reactors with a total heat capacity of 300 MWdh in the Helsinki
region. Teräsvirta et al. [133] investigated replacing biomass cogeneration plants using heat-only small
modular reactors of 24–200 MW for a mid-sized city in eastern Finland. The most promising solution
assumed the use of five 24 MW heat-only SMR units combined with a 100 MWt cogeneration plant. Both
studies confirmed that the application of SMR might be profitable. However, the hesitance concerns the
investment costs for rising SMR technologies.

A new interesting trend in Finland is solar heating. In Finland, most of the community lives in
regions that reach above 5.3 GJ/m2 total solar radiation per year [134]. The seasonal storage of solar heat
is crucial in solar district heating plants as a solution to the mismatch between energy supply and demand.
According to Rehman et al. [134], Finland is located in an area suitable for borehol TES (BTES). One of the
examples of an early large-scale, high-temperature solar-heating system with seasonal storage of energy
was constructed in Finland is the Kerava solar village [135]. The total heat demand of the community,
including 44 apartments with flat-plate solar panels, was 495 MWh annually. Considering heat loss,
the solar heating system was planned to produce 550 MWh per year. The borehole TES is a combined
system using 54 tilted boreholes filled with water. The holes provide layered thermal storage, with a
water temperature of 55–65 ◦C at the top and 8 ◦C at the bottom during the winter season. The top water
may be applied for short-term storage or for household hot water generation. Moreover, aquifer thermal
energy storage (ATES), combined with ground-source heat pumps (GSHP), is considered to be an attractive
technology for Finnish DHS. The case study was performed by Todorov et al. [128] for the integration of
ATES–GSHP into the existing DH system in the Finnish Urban District. The use of a pre-cooling exchanger
led to an increase in the heating and cooling demand covered by ATES of 13% and 15%, respectively.
Furthermore, a decrease in the heat generation cost by 5.2% has been reported.
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5.5. Lithuania

Lithuania has a well-developed DH system. The heating season in Lithuania starts when the outdoor
temperatures, after three consecutive days, are below +10 ◦C. Nowadays, the heating season lasts from
October until April [136]. Meanwhile, heat demand for domestic heating is almost 1.8 times higher in
Lithuania in comparison to other EU countries with comparable weather conditions [137]. According to
data in 2017, DH satisfied about 56% of heat demand in the residential sector [138]. Other Lithuanian
households use individual heating systems, fed with firewood, natural gas, coal, or oil products as
fuel [139].

According to the literature, Lithuania’s potential for solar energy production is approximately 1000
kWh/m2 per year. The daily potential is variable depending on the season, from about 0.55 kWh in
January to 5.8 kWh in June [140]. Nowadays, the potential of solar heat energy generation in Lithuania
reaches 1.5 TWh/year [140] and, up until 2016, about 14800 m2 of solar collectors were installed in the
country, while the application refers mainly to a single-family houses [141].

Šliaupa et al. [142] noted that Lithuania contains large hydro-geothermal resources, mainly in
the largest Cambrian, Lower Devonian, and Upper-Middle Devonian reservoirs. Despite very good
geothermal conditions, there is only the Klaipėda geothermal district heating plant in Lithuania, which
was opened in 2001. However, in 2017, due to decreasing injectivity, the operation of the plant was ceased.

Lithuania’s national goal is to produce heat with zero CO2 emissions by the year 2050. The National
Energy Independence Strategy of the Republic of Lithuania, accepted in 2018, assumed a goal to increase
the RES share in final energy consumption by up to 30% by 2020, 45% by 2030, and 80% by 2050 [143].
Furthermore, Lithuania’s energy strategy is to promote the development of DH systems and cogeneration
plants and to start district cooling of buildings. According to Kveselis et al. [144], Lithuania shows a
positive trend towards the fulfillment of these energy goals. The most significant factors stimulating
the progress of DH in Lithuania include international responsibilities to enhance the participation of
CHP plants using RES in energy generation and the development of small CHP plants, as well as the
establishment of an energy strategy that supports the use of renewable energy sources in DH systems.
Based on the research performed by Šiupšinskas and Rogoža [145], in Lithuania, DH systems have
been combined with renewable energy sources; biomass and solar energy are environmentally favorable
solutions for heat production. The utilization of these sources may help the country to reach nearly zero
CO2 emissions.

5.6. Germany

In 2017, DH satisfied about 14–24% of heat demand in the residential sector (for existing buildings,
while it is about 44% for newly built houses) [146,147]. Currently, more than 80% of district heating in
Germany is generated by CHP generation [147]. However, in 2017, the share of renewable energy in
district heating consumption in Germany was only 12%, including energy from biomass and geothermal
sources [147]. Additionally, a significant source is MSW energy, which, in 2017, reached 11.6%, while
waste industrial energy constituted about 2% of the share [147]. An essential aspect of German DH is also
geothermal energy. Thirty geothermal plants in Germany generate about 155 GWh of electricity and 1.3
TWh of heat, annually [148].

Petersen [149] described the idea of self-supplying communities based on local and renewable energy
sources. A case study using oat peel biomass CHP in the community of Krückau-Vormstegen in Elmshorn,
Germany, was developed. For the investigated community, the local heating energy potential based on
renewable energies is up to 44.64 GWh/year. This surpasses the local heating demand, ranging between
4.22 and 8.42 GWh/year. However, the implementation process of this approach might be time-consuming
and will require initial investment and operational costs.
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Pelda et al. [150] analyzed the potential for Germany to incorporate waste industrial heat and solar
thermal energy into DH systems. The obtained results showed that solar thermal energy and waste
industrial heat potential have been used only to a very limited extent. The calculated theoretical potential
of solar thermal power is about 377 ×103 TWh/year, and the theoretical potential of waste heat from the
industry sector is between 43 TWh/year and 193 TWh/year. Thus, implementation of both strategies
into DH systems might significantly reduce CO2 emissions. However, according to the predictions of the
German industry association for district heating and cooling, solar thermal systems with 800,000 m2 of
collector field area in the district heating systems exist in 2020 in Germany [151].

Germany has several seasonal thermal energy storage systems (STES), especially tank thermal energy
storage (TTES) and water gravel thermal energy storage (WGTES). Additionally, four aquifer thermal
energy storages (ATES) exist in Germany. The investigation performed by Schüppler et al. [152] evaluated
the techno-economic and environmental impact of the developed ATES in Karlsruhe. The examined ATES
has a cooling capacity of 3.0 MW and a heating capacity of 1.8 MW. The most productive supply preference
is that the direct cooling by the ATES results in a decrease in electricity cost of 80%. Moreover, concerning
the reference system, the ATES achieves CO2 savings of around 600 tons annually.

The scenario is to achieve a 100% renewable German energy system by 2050. The energy transition
concept of Germany specifies the reduction of CO2 emissions by 40% by 2020, 55% by 2030, and at least
80% by the year 2050, compared with the year 1990. To achieve these goals, according to Hansen et al. [20],
DH systems in Germany should comply with the following requirements: increase the expansion and
share of DH for heat demand, heat savings, and increase the number of individual heat pumps.

5.7. Latvia

In Latvia, the duration of the heating season exceeds half a year; thus, high-quality heat supply is
needed. In 2015, the share of DH in Latvia satisfied about 30% of the residential sector [153]. Most of the
heat energy is produced by boiler houses and CHP plants (the share of CHP in DH generation according to
data from 2019 was 73%) [154]. DH is mostly charged by natural gas and biomass (renewables constitute
about 47–50% of energy source [155]. However, the goal is to increase the share of renewable energy
sources in DH to 60% by 2023 [156].

In 2019, the first large–scale solar district heating plant was opened in Salaspis, Latvia [157]. The
plant includes 1720 collectors, can generate about 12,000 kWh of power per year, and is the biggest solar
DH installation in Europe. Moreover, the plant is equipped with a 28 m high storage tank and a 3MW
wood chip boiler.

Povilanskas et al. [158] analyzed Latvia’s potential for using geothermal energy for DH systems. The
case study involved Nı̄ca, a small municipality in southwest Latvia. The investigation revealed that the
temperature of the Lower Cambrian sandy siltstone aquifer was confirmed to be not less than 43 ◦C, and it
was possible to obtain about 2 l/s of the hot brine to provide sufficient heat to the DHS of Nı̄ca throughout
the year. The authors stated that three main requirements had to be met to reach high efficiency. These
were the satisfactory extractable heat resources of the aquifer, immediate availability of a nearby deep
well, and a plan for the environmentally acceptable transfer of the cooled geothermal water to the surface
waters.

The majority of the DH grids work in 2nd and 3rd generation temperature regimes [159]. However,
according to the analysis by Ziemele et al. [160], the transition to 4th generation DH is possible in Latvia
and could provide a 68% share of RES, and the heat tariff could be reduced by 48% until 2030. Moreover,
CO2 emissions could be reduced by 58% by 2030. The pilot case study performed by Feofilovs et al. [161]
confirmed that transition to low-temperature district heating (LTDH) with Solar PV will improve the
environmental performance of DH; however, significant modernization or reconstruction will be required,
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including changes of valves, pipelines, insulations, and boiler houses to improve the heat production
effectiveness. However, Cirule et al. [162] suggested that legislation in Latvia does not provide a proper
basis to develop or safeguard 4th generation DH. The authors pointed out that it is necessary to raise the
competitiveness of the DH system in comparison to other heating solutions, thereby making DH systems
more interesting for consumers.

Independence from fossil fuel and the reduction of carbon dioxide emissions by 80–95% by 2050
compared to 1990 levels are the main targets for the Latvian community [156].

6. Conclusions and Recommendations for Future Research

Nowadays, according to European Union regulations, the DH Sector in the Baltic Sea Region countries
is constantly undergoing a transition related to increasing the share of renewable energy sources and the
reduction of greenhouse gases emissions. From an economic point of view, DH companies strive for an
increase in heat supply efficiency, becoming unrivaled, and extending the number of customers. Thus,
the intention to establish 4th generation DH systems is fully justified. Lowering the temperature of the
water supply, integration of RES such as solar, thermal, wind, or geothermal energy, and application of
better insulated and optimized pipeline layouts are significant steps towards improving the effectiveness
of current DH systems. Moreover, the introduction of smart management tools into DH systems may
overcome both the challenges in existing DH networks and be an essential aspect to ensure profitability
for both heat producers and consumers. Intelligent networks with demand site management are an
inherent part of DHS development and could have advantages in providing safe and efficient DH systems.
Nowadays, implementation of the SAM concept in the DH sector mostly involves the forecasting of
heat supply and demand-side management, which may significantly reduce the amount of energy used
for heating. However, in the current state-of-the-art, there is a key research gap in the application of
smart predictive and preventive methods for DH network performance control and maintenance. An
interesting approach of future research may be related to the development of novel smart methods to
predict and detect possible failures and damages, minimize the risk of failures, and introduce a system of
preventive response. Future studies may examine and model the techno-economic aspects of SAM. A clear
indication of the SAM solution’s competitiveness in the DH sector is also needed. Moreover, the design and
development of innovative multi-source DH systems instead of them being charged by a single fuel type
should be proposed. This solution should lead to the heat demand being covered and the ability to select a
preferable heat source at any given time, as well as the capability to maintain a continuous heat supply
when one of the sources fails. Furthermore, an important aspect is assuring the sustainable development
of DH systems, especially related to thermal energy storage. Research is proposed in the area of more
dynamic prosumer involvement and the development of bi-directional DHC networks. Implementation of
these solutions may help to reduce CO2 emissions as well as energy costs in the near future.
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144. Kveselis, V.; Dzenajavičienė, E.F.; Masaitis, S. Analysis of energy development sustainability: The example of the
lithuanian district heating sector. Energy Policy 2017, 100, 227–236. [CrossRef]

145. Šiupšinskas, G.; Rogoža, A. Modernisation of the existing energy supply system to CO2 neutral system:
Lithuanian town case study. In Proceedings of the International Conference on Environmental Engineering,
ICEE 2014, Vilnius, Lithuania, 22–24 May 2014. [CrossRef]

146. Krikser, T.; Profeta, A.; Grimm, S.; Huther, H. Willingness-to-Pay for District Heating from Renewables of Private
Households in Germany. Sustainability 2020, 12, 4129. [CrossRef]

147. District Energy in Germany. Available online: https://www.euroheat.org/knowledge-hub/district-energy-
germany/ (accessed on 1 September 2020).

148. Weinand, J.M.; Kleinebrahm, M.; McKenna, R.; Mainzer, K.; Fichtner, W. Developing a combinatorial optimisation
approach to design district heating networks based on deep geothermal energy. Appl. Energy 2019, 251, 113367.
[CrossRef]

149. Petersen, J.P. Energy concepts for self-supplying communities based on local and renewable energy sources: A
case study from northern Germany. Sustain. Cities Soc. 2016, 26, 1–8. [CrossRef]

150. Pelda, J.; Stelter, F.; Holler, S. Potential of integrating industrial waste heat and solar thermal energy into district
heating networks in Germany. Energy 2020, 203. [CrossRef]

151. Shrestha, N.L.; Urbaneck, T.; Oppelt, T.; Platzer, B.; Göschel, T.; Uhlig, U.; Frey, H. Implementation of large solar
thermal system into district heating network in Chemnitz (Germany). ISES Sol. World Conf. 2017, 322–332. [CrossRef]

152. Schüppler, S.; Fleuchaus, P.; Blum, P. Techno-economic and environmental analysis of an Aquifer Thermal Energy
Storage (ATES) in Germany. Geotherm. Energy 2019, 7. [CrossRef]

153. District Energy in Latvia. Available online: https://www.euroheat.org/knowledge-hub/district-energy-latvia/
(accessed on 5 September 2020).

154. Latvian City Invests in Solar District Heating. Available online: https://www.euroheat.org/knowledge-hub/
latvian-city-invests-solar-district-heating/ (accessed on 5 September 2020).

44



Energies 2021, 14, 314

155. Kamenders, A.; Vilcane, L.; Indzere, Z.; Blumberga, D. Heat Demand and Energy Resources Balance Change in
Latvia. Energy Procedia 2017, 113, 411–416. [CrossRef]

156. National Energy and Climate Plan of Latvia 2021–2030. Available online: https://ec.europa.eu/energy/sites/
ener/files/documents/ec_courtesy_translation_lv_necp.pdf (accessed on 7 September 2020).

157. Latvian DH Share. Available online: https://www.euroheat.org/knowledge-hub/district-energy-austria/
attachment/latvia-dh-share/ (accessed on 7 September 2020).
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Abstract: An artificial ground freezing (AGF) technique in the horizontal direction has been employed
in Naples (Italy), in order to ensure the stability and waterproofing of soil during the excavation of
two tunnels in a real underground station. The artificial freezing technique consists of letting a coolant
fluid, with a temperature lower than the surrounding ground, circulate inside probes positioned
along the perimeter of the gallery. In this paper, the authors propose an efficient numerical model to
analyze heat transfer during the whole excavation process for which this AGF technique was used.
The model takes into account the water phase change process, and has been employed to analyze
phenomena occurring in three cross sections of the galleries. The aim of the work is to analyze the
thermal behavior of the ground during the freezing phases, to optimize the freezing process, and to
evaluate the thickness of frozen wall obtained. The steps to realize the entire excavation of the tunnels,
and the evolution of the frozen wall during the working phases, have been considered. In particular,
the present model has allowed us to calculate the thickness of the frozen wall equal to 2.1 m after
fourteen days of nitrogen feeding.

Keywords: numerical modeling; heat transfer; artificial ground freezing; underground station; metro
in Napoli; GEO heating

1. Introduction

Artificial Ground Freezing (AGF) is a consolidation technique adopted in geotechnical engineering,
when underground excavations must be executed in granular soils, or below the groundwater level [1,2].
The realization of relevant underground structures in urban areas often involves the management of
constructive problems related to avoiding the presence of water in the excavation, especially if the soil
has poor geo-mechanical proprieties. The artificial ground freezing technique has been extensively
used in the last decades as an effective and powerful construction method, which provides ground
support, groundwater control, and structural underpinning during construction. However, the use
of this technology requires a good knowledge of frozen soil behavior and a robust numerical model
able to predict ground movements around the excavation. This is important, especially in densely
urbanized areas, where frost action is detrimental for surrounding structures.

The AGF method consists of letting a refrigerant circulate inside probes located along the perimeter
of the excavation, at a temperature significantly lower than the surrounding soil. The water in the
soil goes from liquid to solid phase, and it forms a block of frozen ground in the area surrounding
the probes.
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The process is, in general, divided into two different phases: a first “freezing phase”, that ends
when the soil achieves the design temperature needed to start the excavation, and a “maintenance
phase”, which is characterized by heat absorption in order to keep the temperature constant during the
excavation [3].

The main advantages of this technique, among the available ground consolidation and
waterproofing technologies, are: (i) security and compatibility with the environment, since there is no
injection, and the dispersion of products in the ground. Water already present in the ground is, in fact,
frozen, using refrigerant fluids that are never directly in contact with the ground and groundwater,
avoiding contamination phenomena; (ii) applicability to any type of soil, from coarse to fine grain and
rocks [3,4].

Depending on the working fluid used, two types of methods can be identified: (i) the direct
method, which is based on the use of liquid nitrogen entering the probes at a temperature of −196 ◦C
and released in the atmosphere in gaseous phase at a temperature between −80 ◦C and −170 ◦C; (ii) the
indirect method, which is based on the use of a mixture of water and calcium chloride (known as
brine), whose circulation temperature can vary between −25 ◦C and −40 ◦C. A combination of the two
previous methods is known as a mixed-method, which uses the direct method for the freezing phase,
and the indirect method for the maintenance phase.

Several numerical and experimental works analyzing the AGF technique are available in the
literature. Colombo [5] in the first part of his work invokes a well-known approximate approach for
the a priori evaluation of the parameters influencing the technique, such as the time required to reach
the target temperatures, or the heat flow rate needed by the plant. The results proposed by the author,
applied to Neapolitan tuff, were compared with those obtained from a series of numerical analyses
conducted by using the finite element method as a discretization technique, and with experimental data
measured on site during freezing operations carried out for the realization of the galleries for the stations
of Piazza Dante and Piazza Garibaldi of metro Line 1 in Napoli (Italy). Papakonstantinou et al. [6] first
analyzed the experimental data of monitored temperatures in the ground during the freezing process,
and then performed a numerical analysis through the FREEZE calculation code, a thermohydraulic
software developed at the ETH in Zurich. The authors found that the thermal conductivity of the soil
is an important parameter to be taken into account, and can be reasonably estimated by a posterior
numerical analysis, if it not known a priori. Subsequently, Pimental et al. [7] analyzed the results
of three applications of the AGF technique in urban underground construction projects, comparing
the experimental data with the thermohydraulic coupled code model FREEZE. The first case study
concerned the construction of a tunnel for the underground in Fürth (Germany) in soft ground with
significant infiltration flow. The second case study concerned a platform tunnel in a metro station in
Naples, and aimed at the determination of relevant thermal parameters through retrospective analysis,
and to compare the results obtained by using the forecasting model with on-site measures. In the
third case, regarding a tunnel under the river Limmat in Zurich, numerical simulations were used to
identify potential problems caused by geometrical irregularities in the well layout, in combination with
infiltration flow. Russo et al. [1] analyzed the experimental data collected during the execution of the
excavation with the AGF technique, and developed a numerical model to evaluate stress in the ground
during the freezing and defrosting of a frozen wall. The focus of the work was the settlement caused by
the tunnel excavation, and the use of the AGF technique to allow the safe digging of a service gallery
located half in the silty sand layer, and a half in the yellow tuff layer, below groundwater. The phases
of the tunnel construction were accompanied by the monitoring of the measurements and control
activities of the effects of the gallery excavation. The measurements collected during the construction
process, in fact, allowed us to monitor the freezing-thawing process, and the change in volume related
to the excavation, providing useful information for the future implementation of similar projects.
Finally, the analysis in the test procedure was conducted using a complete three-dimensional (3D)
model implemented in the DFM Flac3D package.
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Vitel et al. [8] developed a numerical model considering both the freezing tube and the surrounding
ground. The model is based upon the following principles: (i) heat conduction around the well is
solved by considering vertical heat transfer processes negligible compared to the trans-horizontal heat
transfer; (ii) heat transfer in the freezing probe is reduced to a one-dimensional (1D) calculation. In this
study, convection in the ground was not taken into account with respect to the heat conduction, and
therefore, the effects of groundwater flow were not considered. Vitel et al. [9] developed a numerical
thermohydraulic model in order to simulate artificial ground freezing by considering a saturated and
nondeformable porous medium under groundwater flow conditions. Marwan et al. [10] presented a
thermohydraulic finite element model integrated into an optimization algorithm, using the Ant Colony
Optimization (ACO). This technique allowed researchers to optimize the positions of the freezing
probes with respect to the groundwater flow. Kang et al. [11] combined a freezing method and a
New Tubular Roof (NTR) simulated by thermomechanical coupling analysis. The temperature range
obtained in the freezing process indicated that the thickness of the frozen wall grows of about 2.0 m
after 50 days of freezing. Moreover, the stability of the surrounding ground and the support structures
in the bench cutting phase were also studied. Panteleev et al. [12] focused on the development of a
monitoring system for the artificial ground freezing process for a vertical shaft. The temperature in
the wells was measured by using the fiber optic system Silixa, based on the Raman effect. Alzoubi
et al. [13] have evaluated the development of a frozen wall between two freezing probes, with and
without the presence of groundwater infiltration for 2D geometry, by was using ANSYS. Fan et al. [14]
show a case study concerning the monitoring of frozen wall formation during soil freezing using brine,
then developed a three-dimensional numerical model to analyze the temperature distribution. The
numerical simulation was conducted by using ADINA software.

Based on the analysis of the available literature, the interest of the research community on the
AGF technique is evident. Both experimental and numerical works can be found, however, more
research effort is needed to numerically analyze the evolution of the process for real cases, considering
the geometry of civil works and the development of the freezing probes in the ground. For these
reasons, the authors have developed an efficient transient numerical model to effectively analyze heat
transfer in the soil, and at the same time, save computing resources. The proposed approach is based
on the coupling of a heat transfer model between the freezing probes and the surrounding ground
with a heat transfer and phase change model of the soil, and for the first time in the literature, all of
the phases of AGF process have been reproduced. The model was used as a preliminary predictive
analysis for the construction of two tunnels in Napoli. The model has been validated against the data of
Colombo [5]. After validation, the numerical model has been employed to analyze a real case study of
two tunnels between Line 1 and Line 6 of the metro station in Piazza Municipio, Napoli, southern Italy.
The purpose of the work is to study in detail the heat transfer process during ground freezing for the
realization of the tunnels. The analysis is carried out by employing a FEM-based model, using Comsol
Multiphysics commercial software, to model artificial ground freezing during the whole processe.

The model developed in the present work allows us to simulate, for the first time in the literature,
a mixed-method used for the freezing process, from the first phase based on nitrogen feeding,
a maintenance phase, and a third phase that involves the use of brine. The maintenance phase is
necessary to avoid the freezing of brine in the probes. The novelty introduced by this work relies on
the development of a thermal analysis of the entire artificial ground freezing process, considering all
the phases and the influence of the process on the thermodynamic behavior of a second nearby tunnel
that was also subject to the AGF. Moreover, the excavation phase has been reproduced, by imposing
a convective heat transfer condition related to the presence of men and machines, while the second
tunnel was subject to AGF with a mixed method.

This paper is structured as follows: in Section 2, the characteristics of the AGF technique are
described, while in Section 3 the numerical model developed is presented. Section 4 reports the
validation carried out against literature data. The results of the parametric analysis performed after
model validation are reported in Section 5, while conclusions are drawn in Section 6 of the paper.
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2. Description of AGF Technique and Case Study

Artificial Ground Freezing (AGF) consists of freezing the ground by means of heat transfer, with a
refrigerant fluid circulating inside probes located along the perimeter of the excavation to be realized.
In this way, the water contained in the soil undergoes a phase transition from liquid to solid, forming a
block of frozen ground called a “frozen wall” in the area surrounding the probes.

The mixed-method AGF process used for the Piazza Municipio galleries can be divided into
different phases:

Phase 1-Nitrogen: The probes are fed with nitrogen at an inlet temperature of about −196 ◦C,
while the expected outlet temperature is around −110 ◦C. The duration of Phase 1 is related to the time
required for the formation of the minimum thickness of the frozen wall (1.5 m);

Phase 2-Waiting: At the end of nitrogen feeding, in order to obtain a temperature adequate for
brine feeding, and to avoid brine freezing inside the probes;

Phase 3-Brine: Maintaining the ice thickness on the tunnel vault by feeding the probes with brine,
at a temperature of about −35 ◦C. Phase 3 is used during the tunnel excavation, in order to maintain
the soil temperature below water freezing over time, and the desired thickness of the frozen wall.

For the realization of two tunnels between Line 1 and Line 6 of the underground station in Piazza
Municipio in Napoli, the AGF technique with the mixed method has been used. The choice to use
this method is due to the possibility of combining the cryogenic power of nitrogen with the flexibility
and safety of freezing with brine. It consists essentially of making complementary direct and indirect
methods, using the same freezing probes.

An overview of the nitrogen feeding procedure and system used is reported in Figure 1, which
reports the truck and tanks at the construction yard, and the loading phase of liquid nitrogen into
the tanks.

(a) (b) (c)

Figure 1. (a) Truck and tanks of liquid nitrogen; (b) loading of liquid nitrogen into the tanks; (c) view
of the construction site.

Figure 2 shows an overview of the construction site, where it is possible to see the nitrogen plant
and the two brine refrigeration units. The nitrogen feeding system works by gravity. The brine is
refrigerated by one unit, while the second is used as back up in case of the failure of the first one.

The present case study involves the construction of two tunnels for the connection between Line
1 and Line 6 of the Metro station of Piazza Municipio in Napoli, southern Italy. The soil affected by
the excavation consists of a layer of pozzolana overlaying a bench of tuff. As shown in Figure 3a,
the horizontal distribution of the freezing probes is influenced by the actual development of the two
tunnels, that have a slight curvature. Instead, the freezing probes, for technological reasons, have a
straight distribution along their axis. Section A-A is located at 5.0 m from the Tunnel Boring Machine
(TBM) extraction well, section B-B is in a central position with respect to the tunnels, and section C-C is
located at 5.0 m from Line 6 Station well. Figure 3b shows a cross section of the case study with the
position of the freezing probes, while Figure 4 shows the axonometry of the two tunnels connecting
Line 1 and Line 6.
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Figure 2. Overview of the construction site and view of the nitrogen and brine plant.

(a) (b)

Figure 3. (a) Key plan of the tunnels and freezing probes, with indication of the three cross sections
considered; (b) cross section of the case study with the position of the freezing probes.

Figure 4. Axonometry of the two tunnels connecting Line 1 and Line 6.
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In order to construct the two tunnels connecting Line 1 and Line 6, the excavation of the odd
tunnel occurred before the one in the even tunnel. The odd tunnel excavation began after freezing the
soil around it, by cutting the diaphragm of the Line 6 station well (see Figure 3), at the opposite point
of nitrogen input into the probes, and continuing with the excavation one meter at the time, with the
laying of steel ribs and spritz beton until the TBM extraction well was reached. Once the odd tunnel
excavation operations were completed, the even tunnel was frozen and constructed.

On the exterior side of the tunnels, two jet grouting walls reaching the depth of the tuff bench had
been employed with the purpose of containing fluids motion in the ground. The freezing of the tunnels
has been realized using 43 freezing probes (23 for the odd tunnel, and 20 for the even one) with a length
of about 40 m, arranged in an arch outside the excavation section with a constant wheelbase equal to
0.75 m. The installed probes are made up of two concentric tubes, as shown in Figure 5. The outer one
is made of steel and has a diameter equal to 76 mm, while the inner one is made of copper, with a
diameter of 28 mm.

Figure 5. Freezing probe configuration and refrigerant direction: (left) scheme of freezing probe and
temperature profile along the probes; (right) picture of the actual freezing probe.

3. Mathematical Model of the Freezing Process

The model is based on 2D conductive heat transfer in the ground surrounding the probes, and takes
into account the phase change phenomenon of water. The mathematical model has been implemented
within the commercial software Comsol Multiphysics, based on finite element discretization technique,
and has been solved by using the MUltifrontal Massively Parallel sparse direct Solver. The ground
subdomain has a depth of 20 m and a length of 35 m, and can be considered sufficiently large to avoid
thermal interference with the external environment, and sufficiently deep to assume an undisturbed
soil temperature. Figure 6 shows the cross section of the computational domain considered in the
present analysis.

The assumptions underlying the present model are the following: (i) homogeneous and isotropic
materials in each layer of the computational domain; (ii) thermophysical properties of the soil varying
with temperature, between the frozen and unfrozen phases; (iii) for the whole volume of soil, phase
transition takes place at a temperature of 0 ◦C within an interval of 1 ◦C; (iv) the temperature of the
cooling fluid in the probes varies linearly along the axis; (v) heat transfer is purely conductive in the
soil, due to the limited convective motion of the water in the ground.
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Figure 6. Sketch of the computational domain with the two tunnels considered in the numerical analysis.

3.1. Governing Equations

The problem under investigation has been simulated by means of a dynamic model reproducing
the 2D conductive heat transfer in the ground [15,16], taking into account the phase change of water in
the soil. The governing equation for heat transfer is reported as follows:

Transient conduction heat transfer

ρicpi
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∂t

=
∂
∂x

(
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∂T
∂x

)
+
∂
∂y

(
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∂T
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)
+ Q i = 1, . . . . . . . . . ., n (1)

where ρi is the density of the materials constituting the subdomain (kg/m3), cpi is the specific heat
capacity (J/kg·K), ki is the thermal conductivity (W/m·K), T is the temperature (K), and finally, Q is
the heat generated or absorbed per unit of volume (W/m3). This last term on the right-hand side
allows us to model the latent heat of solidification, such as the heat absorbed or released at a constant
temperature during the phase change of water in the soil. In fact, this phenomenon is characterized by
a significant variation of the thermal diffusion coefficient and the specific heat of the saturated soil, in
addition to the absorption of melting latent heat. The time-step employed in the simulations is equal
to twelve hours.

3.2. Phase Change in the Soil

The formulation used in the present work provides the latent heat as an additional term in the
heat capacity.

Instead of adding the latent heat L in the energy balance equation exactly when the material
reaches its phase change temperature, Tpc, it is assumed that the transformation occurs in a temperature
interval between Tpc − ΔT/2 and Tpc + ΔT/2. ΔT is the temperature interval which occurs within
the phase change of water. In this interval, the material phase is modeled by a smooth function, ϑ,
representing the fraction of phase change during transition, which is equal to 1 below Tpc − ΔT/ 2 and
to 0 above Tpc + ΔT ⁄ 2. The density, ρ, and the specific enthalpy, h, of the ground are then calculated as:

ρ = ϑρphase1 + (1− ϑ)ρphase2 (2)

h = ϑρphase1hphase1 + (1− ϑ)ρphase2hphase2 (3)

53



Energies 2020, 13, 1272

where phase1 and phase2 indicate the characteristics of the material during the different phases of water
within the soil. The specific heat at constant pressure can be defined as:

cp =

(
∂h
∂T

)
p

(4)

that becomes, with the product derivatives:

cp =
1
ρ

(
ϑ1ρphase1cp,phase1 + ϑ2ρphase2cp,phase2

)
+

(
hphase2 − hphase1

)∂αm

∂T
(5)

where ϑ1 and ϑ2 are, respectively, equal to ϑ and 1− ϑ. The term αm is defined as:

αm =
1
2

ϑ2ρphase2 − ϑ1ρphase1

ρ
(6)

and it is assumed equal to −1/2, before the phase change process, and 1/2 at the end of the process.
Therefore, the specific heat during the phase change phenomenon is given by the sum of two

terms, one proportional to the equivalent thermal capacity Ceq:

ceq =
1
ρ

(
ϑ1ρ f 1Cp, f 1 + ϑ2ρ f 2cp, f 2

)
(7)

and the other proportional to the latent heat CL:

cL(T) =
(
h f 2 − h f 1

)dαm

dT
= L

dαm

dT
(8)

so that the total heat per unit of volume released during the phase change process is equal to the latent
heat of solidification:

Q =

∫ T f 1+
ΔT
2

T
f 2+ ΔT

2

CL(T)dT = L
∫ T f 1+

ΔT
2

T
f 2+ ΔT

2

dαm

dT
dT (9)

Finally, the apparent thermal capacity Cp used in the heat conservation equation, is given by:

cp =
1
ρ

(
ϑ1ρphase1cp,phase1 + ϑ2ρphase2cp,phase2

)
+ cL (10)

The effective thermal conductivity of the portion of soil affected by the phase change is expressed as:

k = ϑ1kphase1 + ϑ2kphase2 (11)

while the effective density is calculated as:

ρ = ϑ1ρphase1 + ϑ2ρphase2 (12)

Finally, continuity of heat flux is assumed on internal interfaces between the materials. To solve
the equation of transient heat conduction, appropriate values must be assigned to the coefficients ρi,
cpi, ki. The values used in this work have been derived from the literature (Papakonstantinou et al. [6]
and Rocca [3]). The thermal characteristics as mineral density, dry density, porosity, wet density of the
soil layers and jet-grouting, and the thermal characteristics dependent on the frozen and unfrozen
phase, as thermal conductivity and heat capacity, are reported in Table 1.
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Table 1. Characteristics of the soil layers and jet-grouting ([3,6]).

Property Tuff Pozzolana Jet-Grouting

Porosity, n 0.5 0.51
Mineral density, ρs (kg/m3) 2713 2392 3000

Dry density, ρd (kg/m3) 1223 1172
Wet density, ρwet (kg/m3) 1733 1682

Unfrozen/frozen ground properties
(at 16 ◦C/−50 ◦C)

Thermal conductivity, k (W/mK) 1.48/3.14 1.28/2.61 1.40
Heat capacity, cv (kJ/m3K) 3120/1990 3150/2709 900

3.3. Initial and Boundary Conditions

The initial condition in the whole domain is:

T(x, y, 0) = T0 = 16 ◦C ∀(x, y) ε Ω (13)

where Ω is the computational domain for each of the three sections considered in this work and
reported in Figure 3.

The following Dirichlet condition is imposed on the external surface of each probe during Phase 1
and Phase 3 of the AGF process:

T(x, y,ϑ) = T(ϑ) ∀(x, y) ε Ωprobes (14)

The boundary conditions employed in the present model refer to the soil and probes domain
and are sketched in Figures 7 and 8. In particular, Figure 7 refers to the domain considered before
excavation of the first tunnel, while Figure 8 refers to the domain considered after excavation of the
first tunnel. The temperature of the top, bottom and lateral surfaces of the soil has been assumed to be
constant during the analysis, equal to the average yearly temperature of the site under investigation,
T0 = 16 ◦C.

As previously specified, due to the complexity of nitrogen phase change phenomena occurring
inside the freezing probes, a linear temperature profile has been assumed for the refrigerant fluid
between the inlet and outlet sections of the probes (refer to Figure 5).

Figure 7. Computational domain and boundary conditions before the excavation.
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Figure 8. Computational domain and boundary conditions after the excavation of the odd tunnel.

The temperature boundary conditions applied on the external perimeter of each probe depend on
the phase of the freezing process. During “Phase 1-Nitrogen”, the temperature has a linear variation
along the axis, from −196 ◦C to −110 ◦C, as shown in Figure 5. During “Phase 2-Waiting”, the adiabatic
condition, ∇T·n = 0, has been imposed on the probe boundary.

During “Phase 3-Brine”, the temperature of the probe boundary has been imposed equal to the
temperature of the brine, −33 ◦C, in all the sections of the excavation.

In order to simulate the excavation of the even tunnel, the same steps employed for that of the odd
tunnel have been considered. During these phases, the excavated odd tunnel (left) has been reproduced
by eliminating the corresponding domain of soil and applying a proper boundary condition (refer to
Figure 8). This condition takes into account the presence of men, vehicles and air circulation in the
excavated tunnel, and is represented by convective heat transfer on the walls of the odd tunnel:

− k∇T·n = h(T − T∞) (15)

h(x, y,ϑ) = h∞ = 15 W/m2K (16)

where T∞ is equal to 30 ◦C.

3.4. Mesh Sensitivity Analysis

A mesh sensitivity analysis has been carried out in order to obtain grid-independent numerical
results. A domain of 20 × 25 m2 has been considered. All the computational grids are made by
triangular quadratic elements, and are refined near the freezing probes (Figure 9).

Table 2 reports the details of the eight grids considered, together with a summary of the main
numerical results. In particular, considering the nitrogen activation (phase 1), the days required for the
formation of the frozen wall at 1.5 m have been calculated and reported in Table 2, together with the
computing time necessary to reach the convergence. The nitrogen freezing phase is stopped when
the desired design value of the frozen wall thickness is reached. The evolution of the frozen wall
can be monitored, controlling the temperature of the ground at 0.5 m from the probe axis, which
generally must be around −10 ◦C. Therefore, in the analysis, the temperature at this point has been
taken into account.

On the basis of the present sensitivity analysis, the grid employed for the calculations is the one
with 103,482 elements (letter f in the table), since the difference between the results obtained by using
this grid, and the ones obtained by using the most effective adaptive grid, is around 1%.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 9. Meshes used for the grid independent study (a) 5339 elements; (b) 9596 elements;
(c) 42,671 elements; (d) 73,804 elements; (e) 82,046 elements; (f) 103,482 elements; (g) 113,342 elements;
(h) 177,964 elements.
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Table 2. Details of the meshes and obtained results for the grid-independent study.

Mesh Code
Number of
Elements

(-)

Time for Frozen Wall
Formation at 0.6 m

(d)

Temperature at 0.5 m
(◦C)

Computing Time
(min)

a 5339 9 −13.1 18
b 9596 9 −14.6 33
c 42,671 8 −12.3 399
d 73,804 8 −12.0 1231
e 82,046 8 −11.3 1820
f 103,482 8 −11.4 4213
g 113,342 8 −11.6 8122
h 177,964 8 −11.6 25,015

4. Model Validation

The present model has been validated against the numerical data reported by Colombo [5], which
is validated with on-field data. In that study, the software ABAQUS was used to solve the numerical
model, and the computational domain was meshed by using DC2D4 elements. The geometry of the
tunnel was symmetric. The present study reproduces the case study of Colombo [5], based on a 2D
model, by taking into account a computational domain representative of a portion of land equal to
10 × 20 m. A mesh consisting of 33,605 triangular elements has been considered, and the thermal
characteristics of the materials are those reported in Colombo [5], in particular: volumetric heat capacity
of 1910 kJ/m3K and 3100 kJ/m3K for solid and liquid phases, respectively; thermal conductivity of
3.07 W/mK and 1.48 W/mK for the solid and liquid phases, respectively; volumetric latent heat of
179,280 kJ/m3 and a saturated tuff density of 1550 kg/m3. The initial temperature has been assumed
equal to 18 ◦C, and the analysis has been carried out, imposing a linear variation of temperature down
to −33 ◦C for the first day, on the nodes representing the perimeter of the freezing probe. In order
to compare the results obtained from the present FEM analysis with those reported in Colombo [5],
the authors have considered two points located on a line orthogonal to the junction between the probes,
at 0.50 m and 0.90 m. Figure 10 shows the conditions that determine the propagation velocity of the
freezing front in the tuff, evaluated for two points located at 0.5 m and 0.9 m from the freezing probe.
It is evident that the temperature gradually decreases over time, and that a good agreement between
the present numerical results and those available in the literature [5] is observed.

 

Figure 1. Mesh and development of the frozen wall for model validation. 

 1 day 5 days 

21 days 

Figure 10. Cont.
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Figure 10. Comparison between field emission microscopy (FEM) analysis and Colombo [5].

5. Results and Discussion

5.1. Odd Tunnel Freezing

The numerical analysis has been developed considering the probes connected in parallel, i.e., all with
the same temperature distribution. The boundary conditions on the surface of probes, described in
Section 3, are summarized in Table 3, together with the calculated thickness of frozen wall after 14 days.

Table 3. Boundary conditions imposed on the surface of the probes at the considered sections and
for the different freezing phases, and frozen wall thickness calculated after 14 days of AGF with
liquid nitrogen.

Phase 1 Phase 2 Phase 3

Section
z

(m)
Duration

(days)

Probe
Temperature

(◦C)

Duration
(days)

Probe
Temperature

(◦C)

Duration
(days)

Probe
Temperature

(◦C)

Thickness of
frozen wall

(m)

A-A 5 14 −180 1 Adiabatic 15 −33 1.50
B-B 20 14 −160 1 Adiabatic 15 −33 1.70
C-C 35 14 −120 1 Adiabatic 15 −33 1.90

The results refer to the freezing process in the odd tunnel (left), for which it has been assumed
duration of the direct freezing phase equal to 14 days. The waiting phase, before switching to
the indirect method phase with brine, has been imposed equal to 1 day, enough to have suitable
temperatures for the brine intake in the pipe system, without freezing it. The third phase of brine
retention has been considered to last for 15 days, for a total of 30 days of the whole freezing process in
the odd gallery.

Figure 11 reports the temperature field calculated after 14 days of nitrogen feeding in the three
sections considered for the odd tunnel (refer to Figure 3), and it is possible to clearly see the formation
of the frozen wall, since the figure reports only the temperature values below −2 ◦C.

In section C-C, the frozen wall reaches the desired thickness of 1.5 m in less time than the other
two sections, due to the temperature distribution in the probes. The thickness of 1.5 m ensures the
static stability of the ground, according to the design specifications. After 14 days of freezing with
nitrogen, the frozen wall reaches the thickness reported in Table 3 for the three sections.
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(a) Section A A. (b) Detail

(c) Section B B.

(d) Section C C.

.

(e) Detail of the mesh employed in the simulations.

Figure 11. From (a–d): Temperature field below −2 ◦C after 14 days of AGF with liquid nitrogen in the
three sections of the odd tunnel reported in Figure 3; (e) detail of the employed mesh.
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Figure 12a shows the frozen wall thickness reached after 14 days of nitrogen freezing phase,
by showing the isotherms at −2 ◦C, and reports a detail of the frozen wall for section A-A. Figures 13b
and 12c show the frozen wall thickness reached after 14 days of nitrogen freezing phase, by showing
the isotherms at −2 ◦C, for sections B-B and C-C. Moreover, the figure presents a vertical segment
across probe n. 13, that is considered useful for the analysis of the temperature field in the frozen wall.

(a)

(b)

(c)

Figure 12. Thickness of the frozen wall represented through isotherm at −2 ◦C, for section A-A (a),
section B-B (b); section C-C (c).
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Figure 13 shows the temperature profile calculated on a vertical segment of 1.5 m from probe
13 (point a) to point b for the three sections considered, as shown in the previous figure. From the
analysis of the figure, it is evident that at the end of the first phase, the frozen wall has reached the
minimum required thickness of 1.5 m.

Figure 14 shows the temperature profile and thickness of the frozen wall with respect to the probe
axis, after 14 days of freezing, for sections A-A, B-B and C-C. The graph shows that the frozen wall at
section A-A after 14 days of activation with nitrogen has a thickness of 1.5 m for section A-A, 1.7 m for
section B-B, and 1.9 m for section C-C.

Figure 13. Temperature profile after 14 days of artificial ground freezing (AGF) with liquid nitrogen
along the segment a-b.

For the odd tunnel (left), further segments are considered, in order to verify the thickness of the
ice wall at the end of Phase 1. Figure 15a shows the cut lines taken into account, while Figure 15b
shows the temperature profiles calculated after 14 days for section C-C.

Figure 16a presents the temperature profiles at the sections A-A, B-B, and C-C. From the analysis
of this figure, it is possible to notice that the section located 5 m from the TBM well (A-A) is the most
disadvantaged for the freezing process. This is due to the nitrogen freezing temperature imposed on the
probe perimeter in this section (−120 ◦C), which is higher than that in the other sections. Consequently,
more time is needed for the formation of the frozen wall in this section, defining the total duration
of the freezing Phase 1 (nitrogen activation). After almost 5 days of activation with brine, constant
temperature values can be reached, but always below the safety value of −5 ◦C.

Moreover, it is possible to notice that the ground reaches the temperature of 0 ◦C after about
ten days of liquid nitrogen feeding. This finding is in good agreement with the results reported by
Colombo [17] and Manassero [18]. Moreover, from the analysis of Figure 16a, it is possible to notice
that the defrosting phase for the odd tunnel starts after 60 days and that after 90 days, the temperature
rises up to 0 ◦C. These temperature values are important to evaluate the ground displacement.

Figure 16b shows the temperature profile for the freezing process of the even tunnel. The beginning
of the freezing with nitrogen starts at the end of the freezing of the odd tunnel.

Table 4 shows the thickness of the frozen wall after 14 days of artificial ground freezing with
nitrogen and is always larger than the design value of 1.5 m for both tunnels.
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(a)

(b)

(c)

Figure 14. Temperature profile after 14 days of AGF with liquid nitrogen on segment a-b at Section
A-A (a); section B-B (b); section C-C (c).
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Table 4. Thickness of the frozen wall after 14 days of AGF with nitrogen liquid.

Odd Tunnel z Thickness Frozen wall (m)
Section (m) a-a’ b-b’ c-c’ d-d’ e-e’ f-f’ g-g’

C-C 35 2.0 2.1 2.1 2.1 2.0 2.1 2.0

Even Tunnel z Thickness Frozen wall (m)
Section (m) a-a’ b-b’ c-c’

A-A 5 1.8 1.6 1.6
B-B 20 1.9 1.9 1.9
C-C 35 2.1 2.1 2.1

(a)

(b)

Figure 15. (a) Cutline for the section C-C; (b) Temperature trend after 14 days for section C-C and
frozen wall was formed for all cut lines considered.
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(a)

(b)

Figure 16. (a) Temperature profiles at the control point on the top of the odd tunnel for the three
sections; (b) Temperature profiles at the control point on the top of the even tunnel for the three sections.

5.2. Even Tunnel Freezing

At the end of the 60 days, after the freezing and excavation activities of the odd tunnel, freezing
is repeated with the same conditions for the even tunnel, disabling completely the supply of brine
for the maintenance phase of the odd tunnel. The temperature applied on the freezing probes for the
three freezing phases is reported in Table 3. The duration of each freezing phase of the even tunnel is
equal to fourteen days for Phase 1 with nitrogen, one day for Phase 2, and forty days for Phase 3 (brine
maintenance), for a total of sixty days. The results obtained at the end of the first phase with nitrogen
for the even tunnel have been reported in Figure 17.
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(a) Section A A

(b) Section B B

(c) Section C C

Figure 17. Frozen wall at 0 ◦C after 14 days.

The results of artificial freezing of soil with the use of liquid nitrogen, after fourteen days from the
beginning of the phase, are presented in Figure 18. In particular, the thickness of the frozen wall in the
three sections is reported, identified by the isotherm at −2 ◦C. The minimum thickness of 1.5 m is used
as a design target necessary to consider Phase 1 completed.
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Figure 18. Cont.
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(d)

Figure 18. The frozen wall after 14 days of nitrogen feeding for section A-A (a); for section B-B (b); for
section C-C (c); Temperature profile for section C-C (d).

Figure 18d shows the temperature profile at three cut lines of section C-C during the freezing
process of the even tunnel. From the analysis of this figure, it is possible to observe that the temperature
values below −2 ◦C involve a thickness of ground around 2.1 m, in all the three cut lines considered,
as reported in Table 4. This is a relevant result, proving that the minimum ice wall limit (1.5 m) is
respected in the whole ice vault.

6. Conclusions

This work presents an analysis of the heat transfer phenomena occurring during the artificial
ground freezing (AGF) process on the actual case study of the tunnels between Line 1 and Line 6 of the
Underground station in Piazza Municipio in Napoli, southern Italy. An efficient numerical model,
based on conductive heat transfer and water phase change, has been developed and validated against
the data available in the literature.

The present model has us allowed to simulate, for the first time in the literature, a mixed-method
used for the freezing process from the first phase, based on the use of nitrogen, a maintenance phase
that allows us to raise the temperature of the probes, and a third phase that involves the use of brine.
The numerical model has allowed us to reproduce the evolution of the temperature field during
the whole excavation process. The model has been used to illustrate the heat transfer phenomena
associated with the phase change and the influence of latent heat, the influence of phase change,
and temperature variation.

The present modeling activity allows us to identify the possible solutions for reducing the time
required for the completion of the excavation activities and the freezing of the galleries. In addition
to properly planning the nitrogen feeding phase, this approach allows the analysis of alternative
solutions to accelerate the freezing of the soil, such as increasing the number of probes, or using
different configurations.

The results show that the time needed to complete the freezing process and excavation of the two
tunnels, consists of 120 days. Instead, 14 days are required to obtain an ice vault with a thickness
larger than the minimum value required for safety reasons (1.5 m). In particular, the section that first
reaches the formation of the frozen wall is the one at 5 m from the well of Line 6, and from this section,
the excavation operations can begin. Moreover, the defrosting phase for the odd tunnel starts after
60 days, and after 90 days, the temperature rises up to 0 ◦C.
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The authors believe that the present model is useful to optimize the AGF technique, and to better
understand the heat transfer phenomena occurring between probes and ground.
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Abstract: In this paper, the influence of wettability properties on the start-up characteristics of
two-phase closed thermosyphons (TPCTs) is investigated. Chemical coating and etching techniques
are performed to prepare the surfaces with different wettabilities that is quantified in the form of
the contact angle (CA). The 12 TPCTs are processed including the same CA and a different CA
combination on the inner surfaces inside both the evaporator and the condenser sections. For TPCTs
with the same wettability properties, the introduction of hydrophilic properties inside the evaporator
section not only significantly reduces the start-up time but also decreases the start-up temperature.
For example, the start-up time of a TPCT with CA = 28◦ at 40 W, 60 W and 80 W is 46%, 50% and
55% shorter than that of a TPCT with a smooth surface and the wall superheat degrees is 55%,
39% and 28% lower, respectively. For TPCTs with combined hydrophilic and hydrophobic properties,
the start-up time spent on the evaporator section with hydrophilic properties is shorter than that of
the hydrophobic evaporator section and the smaller CA on the condenser section shows better results.
The start-up time of a TPCT with CA = 28◦ on the evaporator section and CA = 105◦ on the condenser
section has the best start-up process at 40 W, 60 W and 80 W which is 14%, 22% and 26% shorter than
that of a TPCT with smooth surface. Thus, the hydrophilic and hydrophobic modifications play a
significant role in promoting the start-up process of a TPCT.

Keywords: Thermosyphon; start-up characteristics; hydrophilic and hydrophobic; contact angle

1. Introduction

As a two-phase passive device, the thermosyphon has a wide-range of various industrial
applications, for instance, electronic equipment [1], heat-recovery systems [2], solar water heater
systems [3] and space applications [4] due to the simple structure, reliability, high efficiency and low
cost. The basic concept of heat pipes was first proposed by Gaugler in 1944 [5]. A thermosyphon is
a gravity-assisted heat pipe without wicks that depends on phase-change heat transfer in both the
evaporator and condenser sections to transfer large amounts of heat with relatively small temperature
difference [6] and low thermal resistance [7]. Figure 1 shows the schematic diagram of the cross section
and working principle of a two-phase closed thermosyphon (TPCT). A TPCT is composed of evaporator,
adiabatic and condenser sections. The operating process begins with a certain volume of working
fluid in the evaporator section, which is then heated by a source of heat, such as a heating element
or a thermal bath. The heating converts the saturated liquid into vapor that rises to the condenser
section. Afterwards, the vapor condenses into liquid, which flows back down to the evaporator section
by gravity, in the process transferring heat to the heat sink, such as cold water [8].
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Figure 1. Cross section and working principle of a two-phase closed thermosyphon [9].

At present, the investigation of thermosyphons mainly includes the analysis of the thermal
performance and start-up characteristics. In recent years, the thermal performance of thermosyphons
in the aspects of filling ratio and surface modifications have been experimentally studied. Lataoui and
Jemni [10] conducted an experimental study on a stainless steel thermosyphon to assess the influence
of filling ratio, input power and the temperature of the cooling fluid on its thermal performance.
Alireza Moradikazerouni et al. [11,12] investigated the effects of surface modifications on the heat
sink, and the results found that different structural shapes on the heat surface have various heat
transfer mechanisms. Rahimi et al. [13] modified the condenser and evaporator of a thermosyphon
and compared the heat performance and resistance of a modified thermosyphon at different input
powers with a flat thermosyphon. They found that the average thermal performance at tested
heat loads was increased by 15.27% and the average thermal resistance of the thermosyphon was
decreased by 2.35 times. Singh et al. [14] investigated the effect of surface modification on the thermal
performance in an evaporator and condenser for flat thermosyphons with and without an anodized
surface. Solomon et al. [15] studied the heat performance of thermosyphons with surface modifications
at diverse inclination angles and input powers. The surface modifications significantly reduce the
wall temperature of the evaporator and increase the heat-transfer coefficient. Solomon et al. [16] also
analyzed the thermal performance of an anodized surface with a porous structure and observed a 15%
reduction in the thermal resistance and 15% increase in the heat-transfer coefficient of the evaporator.

Additionally, Noie [17] investigated the effects of aspect ratio on the thermal performance of a
thermosyphon and achieved heat performances of 60%, 90% and 30% for aspect ratios of 11.8, 7.45 and
9.8, respectively. Gedik [18] reported the influence of various operating conditions, such as heat
input, inclination angle and the flow rate of cooling water on the heat-transfer characteristics of a
TPCT. Moreover, the method whereby a nanofluid was used as working fluid in a thermosyphon has
been theoretically and experimentally studied. Ma et al. [19] found that the heat-transfer rate of a
nanofluid can rise to 3.11 times in an inclined square enclosure which indicates that the nanofluid is a
potential choice as working fluid. Besides, the nanoadditives of various shapes on the fluid flow and
heat transfer aspects of a nanofluid have different influences [20]. Hence, the parameters of surface
modifications, operating conditions, working fluid and filling ratio have a great effect on the thermal
performance of thermosyphons. Similarly, the start-up performance of the thermosyphon will also be
affected by these factors.
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The reliable operation of thermosyphons requires good start-up performance. The start-up of
thermosyphon is a complex, transient process that is affected by several parameters. Sun et al. [21]
studied the effects of filling ratio and heat input levels on the start-up characteristics of micro-oscillating
heat pipes and observed two different start-up behaviors, start-up processes with and without bubble
nucleation, depending principally on the spatial distribution of slugs/plugs in the micro-oscillating
heat pipes. Guo et al. [22,23] found that the inclination angle is one of the factors that affect the start-up
characteristics of thermosyphon. Then the influence of evaporator length on the start-up performance
of a sodium-potassium alloy heat pipe was tested and obtained a uniform temperature distribution
by increasing the evaporator section length. The Na-K heat pipe had excellent start-up performance,
and the increase of inclination angle raised the temperature of the condenser. Wang et al. [24] analyzed
the influence of inclination angle, heat input and flow rate of cooling water on the start-up properties
of a thermosyphon with small diameter. Huang et al. [25] introduced the non-condensable gas used
for regenerative building heating exchangers in a gravity loop thermosyphon and investigated its
effect on the start-up time. They found that the non-condensable gas extended the start-up time of
the thermosyphon, with a higher level corresponding to a longer time. Joung et al. [26] observed that
a large amount of heat leakage increased the operating temperature and the start-up time of a loop
heat pipe. In addition, Singh et al. [27] studied the start-up characteristics of a loop heat pipe and
found that the start-up time increased with decreasing the applied heat load. Ji et al. [28] designed a
loop heat pipe with composite porous wicks, and studied its heat transfer and start-up characteristics.
Huang et al. [29] experimentally and mathematically analyzed the start-up process of a loop heat
pipe. They concluded that the start-up process was closely subject to the structural parameters and
environment of the loop heat pipe.

Although the thermal performance of a thermosyphon has been well studied from different
aspects mentioned above, the start-up characteristics of a thermosyphon have been rarely investigated
due to its complex and transient process. The start-up characteristics of a thermosyphon is in an
unstable state. How to shorten the start-up time and make the thermosyphon quickly reach a stable
state has an important impact on the operation of some equipment. Furthermore, the combination of
hydrophilic and hydrophobic properties on the inner surfaces of a thermosyphon is barely investigated.
As a high-efficiency heat-transfer device, the start-up characteristics of a thermosyphon is an important
index to measure the reliability of the thermosyphon, which must be completed quickly and smoothly.
Therefore, it is of great significance to investigate the start-up characteristics of a thermosyphon. In this
paper, the effect of wettability properties on the start-up characteristics of TPCTs is fully investigated.
Chemical coating and etching techniques are employed to manufacture surface wettability with
different contact angles (CAs) at the inner wall of the thermosyphon. The influence of the surface with
different CAs on the start-up time and wall superheat degrees of the evaporator section under different
input power was compared and analyzed.

2. Methodology

2.1. Experimental System

Figure 2 shows the schematics of the experimental apparatus, while Figures 3 and 4 show the real
thermosyphon and the experimental system, respectively. The experimental system is composed of a
thermosyphon, a heat supply unit, a cooling unit and a data acquisition unit. The thermosyphon is
made of copper with the lengths of evaporator, adiabatic and condenser sections shown in Figure 2
designed to be 100 mm, 50 mm and 100 mm, and the internal and external diameters of 8.32 and
9.52 mm, respectively. Deionized water of 3.2592 g is used as the working fluid and the filling ratio was
24%. The heat supply unit included an electrical resistor, a digital power meter and a voltage-regulating
transformer. The evaporator and the adiabatic sections are wrapped with a polytetrafluoroethylene
nanoparticle insulation in the inner layer and aluminum foil in the outermost layer for the purpose
of reducing the heat loss as shown in Figure 4. The cooling system consisted of a refrigerating unit,
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a cooling water jacket, a rotameter of 6 ∼ 60 L/h and a number of pipelines. The jacket is wrapped with
thermal insulation rubber outside. The data acquisition unit is made up of a data logger, a computer
and 10 Pt100 thermocouples. The arrangement of 10 thermocouples is shown in Figure 2. In addition,
a vacuum pump system consisting of burette, pressure gauge and vacuum pump is used to provide a
vacuum in the thermosyphon, and the vacuum degree of each thermosyphon is 10−3 Pa. In addition,
the boundary conditions of the experiment are shown in Table 1. The 12 TPCTs with different wettability
properties on the start-up characteristics are fully investigated under these conditions.

Figure 2. Schematic diagram of experimental apparatus.

 
Figure 3. Image of the real thermosyphon used in the experiments.

Table 1. The boundary conditions of the experiment.

Input Power (W) Temperature of Cooling Water (◦C) Flow Rate of Cooling Water (L/h)

40 18 20
60 18 30
80 18 40
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Figure 4. Image of the experimental system.

2.2. Data Reduction and Problem Description

The heat transfer between the condenser section and the cooling water under various operating
conditions (e.g., working fluid, applied heating power input and mass flow rate of cooling water) is
determined using Equation (1):

Qc = mwcp(Tw,out − Tw,in) (1)

where mw is the mass flow, Tw,in is the temperature of cooling water at inlet of the condenser, Tw,out is
the temperature at outlet and cp is the specific heat values of water.

During the experiment, strict insulation measures are taken on the outside of the evaporator
section, the adiabatic section and the cooling water jacket in order to ensure minimum heat loss.
The heat-balance method [9] is used to determine the heat loss of the system. The power relative error
is defined as the ratio of the difference between the input heat Qe in the evaporator section and the
released heat Qc in the condenser section to the input heat Qe, and calculated using Equation (2) as:

η =
Qe −Qc

Qe
(2)

where
Qe = Qin = VI (3)

Qin is the heating power input on the evaporator section of the thermosyphon, while V and I are the
voltage and the current monitored by the digital power meter. The measurement error of thermocouples
was ± 0.5 ◦C, and the cooling water had a flow rate error of ± 2.5%. In the experiment, the maximum
power relative error was 7.3%.

The objective of the paper is to investigate the effect of wettability properties on the start-up
characteristics of TPCTs. The measurement includes the average start-up time and wall superheat
degree of the evaporator section of the thermosyphon under different input power. The main problem
in this study is the machining and preparation of different wettability properties on the inner surface.
The values of different CAs need distinct process technology [30,31]. Besides, the cylindrical shape
of the inner wall of the thermosyphon leads to a difficulty of processing and long-term stability.
For the preparation of inner wettability surfaces, the techniques are chemical etching, electrochemical
deposition, composite coating, anodizing, etc. Chemical coating and etching techniques are used
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to manufacture surface wettability with different CAs at the inner wall of the thermosyphon after a
considerable number of experiments.

2.3. Surface Modification

In order to prepare the surfaces with various wettabilities in terms of different CAs, chemical
techniques are performed using various materials. NaOH and (NH4)2S2O8 are used to etch the
hydrophilic surface with a CA of approximately 28◦. By coating various ratios of materials, such as
N-butyl, stearic acid, xylenes and acetone, the CAs of surfaces are approximately 61◦, 79◦, 105◦, 117◦
and 142◦, respectively. Detailed surface modification methods have been described in the authors’
previous work [9].

The 12 thermosyphons correspondingly produced test samples to verify the coating temperature
resistance. The coated samples are put on the thermostatic magnetic stirrer for a high-temperature test.
The automatic contact angle meter (Kino-SL150E) with the measuring error of ± 2◦ is used to measure
the CA after high-temperature and long-time testing. It is found that the change in the CA is small and
the maximum CA error is 4.2% in the testing temperature from 20 ◦C to 100 ◦C.

In order to ensure the accuracy and reproducibility of the CA of the wet surface, 4 μL of deionized
water is titrated on each surface 5 times. Finally, the average value of the CA is taken. Figure 5a–f
show the low- and high-magnification scanning electron microscopy (SEM) images of the surfaces
with CAs of 28◦, 61◦, 79◦, 105◦, 117◦ and 142◦, respectively, while Figure 5g shows the SEM image of a
smooth surface. Figure 5d–f demonstrate the hydrophobic surfaces on which 4μL of water is dropped,
with the static CAs of 105◦, 117◦ and 142◦, respectively, illustrating weak interactions between water
drops and hydrophobic surfaces. Water drops are dispersed over the surfaces with the CAs of 28◦,
61◦ and 79◦, subject to high adhesive force between water and coated copper in the evaporator as
shown in Figure 5a–c, respectively. Figure 5g shows that the TPCT7 remained smooth, without any
resurface work.

According to different wettability properties, the thermosyphons are classified into 12 different
TPCTs from TPCT1 to TPCT12 as listed in Table 2. From TPCT1 to TPCT6, each of their three sections
has the same CA on the inner surfaces. A combination of hydrophilic and hydrophobic properties
with different CAs is adopted to modify the inner surfaces of the evaporator and condenser of
TPCTs from TPCT8 to TPCT12, while the inner wall of the three sections of TPCT7 is smooth surface
without fabrication.

Table 2. Different two-phase closed thermosyphons (TPCTs) on inner modified surfaces with hydrophilic
and hydrophobic properties.

TPCTs Evaporator Adiabatic Condenser

TPCT1 28◦ 28◦ 28◦
TPCT2 61◦ 61◦ 61◦
TPCT3 79◦ 79◦ 79◦
TPCT4 105◦ 105◦ 105◦
TPCT5 117◦ 117◦ 117◦
TPCT6 142◦ 142◦ 142◦
TPCT7 smooth surface smooth surface smooth surface
TPCT8 28◦ smooth surface 105◦
TPCT9 28◦ smooth surface 117◦
TPCT10 28◦ smooth surface 142◦
TPCT11 105◦ smooth surface 28◦
TPCT12 142◦ smooth surface 28◦
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

 
(g) 

Figure 5. Scanning electron microscopy (SEM) images of: (a–f) hydrophilic and hydrophobic surfaces
with contact angles (CAs) of 28◦, 61◦, 79◦, 105◦, 117◦ and 142◦, respectively, and (g) smooth surface
(inset: 4 μL of water droplet with static CA).
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3. Results

The start-up performance is a crucial indicator of the thermosyphon operation. To enhance the
overall performance of the thermosyphon, the start-up process in which the evaporator is heated to a
steady state must be completed quickly and stably. In order to evaluate the influence of wettability
on the start-up performance of the thermosyphon, the start-up times and two typical temperatures,
i.e., the average temperatures of evaporator Te.ave (average of points Te1-Te3) and condenser Tc.ave

(average of points Tc1-Tc3), are selected and measured by thermocouples. In addition, all data are
recorded every 5s through a multichannel meter and saved in the computer through Monitor and
Control Generated System (MCGS) software.

Figure 6 shows the start-up processes of thermosyphons from TPCT1 to TPCT7 at different
input powers: 40 W, 60 W and 80 W. It can be seen from the figure that Te.ave and Tc.ave increase first
and then maintain two different stable conditions, and all thermosyphons had a successful start-up.
After the heat input power is imposed, Te.ave rapidly increases with extended heating process before the
start-up is completed, implying that the working fluid is heated at the initial moment, then boiled and
evaporated, after which the vapor reaches the condenser section and releases the latent heat. However,
Tc.ave does not rise at the early stage and the increase in the temperature on the condenser section is
slower in the start-up process due to the heat-transfer delay. As Tc.ave rises, the process whereby the
working fluid is boiled into steam is accelerated by increasing the input power. For example, at the
input powers of 40 W, 60 W and 80 W, the Tc.ave values of TPCT1–TPCT7 increase sharply at 125 s,
70 s and 45 s, respectively. The generated vapor from the evaporator section is not condensed in the
condenser section due to the heat is not taken away rapidly by the external environment and that is
why the temperature of the condenser keeps increasing continuously. Once the working fluid cycle is
completed, the system enters a steady state.

Figure 7 shows the start-up time taken by the average evaporator temperatures of TPCT1–TPCT7
to stabilize at different input powers with different CAs on the evaporator sections. At the same input
power, the TPCT with hydrophobic properties need longer start-up time than those with hydrophilic
properties do at different input powers. The start-up times of the evaporator sections of TPCT4–TPCT6
with hydrophobic properties are all longer than those of TPCT1-TPCT3 with hydrophilic properties
at 40 W, 60 W and 80 W. The bubbles on both hydrophilic and hydrophobic surfaces go through the
entire process of bubble formation, growth, coalescence and separation which reflects the complete
cycle inside the thermosyphons. The hydrophilic surface has a more complex microstructure than
the hydrophobic surface as shown in Figure 5. The smaller bubble diameters are generated on the
hydrophilic surface due to the rapid replenishment of fresh liquid backflow on the hydrophilic surface
being faster than that of the hydrophobic surface, which further promotes the heat transfer of the
thermosyphon. In contrast, the bubbles produced by the hydrophobic surface could form the gas
film with the other bubbles before leaving the hydrophobic surface. Thus, the evaporator with the
hydrophobic surface takes longer to start up.

The TPCT1 responds more quickly than TPCT2–TPCT7 do when the thermosyphons enter the
steady state at different input powers. Thus, TPCT1 has the best start-up for thermosyphons with
the same wettabilities on the evaporator and the condenser sections among TPCT1–TPCT6, while the
start-up time of TPCT1 at 40 W, 60 W and 80 W is 46%, 50% and 55% faster than that of TPCT7 (smooth
surface). The reason is that the hydrophilic surfaces have more compact structures with stronger
tension forces between pore and water, which is conducive to a smaller bubble diameter speeding up
the departure frequency of the bubbles [32] and promotes the heat transfer of nucleate pool boiling.
Conversely, the bubbles join together to form an air blanket in a very limited time before fleeing the
hydrophobic surface [33,34]. The SEM images with different CAs presented in Figure 5 indicate that the
pore diameter enlarges with increasing CA. Moreover, the relationship between the CA and the pore
diameter is the same as the previous research result [35]. The short knife-like nanostructure coated on
the surface with CA of 28◦ (Figure 5a) increase the heat-transfer area of phase transition and nucleation
sites. Meanwhile, the nanostructure above enhances the hydrophilicity characteristics and improved
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the heat transfer of pool boiling [36], producing smaller bubbles. In consequence, the process of the
heat transfer of pool boiling is significantly disturbed prompting more vapor to reach the condenser
section to release more latent heat. Thus, the start-up performance of the thermosyphon is enhanced.

 

 

 

Figure 6. Start-up performances of TPCT1–TPCT7 at different input powers: (a) Qin = 40 W; (b) Qin =

60 W; (c) Qin = 80 W

Generally, the start-up time is prolonged as the CA on the evaporator sections of TPCT1–TPCT6
increase at the same input power. The time of TPCT2 is shorter than that of TPCT3 at the input power
of 40 W. However, the time of TPCT2 takes longer at the input powers of 60 W and 80 W. One of the
reasons is that the accuracy of CA can affect the experimental results. The CA is the average value that
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may slightly change in the process of heat transfer. The calculation results show that the CA error of
samples is within 4.2%, causing the start-up time of TPCT3 to be shorter than that of TPCT2. In addition,
both the wettability’s and the roughness of the thermosyphon surface are different, which could lead
to different processes of bubble generation, growth and departure. It can be observed from Figure 5b,c
that the surface structure is similar, but the grooves and gaps where it is easy to generate nucleation
sites density on the surface of TPCT3 are lower than TPCT2. Therefore, the sub-cooled water in the
thermosyphon is in full contact with the surface of TPCT3. There are more nucleation sites on the
surface of TPCT2, resulting in more bubbles. Adjacent bubbles tend to merge and form large bubbles,
which are trapped on the surface of the evaporator section. Thus, the start-up speed of TPCT2 is
slower. At low heat flux, the bubble number is less and could not lead to merging of a large number
of bubbles. At high heat flux, the surface of TPCT2 has more bubbles that makes merging easier for
bubbles. The bubble departure diameter increases and the bubble departure frequencies decrease,
so the start-up time of TPCT3 is less than that of TPCT2 at the input power of 60 W and 80 W.

Figure 7. Times taken by the average evaporator temperatures of TPCT1–TPCT7 to stabilize at different
input powers with various wettabilities on evaporator sections.

Figure 8 shows the plots of TPCTs with various wettabilities on evaporator sections versus the
wall superheat degree at 40 W, 60 W and 80 W. The thermosyphons with hydrophilic surfaces (CA
< 90

◦
) have not only a short start-up time, but also a low wall superheat degree. The wall superheat

degree (Δt = tw − tsat, tw: wall temperature, tsat: saturated temperature) of evaporator sections for
thermosyphons is an important factor to quantify the characteristics of thermosyphons. Since the
heat exchange mechanism of the evaporator section is pool boiling heat transfer, the most important
parameter to evaluate the heat-transfer characteristics of pool boiling is the wall superheat degree.
The lower wall superheat degree at the same heat power means higher heat-exchange efficiency.
As a result, the wall superheat degrees Δt of evaporator sections for TPCT1–TPCT7 were compared.
The saturated pressure of each thermosyphon is 0.017212 MPa, and the corresponding saturated
temperature is about 57 ◦C. The TPCT1 not only significantly reduces the start-up time, but also
decreases the evaporator wall superheat degrees Δt compared with those of other TPCTs at the same
input power. The wall superheat degrees Δt of TPCT1 at 40 W, 60 W and 80 W are 55%, 39% and 28%
lower than that of TPCT7. Similarly, it has previously been reported that the modified surfaces with
different CAs influence the pool boiling in the thermosyphon [37]. In the process of boiling heat transfer,
the surfaces with hydrophobic properties produce a large bubble at low heat flux [38]. There are larger
and deeper pores on the hydrophobic surfaces (Figure 5d–f) than those on the hydrophilic surfaces
(Figure 5a–c). Thus, some air and gas film exist, which increase the thermal resistance and inhibit
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the heat transfer. Besides, the hydrophobic surface is close to the gas and then the bubble is easy to
polymerize into a gas film, which prevents the liquid from replenishing to the heating wall. Therefore,
the heat transfer is impeded and the boiling heat transfer performance begins to deteriorate. As a
result, the superheat degrees of hydrophobic surfaces (CAs: 105◦, 117◦ and 142◦) surpass those of
hydrophilic surfaces (CAs: 28◦, 61◦and 79◦) and a smooth surface.

Figure 8. Relationships between wall superheat degree Δt/°C on evaporator section and different
TPCTs with various wettabilities.

Furthermore, Figure 8 demonstrates that the wall superheat degree Δt gradually increases with
rising CA under the same power. As the input power increased, Δt of the hydrophobic evaporator
section rises more evidently than that of the hydrophilic evaporator section. For example, the wall
superheat degree of TCPT1 increases 13 ◦C from the input power of 40 W to 80 W while TCPT6 increases
19 ◦C. Since the hydrophobic surface produces more gas film as the power increases, the resulting large
bubbles limit the heat transfer to the working fluid [39]. Thus, the superheat degree is augmented
for hydrophobic surface. In contrast, the bubbles on the hydrophilic surface are smaller and quickly
departs from the heating surface. Once the bubble departed, the surrounding working fluid quickly fills
the remaining area and prevents the formation of large gas films with high thermal resistance. However,
Δt of the evaporator of TPCT2 is higher than that of the evaporator of TPCT3 which is consistent with
the start-up time due to the inhomogeneous structures as shown in Figure 5b,c. This gives a higher
wall superheat degree to the evaporator of TPCT2 than that of the evaporator of TPCT3.

Figure 9 illustrates the start-up processes of TPCT7-TPCT12 modified with a combination of
hydrophilic and hydrophobic properties at the input powers of 40 W, 60 W and 80 W. For TPCT8,
TPCT9 and TPCT10 with hydrophilic inner surfaces on the evaporator sections, the start-up time is
shorter than that of TPCT11 and TPCT12 with hydrophobic inner surfaces, which is consistent with the
above discussion. With rising CA for TPCT7–TPCT9 on condenser sections, the start-up process on the
evaporator section of TPCT8 is faster than those of TPCT9 and TPCT10. For TPCT8, the difference
between the start-up time of the evaporator and the time reaching the stable state of the condenser
is gradually decreased from 200 s to 150 s with the increase from 40 W to 80 W, which enhances the
evaporator-condenser phenomenon induced by combined hydrophilic and hydrophilic properties.
The addition of a hydrophilic surface to the surface of the evaporator section can quickly induce the
sub-cooled water after the formation of bubbles, which can quickly take away the heat of the surface of
the evaporator section. Thus, the stable temperature reduces. The addition of a hydrophobic surface
on the surface of the condenser section rapidly reduces the water droplets in the condenser section,
which indirectly speeds up the recycle of working fluid inside the thermosyphon. As the input power
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increased, TPCT8 and TPCT9 both have almost the same start-up times of 180 s and 200 s at input
power of 60 W and 80 W, respectively. However, TPCT8 has a higher average temperature of 2 ◦C on
the evaporator than that of TPCT9. Furthermore, the average temperature on the condenser section of
TPCT9 (CA: 117◦) gradually approaches that on the condenser section of TPCT8 (CA: 105 ◦C) with
increasing input power at an average temperature of 54 ◦C.

 

 

Figure 9. Start-up performances of TPCT7 (smooth surface) and TPCT8–TPCT12 with combined
hydrophilic and hydrophobic properties at different heat input powers: (a) Qin = 40 W;(b) Qin = 60 W;
(c) Qin = 80 W.
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For TPCT11 and TPCT12 with hydrophilic inner surfaces on the condenser sections (both with
CA 28◦), the condenser sections require shorter times to stabilize than that of TPCT7 with a smooth
surface with increasing input power. Although the evaporator sections are hydrophobically modified,
the steam still sufficiently releases heat on the inner surface of hydrophilically modified condenser
sections, and the condensate fully contacts with the hydrophilic surface to release latent and sensible
heats. Furthermore, it is found that the temperature difference between the evaporator (CA: 28◦) and
condenser (CA: 105 ◦C) of TPCT8 gradually decreases with increase in the input power, thus surpassing
those of TPCT9–TPCT12 concerning isothermal properties. As a result, TPCT8 has the best start-up
characteristics among TPCT8–TPCT12 under the same input power. It is postulated that the interaction
between the liquid drops and the wall is attenuated with an increase in the CA, and the condensate
falls down more easily as smaller drops and fast reflux to the evaporator section, which may suppress
the release of latent and sensible heats in the condenser.

4. Conclusions

In this study, the influence of wettability properties inside the inner surface of thermosyphons on
the start-up characteristics is fully investigated under different input powers. Chemical techniques are
performed to fabricate the surfaces with different wettabilities that is quantified in the form of the CA
inside the evaporator and the condenser sections. The experimental results demonstrate that different
CAs not only significantly affect the start-up time but also influence the temperature variations and
distributions of the outer walls of the evaporator and the condenser sections. Detailed conclusions can
be drawn as follows:

(1) For thermosyphons with the same wettabilities on the evaporator and the condenser sections
among TPCT1–TPCT6, the introduction of hydrophilic properties inside the evaporator section
not only significantly shortens the start-up time but also decreases the start-up temperature.
At the same input power, the start-up time of a thermosyphon with CA < 90◦ is shorter than
that with CA > 90◦. The start-up time of TPCT with CA = 28◦ has the shortest start-up time,
while under the input powers of 40 W, 60 W and 80 W it is 46%, 50% and 55% shorter than that of
TPCT with a smooth surface, respectively. The start-up time becomes longer with the increase of
CA of the evaporator sections.

(2) As the CAs on the evaporator sections of TPCT1–TPCT6 increase, the wall superheat degree
gradually increases. The TPCT with CA = 28◦ has a minimum superheat degree at input
powers of 40 W, 60 W and 80 W, and the wall superheat degree is 55%, 39% and 28% lower
than that of TPCT with smooth surfaces, respectively. In addition, the superheat degree of the
hydrophobic evaporator section increases more obviously than that of the hydrophilic with
increasing input power. In the experiment, the TPCT with CA = 142◦ has the highest superheat
degree among TPCT1–TPCT6.

(3) For thermosyphons with combined hydrophilic and hydrophobic properties, the start-up time of
the evaporator section with CA < 90◦ and the condenser section with CA > 90◦ is less than the
evaporator section with CA > 90◦ and the condenser section with CA < 90◦. With the increase of
CA on the condenser sections of TPCT8–TPCT10, the start-up process of TPCT8 is faster than
those of TPCT9 and TPCT10 with the same CA = 28◦ on the evaporator section. The experimental
results and data analysis demonstrate that the start-up time of the TPCT8 with CA = 28◦ on the
evaporator section and CA = 105◦ on the condenser section is the shortest among TPCT7–TPCT12.

(4) In this paper, the surfaces with CAs of 28◦, 61◦, 79◦, 105◦, 117◦ and 142◦ are fabricated inside the
evaporator and the condenser sections of the thermosyphons. The experimental results show
that the TPCT with CA = 28◦ on both the evaporator and the condenser section has the best
start-up characteristics considering start-up time and wall superheat degree, which reflect the
optimal wettabilitiy inside the inner surface of thermosyphons for industrial reference. Further
research directions should extend to the preparation and investigation of superhydrophobic and
superhydrophilic surfaces in the analysis of the thermal performance and start-up characteristics.
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Nomenclature

cp Specific heat values (J/kg·K)
m Mass flow(kg/s)
Q Heat load (W)
T Temperature (◦C)
I Current (A)
V Voltage (V)

Greek symbols

Δt Wall superheat degree (◦C)
η Efficiency of the thermosyphon

Subscripts

a Adiabatic section
ave Average
c Condenser section
e Evaporator section
in Cooling water inlet/ Input power
out Cooling water outlet
sat Saturated
w Wall/water

Acronyms

CA Contact angle
MCGS Monitor and Control Generated System
SEM Scanning electron microscopy
TPCP Two-phase closed thermosyphon
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Abstract: This paper presents a novel concept for the co-design of microwave heaters and microfluidic
channels for sub-microliter volumes in continuous flow microfluidics. Based on the novel co-design
concept, two types of heaters are presented, co-designed and manufactured in high-resistivity
silicon-glass technology, resulting in a building block for consumable and mass-producible micro
total analysis systems. Resonant and non-resonant co-planar waveguide transmission line heaters
are investigated for heating of sub-micro-liter liquid volumes in a channel section at 25 GHz.
The heating rates of 16 and 24 ◦C/s are obtained with power levels of 32 dBm for the through line
and the open-ended line microwave heater, respectively. The heating uniformity of developed
devices is evaluated with a Rhodamine B and deionized water mixture on a micrometer scale using
the microwave-optical measurement setup. Measurement results showed a good agreement with
simulations and demonstrated the potential of microwave heating for microfluidics.

Keywords: microwave heating; microfluidics; silicon; chip integration

1. Introduction

Microfluidic devices enable various applications through incorporated technological functions on
a chip, as illustrated in Figure 1. In lab-on-a-chip systems, microfluidic mixers are often achieved using
meandered channels [1] or ridges in a channel [1]. Liquid filtering and particle separation are achieved
using microfluidic filters with an array of pillars [2], while signal detection to evaluate reactions is done
using optical [3] or electrical devices [4–6]. Temperature control is achieved utilizing contact-based
heating devices [7]. The traditional heaters perform adequately if thermal runaway to the whole fluidic
device is not a limiting factor, and the substrate material of the fluidic chip can conduct heat sufficiently
well. If one of these two factors cannot be respected, a different heating technique is required.

An alternative solution for temperature control is microwave heating as it does not rely its
operation on heat conduction—heat is generated by the liquid itself once it is exposed to an alternating
electric field. Several research groups have reported microwave heating devices [8–18] for digital
and continuous microfluidics in the past decade. For continuous flow microfluidics, the focus has
been on heating of individual pico- and nano-liter droplets flowing through fluidic channels [8–12],
microliter volumes in wells placed along fluidic channels [13,14], or on heating of liquid located over
the complete fluidic chip [15,16]. Although all reported devices present breakthroughs in their fluidic
subdomains, they cannot be entirely applied and up- or down-scaled to heat the liquid located in
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a section of a channel section on a planar fluidic chip, as illustrated in Figure 1. In summary, the
reported investigations dealt with two extreme points concerning the liquid volume—individual
droplets or relatively large individual reservoirs. In other words, a microwave heater investigation for
sub-microliter volumes in continuous microfluidics has been lagging so far.

Thus, this work investigates the possibilities of microwave heaters for sub-microliter volumes
located in a channel section in a continuous flow microfluidic chip, as illustrated in Figure 1,
and the novelty of this work lies in a co-design of microwave heaters and microfluidic channels
on a high-thermally conductive substrate, demonstrated by the design and evaluation of two types of
microwave heaters. The investigated microwave devices provide uniform, contactless and localized
microwave heating without restrictions on existing optical and fluidic techniques. All of this makes
the novel microwave heating devices a basic building block that can be up- or down-scaled for the
lab-on-a-chip systems. In our investigation, devices are realized in a single metal layer and integrated
with a microfluidic chip in silicon-glass technology [19]. Alternatively, the proposed approach for
the design of microwave heaters can be implemented in the standard printed circuit board (PCB)
technology. Furthermore, the manufactured heater on a PCB can be further integrated with numerous
fluidic devices manufactured using the established [20] or novel [21] fabrication processes and
materials in microfluidics, such as glass, poly(methyl methacrylate) (PMMA) or polydimethylsiloxane
(PDMS). Finally, complete versatility required nowadays in the lab-on-a-chip device development
is fully achievable, given that the proposed microwave devices can be stacked up with existing
microfluidic devices.

Previously, we reported the microwave characterization of manufactured devices on a die using
the probe station and microwave ground-signal-ground (GSG) probes in conference proceedings [22,23].
Here, we present in detail the design approach of two types of devices, their comparison and integration
with the supporting microwave circuitry, and finally, evaluation of heating performance on deionized
water samples.

Figure 1. Microfluidic chip having several zones on the chip, incorporating functions such as droplet
generation, liquid mixing, heating and filtering, and signal sensing. Microwave heaters can be
implemented directly on top of the microfluidic device or can be implemented using the printed circuit
board (PCB) technology and stacked-up with the microfluidic chip.

2. Materials and Methods

2.1. Device and System Fabrication and Integration

The microfluidic channels are micro machined in an 8 ” high-resistivity (bulk = 10−5 S/cm)
silicon (HR-Si) wafer (Topsil Semiconductor Materials A/S, Frederikssund, Denmark, part number
334-11000-0525-012), which is then bonded to a borosilicate glass wafer and subsequently singulated [19].
The height and width of the microfluidic channels are 100 and 240 μm, respectively, while the total
thickness of the HR-Si is 400 μm, as shown in Figure 2a. The cover glass thickness is 300 μm. The buried
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fluidic channels comprise a reaction chamber, as shown in Figure 2a. The purpose of trenches in the
silicon substrate is to thermally isolate the reaction chamber from the rest of the device [19] due to the
high thermal conductivity of silicon. Aluminum metal layer is on top of the HR-Si, in which heaters
are realized.

To integrate the manufactured devices on HR-Si dies with the microwave laboratory equipment
for evaluation, a Rogers PCB (Rogers Corporation, Evergem, Belgium, part number RO4350B) was
used. The 254 μm thick substrate was selected together with the copper thickness of 35 μm, on top
where a 25 μm thick gold/nickel metal layer was electroplated to enable further wire bonding of
microwave heaters on HR-Si with feeding transmission lines on the PCB. For feeding transmission lines
on the PCB, a grounded co-planar waveguide (GCPW) topology was selected. The vias connecting the
top and bottom metal layers of the PCB are spaced 500 μm apart to avoid substrate mode losses at
high microwave frequencies. Additionally, the 10-mil thick substrate was chosen as it allows 50 Ohm
transmission line dimensions similar to dimensions of microwave heaters on HR-Si. The metal layers
on HR-Si dies and the PCB were wire bonded using a HB16 wire bonder (TPT, Munich, Germany).
To interconnect the wire bonded dies on the PCB with the microwave equipment, a high frequency end
launch connectors (Johnson Cinch Connectivity-Bel Stewart GmbH, Friedrichsdorf, Germany, part
number 142-0761-861) were soldered to the PCB. Finally, the obtained stack-up shown in Figure 2b was
fixed to an acrylic glass holder—a 4 mm thick acrylic sheet was sized using a speedy 100R laser cutter
(Trotec Laser, Haaksbergen, The Netherlands).

(a)           (b) 

Figure 2. Technology and stack-up overview: (a) The 3D and cross section view of the reaction chamber
on a high-resistivity silicon (HR-Si) die with the aluminum metal layer on top and buried microfluidic
channels covered with glass; (b) cross-section of the stack-up consisting of the HR-Si die, PCB and
acrylic glass holder.

2.2. Heater Design and Integration

Microwave heaters are designed to heat the liquid located in a channel section, as illustrated in
Figure 1. In our investigation, this channel section is located in a reaction chamber, as presented in
Figure 2a. The reaction chamber with its fluidic inlet and outlet is a basic building block that can be
used in any lab-on-a-chip design case, as simple as a fluidic mixer or a filter would be used. The size of
the reaction chamber is fixed to 3.6 × 3.6 mm, and the fluidic channel dimensions of 100 × 240 μm are
kept constant in the chamber. Microwave heaters can be realized in only one metal layer that comes
on top of the fluidic substrate, as presented in a device cross section in Figure 2a. By maintaining
this technological restriction in terms of the single metal layer, design versatility from an integration
perspective is retained because the single metal layer can be placed on top of the fluidic substrate
in multiple ways. Moreover, when the spacing between the buried channel in the fluidic chip and
the single metal layer is present, contactless microwave heating is achieved. Additionally, placing
microwave heaters only over the reaction chamber results in localized microwave heating that does
not heat the surrounding liquid on the fluidic chip.
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To achieve uniform microwave heating, equal amounts of power should be dissipated over the
liquid volume across the complete reaction chamber. To achieve this requirement, lossy microwave
transmission lines are chosen because their physical implementation and corresponding dimensions can
be designed in such a way that microwaves traveling along the line dissipate an equal amount of power
in the liquid located in the reaction chamber. In this investigation, lossy transmission lines are realized
using co-planar waveguides that consist of three electrodes in the single metal layer, as presented in
Figure 2a. One electrode represents a central conductor of the co-planar waveguide line while the
remaining two electrodes represent ground conductors of the transmission line. Other transmission
line topologies such as microstrip or grounded co-planar waveguide could also be used at the cost
of several metal layers, which does not comply with our initial requirement. Additionally, these
transmission line technologies would restrict the optical access to the liquid located in the reaction
chamber, which is not desired for the novel microwave-optical-fluidic platform.

Lossy co-planar waveguide transmission lines offer numerous possibilities in design and flexibility
with respect to their size that is a limiting parameter in this investigation—a meticulous theoretical
analysis of transmission lines is presented in textbook of D. Pozar [24]. In addition to the design
possibilities, lossy microwave transmission lines allow two modes of heating—a traveling wave mode
and a standing wave mode. In the traveling wave mode, microwaves travel along the line without any
local reflections and exit the line at the output port that is terminated with 50 Ohm. In the standing
wave mode, microwaves travel along the line without any local reflections but encounter a reflection at
the end of the line because the output port is left open—from the transmission line theory, the open
output port causes a reflection that is responsible for creating a standing wave along the line. In both
modes of operation, the dissipated microwave power is given by Equation [24]:

P(z) = |V(z)|2/Z0, (1)

in which P(z) represents the amount of dissipated power along the line, V(z) represents the voltage
along the line and Z0 represents the characteristic impedance of the line. Furthermore, the voltage
along the line V(z) can be expressed using the Equation [24]:

V(z) = V+ · e−γz · (1 + ΓL · e2γz), (2)

in which V+ represents an incident wave entering the line, γ represents a propagation constant of the
line, z represents the position along the line, and ΓL represents the reflection coefficient of the load at
the end of the line, given by:

ΓL = (ZL − Z0)/(ZL + Z0), (3)

In other words, the voltage (i.e., electric field) along the line responsible for microwave dielectric
heating is a sum of two waves on the line, among which the reflected wave is caused by the mismatch
between the characteristic impedance of the line (i.e., Z0) and the load impedance (i.e. ZL). Based on
Equation (3), ΓL is 0 in the traveling wave mode as the load impedance is chosen to be 50 Ohm and the
characteristic impedance of the line is designed to be 50 Ohm. Moreover, this consequently results
in a single term in Equation (2). In the standing wave mode, ΓL is different from zero and preferably
designed to be 1 or −1 to obtain large wave reflections. To obtain ΓL of −1 or 1, we should keep the
output port shorted or open, which consequently results in a very small or a very large impedance
(i.e., 0 and ∞ Ohm, respectively). For the detailed analysis of microwave transmission line theory,
we refer the reader to the textbook of D. Pozar [24].

In this investigation, we have chosen modes of heating having ΓL close to 0 and 1. A heater having
ΓL close to 0 (the traveling wave mode) is a through line microwave heater (TLMH), while a heater
having ΓL close to 1 (the standing wave mode) is an open-ended line microwave heater (OELMH)
because an open circuit is used at the end of the transmission line. Both microwave heaters are designed
at an operating frequency of 25 GHz. This choice is made to maximize the amount of dissipated power
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in the liquid in the fluidic channel caused by the presence of an electric field of microwave signals
traveling along the line. The amount of dissipated power due to the presence of the electric field in the
liquid without ions is given by the Equation [24]:

P(x, y, z, f, T) = 2 · π · f · ε′′ · (x, y, z, f, T) · |E(x, y, z, f, T)|2, (4)

in which f is the operating frequency, ε′′ is the imaginary part of the complex permittivity of liquid,
and |E(x, y, z)| is the magnitude of the electric field strength within the liquid volume. To elaborate
more on the operating frequency choice, it is necessary to look into the imaginary part of the complex
permittivity of the liquid ε′′ and the amount of dissipated power in the liquid volume P(x, y, z), which
are presented in Figure 3a,b for the deionized (DI) water case—we are conducting the analysis for
DI water as liquid mixtures in biology often have high water content, which has the most dominant
influence on the permittivity of mixtures at high frequencies. If another liquid would be chosen
(e.g., a solvent in chemistry), the analysis should be conducted starting from the complex permittivity
data for the chosen liquid. In the case when the permittivity data is not available, the liquid should be
characterized done based on dielectric spectroscopy using commercially available solutions such as
coaxial dielectric probes, or in-house developed spectroscopy chips and protocols [25–27].

The imaginary part of the complex permittivity ε′′ sets the operating frequency around 20 GHz at
room temperature to use the peak of ε′′ and have rapid heating at the onset of the heating process.
Nevertheless, the product governing heat losses steers the frequency choice in a different direction.
If we assume that enough power is available for heating at a frequency range of interest, the operating
frequency should be set to the highest possible value. This is concluded by calculating the amount
of the dissipated power in a liquid volume having the same electric field strength of 1 V/m at all
frequencies—results shown in Figure 3b. The upper limit on the frequency choice in this work is set by
available microwave laboratory equipment, and therefore, a frequency of 25 GHz is chosen.

(a)           (b) 

Figure 3. Data used to select operating frequency: (a) The imaginary part of complex permittivity
of deionized water from 1 to 60 GHz and from 0 to 100 degrees Celsius [28]; (b) power losses in
deionized water calculated using Equation (4) and the data in Figure 3a for an electric field of 1 V/m at
all frequencies.

3. Results

3.1. Heater Design

In the heater design process, it is possible to design the microwave and the fluidic part. Designing
the microwave part means sizing the width of the central conductor and the spacing between the
central and ground conductors of the co-planar waveguide transmission line. Designing the fluidic
part means arranging the layout of the channel in the reaction chamber to further help the heating
uniformity. In the through line design case, the size of fluidic channel sections is kept constant and
perpendicular to the transmission line length, as shown in Figure 4a,b. By keeping them perpendicular,
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the interaction between the electric field and the liquid in the channel is maximized, as previously
reported by others [13]. Because the size of the channel sections is kept constant in the through line
microwave heater (TLMH) design case, only the microwave transmission line is sized to dissipate
equal amounts of power in the liquid located in all fluidic channel sections. This is done in COMSOL
Multiphysics (COMSOL AB, Stockholm, Sweden) for 20 channel sections that result in a volume
of 465 nL. The total amount of dissipated power is 295 mW for an excitation signal of 1000 mW at
25 GHz—the microwave theory was previously reported [22]. The final design dimensions of the
TLMH obtained using COMSOL are depicted in Figure 4c. The TLMH dissipates an average amount
of power of 0.63 mW/nL with a variation of 0.066 mW/nL between different sections. All microwave
power not transformed into heat goes out at the output port of the TLMH. The electric field strength in
the channel shown in Figure 4c is presented for the cross-section A in Figure 4g, 200 μm away from the
metal layer of the TLMH, and calculated using an excitation signal of 1000 mW at 25 GHz in COMSOL
Multiphysics. This top-view 2D electric field plot provides more insight into the heating uniformity
caused by the electric field in the liquid. It shows that the electric field is present in the complete liquid
volume with limited gradients along the complete channel length. The side-view plot in Figure 4e for
the cross section B, 100 μm away from the edge of the central conductor of the co-planar waveguide
transmission line, also shows the 2D spatial distribution of the electric field in the liquid located in the
channel and indicates that most of the electric field is contained around the transmission line.

(a) (b) 

(c) (d) 

(e) (f) 

(g) 

Figure 4. Design of microwave heaters: (a) The through line microwave heater (TLMH) with final
optimized dimensions; (b) the open-ended-line microwave heater (OELMH) with final optimized
dimensions; (c) the electric field strength for the TLMH at the plane of the cross-section A; (d) the
electric field strength for the OELMH at the plane of the cross-section A; (e) the electric field strength
for the TLMH at the plane of the cross-section B; (f) the electric field strength for the OELMH at the
plane of the cross-section B; (g) illustration of cross-sections used for electric field plots.

The open-ended-line microwave heater (OELMH) employs a resonant structure for heating
because a standing wave pattern is created. Consequently, the resonant heating structure creates zones
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without the electric field in which dielectric heating does not occur, while in other zones where the
electric field is very strong, fast dielectric heating occurs. Therefore, microwave and microfluidic parts
are co-designed together for heating uniformity across the complete liquid volume. The co-design
is done by sizing the length of channel sections and spacing between signal-ground conductors to
obtain the same normalized dissipated power per unit volume. This can be seen in Figure 4d,f for the
final design dimensions of the OELMH—a large volume is present in zones of strong electric fields,
while a small volume is present in zones of weak electric fields. Additionally, the spacing between
single-ground conductors is smaller in zones of strong electric field than in zones of the weaker electric
field. The total OELMH length is chosen to be 3/4 of the wavelength that fits into the reaction chamber.
This topology design is also carried out in COMSOL Multiphysics and the obtained OELMH device
design results in power delivery of 487 mW to a volume of 315 nL over the transmission line length
for an excitation signal of 1000 mW at 25 GHz. The final design dimensions of the OELMH depicted
in Figure 4b dissipate an average amount of power of 1.55 mW/nL with a variation between channel
sections of 0.46 mW/nL. Once volumes around the minima of the standing wave pattern are excluded
from the analysis, 419 mW is dissipated in 241 nL (1.74 mW/nL) with a variation between channel
sections of 0.28 mW/nL showing satisfying uniformity of power delivery. The electric field strength in
the channel resulting from the OELMH is obtained from COMSOL Multiphysics using an excitation
signal of 1000 mW at 25 GHz—it is presented in Figure 4d,f for the cross sections A and B in Figure 4g.
The plots presented in Figure 4d,f confirm larger dissipated power than in the case of TLMH due to
the presence of stronger electric fields. Additionally, the same plots confirm the larger variation in
power uniformity due to the presence of larger electric field gradients than in the case of the through
line heater.

3.2. Platform Design

Designed microwave heaters in the transmission line topology are placed on individual reaction
chambers depicted in Figure 5a,b, top and bottom view, respectively. Four chambers are put on
a single high resistivity-silicon-glass (HR-Si-glass) die that can be integrated with a microwave
feeding network, as depicted in Figure 5c, top view. The feeding network is designed with grounded
co-planar waveguides to connect the HR-Si die to standard coaxial connectors, as depicted in Figure 5c.
Additionally, the ends of transmission lines are intentionally designed to be capacitive to compensate
for the additional inductance of the bond wires and minimize reflections. Finally, the designed
microwave-microfluidic platform is presented in Figure 5c,d—the microwave and microfluidic part
are interconnected from the top side, while the optical access is provided from below. The dimensions
of the platform holder in acrylic glass are sized to fit the microscope top stage.
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(a) (b) 

(c) (d) 

Figure 5. Integrated heaters on a die with the PCB and the acrylic glass holder: (a) The top view of the
HR-Si-glass die with four reaction chambers showing microwave heaters; (b) the bottom view of the
HR-Si-glass die showing microfluidic channels; (c) the top view of the integrated HR-Si-glass dies with
the PCB and the acrylic glass holder showing feeding transmission lines; (d) the bottom view of the
integrated HR-Si-glass dies with the PCB and the acrylic glass holder showing the optical access to the
microfluidic channels.

3.3. Microwave Measurements

Microwave measurements are often carried out by measuring S-parameters, which represent the
ratio of incident and reflected waves at ports of interest [24]. For example, S11 is a ratio of a reflected
wave at the port 1 and an incident wave at the same port 1, while S21 is a ratio of a reflected wave at
the port 2 and an incident wave at the port 1. In other words, S11 is used to calculate how much power
is returned to the source, and S21 is used to calculate how much power is transmitted from the port 1
to the port 2 of a device. S11 of −10 dB means 10% of the input power is reflected by a device and 90%
is delivered to the device. S21 of 3 dB means 50% of the incident power passed from port 1 to port 2.

In our case, we measured parameters S11 and S21, for ports indicated in Figure 5c. Microwave
measurement results of the heaters on an HR-Si-glass die and integrated heaters with the PCB, for the
air and deionized (DI) water filled channels are presented in Table 1. The first investigated results
are S11 parameters of the integrated silicon die with microwave heaters and the printed circuit board
(PCB) for the case when the channels are filled with DI water—measurement ports of the die integrated
with the PCB are indicated in Figure 5c. In both cases S11 is low, which means most of the incident
microwave power is delivered to the heating system. Afterward, this amount of the delivered power
travels to the heater on HR-Si. While traveling over the feeding transmission line, the microwave signal
gets attenuated due to the dielectric and conductive losses of the transmission line on the PCB—this
effect can be seen by comparing S21 of the TLMH (at the level of the die) and S21 of the TLMH integrated
with the PCB for the air-filled channel. Additionally, for the OELMH, this can be seen by comparing
S11 of the heater on the HR-Si die and S11 of the integrated die for the air-filled channel. Finally, the
power reaching the heaters on HR-Si heats liquid in the reaction chamber, as demonstrated by the
heater measurements at the silicon die level for the water-filled channels.
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Table 1. Microwave measurement results.

Frequency 25 GHz
TLMH OELMH

S11 S21 S11

HR-Si die
Air −17.74 −0.93 −0.92

DI Water −23.57 −2.63 −4.45

Integrated die and PCB
Air −11.62 −5.26 −4.82

Di Water −10.39 −8.55 −16.92

3.4. Heating Experiments

Heating experiments were carried out with 1.58 W (32 dBm) at 25 GHz at the coaxial connector
plane on the PCB using the microwave-optical measurement setup [29]—the measurement port 1 is
indicated in Figure 5c. Images of the Rhodamine B and deionized water liquid mixture loaded into
different reaction chambers before heating are presented in Figure 6a,b. Temperature profiles of the
liquid in the channel, calculated based on these images, are presented in Figure 6c,d. The obtained
temperature profiles show a spatial temperature variation of ±1 ◦C, which is the limitation of this
measurement technique [30]. Figure 6e–j shows calculated temperature profiles of heated liquid for
the first 10 s of heating. It is possible to observe that the liquid mixture is heated uniformly in the
first stage of the heating when the highest heating rates are measured. The heating rate and the
average temperature of the liquid mixture for two heaters are shown in Figure 6k,l. More specifically,
the highest recorded heating rate one second after the heating has started is 16 ◦C/s for the TLMH
and 24 ◦C/s for the OELMH. A few seconds after the heating has started, the warm liquid acts as a
heat source for the HR-Si reaction chamber and the bottom glass substrate, resulting in lower heating
rates than in the beginning, as presented in Figure 6k,l. At this point of time, the heat transfer from
the heated liquid to the silicon and glass surrounding is highest as the temperature gradient is the
largest. The dominant path for the heat losses responsible for the temperature saturation is through
the HR-Si substrate due to its thermal conductivity, which is 187.5 times larger than the glass thermal
conductivity (150 to 0.8 W/mK). In the end, the system enters the steady state and the liquid does not
significantly heat any further, as indicated in Figure 6k,l. The highest measured average temperature is
53 ◦C for the through line heater and 65 ◦C for the open-ended line heater.

 

(a) (b) 

 

(c) (d) 

Figure 6. Cont.
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(e) (f) 

 

(g) (h) 

 

(i) (j) 

(k) (l) 

Figure 6. Microwave heating results: (a) Image of the fluorescent liquid mixture located in the channel
of the TLMH before heating; (b) image of the fluorescent liquid mixture located in the channel of the
OELMH before heating; (c) the calculated temperature profile of the liquid mixture prior to heating
for the TLMH; (d) the calculated temperature profile of the liquid mixture prior to heating for the
OELMH; (e–j) the calculated temperature profiles of the liquid mixture during heating for the TLMH
and OELMH; (k) the calculated average temperature of the liquid mixture and corresponding rate for
the TLMH; (l) the calculated average temperature of the liquid mixture and corresponding rate for
the OELMH.
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4. Discussion and Conclusions

The first comparison between the TLMH and the OELMH is based on the highest achieved
temperature. According to the microwave design in COMSOL Multiphysics, the OELMH dissipates
more power in the microfluidic channel than the TLMH, which is confirmed by microwave
measurements—the TLMH dissipates 37% of the input power, while the OELMH dissipates 51%
of the input power in the liquid located in the reaction chamber. Therefore, the liquid temperature
obtained using the OELMH recorded in heating measurements agrees well with our design results and
expectations. The second comparison between the heaters is based on the temperature uniformity
of heating. This comparison is possible thanks to the calculated spatial temperature distribution
of the liquid in the channel from measurement data. Results in Figure 6c–j show that the TLMH
achieves better temperature uniformity at different time points than the OELMH across the whole
liquid volume—the temperature uniformity of the TLMH is within ±1.5 ◦C, while the OELMH shows
gradients of ±3 ◦C. Additionally, the OELMH creates two different temperature zones in its two liquid
sections. All these observations in measurement results can be correlated to the 2D electric field
distribution presented in Figure 4c,d—the electric field distribution of the TLMH is more uniform
once compared to the OELMH. Because of these electric field gradients created by the resonant device,
a larger temperature non-uniformity occurs, as reported in Figure 6. Although electric field gradients
created by the resonant device result in less uniform heating, the HR-Si substrate helps to locally
uniformize the temperature of the loaded liquid due to its high thermal conductivity. In addition,
thermally induced flow could also be a factor in uniformizing the temperature. At the end, each heater
has its advantages and should be selected accordingly to meet desired specifications.

In summary, this work demonstrates a new class of microwave heaters for sub-microliter volumes
in continuous microfluidics for micro total analysis systems. Both types of microwave heaters
achieve uniform, contact-less and localized microwave heating without the need for additional
microwave structures. This is achieved thanks to the design method that employs a novel co-design
of microwave topologies and microfluidic channels, as demonstrated on the design of two different
devices. Among many possible modifications of the presented versatile heaters, it is important to
stress within the two heating concepts it is possible to adjust channel dimensions to obtain a desired
liquid volume, an amount of the dissipated power in liquid to achieve different heating rates over time
and the heater-microfluidic system size to fit miniature micro total analysis systems—all parameters
often found in specifications of heating systems. Finally, the heating measurement results confirmed
the designed behavior of heaters and demonstrated that microwave heating for lab-on-a-chip devices
has a large potential in heating applications in cases when a heater cannot be put in the immediate
proximity of the liquid and contact between the heater and the liquid should be avoided.
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Abstract: The design of a convective drying cycle could be challenging because its thermodynamic
performance depends on a wide range of operating parameters. Further, the initial product properties
and environmental conditions fluctuate during the production, affecting the final product quality,
environmental impact, and energy usage. An off-design analysis distinguishes the effects of different
parameters defining the setup with the best and more stable performance. This study analyzes a reference
scenario configured as an existing system and three system upgrades to recover the supplied energy and
avoid heat and air dumping in the atmosphere. We calculate their performance for different seasons,
initial product moisture, input/output rate, and two products. The analysis comprises 16 simulation
cases, the solutions of a two-phase multispecies Euler–Euler model that simulates the thermodynamic
equilibrium in all components. Results discuss the combination of parameters that maximizes the
evaporation rate and produces the highest benefits on global performance up to doubling the reference
levels. The advantages of heat recovery vary by the amount of wasted energy, increasing the exergy
efficiency by a maximum of 17%. Energy needs for air recirculation cut the performance at least by 50%.
Concluding remarks present the technical guidelines to reduce energy use and optimize production.

Keywords: drying; energy analysis; exergy analysis; multiphase model; multispecies model;
thermodynamics

1. Introduction

Thermal drying plays a crucial role in several industries, such as chemical, pharmaceutical,
agricultural, and food production. It involves heating a wet product to evaporate its liquid fraction
and generating a thermally induced mass flux [1]. According to the dominant energy transfer mechanism,
thermal drying can be categorized into convective [2], conductive [3], and radiative drying [4]. The present
study focuses on convective drying operated as a continuous process on a horizontal fluidized bed (Figure
1).

The fluidized bed systems present several advantages as a good mixing quality (homogeneous
temperature distribution along the bed) and high heat and mass transfer rate caused by the extended
contact surface between the solid particles, and the gaseous phase [5,6]. However, reaching the optimal
thermodynamic performance of such systems needs careful tuning of numerous operating parameters
that influence the final energy consumption, product quality, and environmental effects.

For example, the finest particles (powder) tend to agglomerate, affecting the evaporation rate and
quality of the final product [7]. This effect increases the bed pressure drop; thus, a faster airflow becomes
necessary to preserve product quality, but it increases the final energy consumption, and costs [8]. Further
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limitations of the global performance derive from the unavoidable inefficiencies of the process: the sensible
heating of the dry fraction, the heat losses of the drying chamber, and the low thermal conductivity of
the heat transfer media (air), which demands high operative temperatures to drive adequate heat flux [9].
Another issue regards the effect of the environmental conditions on the final energy use: the analysis
of Reference [10] reveal the drying chamber as particularly susceptible to the external temperature; its
performance deteriorate with temperature fluctuations of approx. 5 ◦C. Finally, some specific applications
such as the convective drying of biomass and hazardous materials, release several pollutants into the
atmosphere; this deteriorates local air quality and contributes to greenhouses gas emissions [11–13]. For
such reasons, stringent environmental regulations limit their functioning.

Figure 1. Fluidized bed drying chamber: (1) product inlet; (2) air inlet; (3) air diffuser; (4) conveyor belt; (5)
insulated wall; (6) air outlet; and (7) product outlet.

In the design and optimization practice, predicting all the effects mentioned above can be challenging
because of the relations among the drying parameters and the mutual dependencies among the system
components [14]. The standard approach studies the relation between the drying conditions and final
performance by the energy analysis of the drying chamber. Dincer et al. [15] calculated the efficiency of the
cycle (i.e., drying efficiency) as the ratio between the energy invested in the evaporation process over the
total energy entering the drying chamber by hot airflow. Further studies [16] included the specific energy
consumption, calculated as the amount of consumed energy per unit mass of the evaporated moisture.

Energy analysis by itself cannot calculate the operative costs and any form of environmental effect
because it does not distinguish the primary energy source; such an approach does not provide any
information regarding the effects of the climate on system productivity. To overcome these limitations,
several authors included the exergy analysis in the evaluation of system performances.

The first exergy analysis of convective drying is presented in Reference [17], wherein the authors
calculate the exergy efficiency of the drying chamber as the ratio between the exergy invested in the
evaporation process to the total exergy of the entering airflow. Assuming the entering product is at
a dead-state, the exergy investment is the exergy of the total evaporated moisture leaving the drying
chamber. Several works follow the approaches presented above. Akpinar et al. [18] related the energy
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utilization of the drying chamber with an evaporation rate and initial product moisture; they measured
an increase in exergy losses using the drying air temperature and velocity. Yogendrasasidhar et al. [19]
analyzed the effect of the several drying parameters on the energy utilization, exergy losses, and exergy
efficiency of the system: by increasing the wall temperature and air velocity, the energy usage augments
but the exergy losses decreases with benefits on the final exergy efficiency; the prolonging of drying
time produces a two-fold benefit by reducing energy usage and exergy losses and by increasing exergy
efficiency. Aviara et al. [20] showed a linear dependence between energy efficiency and the drying air
temperature.

More recent research on convective drying oriented the exergy analysis toward optimization by
comparing different system configurations and operative conditions. Icier et al. [21] compared the exergy
performance of two open drying cycles and a closed cycle, where drying air was recovered from the drying
chamber and heated by a heat pump. Xiang et al. [22] analyzed a drying system coupled to a heat pump;
in particular, they investigated how the system performance changes under different operative conditions,
varying the amount of recirculating air (from an open to a fully-closed cycle). Cay et al. [23,24] analyzed
and compared two open cycles, in which internal and external combustion chambers heat the drying
air, respectively. Erbay [10], and Gungor [25] investigated how dead-state temperature affects the exergy
performance of a drying system fed by a ground source and a gas heat pump.

All studies presented above refer to the given system configurations; their results are valid only
under the working conditions observed for the analyzed system and can be used for designing the drying
cycle of a specific material. Furthermore, limiting the performance analysis to the drying chamber misses
the most recent and accurate optimization techniques of energy systems that extend the exergy analysis
to a multicomponent level (they calculate the exergy destruction in a single component by considering
interdependencies with all other components) [26,27]. Thus, the research gap in the current literature is
based on the design approach specifically formulated for convective drying, which considers the effects of
changing the system configuration and operative conditions (e.g., dry another product, adding another
component, and varying the climate) for the optimization of thermodynamics and costs [28].

The design of a drying system needs a theoretical model to calculate the state of working flows
in the different components (i.e., thermodynamic equilibrium model). The Euler–Euler description is
a common approach to simulate the thermodynamic equilibrium of a drying process due to its low
computational costs and the capability to simulate fluids with a high concentration of the dispersed
phase [29–31]. Assari et al. [32,33] studied the drying of wheat grain: first, they formulated a two-fluid
model to investigate the effects of varying the operative conditions on the main operative parameters
of the drying bed (e.g., void percentage and air humidity); in the following study, they analyzed the
exergy performance. Li et al. [34] modeled two fluids, the bubbly and emulsion phases, a mixture of an
interstitial gas, and a solid phase; using this formulation, they performed a sensitivity analysis of the
drying performance with respect to the state of inlet air, particle diameter, and wall temperature of the
drying chamber. Ranjbaran et al. [35] developed a two-fluid model for paddy drying; they investigated
the temporal variation of the energy and exergy efficiency during the drying process with effects of air
temperature and flow rate; a source term in transport equations is used to model the evaporation of
moisture. Rosli et al. [36] simulate the drying of sago waste by a two-fluid model of the drying column;
they investigate by CFD the effects of different drying conditions (e.g., the air velocity, temperature,
and particle size) on the fluidization of the bed. Jang et al. [37] simulate a fluidized bed dryer by an
Euler-Euler model coupled to empirical correlations representing the inter-phase exchanges; the authors
investigate the advantages of such a model in the design and scaling-up of pharmaceutical applications.

The above studies simulated the drying process by two homogeneous phases—the drying air and
the wet solid—without focusing on their chemical composition. A multispecies approach enhances the
versatility and accuracy of the two-fluids theory—it comprehends the effects of each species on the mass
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and energy fluxes [38]. Furthermore, this approach can simulate applications of reactive flows according to
the stoichiometry of the ongoing chemical reactions (e.g., combustion of a hydrocarbon for air heating). The
multicomponent theory generally finds applications in petroleum distillation [39,40], while the available
literature lacks references for applications to convective drying.

In addition to the thermodynamic equilibrium model, the design of a drying system needs
characteristic equations describing the heat and mass transfer phenomena that occur in each component; as
an example, the characteristic equation of the drying chamber is the evaporation model. Defraeye et al. [41]
derive the characteristic equation of drying by a theoretical approach—the authors analyze the convective
drying of a porous flat plate by solving the transport phenomena at the interface between the porous media
and the airflow, explicitly. Such an approach, known as conjugate modeling, describes in detail the physics
of the heat and mass transfer; however, despite its accuracy, just a few academic applications use this
technique because of the high complexity, and computational costs [30]. Quite the opposite, the empirical
or non-conjugated models derive from experimental observations and describe the heat and mass transfer
by constant coefficients, with a limited understanding of the involved physics. Some well-known examples
of empirical models are Newton’s law of cooling, and the evaporation model of Page [42].

Our study investigates the thermodynamic performance of convective drying under different
operating conditions and system configurations; the final aim is distinguishing the parameters with
the most significant effects on the energy use and product quality to define the setup with the best
performance. We follow a theoretical approach, named off-design analysis applied successfully for the
optimization and control strategies of various energy systems [43–45]. The novelty of our work is the
nature of the studied application: in the literature, there is not any off-design analysis of convective drying;
in particular, the current design practice lacks a theoretical formulation for modeling the state of working
flows in the drying chamber and all system components, including the devices for heat and mass recovery.
The level of detail of our theoretical approach is a further innovation in the field of drying modeling: we
formulate the two-fluids theory describing the thermodynamic equilibrium of the single chemical species
to simulate all components of the drying system. Finally, due to the adaptability of the solving algorithm,
we present an innovative tool for both design new drying cycles and verify the states of working flows in
existing systems.

The presented equilibrium model includes the multispecies approach in the two-fluid theory to
simulate all the components of a drying system; in particular, we follow a two-fluid multispecies
Euler–Euler (TFMM) approach to simulate the following processes.

• Mass and energy exchange between nonreactive phases: Convective drying of a wet solid and air-water
counter-current mixing;

• Mass and energy exchange between reactive phases: combustion of airflow by a hydrocarbon jet;
• Energy exchange between nonreactive phases: Air-to-air and air-to-water heat exchange within a

tube bank.

Our analysis aims to support the design practice of a drying system rather than investigate drying
physics in detail. Thus, we simulate heat and mass exchanges by empirical equations because of their
appropriate accuracy for the scale of simulated processes (macro-scale between 0.01–10 m [30]), as well as
the advantages of a simple mathematical formulation and low computational costs.

The analysis starts with the exergy analysis of a reference drying cycle, named the baseline scenario,
based on an existing industrial system; this scenario mounts the essential components of convective drying:
fan, combustion chamber, and drying chamber (Figure 1). We calculate the baseline performance at the
operative conditions of the existing system and validate the results against experimental data. Later,
we change the drying conditions, dead-state conditions, and dried material to investigate the effects on
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energy consumption and exergy efficiency. By the last set of operative conditions, we assess the drying
of municipal sewage sludge, thereby aiming to contribute to this crucial but scarcely investigated sector.
Finally, we modified the reference system to investigate the effects on the global performance of heat and
mass recovery by three different layouts.

2. Research and Method

2.1. Governing Equations

We assume that all thermodynamic processes of a convective drying cycle occur in a one-dimensional
open system of infinitesimal dx length (Figure 2). To support the assumption of a one-dimensional system,
we calculate the heat and mass exchange rates by the lumped-system model (e.g., the Page model for
drying and Newton’s cooling law for heat exchangers; see more details in the Appendix A).

The TFMM describes the mass and energy exchanges, entropy generation, and exergy destruction:
Phase 1 is drying air, which is a semi-perfect gas mixture; Phase 2 is the substance that exchanges mass
and heat with drying air (its state and composition vary by the nature of the simulated process).

Assuming equilibrium between the j-species dispersed in the i-phase, we track them by their
respective mass fractions

αi =
mi
mos

(1)

εij =
mij

mi
(2)

where
mos = ∑

i
mi (3)

∑
i

αi = ∑
j

εij = 1. (4)

Figure 2. The two-fluid multispecies model of the i-phase formed by the dispersed j-species.

• Mass balance of j-species per unit length is

∂m′
ij

∂t
+

∂

∂x
(ṁij) = (Δṁ12,j)

′. (5)
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The mass balance of the i-phase is obtained by summing the j-species as

∂m′
i

∂t
+

∂

∂x
(ṁi) = (Δṁ12)

′. (6)

The term
Δṁ12,j = −Δṁ21,j (7)

represents the mass exchange rate between two phases.
• Energy balance is

∂E′
ij

∂t
+

∂

∂x
(ṁijhij) = (Ẇ←

ij )′ + (Q̇←
ij )

′ + (ΔḢ12,j)
′ (8)

and that for the whole i-phase is

∂E′
i

∂t
+

∂

∂x
(ṁihi) = (Ẇ←

i )′ + (Q̇←
i )′ + (ΔḢ12)

′. (9)

The terms Ẇ←
ij and Q̇←

ij represent the shaft work and the heat absorbed by the j-species (from the
environment or other species). The term ΔḢ12,j is the heat exchanged between two phases by any
phase transition and/or chemical reaction

ΔḢ12,j = −ΔḢ21,j. (10)

• Entropy balance is given by

∂S′
ij

∂t
+

∂

∂x
(ṁijsij) =

( Q̇←
ij

Tb

)′
+ (ΔṠ12,j)

′ + (Ṡirr,ij)
′ (11)

and that for the whole i-phase is

∂S′
i

∂t
+

∂

∂x
(ṁisi) =

( Q̇←
i

Tb

)′
+ (ΔṠ12)

′ + (Ṡirr,i)
′. (12)

The entropy generated by Q̇←
ij depends on the system boundary temperature Tb, whereas Ṡirr,ij is the

entropy generated by process irreversibilities; the term ΔṠ12,j represents the entropy related to any
phase change of the j-species:

ΔṠ12,j = −ΔṠ21,j. (13)

• Exergy balance is given by

∂Ex′ij
∂t

+
∂

∂x
(ṁijexij) = (Ẇ←

ij )′ + (Q̇←
ij )

′
(

1 − T0

Tb

)
+ (ΔĖx12,j)

′ − (Ėxd,ij)
′ (14)

and the contribution for the whole i-phase is

∂Ex′i
∂t

+
∂

∂x
(ṁiexi) = (Ẇ←

i )′ + (Q̇←
i )′

(
1 − T0

Tb

)
+ (ΔĖx12)

′ − (Ėxd,i)
′, (15)
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where T0 is the dead-state temperature. The exergy exchange ΔĖx12,j and the exergy destroyed by
process irreversibility Ėxd,ij are

ΔĖx12,j = ΔḢ12,j − T0ΔṠ12,j = −ΔĖx21,j (16)

Ėxd,ij = T0Ṡirr,ij. (17)

In the following sections, we assume steady-state conditions, and therefore, all time derivatives δ
δt are

equal to zero.

2.2. Solving Algorithm

A custom-developed code written in C language is used to solve the TFMM balance equations.
The algorithm (Figure 3) consists of modules connected by one or more dataflows (representing matter
and energy streams). There is a node between two connected modules.

A module is a function block that uses the upstream node values as input and calculates the state of
the i-phases at the downstream node as a result; each module includes the following parts:

1. TFMM governing equations;
2. State equation of the i-phase;
3. Component characteristic equations;
4. End-of-file (EOF) values.

Figure 3. Solving algorithm applied to the baseline scenario.

The Part 1 is the general equilibrium model and it is unvaried in all modules; Part 2 depends on the
nature of the i-phases entering/leaving the module, and it defines the coefficients of TFMM differential
equations (e.g., perfect gas or incompressible fluid, constant or polynomial specific heat); Parts 3–4 are
strictly related to the features of the simulated component, and they are different for each module.

The advantage of such a structure is the high adaptability of its running logic, which is suitable for
both design and off-design analysis of energy systems. Following the equations of Parts 2–3, the function
block implicitly solves Part 1 under a steady state using the Newton–Raphson method [46]. This procedure
is an iterative process that produces a sequence of solutions for consecutive dx space intervals; it stops
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when the solution matches the target values (design) or when the total number of solved intervals equals
the component dimensions (off-design), both fixed by Part 4. The ideal gas law is the equation of state
used in this analysis. State functions are calculated by a polynomial T-dependent specific heat for gaseous
species and a constant specific heat for liquid and solid species ([47–49]). Further details about state
equations, component-specific equations (Part 3), and design targets (Part 4) are in Appendix A.

3. Case Study: Baseline Scenario

The case study of the current analysis is an industrial drier located at Kedah, Malaysia; this system,
designed to dry rice paddy, involves three centrifugal fans (maximum capacity of each: 15 kW) and a
furnace to heat the drying air at the operative temperature; the drying chamber is a fluidized bed system
(Figure 1).

The bed dimensions lx, ly are 4.85 m and 0.97 m; the bed thickness lz varies based on the operative
conditions. However, we assume it is equal to 0.1 m according to most experimental observations [50,51].
The baseline scenario (Figure 4) reproduces the case study. This configuration is the benchmark of our
analysis because it runs the fundamental steps of convective drying: a fan flows the external air to the
combustion chamber; the combustion chamber heats up the drying air at the set temperature (TH); and
the heated air enters the drying chamber, where the drying process takes place as cross-flow heat and
mass exchange.

Figure 4. Baseline scenario corresponds to the layout of the case study.

4. Validation of TFMM

The validation estimates the accuracy of TFMM for simulating the case study; it compares the model
predictions to the experimental data of two works ([50,51]) that describe the functioning of the reference
system at different seasons and under different operating conditions. The numerical comparison focuses
on two parameters that strictly depend on the mass and energy balance of the drying process:

1. Final moisture content of the dried product (u f ), which indicates the total evaporated moisture (i.e.,
evaporation rate);

2. Air temperature at the outlet of the drying chamber (TE), which measures the energy wasted by the
drying chamber.

We run validation cases to increase the heat supply (by increasing TH) and vary the initial moisture
content (u0) and external temperature (T0) of the wet solid (see values in Table A3). Compared to the
experimental observations (Figure 5), the mean percent error (MPE) of the predicted u f and TE are 5.5%
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and 7.1%, respectively. These values are consistent with the MPE of numerical simulations available from
References [34,35,52].

The second validation part investigates the accuracy of TFMM after changing the operating conditions
of the reference cycle. We compared the simulation results with three further experimental datasets
obtained from Reference [53] and Reference [54] who studied rice drying at higher TH and feed rate (ṁs)
and at a lower airflow rate (ṁa) than the reference case study, and from the research of Reference [55] who
performed an experimental analysis of drying municipal sewage sludge (MSS) (see values in Table A4).
These studies measured only u f values, and the simulation results (Figure 6a,b) showed high accuracy of
the TFMM when it runs off-design conditions; for rice drying, the u f values presented a mean percent
error (MPE) of 1.5% and 4.8%; the mean error of MSS drying is approximately 5.1%.

(a) (b)

Figure 5. Simulation vs. experimental data: u f (a) and TE (b) of the case study; values on the dot lines
represent a prediction error of ±10%.

(a) (b)

Figure 6. Value of u f under off-design conditions of rice (a) and MSS (b); values on the dot lines present
the prediction error of ±10%.
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5. Off-Design Analysis Setup

Our analysis involves a case study under off-design conditions; we start by simulating the baseline
scenario as in the experiments, and then, we vary the operative conditions and cycle configuration
to optimize its performance and reduce environmental effects. We upgraded the baseline scenario
thrice—each one running 4 different combinations, named set, of operative conditions, for a total of
16 different setups—and compared the results.

5.1. Operating Conditions

All sets are listed in Table 1. The set1 reproduces the experimental conditions of the case study; in
set2, the system dries a higher amount of rice at a higher drying temperature; thus, we investigated the
effects of increasing the total mass and energy supplied to the drying chamber. The drying conditions of
set3 are the same as those of set1. However, set3 operates in a colder and more humid season. Finally, we
investigated the drying of a different product, the MSS, by running set4. The k, n parameters (i.e., Page’s
model constants) are specific for each material and vary by the drying conditions; further details about the
calculation of these parameters in each set are given in the Appendix A.

Table 1. The drying conditions of each set: T0 and TH are the external and drying air temperature; ṁa and
ṁs are the mass flow rates of the drying air and product; the terms u0 and ω0 measure the initial moisture
content within the product and drying air and are expressed in kg of water on kg of dry matter.

SET
T0 u0 ω0 ṁa ṁs TH Material k,n
[K] - - [ kg

s ] [ kg
s ] [K]

1 300 0.3 0.011 10.98 2.36 363 Rice paddy 0.103 (k)
0.771 (n)

2 300 0.3 0.011 12.86 4.17 388 Rice paddy 0.166 (k)
0.695 (n)

3 288 0.5 0.008 10.98 2.36 363 Rice paddy 0.103 (k)
0.771 (n)

4 300 0.3 0.011 10.98 4 × 10−4 363 MSS 1.72 × 10−6 (k)
1.487 (n)

5.2. Heat Recovery by Scenario 1

The baseline scenario is an open cycle. The exhaust air is sensibly far from the dew point (experimental
observations show a minimum TE ≈ 330 K and maximum relative humidity of approximately 6%);
thus, the system expels evaporated moisture and a sensible heat fraction to the environment, which is
unexploited by the drying process.

Waste heat is a crucial indicator of the energy performance of the system because it measures the
energy productively invested in the evaporation processes (i.e., drying efficiency); moreover, the heat
released in the environment is one of the leading environmental affects a thermal system [56]. To decrease
heat wastage, we include a heat-recovery unit in the baseline scenario; this component exploits the wasted
heat to reduce the thermal load of the combustion chamber.

The result is Scenario 1 (Figure 7), in which the airflow from the drying chamber recirculates to
preheat the fresh air intake by HE1; the latter is a cross-flow and air-to-air heat exchanger, configured as a
tube bank and fabricated by aluminum tubes with an inner diameter of 7.5 × 10−3 m and a shell thickness
of 2 × 10−3 m (Figure 8a,b).
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5.3. Heat and Mass Recovery by Scenarios 2 and 3

A form of environmental effect of a drying system is the emission of pollutants in the atmosphere
caused by processing hazardous materials. For example, References [12,57,58] showed that drying MSS,
agricultural wastes, and biomass emits VOC, NH3, and CO, thereby affecting the local air quality and
contributing to greenhouses gas emissions.

Scenarios 2 and 3 reduce the emission of air pollutants and mitigate the wastage of heat. After they
have recovered most of the waste heat by HE1, the systems restore the drying airflow at the initial
conditions and reuse it in a new cycle instead of dumping it in the atmosphere. Both systems include
two separate loops, one circulating the heating and one the drying air (Figures 8b and 9a); these loops
exchange heat by the air-to-air heat exchangers HE0 and HE3, configured as HE1, with tubes of the same
diameter and wall thickness. An external combustion chamber generates the driving heat. Its combustion
exhausts are at a fixed temperature (TH′ ) of 500 K, and they feed HE0 to heat the drying air to the target
temperature (TH). When the drying process is completed and HE1 has recovered most of the wasted heat,
the systems restore the initial conditions of drying air using the following steps.

• Air cooling (restoration of the absolute humidity by dehumidification)
• Air post-heating (restoration of the temperature and relative humidity).

As shown in the analysis of other air-handling systems (e.g., desalination [59]) and as confirmed by
our results, the dehumidification of humid air represents an intensive energy use and entropy source.
The rate of the entropy generation of a dehumidifier varies between the saturation and condensation
steps because of the effect of the preponderant heat and mass transfer mechanism. As claimed by the
theorem of the equipartition of entropy production [60], it is minimal when its distribution in space
approaches uniformity.

To simulate air dehumidification, the TFMM solves the saturation and the condensation steps
separately by calculating the state variables of the humid air along the length of the dehumidifier
(x-direction). Thus, by comparing two cooling systems characterized by different cooling rates, costs,
and heat\mass transfer mechanisms, we can choose the best technique that minimizes entropy generation.

• Scenario 2 uses HE2, a serpentine tube bank made of aluminum tubes with the same dimensions
(tube diameter and thickness) as those of the air-to-air units (Figure 8c,d); this unit employs direct air
cooling because a thin nonpermeable layer (tube shell) separates water from the drying air;

• Scenario 3 provides a direct-cooling system: An evaporative cooling tower which mixes the nebulized
cooling water and the airstream in a counter-current flow; the tower diameter is 1 m. Heat exchange
occurs through a porous packed bed with a specific surface ratio of 300 m2/m3 [61].

A chiller produces the cooling water for both units, and the heat subtracted by air cooling could feed
low-temperature thermal processes (e.g., Reference [62]).
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Figure 7. Scenario 1 is the first upgrade of the baseline scenario: An open cycle installed with a heat
recovery unit.

(a) (b)

(c) (d)

Figure 8. The spacing between the lines (L) and columns (C) of tube banks is equal in the horizontal
and vertical direction sx, sy; in air-to-air units (a,b) tubes are free and in air-to-water units (c,d) they are
connected in a serpentine.
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(a)

(b)

Figure 9. Closed cycles are Scenarios 2 (a) and 3 (b): An external combustion system keeps the chemical
composition of the drying air unaltered; the latter is regenerated at the initial conditions by a cooling and a
post-heating unit.

5.4. Performance Indicators

As energy efficiency indicators, we use the drying efficiency ηdc, which relates the heat fraction
effectively used by the evaporation process to the total heat supplied to the drying chamber; also, we use
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the specific thermal energy consumption (STEC) and specific electric energy consumption (SEEC) to obtain
the first distinction of the nature of input energies.

ηdc =
qev

Ėth
(18)

SEEC =
Ėel
ṁev

(19)

STEC =
Ėth
ṁev

. (20)

The exergy efficiency ηex depends on the total exergy inputs of the running cycle (i.e., the exergy of
fuel Ėx f ) and the exergy effectively invested in the drying process (Ėxev):

ηex =
Ėxev

Ėx f
. (21)

The fuel exergy Ėx f includes the fan power, enthalpy of the reaction of the fuel, and chiller power
inputs. The term Ėxev measures the exergy change of the amount of water that passes from the initial
liquid state to the dispersed vapor state [17]. Assuming the wet product entering into the drying chamber
at the dead state (ex2,0), the term Ėxev depends on the exergy of the exhaust air collected at the outlet of
the drying chamber (ex1,E).

Ėx f = ṁCH4 ΔH0
f ,CH4

+ Ėel (22)

Ėxev = ṁev(ex1,E − ex2,0). (23)

The exergy efficiency as defined in the Equation (21) measures the effects of different drying conditions
and system setup on the drying process; further, it compares the exergy costs for recovering the residual
exergy of the drying exhausts (i.e., the air outflow of the drying chamber).

Finally, the exergy destruction ratio yk measures the weight of the exergy destruction by the
irreversibilities of the k-component (Ṡirr,k) in a system formed by a total of n components:

Ėxd,k = T0Ṡirr,k (24)

yk =
Ėxd,k

∑
n

Ėxd,k
. (25)

The parameter yk identifies the k-component affected by the largest irreversibility, and it can address
the designer toward the most effective design strategies for enhancing the system’s performance by
replacing single components.

6. Results and Discussion

This section discusses the results of the analysis by comparing the 16 simulation cases. Each case
involves a specific configuration of the drying cycle running an operative set.

6.1. Heating and Flowing Loads

Loads of fan(s) and combustion chamber are shown in Figure 10.
Fans balance the system’s pressure losses, and therefore, their power loads increase by adding a heat

exchanger to the baseline layout. The average power load of the baseline scenario augments by 3 times
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in Scenario 1 and 7 and 6 times in Scenarios 2 and 3. The airflow rate (ṁa) affects the fan power load:
from set1 to set2, the average load increases by 31%; the other sets, where ṁa is unvaried, presents slight
differences caused by different dimensions (i.e., pressure drop) of the heat exchangers.

In the baseline scenario, the thermal loads are equal to the total heat supplied to the drying chamber:
from set1, it increases by 47% in set2 because of the higher drying temperature and mass flow rate (TH , ṁa)
and by 7% in set3 because of the colder external air. Comparing the baseline scenario to Scenario 1, we
observe that the heat-recovery successfully reduces thermal loads by 14%, below the operating conditions
of the set2, up to 27% in set1. Closed cycles need more thermal energy than the baseline scenario because
of the external combustion chamber and the post-heating process; their thermal load is three times higher
than that of the baseline scenario running sets1, 2, and 4; the set3 produces a further increase (+6%) because
of the lower temperature of feeding air (T0).

Figure 10. The heating (red) and flowing loads (green).

6.2. Drying

Figure 11 shows a plot of the spatial distribution along the bed length of the most relevant operative
parameters of the drying chamber; these results show the influence of the operating conditions on the
drying process and product quality. In all simulations, the evaporation rate (ṁev) gradually reduces to
zero because the moisture content of the wet product tends to equilibrium levels (ueq). Furthermore, ṁev is
inversely proportional to the material-specific resistance, which is represented by the exponential term in
Page’s evaporation model [63].

The results of set2 show that the evaporation rate is augmented with the mass and energy supplied
to the drying chamber: ṁev of set2 is 86% higher than that of set1, although the final product moisture is
almost the same (u f = 0.25). Thus, a hotter airflow reduces ueq and evaporates a more in-depth moisture
layer, enhancing the drying efficiency ηdc (+1% as shown in Figure 12).

As shown by set3, the initial product moisture has a critical effect on the evaporation rate and drying
performance. A more humid product presents a lower resistance to the evaporation; thus, when more
humid rice is fed into the drying chamber, the thermal load of set1 produces 2.5 times higher ṁev and the
ηdc increases up to 18%.

Finally, set4 showed that the nature of the processed material is the most significant parameter in
the design of a drying system. The mass flow rate ṁs must decrease by 103 times to reduce the moisture
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content of municipal sewage sludge (MSS) at the same level of rice; this inevitably reduces the ṁev (10−2

times lower), and the drying efficiency falls below 0.3%, which indicates the current dimensions of the
drying chamber are inadequate for drying MSS.

The results above are solutions of the baseline scenario, where the specific humidity of drying air at
the inlet of the drying chamber is higher than the outdoor level because of the water vapor generated by
methane combustion (ωH > ω0). This is an adverse effect of open cycles that can reduce the evaporation
rate (i.e., the air humidity is closer to the equilibrium level). As shown in Figure 13, ωH is augmented
with the thermal load: comparing the Baseline systems, it increases from the external level by 27% in set1
and by 38% in set2. These proportions decrease in Scenario 1 to 22% and 33%, respectively, because of
the heat recovery. In general, ωH varies between the limit calculated for the baseline scenario and those
of the closed cycles, where the external combustion maintains ωH = ω0 (within the colored fields of
Figure 13). Although the effects of ωH on product moisture are negligible in the analyzed systems (see u
in Figure 13), these could become significant in larger-scale systems, where the designer must adjust the
drying temperature considering airflow rate.

(a) (b)

(c) (d)

Figure 11. Moisture content of the product (a), air temperature (b), absolute humidity (c), and cumulative
evaporation rate (d) along the bed length.
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Figure 12. Drying efficiency ηdc.

Figure 13. Effects of combustion on the u and ω values compared among different sets and scenarios.

6.3. Heat Exchangers

This section discusses how the heat and mass recovery units change their size based on cycle
configuration and operative conditions. The total heat exchange surfaces (∑ ΔAhe) are shown in Figure 14;
these surfaces vary as a function of the design targets, initial conditions of entering flows (temperature
regimes in Table 2), and the mass and energy exchange technique (transfer coefficients in Table 3).
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6.3.1. Heat Recovery

HE1 (Figure 7) pre-heats the external air intake by 10K (design target), and its total surface depends
on the initial temperature of the entering streams: the airflow from the drying chamber (TE) and that
compressed by the fan (TF). Further, the HE1 dimensions change with ΔT = TE − T0, which measures the
total heat wasted by the cycle. At a given dead-state temperature, a higher TE reduces HE1: from set1, its
average surface decreases by 26% in set2 and by 13% in set4 (TE values in Figure 11). When running set3,
ΔT remains higher than that in set1, and the average surface of HE1 decreases by 8%.

The effects of TF become evident when different scenarios that run the same sets (the TE remains
constant) are compared: when TF increases because of a larger energy dissipation from the fan, the HE1
area is diminished (by approximately 1.8% per unit temperature). Based on these results, the sizes (i.e.,
economic costs) of heat-recovery are strictly related to the cycle performance. When the drying efficiency
ηdc decreases, the system wastes more energy, and a smaller HE1 fulfills the design targets.

6.3.2. Mass Recovery

HE0 (Figure 9) heats the drying air from TP to the target value TH by combustion exhausts at 500 K.
Hence, its size depends on the target heat-transfer rate, given by ΔT = TH − TP. A higher ΔT entails a
larger HE0. The average surface of set1 increases by 2.5 times in set2, when TH is augmented, and by 24%
in set3, when the external air gets colder. No differences were observed by running set4. As observed for
HE1, the drying systems need a smaller unit to fulfill the target TH when TP increases because of the effect
of more powerful compression (the HE0 area reduces by approximately 2% per unit temperature).

The cooling units are the largest ones. Below the same dead-state conditions, dimensions increase
with the heat supply (i.e., heat to dissipate)—from set1 to set2, the HE2 area increases by 41%, and the
tower area increases by 37%. When it is difficult to dry the product and the ṁev decreases, air-cooling is
less demanding, and the HE2 reduces from set1 to set4 by 16%, while the tower dimensions do not change.
The dead-state conditions produce the most significant variations on the exchange surfaces: From set1 to
set3, the area of the HE2 and tower increases by 85% and 48%, respectively.

Based on the results above, the dimensions of the cooling units depend on the heat supply, dead-state
conditions, and nature of dried materials; these operative conditions can be defined as follows:

1. Sensible heat to dissipate in the saturation step (i.e., wasted heat unrecovered by HE1);
2. Amount of moisture to condense, which is set equal to ṁev (i.e., target heat\mass-transfer rate).

Although these quantities are interdependent (e.g., a lower ṁev corresponds to higher wasted heat),
we can recognize which parameter has the largest influence because the TFMM calculates the cooling-rate
of the saturation and the condensation step separately (see Figure 15):

• Air-saturation takes most of HE2, but its incidence on the total exchange area is more sensible to ṁev

than to the wasted heat: from 70% of set1, it decreases to 64% in set2, although the highest heat waste
occurs, and to 36% in set3, where the wasted heat is only 2% less than that in set1 but ṁev is more
than double; in contrast, the air-saturation needs almost the whole HE2 in set4, where ṁev ≈ 0;

• The cooling tower is more efficient than HE2 because it fulfills the design targets by a smaller surface
(∼10 times). The air saturation is almost instantaneous, and as in HE2, the ṁev has the largest effect on
its incidence on the total tower surface. From 11% of set1, it decreases to 7.6% in sets2 and 7.9% in set3.

The results above show that the target ṁev is the most influencing parameter on the dimensions of
cooling units. This is because the cooling rate is generally higher in the saturation than in the condensation
step (Slopes of curves in Figure 15); therefore, an increase of ṁev augments the surface needs, while the
wasted heat has a secondary effect in indirect cooling and becomes irrelevant in direct cooling.
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An indicator that includes both ṁev and the wasted heat is the drying efficiency ηdc. When it is
augmented, systems need a large cooling unit; thus, it is similar to the observation for HE1, and air
recirculation becomes more convenient when the product is difficult to dry and the drying efficiency is low.

HE3 is the smallest unit, and its dimensions depend on the target heat-transfer rate, given by the
temperature difference ΔT = TD − T0 as well as the inlet temperature TP′ of the combustion exhausts.
In particular, the HE3 area decreases when the dead-state\target conditions (T0, ω0) are reduced and it
is augmented with the heat demand because TP′ reduces when more heat is taken from the combustion
exhausts: from set1, the exchange area increases by 46% in set2, decreases by 69% in set3, and remains
constant in set4.

Figure 14. Total exchange surfaces varying among the different sets and scenarios.

Table 2. The inlet and outlet temperatures of the heat exchangers.

SET Temperature [K]
Scenario 1 Scenario 2 Scenario 3

HE1 HE0 HE1 HE2 HE3 HE0 HE1 CT HE3

SET1

T1,in 357.50 314.70 357.60 347.60 288.75 313.90 357.60 347.60 288.70
T1,out 347.50 363.15 347.60 288.75 300 363.15 347.60 288.70 300
T2,in 302.50 500 304.70 280.15 451.90 500 303.90 280.15 451.12

T2,out 312.50 451.90 314.70 284.87 440.65 451.12 313.90 284.85 439.83

SET2

T1,in 378.81 314.43 379.12 369.20 288.76 313.50 379.12 369.20 288.70
T1,out 368.90 388.15 369.20 288.76 300 388.15 369.20 288.70 300
T2,in 302.77 500 304.43 280.15 414.25 500 303.49 280.15 413.16

T2,out 312.77 414.25 314.43 287.72 403 413.15 313.49 287.53 401.86

SET3

T1,in 348.73 302.81 348.88 339.05 283.87 301.82 348.87 338.87 283.84
T1,out 338.85 363.15 338.98 283.86 288 363.15 338.97 283.83 288
T2,in 290.21 500 292.81 280.15 440.10 500 291.82 280.15 439.12

T2,out 300.21 440.10 302.81 284.58 435.98 439.12 301.82 284.57 434.96

SET4

T1,in 362.79 314.27 363.01 353.01 289.35 313.77 363 352.74 288.70
T1,out 352.81 363.15 353.01 289.35 300 363.15 353 288.70 300
T2,in 302.30 500 304.26 280.20 451.46 500 303.77 280.15 450.96

T2,out 312.30 451.45 314.26 285.27 440.81 450.96 313.77 285.25 439.67
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Table 3. The heat and mass transfer coefficients of the heat exchangers.

SET Coefficients
Scenario 1 Scenario 2 Scenario 3

HE1 HE0 HE1 HE2 HE3 HE0 HE1 CT HE3

SET1 HTC [W/m2K] 9.30 9.01 9.30 8.34 9.26 9.01 9.30 126.80 9.26
MTC [m/s] - - - 0.0063 - - - 0.096 -

SET2 HTC [W/m2K] 9.73 8.56 9.73 8.35 9.69 8.56 9.73 136.19 9.69
MTC [m/s] - - - 0.0063 - - - 0.103 -

SET3 HTC [W/m2K] 9.31 9.01 9.30 7.97 9.26 9.01 9.30 127.05 9.26
MTC [m/s] - - - 0.0060 - - - 0.096 -

SET4 HTC [W/m2K] 9.29 9.01 9.29 8.02 9.26 9.01 9.29 126.75 9.26
MTC [m/s] - - - 0.0060 - - - 0.096 -

(a) (b)

(c) (d)

Figure 15. The temperature difference between two phases inside HE2 and the cooling tower (CT); the
dew point (red point) separates the saturation from the condensation step: SET1 (a), SET2 (b), SET3 (c),
and SET4 (d).
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6.4. Thermodynamic Performance

We show the variations in the thermodynamic performances of a drying cycle among different
sets and configurations. The designer can assess the productivity and the convenience of the operating
conditions based on specific energy consumptions and second law indicators defined in Section 5.4.

6.4.1. Specific Energy Consumptions

Figure 16 shows the specific electric and thermal energy consumptions. HE1 reduces the heat demand
by pre-heating the feeding air of the combustion chamber, but it increases the electrical needs by additional
pressure losses. From baseline to Scenario 1, the STEC decreases at least by 14% below the operating
conditions of the set2 and up to 27% under the set1; the average SEEC augments by 3 times.

(a)

(b)

Figure 16. Specific electric energy consumption (SEEC) (a) and the specific thermal energy consumption
(STEC) (b) collected by operative sets.

The energy needs of closed cycles increase because of the effect of the additional pressure drops
and the energy demand of the processes for air recirculation. From the values of the baseline scenario,
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the average STEC increases by 3.2 times because of the external combustion and air post-heating; the
average SEEC increases by 27 times owing to the electricity needs of the heat-pump feeding cooling units.

When a set improves ηdc, it reduces the energy consumptions: from set1 to set2, the average SEEC and
STEC decrease by 19% and 39%, respectively; set3 performs the best because it reduces the SEEC by 63% and
the STEC by 57%. Set4 performs the worst, and it augments both indicators by approximately 40 times.

When comparing the single set-Scenario, it becomes clear how the SEEC and STEC describe the
effects of the operating conditions on the system configuration and its final energy consumption: for
example, from Baseline to Scenario 1, the STEC diminishes by 27% below set1 and by 31% below set2;
the SEEC increases by 3.4 times in set1 and by 2.8 times in set2. Thus, the benefits of the heat-recovery
are more conspicuous in set2 than in set1 because an increase of the thermal load augments the ηdc,
and simultaneously, it reduces the dimensions of HE1 with related pressure drops.

6.4.2. Irreversibility and Exergy Efficiency

The exergy efficiencies (ηex) and the exergy destruction rates (Ėxd) with the ratios of system
components are shown in Figures 17 and 18.

The effects of methane and electricity consumption on exergy efficiency are evident when comparing
the different cycles. From the baseline scenario, the average ηex increases by 15% in Scenario 1 because
of heat recovery, whereas it reduces by 64% in closed cycles, characterized by the highest exergy inputs.
On the total Ėxd, the incidence of the fan is generally irrelevant (≈1%), whereas the combustion chamber
plays the most significant role (90–80%). The primary entropy source of air-heating is the combustion
reaction; therefore, Ėxd,CC is augmented with fuel consumption: its average value in the baseline scenario
decreases by 20% in Scenario 1, and it is augmented by 2.2 times in closed cycles.

The exergy performances of the drying chamber follow the drying efficiency (see ηdc in Figure 12).
The average ηex is augmented by 70% from set1 to set2 and by 1.2 times in set3; Ėxd,DC of set1 is doubled in
set2 and is augmented by 2.5 times in set3. Both parameters are decreased by more than 10 times when set4
is run. When it is difficult to dry the product or the bed dimensions are inappropriate, a shorter amount
of exergy is invested in the evaporation process. In contrast, a higher heat supply or more favorable
dead-state conditions enhance the exergy efficiency by augmenting ṁev.

Figure 17. Exergy efficiency among different sets and scenarios.
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Figure 18. Exergy destroyed in different cycles by flowing (Fan1-Fan2), heating (CC), drying (DC), and heat
and mass recovery (HE-CT) processes.

All heat exchangers are additional entropy sources that contribute to the total exergy destruction. The
entropy generation of these components depends on their respective heat and mass transfer mechanisms,
as well as the specific design targets. No mass transfer occurs within the air-to-air units; therefore, their
entropy generation exclusively depends on the inlet temperature difference between the airflows and the
target heat-transfer rate:

• HE0 is the air-to-air unit with the highest destruction ratio (yHE0 ≈ 5%); results show that Ėxd,HE0
is augmented with the heat-transfer rate (given by ΔT = TH − TP). Its average value below set1
increases by 3 times in set2 and by 1.5 times in set3, and it remains unvaried in set4.

• HE1 is the heat exchanger with the lowest exergy destruction rate, and its influence on the total Ėxd is
insignificant (yHE1 < 0.5%). Ėxd,HE1 increases with energy wastage (derived by temperatures TE, TF):
its average value is augmented by 50% from set1 to set2, by 18% in set3, and 16% in set4.
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• The destruction ratio of HE3 is similar to that of HE1. Ėxd,HE3 depends on the heat-transfer rate: from
set1 to set2, it is diminished by 15%, and in set3 by 63%. Thus, it is diminished when TP′ is lowered or
the dead-state temperature reduces.

The entropy generation of the cooling units depends on the initial humidity and temperature of the
airflow and the target cooling-rate; their respective Ėxd changes by the cooling technique, and it is different
between the saturation and the condensation steps (see Figure 19).

(a) (b)

(c) (d)

Figure 19. Spatial distribution of exergy destruction rate within HE2 (purple) and cooling tower (blue); the
dew point (red point) separates the saturation from the condensation step: SET1 (a), SET2 (b), SET3 (c),
and SET4 (d).

• HE2 is the heat exchanger characterized by the highest destruction ratio (yHE2 ≈ 26%). As shown in
Figure 19, most of the exergy destruction occurs in the saturation step; Ėxd,HE2 doubles from set1 to
set2 and increases by 10% in set4 where the condensation is almost instantaneous (ṁev ≈ 0).

• The cooling tower reduces the irreversibility of air-cooling: the destruction ratio is yCT = 15%,
and with respect to HE2, the exergy destruction generally decreases by half. In terms of exergy
destruction, 90% occurs in the condensation step, and the total Ėxd,CT doubles in set2 and is
augmented by 20% in set4, while it shows no changes in set3.
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Waste heat is the primary entropy source of air-cooling. When the temperature of the inlet air (TC)
increases, it extends the saturation step where the exergy destruction occurs at a faster rate. Finally,
for each cooling-unit, we calculate the standard deviation (σ) of its respective exergy destruction rate. This
parameter measures the spatial distribution of entropy generation (a lower variance corresponds to a more
homogeneous distribution), as shown in Reference [64]. Data reported in Figure 19 show that the unit that
destroys more exergy presents the highest variance of exergy generation rate; thus, our results verify the
theorem of equipartition of entropy production [60].

6.5. Climate Effects

The dead-state conditions have a significant effect on the evaporation rate and on the performance of
the entire drying cycle (see Section 6.2). Therefore, we present a reduced solution of TFMM, focusing on
the effects of climate on the exergy efficiency of the baseline scenario. Based on these results, we propose
some adjustments to be made to the operative conditions to stabilize the production target (the final
product moisture u f ) in terms of yearly climatic variations.

Figure 20 shows the ηex of the baseline scenario, calculated below the Brescia climate year 2018,
on a monthly scale. The dried product is rice paddy, and the initial moisture content is 0.7 in season 1
(from November to May) and 0.6 in season 2 (from June to October). The system is initially running set1
(data label is Eth = 1 in Figure 20): ηex varies along the year (±2% on average), and it is the maximum
in the colder season. The u f never falls in the set target region (the green field, where u f = 0.5 ± 0.02),
indicating that the current energy supply is inadequate. As a solution, we double the heat supply when
the system is undersized and reduce it by 25% when over-sizing; the results show an enhancement of ηex

in all months by +21% on an average in season 1 and +13% in season 2 and stabilization of the final u f in
the target region.

Figure 20. The exergy efficiency and final moisture content of the baseline scenario in the Brescia climate
year 2018 at different operating conditions; starting from inputs of set1 (data in purple), we doubled (data
in red) and reduced by 25% (data in orange) the thermal loads.
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7. Conclusions

The performance of convective drying systems depends on a wide range of interrelated operating
parameters that affect the energy use, exergy efficiency, dimensions (i.e., costs) of system components,
and product quality. We proposed a methodology that calculates the system performance considering
exogenous variables (climatic conditions, initial product moisture, and physical properties of the dried
product), energy\mass intake, and cycle configuration.

On comparing the results of different sets to the reference set1, the evaporation rate showed the most
significant effect on the global performance because it determines the energy and exergy productively
invested in the drying process. When increasing heating and flowing loads (set2), the system evaporates
a deeper moisture layer with benefits on the exergy efficiency (+97%). Higher initial product moisture
(set3) augments the evaporation rate, and the drying cycles presents the best performance in terms of
drying efficiency (+114%) and exergy efficiency (+127%). When drying the MSS (set4), the evaporation
rate reduces by approximately 102 times, worsening the exergy performance (−97%); such results reveal
the dimensions of the drying bed inadequate to dry that particular product.

Scenario 1 is the optimal system configuration. The heat-recovery increases the baseline electrical
consumption and reduces the thermal consumption by maximum +211% and −17%, respectively,
with benefits on the exergy efficiency (+17%). The efficiency of heat recovery depends on the wasted
energy; at low drying efficiency, or when the fan dissipates more shaft work, the HE1 fulfills the production
target reducing the exchange surface by 25%. Thus, the heat-recovery is more convenient in low efficiency
processes when the material is difficult to dry.

Closed cycles cut the exergy efficiency by maximum −67%. These systems use four additional heat
exchangers increasing the electric consumption by 20 times. Moreover, external combustion and air
regeneration processes augment the thermal energy needs (+180%). The performances of Scenario 3 are
slightly better than that of Scenario 2 because the tower presents a faster cooling-rate than HE2, especially
in the saturation step. This process occurs almost instantaneously in the tower that reaches the target
cooling conditions with a 10 times smaller surface than HE2. Furthermore, when the saturation step
becomes shorter, the total exergy destruction rate diminishes (−48%), and its spatial distribution tends to
become more uniform (−39%). Thus, the tower reduces system irreversibility.

Based on the above results, we derive some technical recommendations that can help the designer
optimize the energy and exergy use of a convective drying system.

• The performance of the system varies along the climatic year because of the variations of the initial
temperature and humidity of the working flows (air intake and processed product). However,
the designer can ensure the production targets are unaltered by adjusting the energy input with
benefits on the exergy efficiency. Best performances are observed in the cold season.

• Operating conditions shall be oriented to maximize the evaporation rate; the increasing thermal loads
is valid to this purpose; however, it is limited by some adverse effects as the depletion of the product
quality and the humidification of drying air by combustion. As an alternative, the designer can
augment the dimensions of the drying bed and extend the residence time of the processed product in
the drying chamber.

• When the bed cannot be enlarged, the drying efficiency is low, and a heat recovery unit can reuse a
fraction of the heat wasted by the drying chamber to preheat the external air intake; this practice is
particularly advantageous in high-temperature processes where small units significantly increase
energy and exergy efficiency.

• Air recirculation dramatically reduces the performance of the system because of air regeneration
processes. More than an optimization practice, the cycle closure can be a safety procedure for drying
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hazardous materials and limit the emissions of harmful substances in the environment. The cooling
tower is particularly suitable for this purpose; compared to an indirect cooling system, it presents the
highest energy and exergy efficiency and is configurable as a wet scrubber to wash away toxic species
from the airflow and restore its initial conditions.

Future developments will overcome the limitations of the current work. Using a real gas model (e.g.,
Van der Walls), the TFMM can simulate the compression and throttle of a refrigerant fluid and predict the
performances of a drying cycle driven by the heat pump, thereby promising remarkable enhancement of
the exergy efficiency caused by the low-temperature of the heat generation process. Finally, the coupling
of the TFMM to an analytical model (e.g., upscaled porosity model) will increase the accuracy of TFMM to
describe the drying phenomenology and simulate the process at a higher level of detail.
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Appendix A

Appendix A.1. Equations of State

The state functions of Phase 1 are calculated on a molar basis using the molar mass M1j of single j-species:

ṁ1(ε1j) =
r

∑
j=1

[α1ε1jṁos

M1j

]
=

r

∑
j=1

[ṅ1j] (A1)

Ḣ1(ε1j, T) =
r

∑
j=1

[α1ε1jh1jṁos

M1j

]
=

r

∑
j=1

[ṅ1jh1j] (A2)

Ṡ1(ε1j, T, P) =
r

∑
j=1

[α1ε1js1jṁos

M1j

]
+ Smix =

r

∑
j=1

[ṅ1js1j] + Smix (A3)

Smix(ε1j) = −R
r

∑
j=1

[
ṅ1j ln(ε1j)

]
(A4)

Ėx1(ε1j, T, P) =
r

∑
i=1

[α1ε1jex1jṁos

Mi

]
=

r

∑
j=1

[ṅ1jex1j]. (A5)

The term Smix is the entropy of mixing; the specific state functions h1j and s1j are calculated assuming the specific
heat of each r-species as a polynomial T-dependent; the values of constants a1j, b1j, c1j, and d1j are listed in Tables [49]:

cp,1j(T) = a1j + b1jT + c1jT2 + d1jT3 (A6)

h1j(T) =
∫ T

T0

[cp,1j(T)]dT =
[

a1jT +
b1j

2
T2 +

c1j

3
T3 +

d1j

4
T4

]T

T0
, (A7)
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s1j(T, P) =
∫ T

T0

[ cp,1j(T)
T

]
dT −

∫ P

P0

[R
P

]
dP =

[
a1j ln(T) + b1jT +

c1j

2
T2 +

d1j

3
T3

]T

T0
−

[
Rln(P)

]P

P0
. (A8)

Within the air-to-air heat exchangers, Phase 2 is a mixture of gaseous species, and its state functions are derived
by the equations above. In all other components, Phase 2 is a mixture of solid and/or liquid species, and the state
functions are calculated as follows:

ṁ2(ε2j, T) =
k

∑
j=1

[α2ε2jṁos] =
k

∑
i=1

[ṁ2j] (A9)

Ḣ2(ε2j, T) =
k

∑
j=1

[α2ε2jṁosh2j] =
k

∑
i=1

[ṁ2jh2j] (A10)

Ṡ2(ε2j, T) =
k

∑
j=1

[α2ε2jṁoss2j] =
k

∑
i=1

[ṁ2js2j] (A11)

Ėx2(ε2j, T) =
k

∑
j=1

[α2ε2,iṁosex2j] =
k

∑
i=1

[ṁ2jex2j], (A12)

where h2j and s2j are calculated assuming a constant specific heat of each k-component (values are found in References
[47–49]):

cp,2j(T) = a2j (A13)

h2j(T) =
∫ T

T0

[cp,2j(T)]dT = a2j

[
T
]T

T0
(A14)

s2j(T) =
∫ T

T0

[ cp,2j(T)
T

]
dT = a2j

[
ln(T)

]T

T0
. (A15)

Finally, the specific exergy of the j-component is calculated by this general expression for both i-phases:

exij(T, P) = [hij(T)− hij(T0)]− T0[sij(T, P)− sij(T0, P0)]. (A16)

Appendix A.2. Fan Equations

In this section, we performs adiabatic compression of a single gaseous phase, the drying air, formed by 3-species:
N2, O2, H2O. The total shaft work is a function of the air flow rate, the pressure head, and the fan efficiency η f = 0.8

Ẇ←
1 =

Ẇ←
rev(ṁ1, Δp1)

η f
, (A17)

where Ẇ←
rev refers to an ideal component when η f = 1. The airflow rate is specific for each operative set, while Δp1 is

calculated in each scenario to balance the pressure losses of all components.

Appendix A.3. Combustion Chamber Equations

An adiabatic combustion chamber covers the heat demand of the drying cycles: after fuel injection, the airflow
reaches the desired temperature by an instantaneous combustion reaction. The running set gives the outlet temperature
TH of open cycles; in closed cycles, the outlet temperature T′

H is calculated over the heat demand of both units HE0
and HE3.

The two phases processed by this unit are drying air (Phase 1) which reacts with a hydrocarbon Cl Hn (Phase 2) as

Cl Hn + (l +
n
4
)O2 = lCO2 +

n
2

H2O. (A18)

The combustion products are CO2 and H2O, and we can neglect the formation of other components, such as CO
and NOx because of the high air excess (λ > 4) and the low operative temperatures (<1250 K) [49]. Pure methane (l =
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1, n = 4, indexed by j = 1) is used as fuel, and assuming its complete combustion, the amount (per moles of fuel) of
j-species exchanged between two phases is given by the stoichiometric coefficients νij, derived by Equation (A18):

Δṁ12,j = ε21ṁ2νij
Mij

M21
(A19)

Mij is molar mass. The energy and the entropy exchanged by combustion are respectively calculated by the
standard enthalpy and the entropy of formation [49]

ΔQ̇12,j = Δṁ12,jΔH0
f ,j (A20)

ΔṠ12,j = Δṁ12,jΔS0
f ,j. (A21)

Appendix A.4. Drying Chamber Equations

In the drying chamber, the hot air (Phase 1) crosses the wet product (Phase 2) and evaporates its liquid fraction.
We neglect the heat losses across the chamber walls (adiabatic chamber), and the Ergun equation [65] gives the pressure
losses of the airflow across the bed. The evaporation process is described by the Page equation:

MR = exp(−ktn), (A22)

where MR is the moisture ratio, which is defined as

MR =
u − u0

u0 − ueq
. (A23)

The constants k, n depend on the nature of the product and drying conditions. In this work, we calculate the
k, n values for rice paddy drying by the empirical correlations of Reference [50] given as function of the drying
airflow rate (ṁa), the drying temperature (TH), and the hold-up of drying bed. The k, n values of MSS derive from
the experimental database of Reference [55], considering the appropriate drying temperature and ultrasound turned
off. The thermo-physical properties of rice were taken from References [16,47,50] and those of MSS from References
[12,48,66].

The moisture content (on dry basis) of the dried product along the bed is calculated by the velocity of solid flow
v2:

u(x) = ueq + (u0 − ueq)exp(
−kxn

vn
2

), (A24)

where ueq is the equilibrium moisture content of drying air, calculated using Laithong equation [67], and u0 is the
initial moisture content of the dried product. Only water changes phases, and assuming j=3 for water vapor and j=2
for liquid water, the mass exchanged by phase transition (i.e., moisture evaporation rate) can be written in these two
equivalent forms:

Δṁ12 = (ε11 + ε12)ṁ1[u(x + dx)− u(x)] (A25)

Δṁ21 = ε21ṁ2[u(x + dx)− u(x)]. (A26)

The evaporated moisture instantaneously reaches equilibrium with the air flow (perfect mixing assumption [68,
69]), and because ueq << u0, the evaporation immediately starts at the chamber inlet. Hence, the heat exchanged
between two phases is exclusively in the latent form:

ΔQ̇12 = Δṁ12ΔḢ f g,H2O (A27)

ΔṠ12 = Δṁ12ΔṠ f g,H2O. (A28)

Appendix A.5. Heat Exchangers: Modeling Approach

The current practice distinguishes two approaches for designing heat exchangers: the rating and sizing
problem [70]. The latter consists of calculating the heat exchange surface that meets the target thermodynamic
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states of exchanging fluids: the heat exchanger setup is unknown, and the fluid temperatures and heat transfer rate
are given. Our off-design analysis studies the effects on the thermodynamic performance of a reference drying system
by varying the operating conditions and adding new components. Therefore, we model the heat exchangers by the
sizing approach: we calculate the heat exchange surface to transform the drying air at target states. Inlet conditions
and target states depend on the parameters presented in Table 1 and the specific purpose of each unit reported in
following paragraphs.

Appendix A.6. Heat Exchangers: Air-To-Air Units HE0, HE1, and HE3

Air-to-air heat exchangers transfer heat between the drying air (Phase 1) and another gaseous flow (Phase 2); the
moisture content and chemical mixture of both phases is different in each unit. Air-to-air heat exchangers are adiabatic
and present specific inlet conditions and design target:

• HE1 preheats the compressed air by the drying exhaust. Input temperatures TE and TF derive from the drying
chamber and fan, and the target temperature is TP = TF + 10 K (i.e., HE1 preheats the compressed air by 10K).
The value ΔT = 10 K is coherent with other works focused on heat recovery in drying system [71–73]. However,
this parameter could be easily changed according to targets and limitations set by the designer: for larger ΔT,
the HE1 size (costs) and benefits on global performance increase; in the opposite case, the heat recovery is
cheaper, but the benefits on system performance decrease.

• HE0 heats the air to the drying temperature of the cycle by combustion exhausts (see TH in Table 1); the inlet
temperature TP derives from HE1 and the temperature T′

H is fixed to 500 K. The temperature T′
H = 500 K ensures

the combustion chamber to cover the heat demand of both HE0 and HE3 in all sets. Results show that the
heating air presents a residual heat fraction when it leaves HE3, and therefore the T′

H could be reduced in future
applications, promising an improvement of the closed cycle performance.

• The unit HE3 restores the initial temperature of the air. Hence, the target temperature is T0 (i.e., the dead-state
temperature), and no assumptions have been made for inlet temperatures that derive from the cooling units and
HE0.

All air-to-air heat exchangers are banks of aluminum tubes with an inner diameter d = 7.5 × 10−3 m and a shell
t = 2 × 10−3 m. The tube lenght is 3 m (along z-direction), and the spacing between two near tubes is set equal in both
direction sx = sy = 1.25 d. Each column consists of fixed-line numbers L and is dx wide, and the total heat exchanged
within the single column is given as:

ΔQ̇12 = Ut,heΔAhe(T2 − T1), (A29)

where ΔAhe is the exchange surface of the column and Ut,he is a constant heat transfer coefficient (HTC), which is
calculated by the following resistance scheme:

Ut,he =
1

1
k1
+ t

λAl
+ 1

k2
,

(A30)

where t is the tube wall thickness, λAl is the tube shell thermal conductivity and k1, k2 derive from empirical
correlations representing the forced convection of an air flow on a tube bank (Phase 1 side) and the forced convection
of an airflow within a horizontal tube (Phase 2 side) [74]. The pressure drop across the air-to-air heat exchangers are
calculated by the model of Beale for tube banks [75].

Appendix A.7. Heat Exchangers: Air-To-Water Units HE2 and Cooling Tower

The HE2 and CT are indirect and direct cooling systems, respectively. Both units are adiabatic, and they restore
the dead-state moisture content of the drying air (Phase 1) by pure water flow (Phase 2); thus, the target state of
these units is the moisture content ωD = ω0. The inlet temperature TC derives from heat recovery, and the inlet
temperature of the cooling water is fixed to 280.15 K according to values prescribed by the European standard EN
14511:2018 [76] to rate the performance of process chillers. However, the water leaving the cooling units presents a
residual cooling capacity; therefore, the inlet water temperature could be reduced in future applications, promising
performance optimization for closed cycles. Air cooling and moisture condensation involve heat and mass exchange,
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split into two subsequent steps: (i) saturation of the airflow and (ii) condensation of its water fraction; the exchanges
defined below are referred to in each step by superscripts i and ii.

HE2 is a bank of serpentine tubes with similar features to the air-to-air units (equals d, t, sx, sy). In this unit,
the saturation occurs with no mass exchange and the total exchanged heat becomes

ΔQ̇i
12 = Ut,he2ΔAhe2(T2 − T1), (A31)

where ΔAhe2 is the exchange surface of a single column and Ut,he2 is a constant HTC calculated as:

Ut,he2 =
1

1
k1,he2

+ t
λAl

+ 1
k2,he2

,
(A32)

where k1,he2 is the condensing side transfer coefficient (Phase 1 side), t is the tube wall thickness, λAl is the tube shell
thermal conductivity, and k2,he2 models the forced convection of water within a serpentine tube (Phase 2 side) [74]. By
cooling the drying air, we can decrease its saturation moisture content

ωsat = 0.622
psat

p0 − psat
, (A33)

where psat is given by Tetens equation [77] as a function of T1. When ωsat is lower than the effective moisture content
of drying air (Equation (A34)), the water vapor condenses and the total exchanged heat is in the sensible and latent
form (Equations (A35) and (A36)):

ω1 =
ε1,3

(1 − ε1,3)
(A34)

Δṁii
12 = Um,he2ΔAhe2(ωsat − ω1) (A35)

ΔQ̇ii
12 = Ut,he2ΔAhe2(T2 − T1) + Δṁ12ΔḢ f g,H2O, (A36)

where Um,he2 is the mass transfer coefficient (MTC), derived from Ut,he2 by the Lewis approximations for air-water
systems [78]. The HE2 is configured as a tube bank; therefore, we calculate the pressure losses of this unit by the same
models used for air-to-air units [75].

The cooling tower presents a circular section with a 1m diameter. The airflow is directly mixed to the cooling
water in a porous packed bed with a specific surface ratio of 300 m2/m3, and therefore an inter-phase mass and heat
exchange occurs since the saturation step:

Δṁi
12 = Um,ctΔAct(ωsat − ω1) > 0 (A37)

ΔQ̇i
12 = Ut,ctΔAct(T2 − T1) + Δṁi

12ΔḢ f g,H2O. (A38)

The drying air is gradually saturated and cooled, and when its moisture content becomes higher than ωsat, water
vapor condensation occurs:

Δṁii
12 = Um,ctΔAct(ωsat − ω1) < 0 (A39)

ΔQ̇ii
12 = Ut,ctΔAct(T2 − T1) + Δṁii

12ΔḢ f g,H2O. (A40)

The term Ut,ct derives from Um,ct by the Lewis approximations. The exchange surface ΔAct in a tower element of
height dx depends upon the specific surface of porous packed bed. The MTC and pressure losses of the packed bed
are calculated by the empirical correlations presented by Reference [61].

Appendix A.8. Heat Exchangers: Geometrical Setup

The tables below resume the geometrical features of the tube banks and cooling tower distinguished for single sets.
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Table A1. The lines (L) and columns (C) of the air-to-air heat exchangers.

SET
Scenario 1 Scenario 2 Scenario 3

L C L C L C

HE1

1

100

39

100

41

100

40
2 29 30 30
3 36 38 37
4 34 36 35

HE0

1 - -

110

58

110

59
2 - - 142 144
3 - - 72 73
4 - - 59 59

HE3

1 - -

100

13

100

13
2 - - 19 19
3 - - 4 4
4 - - 12 13

Table A2. The lines (L) and columns (C) of the HE2 units and the heights (H) of the cooling tower.

SET
Scenario 2

SET
Scenario 3

L C H(m)

HE2

1 100 41

CT

1 1.5
2 100 30 2 2
3 100 38 3 2.2
4 100 36 4 1.5

Appendix A.9. Validation Cases

Table A3. The validation cases of the reference drying system.

Study Case
Dead-State Conditions Drying Conditions Results

u0 T0 [K] ω0 ṁa [
kg
s ] ṁs [

kg
s ] TH [K] u f TE [K]

[50]

1 0.362 306.9 0.0114

10.82 2.36

363.1 0.330 332.8
2 0.365 307.2 0.0116 363.1 0.309 334
3 0.331 304.1 0.0009 363.1 0.282 335.8
4 0.348 303.5 0.0009 363.1 0.306 334.9
5 0.360 303.1 0.0009 363.1 0.311 333.7
6 0.308 304.8 0.0101 372.1 0.253 333.7
7 0.331 300.5 0.0079 372.1 0.285 332.9
8 0.323 300.5 0.0079 372.1 0.262 340.3
9 0.309 300.2 0.0079 372.1 0.245 347.1

[51]

1 0.280 305.1 0.0193

10.82 2.36

391 0.236 358
2 0.308 304.6 0.0187 396 0.308 363
3 0.304 304.1 0.0182 398 0.258 363
4 0.325 304.1 0.0182 390 0.255 351
5 0.332 305.1 0.0193 393 0.274 361
6 0.312 304.6 0.0187 389 0.241 351
7 0.310 304.1 0.0182 393 0.243 354
8 0.275 302.1 0.0162 385 0.232 359
9 0.282 302.1 0.0162 380 0.230 351
10 0.281 303.1 0.0172 378 0.237 353
11 0.289 303.1 0.0172 383 0.234 351
12 0.280 303.1 0.0172 376 0.233 347
13 0.292 303.1 0.0172 386 0.240 355
14 0.280 304.15 0.0182 378 0.234 352
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Table A4. The validation cases on off-design conditions; (*) we reconstruct the experimental drying curve
measured at u0 = 4.

Study Case
Dead-State Conditions Drying Conditions Results

u0 T0 [K] ω0 ṁa [
kg
s ] ṁs [

kg
s ] TH [K] u f TE [K]

[54]

1 0.218

300 0.01 6.74 4.78 388.1

0.194

n.a.2 0.225 0.196
3 0.220 0.198
4 0.218 0.197

[53]

1 0.283

300 0.01

12.37

4.48 418

0.236

n.a.
2 0.280 11.39 0.235
3 0.284 11.39 0.238
4 0.302 12.99 0.219
5 0.314 13.11 0.230

[55] *

1

4 300 0.01 10.98 0.036 363

3.78

n.a.

2 3.46
3 3.16
4 2.85
5 2.55
6 2.26
7 1.98
8 1.70
9 1.43
10 1.17
11 0.95
12 0.73
13 0.53
14 0.19
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Abstract: To study on the thermoelectric power generation for industrial waste heat recovery applied
in a hot-air blower, an experimental thermoelectric generator (TEG) bench with the hexagonal heat
exchanger and commercially available Bi2Te3 thermoelectric modules (TEMs) was established, and its
performance was analyzed. The influences of several important influencing factors such as heat
exchanger material, inlet gas temperature, backpressure, coolant temperature, clamping pressure
and external load current on the output power and voltage of the TEG were comparatively tested.
Experimental results show that the heat exchanger material, inlet gas temperature, clamping pressure
and hot gas backpressure significantly affect the temperature distribution of the hexagonal heat
exchanger, the brass hexagonal heat exchanger with lower backpressure and coolant temperature using
ice water mixture enhance the temperature difference of TEMs and the overall output performance
of TEG. Furthermore, compared with the flat-plate heat exchanger, the designed hexagonal heat
exchanger has obvious advantages in temperature uniformity and low backpressure. When the
maximum inlet gas temperature is 360 ◦C, the maximum hot side temperature of TEMs is 269.2 ◦C,
the maximum clamping pressure of TEMs is 360 kg/m2, the generated maximum output power of TEG
is approximately 11.5 W and the corresponding system efficiency is close to 1.0%. The meaningful
results provide a good guide for the system optimization of low backpressure and temperature-uniform
TEG, and especially demonstrate the promising potential of using brass hexagonal heat exchanger
in the automotive exhaust heat recovery without degrading the original performance of internal
combustion engine.

Keywords: industrial waste heat recovery; thermoelectric generator; hexagonal heat exchanger;
temperature distribution; output performance

1. Introduction

The continuously updated development of green energy techniques is a good alternative to
resolve the global energy crisis and increase environmental protection. Owing to several advantages,
such as little vibration, high reliability and durability and no moving parts, thermoelectric modules
(TEMs) have been widely developed in photovoltaic, automotive, military, aerospace, wearable devices,
wireless sensor networks and microelectronic applications over the past years [1–9]. Jaziri et al. [1]
described and concluded the exploitation of thermoelectric generators (TEGs) in various fields starting
from low-power applications (medical and wearable devices, IoT: internet of things, and WSN: wireless
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sensor network) to high-power applications (industrial electronics, automotive engines and aerospace).
Liu et al. [2] developed a TEG based on concentric filament architecture for low power aerospace
microelectronic devices, which was able to produce an electrical voltage of 83.5 mVand an electrical
power of 32.1 μW with a planar heat source and temperature of 398.15 K. Willars-Rodríguez et al. [3]
created and studied a solar hybrid system including photovoltaic (PV) module, concentrating Fresnel
lens, thermo-electric generator (TEG) and running water heat extracting unit. Demir et al. [4] proposed
a novel system for recovering waste heat of the automobile by a system based thermoelectric generator,
and presented the variations of material properties, efficiency and generated power with respect to
temperature and position. Meng et al. [5] proposed a technical solution recycling exhaust gas sensible
heat based on thermoelectric power generation, which can produce about 1.47 kW electrical energy per
square meter and achieve a conversion efficiency of 4.5% for exhaust gas at 350 degrees. Proto et al. [6]
analyzed the results of measurements on thermal energy harvesting through a wearable thermoelectric
generator (TEG) placed on the arms and legs whose generated power values were in the range from 5
to 50 μW. Kim et al. [7] demonstrated a self-powered wireless sensor node (WSN) driven by a flexible
thermoelectric generator (f-TEG) with a significantly improved degree of practicality, and developed
a large-area f-TEG that can be wrapped around heat pipes with various diameters, improving their
usability and scalability. Leonov et al. [8] studied a thermoelectric energy harvesting on people
that generated power in a range of 5–0.5 mW at ambient temperatures of 15 ◦C–27 ◦C, respectively.
Holgate et al. [9] conceptualized and modeled a newly designed enhanced multi-mission radioisotope
thermoelectric generator (MMRTG) that utilized the more efficient skutterudite-based thermoelectric
materials, and presented a discussion of the motivations, modeling results and key design factors.
With the rapid development of the economy and society, there is considerable unused waste heat
dissipated in industrial heat-generating processes such as power industrial boilers, steelmaking, central
air-conditioning, heating equipment and so on.

Thermoelectric generator (TEG) is a promising energy source that includes a hot source
(heat exchanger) and a cold source (cooling unit); it can convert the heat into electricity based
on the temperature difference of the installed TEMs that are sandwiched between the heat exchanger
and cooling unit. In the case of TEG for waste heat recovery, many studies have focused on the
application and optimization of the flat-plate heat exchanger to obtain higher power output or
evaluate its performance [10–14]. For instance, regarding automotive applications, Zhang et al. [10]
developed an automotive exhaust thermoelectric generator (AETEG) with 300 TEGs and water cooling
for recovering diesel engine exhaust heat, and obtained 1002.6 W power and 2.1% efficiency when
the average exhaust temperature was 823 K and the mass flow rate was 480 g/s. Szybist et al. [11]
conducted an experiment to investigate 72 TEGs installed on the downstream of three-way catalytic
converter and cooled by engine coolant based on a medium-sized gasoline passenger sedan, and 50 W
generation power could be generated in the three typical cycles such as FTP (Federal Test Protocol),
HWFET (Highway Fuel Economy Test) and US06 cycles. Kim et al. [12] put forward a novel AETEG
with heat pipes and measured a maximum power of 350W with 443 K at the evaporator surface of
heat pipes. Merkisz et al. [13] placed 24 TEGs at a distance of about 1.5 m from the end of three-way
catalytic converter for a gasoline engine and generated the maximum power (189.3W) and maximum
efficiency (1.3%) of AETEG, corresponding to the engine speed of 2600 rpm and 2200 rpm, respectively.
Fernandez-Yanez et al. [14,15] developed a diesel engine and a gasoline engine AETEGs with engine
coolant cooling, and concluded that the maximum produced power was approximately 270 W for
both engines if a bypass was not included. However, two non-negligible problems existing in the
flat-plate heat exchanger are the heat uniformity and the unwanted backpressure. The former plays
an important role in the average temperature difference and thermoelectric efficiency of TEGs, as it
dominates the energy conversion efficiency of heat to electricity. The latter reduces the efficiency of
the engine for it seriously affects the original fuel economy and emission performance, or even worse,
the lost performance of the engine cannot be compensated by the small generated power of TEG.
Therefore, an ideal heat exchanger used in a TEG especially in an AETEG, should provide sufficient

138



Energies 2020, 13, 3137

surface area to install TEMs as much as possible, increase its surface temperature uniformity, make the
backpressure as low as possible and ensure the waste heat gas flow at a high value.

In this paper, we expanded the previous study to develop a low-cost and symmetrical TEG based
on a brass hexagonal heat exchanger and the commercially available Bi2Te3 TEMs to recover the waste
heat from a hot-air blower, which can simulate the internal combustion engine used in the AETEG.
This study aimed to validate the promising potential and advantages of using the hexagonal heat
exchanger in waste heat recovery, and analyze the influences of several important influencing factors
on the output performance of the TEG. This work can provide an application guideline for industrial
heat-generating processes and automotive exhaust heat recovery.

2. Experimental Setup of a TEG System

A detailed schematic diagram of the designed TEG system is shown in Figure 1; it consists of
a hot-air blower, a hexagonal heat exchanger, a pump, a radiator, a water tank, a pressure regulator,
temperature and pressure sensors (P1 denotes pressure sensor, T1 denotes inlet temperature sensor,
T2 denotes outlet temperature sensor) and six groups of TEMs and cooling units. The hot-air blower
provides waste heat to the hexagonal heat exchanger, which can also simulate different driving cycles of
vehicles by adjusting the gas temperature, flow and pressure. When the hot-air blower works, exhaust
gas flows into the hexagonal heat exchanger to provide the hot side temperature, and the cooling water
(i.e., coolant) stored in the water tank is circulated with the pump among the cooling units to form the
cold side. Therefore, electricity is generated due to the temperature difference between the hot side
and cold side of each TEM. To obtain higher temperature difference and better performance, the rotate
speed of radiator can be controlled to precool the inlet coolant in cooling units.

Figure 1. Schematic of an experimental setup of a TEG System. TEM: thermoelectric module.

The specific architecture of TEG and the dimensions of the hexagonal heat exchanger are shown in
Figure 2. Each group of TEMs is sandwiched between the surface of the hexagonal heat exchanger and
a cooling unit, and they are clamped with an adjustable force using five bolt and screw combinations.
In total, there are 30 TEMs of Bi2Te3-based materials arranged on the six surfaces of the heat exchanger
in five columns (i.e., five TEMs in each column are fixed with a common cooling box), and all the
TEMs stalled above the surface of the hexagonal heat exchanger are electrically connected in series.
Furthermore, to guarantee uniform cold side temperature of TEMs, all the cooling boxes are thermally
connected in parallel (i.e., all the inlets of six cooling boxes are connected with the outlet of radiator,
all the outlets of six cooling boxes are connected with the inlet of water tank). To evaluate the hot
side temperatures distribution of the 30 TEMs, the corresponding K-type thermocouples below each
TEM are pasted above each surface of the hexagonal heat exchanger. For the TEG, the Bi2Te3 TEMs
(Model Name: TEHP1-1264-0.8) are manufactured by Thermonamic Electronics (Jiangxi, China) Corp.
Ltd., whose high conductivity graphite paper is used as the thermally conductive interface material.
The specific parameters of the principal components of the TEG system are provided in Table 1.
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Figure 2. TEG architecture.

Table 1. Parameters of the principal components of a TEG system.

Parameters Value

Dimension of TEM 40 mm × 40 mm × 40 mm
Maximum operation temperature of TEM 400 ◦C

Rated operation temperature of TEM 330 ◦C
Maximum conversion efficiency of TEM 6.5%

Dimension of cooling box 250 mm × 50 mm × 20 mm
Material of cooling box Aluminum

Thickness of cooling box 1 mm
Thickness of heat exchanger 2 mm
Maximum power of pump 40 W
Maximum flow of pump 5000 L/H
Rated power of radiator 100 W (24V DC)

Rated power of hot-air blower 2000 W

The real experimental setup of a TEG system is shown in Figure 3; the output of TEG is connected
with an adjustable electronic load, and the experiments described in the next section were carried out to
evaluate several important influencing factors such as heat exchanger material, inlet gas temperature,
backpressure, coolant temperature and external load current on its temperature distribution and
output performance.

Figure 3. Real experimental setup of a TEG system.
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3. Experimental Results and Discussions

3.1. Temperature Distribution

To analyze the temperature uniformity of the hexagonal heat exchanger, 30 independent
K-type thermocouples pasted above its six surfaces are divided into five columns, and each K-type
thermocouple is installed right below the central hot side of the corresponding single TEM. The specific
surface temperature distribution of the 30 temperature detected locations corresponding to the 30 TEMs
is shown in Figure 4. On this occasion, the hexagonal heat exchanger is made of stainless steel
(Model Name: 304), its inlet temperature is 260 ◦C, the pressure regulator is fully open and the effective
transfer size of its interior fins is 260 mm in length and 42 mm in width (1.5 mm in thickness). For the
interior cavity of heat exchange is much larger than the inlet tube, the gas flows quickly across the
inlet section. Furthermore, the gas flow decreases accordingly from column 1 to column 5 because of
the pressure caused by the interior fins, which enhances the heat transfer between the hot gas and
heat exchanger. Thus, it can be concluded that the section closer to the inlet has the lowest surface
temperature, the temperatures of the detected locations marked with blue near the exhaust gas outlet
is higher than those in the central area and closer to the exhaust gas inlet because of the gas eddy
caused by the sudden narrow outlet tube and the temperatures of the six detected locations in the
same column are almost the same (the maximum temperature is below 2 ◦C). Thus, compared with
our previously designed chaos-shaped flat-plate heat exchanger [16,17], the temperature uniformity of
the hexagonal heat exchanger is better, which is in good agreement with our expected results.

Figure 4. The surface temperature distribution of the hexagonal heat exchanger.

3.2. Influence of Heat Exchanger Material

For the above designed hexagonal heat exchanger shown in Figure 2, two kinds of different
metal materials are adopted without changing its dimension to analyze their influences on the surface
temperature distribution and the output performance of TEG system. The first one is made of the above
stainless steel (Model Name: 304), and the other one is made of brass. The compared characteristic
of TEG with the two different kinds of hexagonal heat exchangers is shown in Figure 5. In this case,
the clamping pressure of TEMs above each surface increases is 120 kg/m2, the inlet gas pressure is
70 Pa, the coolant is pumped without radiator, the coolant flow is 5000 L/h and its original temperature
is equal to the ambient temperature (27 ◦C).
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(a) (b)

(c) (d)

Figure 5. The compared characteristic performance of TEG with different heat exchanger materials.
(a) Surface temperature distribution of the stainless steel heat exchanger. (b) Surface temperature
distribution of the brass heat exchanger. (c) Open-circuit voltage of TEG with inlet gas temperatures.
(d). Voltage and power versus current when the maximum inlet temperature is 360 ◦C.

Figure 5a,b demonstrate the surface temperature distribution of the two heat exchangers with
different inlet temperatures of 155 ◦C, 200 ◦C, 260 ◦C, 315 ◦C and 360 ◦C, respectively. Considering
the above uniform temperature distribution in each column shown in Figure 4, only the temperature
detected locations in the NO.1 surface are selected as the average temperatures of the hexagonal heat
exchangers (i.e., the hot side temperatures of TEMs) in each column. It is obvious that the average
temperatures of both the stainless steel and brass hexagonal heat exchangers are in direct proportion to
the inlet gas temperature. According to the Fourier equation, the absorbed heat (denoted Q) of heat
exchanger can be calculated as follows:

Q = KAΔT/d (1)

where K is the heat conductivity coefficient, A is the heat transfer area, ΔT is the temperature variation
and d is the heat transfer distance. For the average heat conductivity of stainless steel 304 is about
16.2 W/m.K, while the one of brass is about 120 W/m.K, which is almost seven times of the former.
The detected locations temperatures in the same column validated that the brass hexagonal heat
exchanger is much better than the stainless steel hexagonal heat exchanger in heat transfer with the
same inlet gas temperature. Properly speaking, when the maximum inlet gas temperature is 360 ◦C,
the maximum temperature of the stainless steel hexagonal heat exchanger (in column 5) is 222.1 ◦C,
while the one of the brass hexagonal heat exchanger (in column 5) is 269.2 ◦C, which is an increase of
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21.2%. According to Equation (1), it can be calculated that the absorbed heat of brass heat exchanger is
increased by about 930% because of its higher heat conductivity coefficient.

Figure 5c shows the corresponding open-circuit voltage of TEG with the above two kinds of
hexagonal heat exchangers, the open-circuit voltage of TEG based on the two different hexagonal heat
exchangers increases with the augment of its inlet gas temperature. Figure 5d provides the measured
characteristics curves of voltage and power versus current of TEG with two different hexagonal heat
exchangers when the maximum inlet gas temperature is 360 ◦C. It can be seen that the open-circuit
voltage of TEG with the stainless steel hexagonal heat exchanger is only 19.5 V, while the one with the
brass hexagonal heat exchanger is 41.6 V, which is an increase of 113.3%. In addition, the maximum
power of TEG with the stainless steel hexagonal heat exchanger is only 1.65 W when the current is
0.15 A, while the one with the brass hexagonal heat exchanger is 7.79 W, which is an increase of nearly
four times.

For the above coolant of ambient temperature is adopted, the cold side temperatures of TEMs in
the same column of both the two kinds of different hexagonal heat exchangers can be seen similar.
Furthermore, as shown in Figure 5b, the TEMs installed in the same column above the brass hexagonal
heat exchanger have much higher hot side temperatures with the same inlet gas temperatures, it can
be concluded that the temperature difference of TEMs with the brass hexagonal heat exchanger is
much larger than that with the stainless steel hexagonal heat exchanger for more hot gas heat is
absorbed on the same occasion because of the higher heat transfer coefficient of brass. Thus, the brass
hexagonal heat exchanger has overwhelming heat-conducting property advantage over the stainless
steel hexagonal heat exchanger despite its high cost, and the TEG system with the brass hexagonal
heat exchanger has a better output performance.

3.3. Influence of Backpressure

Considering the advantage of the above brass hexagonal heat exchanger used in TEG, the influence
of inlet gas backpressure on TEG based on the brass hexagonal heat exchanger is shown in Figure 6.
On this occasion, the clamping pressure of TEMs above each surface increases is 120 kg/m2, the coolant
is pumped without radiator, the coolant flow is 5000 L/h and its original temperature is equal to
the ambient temperature (27 ◦C), the inlet gas backpressure is adjusted by the regulator opening.
For the detected temperature locations in the 5th column of the brass hexagonal heat exchanger have
the highest temperature values, Figure 6a,b show the maximum surface temperatures of the brass
hexagonal heat exchanger and the open-circuit voltage of TEG corresponding to different inlet gas
temperatures with different inlet gas backpressures of 70 Pa, 180 Pa and 220 Pa, respectively. Figure 6c,d
show the voltage and output power versus current characteristics with the above different inlet gas
backpressures when the maximum inlet gas temperature is 360 ◦C.

Larger inlet gas backpressure means lower maximum surface temperature and open-circuit
voltage with the same inlet gas temperature; the reason of this is that large inlet gas backpressure will
decrease the rotation speed of hot-air blower’s fan and the corresponding flow of hot gas. In this case,
the heat transfer between hot gas and heat exchanger is reduced, which leads to a lower temperature
difference of TEMs based on the same cooling condition. When the maximum inlet gas temperature is
360 ◦C, the maximum surface temperature of the brass hexagonal heat exchanger is 268.2 ◦C (70 Pa),
250.1 ◦C (180 Pa) and 241.3 ◦C (220 Pa); the open-circuit of TEG is 41.6 V (70 Pa), 35.1 V (180 Pa)
and 29.9 V (220 Pa). Furthermore, the open-circuit voltage and output power of TEG are in inverse
proportion to the inlet gas backpressures, decreased both output voltage and power with the same
output current are accompanied with the augment of inlet gas backpressures. Since the cold side
temperature of TEMs in each column with different inlet gas backpressures can be regarded as the same
because of the ambient temperature coolant, it can be concluded that the lower inlet gas backpressure
is, the larger inlet gas flow will be. Lower inlet gas backpressure contributes to higher temperature
differences and better output performance of TEMs, since it ensures higher rotating speed of hot-air
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blower, and efficient heat conduction between the gas and brass hexagonal heat exchanger on the
same occasion.

(a) (b)

(c) (d)

Figure 6. The compared characteristic performance of TEG based on the brass hexagonal heat exchanger
with different inlet gas backpressures. (a) Maximum surface temperatures of the brass heat exchanger
with inlet gas temperatures. (b) Open-circuit voltage of TEG with inlet gas temperatures. (c) Voltage
versus current when the maximum inlet temperature is 360 ◦C. (d) Power versus current when the
maximum inlet temperature is 360 ◦C.

3.4. Influence of Coolant Temperatures

To ensure lower cold side temperatures and higher temperature differences of TEMs with the same
hot side temperatures, three different kinds of coolant were used in the test as follows: case 1: pumped
coolant of ambient temperature without radiator; case 2: pumped coolant of ambient temperature with
radiator of 100% speed; case 3: pumped coolant of ice water mixture (0 ◦C) without radiator. Figure 7
shows the characteristic performance of TEG based on the brass hexagonal heat exchanger in the above
three cases when the clamping pressure of TEMs above each surface increases is 120 kg/m2, the coolant
flow is 5000 L/h, the ambient temperature is 27 ◦C and the inlet gas backpressure is maintained at 70 Pa.
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(a) (b)

(c) (d)

Figure 7. The compared characteristic performance of TEG based on the brass hexagonal heat exchanger
in different coolant cases. (a) Coolant temperatures of TEG with inlet gas temperatures. (b) Open-circuit
voltage of TEG with inlet gas temperatures. (c) Voltage versus current when the maximum inlet
temperature is 360 ◦C. (d) Power versus current when the maximum inlet temperature is 360 ◦C.

For Figure 7a, the inlet gas temperatures are changed every five minutes to ensure the steady heat
conduction among TEMs, heat exchanger and cooling boxes. The coolant temperatures rise as the inlet
gas temperatures increase, the coolant temperature in case 1 is the highest, the coolant temperature in
case 2 takes second place, while the coolant temperature in case 3 is the lowest. When the maximum
inlet gas temperature is 360 ◦C, the maximum coolant temperature in case 1 is 45.9 ◦C, the one in case
2 is 36.6 ◦C and the one in case 3 is 20.2 ◦C. Figure 7b shows the open-circuit voltage of TEG with
different inlet gas temperatures based on the above three different kinds of coolant. It is obvious that
the open-circuit voltage of TEG in case 3 is the largest, the one in in case 2 takes second place, while the
one in case 1 is the lowest with the same inlet gas temperature. Figure 7c,d show the performance
characteristics of TEG in the above three cases with different load currents when the maximum inlet
gas temperature is 360 ◦C. It can be seen that both the output voltage and power of TEG corresponding
to the same load current increase evidently with lower coolant temperatures, the maximum power of
TEG in case 1, 2 and 3 is 7.79 W, 8.56 W and 9.65 W, respectively. Additionally, the coolant temperature
will increase evidently without a radiator because of the large thermal conductivity of TEMs, and the
coolant temperature with radiator can be maintained in a relatively stable range. To ensure larger
output power and higher output voltage, a coolant of ice water mixture is recommended in the cooling
unit of TEG, as it can evidently enlarge the temperature difference of TEM without consuming extra
radiator power.
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3.5. Influence of Clamping Pressure

Considering the thermal contact resistance caused by the clamping pressure may affect the hot
side and cold side temperatures of TEG, the effect of different clamping pressures on the overall
performance of TEG is shown in Figure 8. On this occasion, the coolant of ice water mixture (0 ◦C) is
pumped without radiator, the coolant flow is 5000 L/h, the ambient temperature is 27 ◦C, the inlet gas
backpressure is maintained at 70 Pa and the maximum inlet temperature of heat exchanger is 360 ◦C.
The maximum output power of TEG is 9.65 W, 10.32 W and 11.49 W with different clamping pressures
of 120 kg/m2, 240 kg/m2 and 360 kg/m2, respectively. The corresponding open-circuit voltage of TEG is
46.2 V, 49.1 V and 53.3 V, respectively.

(a) (b)

Figure 8. TEG performance with clamping pressure of 120 kg/m2, 240 kg/m2 and 360 kg/m2. (a) Voltage
versus current curves, (b) power versus current curves.

From the separate characteristic curves shown in Figure 8a, the slope of voltage versus current
decreases with the increased clamping pressure, which means that the inner resistance of TEG increased
accordingly. Combined with the above presented results, it demonstrates that the thermal contact
resistance of TEG can be reduced for the empty air gap is decreased with large clamping pressure.
Thus, much more inlet gas heat from the brass heat exchanger can be absorbed by the hot sides of
TEMs, and increasing heat from the cold sides of TEMs can be brought offwith large clamping pressure.
The larger clamping pressure is, the lower thermal insulator is, which contributes to the enhanced
output performance becaused of the lower thermal contact resistance. Therefore, to ensure larger
output power and high efficiency, AETEG should be clamped as tight as possible within the allowable
pressure of each TEM.

3.6. System Efficiency

For the 30 TEMs of Bi2Te3 based materials used in TEG, the output of TEG can be expressed
as follows [1,18,19]:

VTEG =
240∑
i=1

nαPNiΔTi = n
(
αpi − αni)(THi − TLi

)
(2)

RTEG =
240∑
i=1

Ri = 240(nlp/(σpAp)+nln/(σnAn)) (3)

αPNi =
(
22224 + 930.6× 0.5× ΔTi−0.9905× (0.5× ΔTi)

2
)
× 10−9 (4)

where n is the p-type and the n-type semiconductor galvanic arms number in each TEM and VTEG and
RTEG are the open circuit voltage and internal resistance of TEG, respectively. αPNi is the relative Seebeck
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coefficient (V/K), αPi and αni are the Seebeck coefficients of the p-type and the n-type semiconductor
galvanic arms, respectively. THi and TLi are the hot side and cold side temperature (K), respectively. lp,
σP and Ap are the leg length (m), electricity resistivity (Ωm) and cross-sectional area (m2) of a p-type
semiconductor galvanic arm, respectively, while ln, σn and An are the leg length, electricity resistivity
and cross-sectional area of an n-type semiconductor galvanic arm, respectively.

As shown in Figures 5d–8b the output power of the TEG reaches its maximum value (denoted PTEG)
when the external load resistance (denoted Rm) is equal to its internal resistance, and is expressed as:

PTEG = U2
TEG/(4Rm) (5)

The heat input to the hexagonal heat exchanger is obtained as [20]:

Qh = GhρhChΔTh = GhρhCh(Thi − Tho) (6)

where Gh is the volume flow rate of inlet gas, ρh is the density of inlet gas, Ch is the heat capacity of inlet
gas at constant pressure, while Thi and Tho are the inlet gas temperature and outlet gas temperature of
hot gas, respectively. In this case, the maximum TEG system efficiency η can be calculated as follows:

η = PTEG/Qh (7)

Figure 9 shows the temperature drop and outlet temperature of hot gas along the brass hexagonal
heat exchanger when the inlet gas temperature changes from 155 ◦C to 360 ◦C. On this occasion,
the clamping pressure of TEMs above each surface increases to 360 kg/m2, the pumped coolant
of ice water mixture (0 ◦C) without radiator is adopted, the ambient temperature is 27 ◦C and
the inlet gas backpressure is 70 Pa (the corresponding flow rate is 0.18 m3/h). It can be seen that
both the temperature drops and outlet temperature increases with increasing inlet gas temperatures;
the maximum temperature drop between the inlet and outlet gas is within 50 ◦C.

Figure 9. The decrease in temperature and the outlet gas temperature for different inlet gas temperatures.

Experimental results of both the maximum output power and corresponding system efficiency of
TEG are shown in Figure 10 with respect to the inlet gas temperatures. As shown in Figure 10, for fixed
inlet gas flow rates and backpressures, the maximum output power and system efficiency of TEG
based on the coolant of ice water mixture increase with increasing inlet gas temperature. When the
maximum inlet gas temperature is 360 ◦C, the outlet gas temperature is 315.1 ◦C, the generated
maximum output power of TEG is 11.49 W, and the corresponding system efficiency is 0.96%. For the
maximum temperature limitation (360 ◦C) of hot-air blower outlet, the maximum surface temperature
of the brass hexagonal heat exchanger shown in Figure 6 is only 269.2 ◦C, which is much lower than
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the operated operation temperature of TEM (330 ◦C). Thus, if the maximum surface temperature of the
brass hexagonal heat exchanger can be raised to 330 ◦C, it can be deduced that the maximum output
power of TEG will approach 20 W, and the corresponding system efficiency will be above 1.5%.

(a) (b) 

Figure 10. The overall output performance of TEG with respect to the inlet gas temperature.
(a) Maximum output power; (b) system efficiency.

Furthermore, to validate the above numerical model of TEG, Figure 11 shows the comparison
between the predicted and measured maximum power and corresponding system efficiency with
different matched load resistance, the clamping pressure of TEMs above each surface increases is
360 kg/m2, the pumped coolant of ice water mixture (0 ◦C) without radiator is adopted, the coolant flow
is 5000 L/h, the ambient temperature is 27 ◦C and the inlet gas backpressure is 70 Pa (the corresponding
flow rate is 0.18 m3/h). It can be seen that the above numerical model can predict the performances of
TEG when the inlet gas temperature changes from 125 ◦C to 360 ◦C. At low temperatures, there is a
good agreement between the experimental performances and the predicted results. However, at high
temperatures, the discrepancy between the experimental performances and predicted values increases
evidently and is also acceptable. The main reason is that the heat losses from the hot sides to cold sides
of TEMs are not considered in the numerical model, which plays a more important role in the heat
transfer at high temperatures. Overall, to estimate the performance and establish the precise model of
TEG, the properties of the thermoelectric materials used in TEMs should be assumed to be variables,
the heat losses from the uncovered surface, TEMs gap and hot sides to cold sides should be taken
into account.

Figure 11. Comparison between the predicted and measured maximum power and corresponding
system efficiency of TEG.
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4. Conclusions

Waste heat recovery based on TEMs presents a promising research focus worldwide, but enhancing
the output performance and system efficiency of TEG remains a significant challenge. In this study,
a TEG system with the low-temperature and common commercially available Bi2Te3 TEMs and a
hexagonal heat exchanger is designed for the waste heat recovery of an industrial hot-air blower.
The influences of different operating conditions such as material, backpressure, inlet gas temperature,
clamping pressure and coolant temperature on the temperature distribution, open-circuit voltage,
the maximum output power and the system efficiency of TEG are reported from the experimental
measurements. The experimental results demonstrate that the surface temperature distribution of
hexagonal heat exchanger is uniform in each column, and is greatly affected by the adopted material of
heat exchanger and the backpressure of inlet gas.

The comparisons indicate that the brass hexagonal heat exchanger has better heat conduction,
lower backpressure can enhance the gas flow rate and the average surface temperature of heat exchanger
(i.e., hot side temperature of TEMs) and the coolant of ice water mixture contributes to lower cold
side temperature of TEMs. Furthermore, the maximum output power and system efficiency of TEG
is proportional to the practical temperature differences of TEMs caused by inlet gas temperatures,
backpressures, clamping pressures and coolant temperature. The designed brass hexagonal heat exchanger
has low pressure drop, and it is very suitable for the automotive exhaust thermoelectric generator. Further
experiments are planned to optimize the TEG and apply it in the automotive exhaust heat recovery.
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List of Notations

P1 inlet gas temperature sensor
T1 inlet gas temperature sensor
T2 outlet gas temperature sensor
n p-type and the n-type semiconductor galvanic arms number
VTEG open circuit voltage of TEG
RTEG internal resistance of TEG
αPNi relative Seebeck coefficient
αpi Seebeck coefficients of the p-type semiconductor galvanic arms
αni Seebeck coefficients of the n-type semiconductor galvanic arms
THi hot side temperature of TEM
TLi cold side temperature of TEM
lp leg length of a p-type semiconductor galvanic arm
σp electricity resistivity of a p-type semiconductor galvanic arm
Ap cross-sectional area of a p-type semiconductor galvanic arm
ln leg length of a n-type semiconductor galvanic arm
σn electricity resistivity of a n-type semiconductor galvanic arm
An cross-sectional area of a p-type semiconductor galvanic arm
PTEG maximum output power of TEG
Rm external load resistance
Qh heat input to the cylindrical heat exchanger
Gh volume flow rate of inlet gas
ρh density of inlet gas
Ch heat capacity of inlet gas at constant pressure
Thi inlet gas temperature
Tho outlet gas temperature
η maximum TEG system efficiency
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Abstract: Multi-element thrusters operating with gaseous oxygen (GOX) and methane (GCH4) have
been numerically studied and the results were compared to test data from the Technical University
of Munich (TUM). A 3D Reynolds Averaged Navier–Stokes Equations (RANS) approach using a
60◦ sector as a simulation domain was used for the studies. The primary goals were to examine
the effect of the turbulent Prandtl number approximations including local algebraic approaches
and to study the influence of radiative heat transfer (RHT). Additionally, the dependence of the
results on turbulence modeling was studied. Finally, an adiabatic flamelet approach was compared to
an Eddy-Dissipation approach by applying an enhanced global reaction scheme. The normalized
and absolute pressures, the integral and segment averaged heat flux were taken as an experimental
reference. The results of the different modeling approaches were discussed, and the best performing
models were chosen. It was found that compared to other discussed approaches, the BaseLine Explicit
Algebraic Reynolds Stress Model (BSL EARSM) provided more physical behavior in terms of mixing,
and the adiabatic flamelet was more relevant for combustion. The effect of thermal radiation on
the wall heat flux (WHF) was high and was strongly affected by spectral models and wall thermal
emissivity. The obtained results showed good agreement with the experimental data, having a small
underestimation for pressures of around 2.9% and a good representation of the integral wall heat flux.

Keywords: combustor; turbulent Prandtl approaches; Navier–Stokes simulation

1. Introduction

The design and optimization of rocket propulsion devices is a complex procedure that nowadays
also includes the numerical simulation of flow and tough physical phenomena as a very important
part of the process. This is mainly due to the significant reduction of the cost and time needed for
overall testing, production, and development cycle. The main criteria that show if the code can be
applied for rocket thrusters are wall heat transfer, combustion efficiency, specific impulse, and pressure
representation. The tool should both accurately predict the parameter distribution inside the combustor
and satisfy typical needs of design engineers such as robust and stable operation and as small as possible
calculation times. Numerical codes, therefore, should be validated for the criteria above-mentioned
and the most suitable models of physical phenomena should be chosen.

Conversely, the methane–oxygen fuel pair is now considered as prospective for rocket propulsion.
In recent years, the Space Propulsion Division of TUM has been working experimentally and numerically
on various aspects of methane/oxygen combustion. Among these, a GCH4/GOx multi-element injector
test case was chosen for the RANS-based numerical assessment in our study. The reason to choose this
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experiment was not only the well-described setting that is well suited for numerical verification, but also
the fact that numerous research groups have also used this data, which is extremely useful to efficiently
compare the different methodologies and their results, and finally choose appropriate approaches
for our problems. A paper by Silvestri et al. [1,2] gives detailed data concerning the test bench and
experimental setting and therefore only a short description is given here in the “test case” section.

Recently, some numerical studies have already been made to examine the effect of modeling
approaches using both a single-injector test case [3–5] and a multi-element setting [6–9]. Furthermore,
some extensive analyses have been performed concerning the PennState and Mascotte test cases [10–12].
All authors have given great attention to the turbulence modeling and state its high influence on
the mixing intensity and therefore on the predicted heat fluxes and pressures. Another obvious and
important statement is the high impact of the approach to model the interaction of turbulence and
chemistry and of the chemical kinetic scheme itself.

Additionally, some research has been made aiming at the influence of the coefficients that account
for turbulent diffusion such as turbulent Schmidt and Prandtl numbers [13–19]. An essential impact of
these parameters was observed on the wall heat fluxes and pressures, coupled with the variation of the
thermodynamic and reactive parameters inside the combustor. The papers either provide a sensitivity
study to choose the correct values or propose methods for their local variation.

Additionally, computational fluid dynamics (CFD) is now extremely widespread in all fluid
dynamics applications, especially in industrial purposes of rocket combustion modeling. The industry
requires such predictions to be fast, but still sufficiently precise to allow their implementation into
a routine design optimization process. Such approaches are needed during the early phases of the
design process. Therefore, in our paper, the cheapest and most robust techniques were tested to
establish a modeling methodology of such complex phenomena applicable for industrial applications
and purposes. Such industry demands also drive the usage of most universal approaches for any
processes described by the computational model, as changes in the geometry and mass flows during
the optimization might change the parameter field significantly. This makes the application of the
approaches for locally variable diffusion coefficients even more urgent.

The number of papers accounting for radiative heat transfer in such studies is limited. Zhukov [10]
used a P1 Gray radiation heat transfer (RHF) model and noted some effect on the heat flux, whereas
due to some uncertainty in the existing wall roughness, no reliable conclusions could be drawn.
Thellmann [20] studied the hydrogen–oxygen and methane–oxygen combustion at high pressures,
which resulted in radiative to total heat flux ratios up to 9%. Leccesse et al. [21] also studied these fuel
pairs and found that the contribution of the RHF was up to 15% for the described cases. Some other
studies have referred to general RHF evaluation in turbulent combustion tests [22–25] and showed
significant influences that should be accounted for.

Most of the research activities that focused on single and multi-injector test cases had a grid
resolution near the wall, which met the y+ ≈ 1 condition [3,4,6–8,25]. Some groups have focused
on the development of special wall-functions that they implemented in their large Eddy simulations
(LES) [26–32]. However, the usage of wall functions for RANS simulations can both accelerate and
stabilize the optimization workflow. As wall function-based simulations combined with a wide variety
of modeling approaches have not yet been performed on these cases, it was considered as important in
this study.

Nearly all described studies used two-equation linear turbulence models to account for the
turbulence phenomena. The significant influence of turbulence modeling on the mean pressure was
noticed, which was due to improved or worsened mixing efficiency. Generally, a k − ε model is
considered to be giving more physical values of turbulence viscosity, and therefore, the mixing intensity.
In this paper, the turbulence field was estimated by three models—the popular Menter’s k−ω Shear
stress transport (SST), the k− ε, and the BSL EARSM [33]—to include the anisotropy effects. The use
of the BSL EARSM approach is driven by its satisfactory convergence behavior and reduced CPU
demands compared to straight Reynolds stress models.
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Therefore, the motivation and goals of this study follow the industrial simulation requirements
for robustness, low calculation time, and sufficiently reliable simulation results, especially in terms of
pressure and wall heat flux inside the combustor, and can be summarized as follows: (1) implementation
of locally variable turbulent Prandtl approaches and comparison with its constant values; (2) further
estimation of turbulence modeling methods based on the comparison of commonly used two-equation
models and a BSL EARSM method; (3) estimation of the radiative heat transfer impact on the wall heat
flux; and (4) all these being coupled with a wall-function based near-wall modeling approach for both
the velocity and thermal boundary layer to test the capability of such methods in the high pressure
and high thermal gradient environment.

2. The Test Case

The chosen test case was developed as a part of the Sonderforschungsbereich Transregio 40
(SFB-TRR 40) program. It includes seven coaxial gaseous methane and gaseous oxygen injectors, which
allowed us to study effects such as the injector–injector and injector–wall interaction, which is highly
important for turbulence–chemistry interaction and the wall heat transfer. The chamber diameter
is 30 mm, whereas each injector consists of a central oxygen injector, a post wall, and a concentric
methane injector. The oxygen injector has a diameter of 4 mm while the methane injector has a 5 mm
inner and 6 mm outer diameter, respectively. The peripheral injectors had their axis 9 mm off the
main axis. The throat diameter was equal to 19 mm, determining the chosen contraction ratio of 2.5.
The view of the combustor is shown in Figure 1. One of the main features of the design is that it
contains four cylindrical water-cooled segments and a nozzle segment, allowing the determination of
the integral wall heat flux. The total length of 381 mm makes it possible for the coaxially injected jets to
mix properly and react.

Figure 1. View of the studied thrust chamber [1,2].

For the present study, a load point corresponding to the mixture ratio of 2.65 and the mean
pressure of 18.3 bar was chosen. Therefore, the total mass flows were 0.211 kg/s and 0.08 kg/s for oxygen
and methane, respectively, while the injection temperatures were 259.4 K for oxygen and 237.6 K for
methane. The experimentally determined data included heat flux for each segment, mean pressure,
wall pressure distribution, wall temperatures, and methane/oxygen flow rates. References [1,2,6–8]
give the full information about the experimental data available.

3. Numerical Setup

The numerical simulations were carried out via the Ansys CFX [33] three-dimensional coupled
algebraic multigrid solver. The Favre-averaged equations were solved in a steady-state setting.

3.1. Simulation Domain

The domain chosen for the computations resolved a 60◦ sector of the combustor, which included
one peripheral injector and 1/6 of the central injector. To account for the velocity profile at the injection
point, the injector grid domains were also included. As described in Figure 2, the symmetry boundaries
were applied to the planes corresponding to ±30◦ from the injector’s radial position. This symmetrical
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approach has already been widely used to study rocket combustors numerically, both in this particular
case and in others [3–8]. The experimental mass flows and temperatures were set for the propellant
inlets and an “opening” type for the nozzle orifice boundary condition was set. At the thruster wall,
the non-slip condition with the experimental temperature profile shown in Figure 3 was reproduced.
A no-slip adiabatic approach was applied to other walls. Due to the previously detected ambiguities
in the nozzle heat flux estimations and the need to account for the conjugate heat transfer [6–8],
no comparison between the experimental and CFD data was applied. The nozzle temperature was
set equal to the last value of the temperature profile in the cylindrical part. The fuel and products
were assumed as ideal gases, whereas the kinetic theory based transport properties were used for O2

and CH4.

Figure 2. Domain and boundary conditions.

 

Figure 3. Axial wall temperature profile [1,2].

The approximate grid size of 3.3 mio. (4th mesh) excluding injectors, corresponding to a hexahedral
mesh, was chosen after a convergence study outlined in Table 1, based on the maximal pressure and
integral wall heat flux criteria. The relative error was calculated as in Equation (1).

ε =
ϕi −ϕi−1

ϕi
∗ 100% (1)

where i is the number of the grid studied andϕ is the studied parameter. The adiabatic flamelet approach
for combustion, shear-stress transport for turbulence, and default turbulent Prandtl combined with a
P1 Weighted-Sum-of-Gray-Gases (WSGG) radiation approach were used for grid study calculations.
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Table 1. Mesh independence study data.

Criterion Coarse (1st) 2nd 3rd 4th Fine (5th)

Num. of cells, mio. 0.8017 1.708 2.503 3.2803 6.92
Max. pressure, bar 16.38 17.32 17.59 17.65 17.72
Integral WHF, MW 0.151 0.157 0.1612 0.1621 0.1625

Relative error,
max pressure % —/— 5.43 1.53 0.34 0.40

Relative error,
integral WHF % —/— 3.82 2.61 0.56 0.25

One of the main issues of the current study was to check if the general wall function approach can
be coupled with RANS for the wall heat flux estimation, which would make the optimization routine
computations in the industry faster and easier. Thus, a mesh corresponding to the non-dimensional
wall distance values of y+ ≈ 45 . . . 410 was applied, making use of the default wall-function based
near-wall treatment of the numerical models. In Figure 4, a front view of the mesh is shown.

Figure 4. Mesh front view.

3.2. Numerical Models

As for the turbulent Prandtl number, mostly variations of the constant values or use of the
differential models are present in the combustion-related studies [13–19] among the observed papers.
The second type of approach can be numerically expensive in some cases, and so this was not included
in our study. The first, in contrast, does not account for turbulent diffusion effects variation along with
the computational domain, which can be crucial for the variations of the geometry and operational
point during optimization and for the development of a relatively universal approach for turbulent
diffusion coefficients. Thus, two algebraic models were implemented and compared to three constant
values of turbulent Prandtl: 0.3, 0.6, and 0.9. These two models, namely the Wassel–Catton (WC)
(2) and the Kays–Crawford (KC) (3), had been previously studied by D. Yoder [34–36] and showed
satisfactory performance (compared to the differential models studied) for near-wall, jet, and pipe
flows. Additionally, both models can be considered as promising, as they are faster and more robust
than the differential ones, while still accounting for the locally variable turbulent Prandtl.

Prt =
C3

C1Pr
[1− exp (

−C4

μt/μl
)][ 1− exp (

−C2(μt
μl

)
Pr

)]
−1

(2)

Prt = { 1
2PrT∞

+
CPet√
PrT∞

− (CPet)
2
[
1− exp

( −1
CPet

√
PrT∞

)]
}
−1

(3)
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where C1 = 0.21; C2= 5.25; C3 = 0.2; C4 = 5; Pr is the molecular Prandtl number; μt is the eddy viscosity;
μl is the dynamic viscosity; C = 0.3; PrT∞ = 0.85; and Pet =

μt
μl

Pr is the turbulent Peclet number.
The high and non-homogenous temperature values inside the rocket combustors compel

researchers to account for radiative heat transfer. Here, to study its influence and the impact of
a spectral modeling approach, several cases were numerically compared: the non-radiative and two
radiative ones. The radiative simulations were done with the Gray spectral model and the WSGG
method. The P1 differential model was used due to its applicability to a wide range of optical
thicknesses and its robust behavior during simulations. No scattering was considered in this study as
no particles were introduced; studies of radiation heat transfer without scattering have previously
been done for gaseous fuels and have given relevant results [20]. The default Gray spectral model
was used, whereas the implemented WSGG refers to the paper by Centeno et al. [37]. In this paper,
the authors introduced a four-gray-gases WSGG model with weighting factors for each gray gas
derived as a polynomial function of temperature. The absorption coefficients depend upon the partial
pressures of most radiating species, H2O and CO2. For the absorbing and emitting, non-scattering
case, the radiation transfer equation would have the form [33]:

dIυ(r, s)
ds

= −Ka ∗ Iυ(r, s) + Kaυ ∗ Ib(υ, T) (4)

where υ is the frequency; r is the position vector; s is the direction vector; s is the path length; Ka

is the absorption coefficient; Kaυ is the blackbody absorption coefficient; Iυ is the spectral radiation
intensity; and Ib is the blackbody emission intensity. The weighting factors were determined by the
relation below:

aj(T) =
5∑

i=1

bj,iTi−1 (5)

where bj,i are the polynomial coefficients taken from reference [37]. The absorption coefficients were
introduced by the equation:

kj =
(
pH2O + pCO2

)
∗ kp, j, (6)

where pCO2 and pH2O were CO2 and H2O partial pressures, respectively, and kp, j was taken from [37].
It is important to note that nevertheless, the WSGG coefficients were obtained for constant

pH2O to pCO2 ratio (
pH2O
pCO2

= 2) and the dependence of the absorption coefficient upon the partial
pressures of species where the concentrations are derived locally, make this approach applicable for
non-homogenous combustion studies. The comparison of results with the non-homogenous ratio
based constants simulation gave good agreement and the constant ratio approach was recommended
by the developers to save computational resources. In general, this model can be enhanced or revised
to accomplish best fit to the test measurements. The Gray spectral model instead assumes that the
radiative properties are equal for each gas. Another important point is the setting of the wall emissivity,
as this value identifies the amount of radiative heat absorbed and reflected by the wall. Though it is
known that the inner part of the chamber consisted of a CuCrZr alloy [7], the exact absorbing-emitting
properties could not be obtained in the experiments. Furthermore, the absorbing-emitting properties
can vary along the thruster during testing because of the temperature differences and the formation
of oxides on the surface. Therefore, three values of wall emissivity were implied to get a sensitivity
picture for the final estimation of radiative heat flux impact. Additionally, in some simulations, a unity
emissivity value was set for both spectral models to get a higher limit of radiative wall heat flux.
During all studies, a unity wall radiation diffuse fraction was set, which means that the reflected energy
is spread diffusely.

In this paper, two general approaches were used to model chemical reactions. One is the adiabatic
flamelet approach, whose underlying theory follows the diffusion laminar flame basis coupled with
the turbulent field by a presumed probability density function and is now a widely applied method for
combustion simulation [33,38,39]. Its main advantage is high computational performance while still
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considering full kinetics due to only two scalars to transport: the mixture fraction and mixture fraction
variance. The turbulence–chemistry non-equilibrium interaction was accounted for by the scalar
dissipation rate. The C1 CH4/O2 kinetics was used to create a flamelet database in CFX-RIF software.

Another combustion model used was an enhanced eddy-dissipation based approach [33,40].
The global reaction includes several species—OH, CO, H, H2, O, O2, CO2, CH4, H2O. The procedure
to derive the global reaction equation is as follows: (a) a thermodynamic 1-dimensional calculation is
done in a gas-thermodynamic code (here a rocket propulsion analysis software [41]); (b) the species
with the largest molar fractions are taken and molar fractions are used as the initial stoichiometric
coefficients for the global reaction, (c) the left-side (CH4 and O2) and the right-side coefficients (for H
or others) are changed to satisfy the molar balance. Due to only one global reaction, it remains fast and
relatively robust while still accounting for high-temperature dissociation and the production of most
participating species. The final global reaction is presented below (Equation (7)).

0.2789274 [CH4] + 0.5576753 [O2] = 0.147891 [CO] + 0.131036 [CO2] + 0.028828 [H]+

0.0597107 [H2] + 0.433845 [H2O]+0.0260146 [O] + 0.072879 [O2]

+0.0997694 [OH]

(7)

4. Results and Discussion

4.1. Combustion Model Effect

The impact of two combustion models was studied using the SST turbulence approach, default
turbulent Prt 0.9 while no radiation was accounted for. Change of the approach between the adiabatic
flamelet and the enhanced eddy-dissipation did not have a high influence on the normalized pressure
distribution, while it significantly impacted the absolute values (Figures 5 and 6). The flamelet approach
gave the highest absolute pressures, which were around 0.7 bar (or <3.5%) lower than the experimental
ones. The enhanced eddy dissipation model (EDM) approach with the global kinetics gave 1.5 bar
(or 7.9%) less than the experimental pressures on average. Such low pressure cannot be addressed to
wall heat loss: the EDM approach provides only slightly higher integral heat flux than flamelet, and the
overall inconsistency between flamelet and EDM is more quantitative than qualitative (Figure 7). It is
likely that the underestimation of heat flux (HF) is either due to unconsidered radiative heat transfer in
this section, which would contribute into the total amount of heat flux, or poor performance of the
turbulence model, which is discussed later. Another reason for wall heat flux inaccuracy might be the
mechanism used for flamelet library formation, which was, however, not the focus of the study in the
present paper. Additionally, the poor performance of the EDM is supposed to be due to the simplicity
of the model formulation. One alternative for better accuracy could be the eddy-dissipation concept
approach, which is now used for more and more reactive flow modeling studies. However, it is still
not always as fast and robust as the mixture fraction type of models, which means that it can be hard
to apply in some routine engineering simulations and therefore was not observed in the paper. As the
library used in the flamelet approach accounts for many reactions compared to the EDM approach and
is also more robust and showed better results for absolute pressures in this case, it was proposed for
further use among these two. However, the applied eddy-dissipation methodology can still be utilized
for the early stages of the design process.
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Figure 5. Pressure axial distribution.

Figure 6. Normalized axial pressure distribution.

 

Figure 7. Segment averaged heat flux density distribution.
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4.2. Radiative Heat Transfer Modeling

As already mentioned, the Gray and the WSGG spectral models were used to account for radiative
heat flux (RHF). A flamelet combustion model, default turbulent Prandtl number (0.9), and the SST
model were used in this study. The wall emissivity for the first estimations was set to 1, which means
that the full amount of RHF emitted in the flow was absorbed by the wall. The normalized pressure plot
showed no effect of RHF, nor with the Gray or WSGG approach, on the axial distributions. In contrast,
inclusion of RHF changed the absolute pressure values by 0.25 bar and by 0.5 bar for the WSGG and
the Gray spectral models, respectively. This was due to the shift of heat loss from the flame front and
transport to the wall, which is shown on the heat flux plot (Figures 8–10). A notable thing is that
the Gray model gave integral heat fluxes overestimated by 12.5%, whereas a no-radiation case led to
underestimating it up to 15%. Some kind of compromise is found by the WSGG approach, which gives
an integral HF value that is very close to the experimental, though the profile has some discrepancies in
the first and last segments (Table 2). The overestimation of the heat flux by the Gray approach can also
be seen from the radiative/total heat flux ratio. This value reached 32% for the Gray model, while only
20% was given by the WSGG. This value also corresponds to the amount of RHF that the authors [37]
used in their verification study. Thellmann in his thesis [20] pointed out that the radiative amount of
heat flux calculated with the WSGG type of models would be around 9–10% when estimating it for the
space shuttle main engine (SSME) nozzle.

Figure 8. Normalized axial pressure distribution.

 

Figure 9. Absolute pressure axial distribution.
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Figure 10. Segment average heat flux distribution.

Table 2. Influence of the radiative heat transfer spectral approach.

Radiation Model

No Rad Gray WSGG 4 Gases Exp

Integral, MW 0.1293 0.193 0.16542 0.16
Radiative/Total — 0.3221 0.208 —

On the other hand, following the considerations presented in the paper by Leccese et al. [21],
the radiative/total wall heat flux approximate ratio for such pressures and chamber diameter should
fall in the range between 10 and 20%. It is also important to mention that the wall emissivity might be
significant in determining the heat absorbed by the wall. In this sense, as no specific value of emissivity
is known, it is worth providing a sensitivity study for the emissivity. Such study for three values of
wall emissivity is discussed further in Section 4.5.

Despite the fact that the relative amount of RHF is still questionable, the WSGG model gives a better
fit than the unphysical Gray spectral model and should be used for further simulations. It is necessary
to note that future studies should be focused on the comparison of present results with: (a) usage of the
same modeling approaches implying low-Reynolds grid wall resolution; and (b) computations using
higher-fidelity combustion and turbulence-chemistry interaction models. Both would lead to better
estimation of the low-temperature and near-wall effects, which may contribute to the combustion
efficiency and thermal emission. These could give valuable information on the behavior and the
modeling limits of the “engineering-oriented” methods, which are considered in the present paper.

The inclusion of the RHF decreases the flame temperature, regardless of the spectral model used
and does not affect the flame shape. The WSGG model not only predicts much lower heat flux values,
but also the most emitting area is sufficiently smaller. The radiation intensity fields also show that the
radiative emission is highest in the second half of the cylindrical part for both Gray and WSGG cases
while the WSGG showed some variation in the radial direction starting at the half-radius. This indicates
that the radiation intensity is mainly dependent on the axial coordinate, is most intensive in the core,
and is not that sensitive to the near-wall concentration fields. However, it needs to be studied in future
if the effect is maintained for other geometries, mass flows, and pair of fuels. These effects derive
from the CO2 and H2O mass fractions as the WSGG radiation intensity is dependent on these species’
concentrations (Figures 11–17). It was also found that these effects are maintained for the enhanced
EDM combustion model, different turbulence models, and turbulent Prandtl numbers. A relatively
high stratification of the mass fraction fields is suggested to originate from the SST model performance,
which gives lower mixing rates compared to other turbulence models, as was also found by other
authors [4–6]. Through this section, the SST model was chosen for its best convergence stability.
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Figure 11. The no-radiating temperature field (50% axial scaling).

Figure 12. The P1 Gray model temperature field (50% axial scaling).

Figure 13. The P1 WSGG model temperature field (50% axial scaling).

Figure 14. The Gray model radiation intensity (50% axial scaling).
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Figure 15. The WSGG model radiation intensity (50% axial scaling).

Figure 16. The H2O mass fraction field (50% axial scaling).

Figure 17. The CO2 mass fraction field (50% axial scaling).

4.3. Turbulent Prandtl Number Effect

The computed average heat flux profile and pressure distribution for three constant turbulent
Prandtl values and two algebraic approaches were compared to the measured values. Figures 18 and 19
shows the axial absolute and normalized pressure values for a band of models. During the study,
a flamelet model for combustion, the SST turbulence model, and the P1 model with the WSGG spectral
approach for radiative heat transfer were used. The unity wall emissivity was set for these simulations.
The turbulent Prandtl value mostly affects the normalized lines and the lower the Prt, the more concave
the profile along the thruster. Prt = 0.9, however, gave quite similar pressure values as the variable
turbulent Prandtl models. The segment averaged heat flux profile comparison (Figure 20) also shows
some interesting aspects. Heat flux increases with decreasing turbulent Prandtl and the results derived
with the constant value of 0.9 were in the vicinity of the heat fluxes obtained with the algebraic variable
models. Additional studies showed that this effect remains for cases without radiation modeling and
for any turbulence models. The integral HF and radiative-to-total heat flux ratio (RHF/THF) outlined
in Table 3 indicate this dependence; another interesting thing is that the RHF fraction increases with
increasing Prt and at the level of 0.9, it is the same as for the algebraic Prt models. The increasing
tendency is easily explained by the change of the convective heat flux fraction due to Prandtl increase,
whereas the similarity of the Prt value of 0.9 with the algebraic locally variable approaches showed
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that this value (and values in the vicinity) is dominant in the studied thruster. These values also give
the best fit for the test measurements.

Figure 18. Axial normalized pressure.

Figure 19. Absolute pressure axial distribution.

Figure 20. Segment averaged heat flux distribution.
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Table 3. Influence of the turbulent Prandtl number approach.

Criterion
Turbulent Prandtl Number

0.3 0.6 0.9 KC WC Exp

Integral, MW 0.2247 0.189 0.16248 0.16542 0.1614 0.16
Radiative/Total 0.184 0.198 0.208 0.208 0.209 -

This was proved by turbulent Prandtl fields for the Kays and Crawford and Wassel and Catton
formulations (Figures 21 and 22). The KC model gives the turbulent Prandtl range of 0.84–0.89
while the WC Prandtl number varied from 0.87 to 0.94. In general, these results correlate with the
approximations taken by other authors [3–8] and show that the assumptions to take values in the range
of 0.85–0.9 were valid. However, the variable models had large advantages over the constant values
approaches—these are universal for a vast variety of injection schemes and are still robust—there
had been no convergence difficulties or slowdown during simulations. Therefore, both KC and WC
approaches can be recommended for engineering implementation and for future advanced research.

Figure 21. Prt field in the cylindrical part given by the Kays and Crawford model.

Figure 22. Prt field in the cylindrical part given by the Wassel and Catton model.

4.4. Turbulence Modeling Study

The study of turbulence model influence was done with the following modeling approaches
fixed for all calculations: a flamelet combustion model, a default turbulent Prandtl number (0.9) to
minimize the possible convergence issues, and radiation was neglected in these simulations. The three
turbulence models studied were the k–ω SST, a k–ε, and the BSL EARSM model to account for turbulence
anisotropy. The SST and BSL EARSM used a default automatic wall treatment approach that is based
on a switch between the low-Reynolds and high-Reynolds modeling, while the k–εmodel applied a
default scalable wall function [33]. However, as it above-mentioned, in this case, the first grid node
was intentionally located in the logarithmic sublayer, therefore all models used a default wall function
approach implemented in CFX. Initially, the k–ω based BaseLine Reynolds stress model (BSL RSM) and
the k–ε based Speziale–Sarkar–Gatski (SSG) Reynolds stress models were also planned to be studied,
but the SSG model showed highly unstable convergence behavior and made it challenging to get the
converged data in a reasonable amount of time. The BSL RSM simulations, in contrast, converged
smoothly but resulted in one order of magnitude unphysically higher eddy viscosity for the central
injector, which had not been noticed for other turbulence models (even for the partially converged SSG
case). The cause of this is still under investigation, but the probable reason is the symmetry boundary
conditions for the 1/6 sector of the central injector or ambiguity in the turbulence boundary conditions.
In future, periodic boundary conditions should be applied and a study of boundary conditions should
be planned to explore this behavior.

The normalized pressure profiles (Figure 23) showed a better prediction of the pressure peak in the
first 100 mm after the injector by the SST model. The k–ε and BSL EARSM models similarly calculated
the absolute pressure, whereas the SST model gave 0.2 bar less pressure on average. This behavior
correlates with the results of other authors [3–8] as the k–ε types of models usually showed better
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mixing and higher pressures. Here, this effect was also addressed by the higher eddy viscosity given
by the k–ε model and thus more intensive mixing. The BSL EARSM model showed even higher
eddy viscosities in the near-injector region and in the back of the cylindrical part, which resulted in
augmented pressure in these areas. The BSL EARSM gave higher heat fluxes in the first segment and
slightly fewer values in the middle. The heat production by the SST model was the smallest among all
described models (Figures 24–28). Giving both more convenient results for the pressure and quite a
nice fit for the heat flux among other models, the BSL EARSM model was recommended for further use.

Figure 23. Normalized axial pressure distribution.

Figure 24. Absolute pressure distribution.
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Figure 25. Segment averaged heat flux distribution.

Figure 26. k–εmodel eddy viscosity distribution (50% axial scaling).

Figure 27. SST model eddy viscosity distribution (50% axial scaling).

Figure 28. BSL EARSM model eddy viscosity distribution (50% axial scaling).
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4.5. General Considerations

As was shown above, the BSL EARSM for turbulence and adiabatic flamelet for combustion
performed best among the studied approaches. In this section, these models were combined with the
P1 WSGG radiative transport and Wassel–Catton model for Prt. However, the amount of radiative heat
flux impinged on walls can be very sensitive to the absorption and emission. This because during a
firing test, the initial emissivity of the wall surface is not exactly known and may change along both the
axis and in time due to varying temperatures and the formation of oxides, so is a source of ambiguity
in the RHF estimation. Therefore, a sensitivity study for three values of wall emissivity was provided
of ε = 0.1, 0.5, and 1. The results of the described cases coupled with the non-radiating simulations are
presented below (Figures 29–31) and in Table 4.

Figure 29. Normalized axial pressure distribution.

 

Figure 30. Pressure axial distribution.
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Figure 31. Segment average heat flux distribution.

Table 4. Influence of radiation and wall emissivity.

Criterion
Wall Emissivity

0.1 0.5 1 No Radiation Exp

Integral, MW 0.1494 0.159060 0.177240 0.144780 0.16
Radiative/Total 0.0187 0.077 0.174 — —

Again, radiation introduced no changes to normalized pressures. However, the RHF inclusion
with ε = 1 lowered absolute pressures by around 0.3 bar, which also resulted in higher average and
integral heat flux compared to the convective case. Due to a lower amount of energy absorbed by
the wall when ε= 0.1 and ε= 0.5, those cases gave slightly higher pressures. The ε = 1 radiating case
overestimated heat fluxes in the third and fourth segments, while the results also showed the high
influence of the emissivity on wall RHF. The best fit with the experiment, both for the distribution
and the integral values were given by ε = 0.5, which gave a RHF/THF ratio of about 7.7%. This value
also correlated to estimations given by Thellmann [20] for the CH4 −O2 case. It should be noted
again that the real value of emissivity is not known, and even for the known wall material, emissivity
varied widely depending on the oxide formation, which is a function of temperature, composition,
and therefore axial and tangential position. Thus, only sensitivity reproducing values could be taken
and additional studies are needed to establish the true values. However, it can be drawn that the WSGG
spectral approach still gives more physical values than the Gray model. All simulations overestimated
the experimentally determined values in the fourth segment. Perakis et al. [6] showed that for the
fourth and the nozzle segments, the experimental heat flux estimation had discrepancies between
the coupled heat transfer calculations and the calorimetric method. This was attributed to a small
deficiency of the experimental estimation. The overestimated heat flux values in the first, second,
and third segments, however, were due to numerical errors in the present study. Overall, application
of the BSL EARSM turbulence model and inclusion of the WSGG model with the average value of
ε = 0.5 gave the best representation of the test results among the presented simulations.

During the numerical study, it was found that the applied eddy-viscosity based locally variable
turbulent Prandtl models showed similar average values for the Kays and Crawford the turbulent
Prandtl varied in the vicinity of 0.84–0.89, whereas for the Wassel and Catton, it was between 0.87–0.93.
These values and the behavior of the results given were also close to those derived using the constant
Prt 0.9. This corresponds to the approximations of other studies [3–8] and is considered to have a good
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fit with the experimental data. As already mentioned, the BSL EARSM showed the most physical
behavior in the near-injector region and best agreement with the test data both for the pressures and
the heat flux. This can be attributed to the nonlinear term present in the definition of the turbulent
stresses, and therefore better representation of anisotropy in the near-wall and mixing areas. This is a
question for further research and comparison with some other RSM models in the future. The k–ω
shear-stress transport and k–ε models showed behavior similar to other studies [3–8], where the SST
model provided less mixing intensity and therefore lower pressures.

The flamelet combustion model was both good at the representation of the pressure fields and the
heat fluxes and gave robust and fast performance compared to the enhanced eddy-dissipation method
used. The enhanced global reaction eddy-dissipation model gave an error of 8% in pressure, which is
acceptable for first engineering estimations, but is still too coarse for the detailed design of a combustor.

The study also showed an overestimation of heat flux using the Gray spectral approximation.
This can be improved by the application of the WSGG type of spectral approaches such as the one
used in this study. The implementation of the four-gases WSGG approach with wall emissivity equal
to unity gave a radiative/total heat flux ratio of about 17–20%, which is more reasonable than the 30%
provided by the Gray approach. The wall emissivity average value showed high influence on the
wall RHF, whereas the pressure distributions differed insignificantly. Although the used WSGG needs
further verification studies and perhaps the inclusion of more gray gases to reproduce thin effects,
it can be recommended for rocket propulsion coupled with at least approximate data for the wall
emissivity coefficients.

Although some exact recommendations for the use of numerical models of the particular physical
phenomena can be given as a result of the current study, additional research is needed to generalize the
model choice for different environments (e.g., different mass flows or geometry). However, using the
variable turbulent Prandtl approximations studied can be a source for generalization compared to the
constant turbulent Prandtl as they include the effect of turbulent viscosity, which is a flow property,
and originating from a turbulence model, is defined mostly by the geometry and injection parameters.
The combined behavior of the turbulence models and the turbulent Prandtl approaches is anyway a
point for further research.

It should also be especially mentioned that during the study, some results of previously observed
papers were reaffirmed. For example, the difference between the numerical and experimental absolute
pressures about 0.8 bar corresponded to the results presented by authors in other research papers [3–8]
with differences varying from 0.4–1 bar approximately. Additionally, the comparative behavior of
the k–epsilon and k–omega SST models showed similar performance concerning the pressure fields
and species stratification. Furthermore, the influence of the turbulent Prandtl on the flowfield and
resulting pressure and HF distributions was also as high as some other propulsion study papers
have shown [13–19]. There were also differences compared to the mentioned papers, for example,
the resulting absolute pressures for the k–epsilon and SST models were lower than those outlined by
Perakis et al. [6,7]. This can be attributed to the wall function approach used in our study compared
to the full boundary-layer resolving approach presented in this paper and to other minor differences
between the setups. This outcome needs further extensive study.

In general, the results presented in the paper can contributed to the design and optimization of
rocket propulsion devices in different ways. First, the exploration of the BSL EARSM (which keeps
being a preferable choice compared to common RSM models with regard to calculation resources
while still accounting for anisotropy) behavior and its possible performance in other propulsion
environment can lower the time demands for the simulations while performing even better than
some of the commonly used models studied here. Second, the application of the algebraic variable
turbulent Prandtl approaches makes it possible to account for the geometry and injection parameters
in the turbulent diffusion phenomena, which is very important for massive datasets of design data
on the early design. The effect of radiation on the wall heat flux presented in the paper once again
points out the importance of accounting for the radiative transfer in propulsion systems, which is
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not very resourceful compared to the many different physical phenomena encountered. It also notes
that the WSGG type of models combined with the P1 model could be a prospective choice for such
applications. All these outcomes can also be useful for everyday routine optimization simulations
in the propulsion device design as, at least in the present study, they provide reasonable accuracy
coupled with robustness and computational demands corresponding to such objectives.

5. Conclusions

Several 3D Favre-averaged Navier–Stokes simulations of a seven-element rocket thruster operating
on GOX/GCH4 were carried out. During these simulations, a comparative study was produced for
turbulence and combustion modeling approaches as well as for turbulent Prandtl approximations.

Both the Wassel–Catton and Kays–Crawford turbulent Prandtl approaches provided physical and
reasonable results and did not result in any convergence difficulties or high resource requirements and
can thus be recommended for future industrial simulations or numerical studies as they are suitable
for any injection and mixing types.

The comparison of the combustion simulation methods showed that the adiabatic flamelet libraries
generated using the C1 skeletal mechanism are more relevant for the present case than the EDM applied.
The implied EDM approach, obviously, can be used for first approximations, but is not applicable for
further comprehensive studies. The applied WSGG spectral model showed more reasonable behavior
than the Gray model and is suggested for further usage and study. However, a more detailed survey
of different WSGG models for methane–oxygen combustion is needed as well as a possible analysis of
its performance based on other test cases with at least approximate values of wall emissivity provided
from the experiment. Furthermore, usage of different radiation models (e.g., Monte-Carlo or discrete
ordinates) with the WSGG type of spectral approach is suggested in future studies of propulsion
devices. Another important outcome is the need to include the radiative heat flux in the simulations as
the resulting wall heat flux field might be underestimated.

Finally, the combined application of the BSL EARSM, the adiabatic flamelet, the P1 radiation
model with the WSGG approach with emissivity ε = 0.5, and the use of algebraic Prt models gave the
best approximation of the experimental data. The resulting error in absolute pressures was around
2.9%, and the results for the wall heat flux were also sufficiently similar to the experimental ones,
taking into account the discrepancies in the fourth segment. Another important finding of this research
is that all these results were obtained on a relatively coarse grid having log-law area y+ values, where
default wall functions were applied. Though the reliable academic/scientific usage of wall functions
combined with RANS algorithms for such applications is an object of further research, the applied and
chosen approaches can be used for routine engineering optimization simulations, which would result
in reasonable results for the pressures and heat flux parameters. Future work, as suggested, should
concentrate on the extensive radiation modeling approaches by studying the turbulence modeling
effects as well as more comprehensive analysis of the near-wall resolution influence on the resulting
integral parameters.
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Abstract: Thermal analysis is exceptionally important for operation safety of axial permanent magnet
couplings (APMCs). Combining a finite element method (FEM) with a lumped-parameter thermal
network (LPTN) is an effective yet simple thermal analysis strategy for an APMC that is developed in
this paper. Also, some assumptions and key considerations are firstly given before analysis. The loss,
as well as the magnetic field distribution of the conductor sheet (CS) can be accurately calculated
through FEM. Then, the loss treated as source node loss is introduced into the LPTN model to
obtain the temperature results of APMCs, where adjusting conductivity of the CS is a necessary
and significant link to complete an iterative calculation process. Compared with experiment results,
this thermal analysis strategy has good consistency. In addition, a limiting and safe slip speed can be
determined based on the demagnetization temperature permanent magnet (PM).

Keywords: thermal analysis; axial permanent magnet coupling (APMC); eddy current; finite element
method (FEM); lumped-parameter thermal network (LPTN)

1. Introduction

Permanent magnet couplings (PMCs) as a new transmission topology can be employed in several
industrial applications, such as conveyors, fans, pumps and braking devices [1–3]. Also, PMCs offer
many advantages, such as no physical contact, soft starting, shock isolation, and misalignment tolerance,
which all taken together provide better protection for mechanical systems [4,5]. Typically, there are
two configurations of PMCs: axial [6–8] and radial [9–11] type, both with the above-mentioned
advantages. In this work, we pay attention to axial permanent magnet coupling (APMC) as depicted
in Figure 1. It is divided into two parts: one is the permanent magnet (PM) module including a PM
holder and several PMs (generally Nd-Fe-B type), and the other is the conductor sheet (CS) module,
generally manufactured with copper. Additionally, there are two other iron yokes to make the magnetic
fluxes close corresponding the PM holder and the CS, respectively.

In [3,6,12,13], the operating principle of APMCs was introduced in detail. On account of
having the slip (s = nin − nout) between the CS module and the PM module, the eddy currents,
which are generated on the CS, interact with the original magnetic field of PMs and induce an
effective torque. Meanwhile, the temperature rise, especially at the low-slip condition, is inevitable
due to the generated-currents. Surpassing the thermal limit of PMs involves the risk of irreversible
demagnetization, while the excessive temperature can also damage other components. Beside the
precaution of each component destruction, intensive thermal stress can shorten equipment lifetime.

Energies 2020, 13, 5019; doi:10.3390/en13195019 www.mdpi.com/journal/energies173
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Therefore, thermal analysis is absolutely necessary both for the design stage and the monitoring
stage of APMCs. Given the high-speed rotation characteristics of APMCs, analyzing the components’
temperature imposes a greater challenge.

Figure 1. Configuration of an axial permanent magnet coupling.

Today, APMCs have been investigated for a long time, and a number of papers can be discovered
in [14–22]. Research in [16] and [17], based on a two-dimensional (2-D) approximation of the magnetic
field distribution, a practical and effective analytical calculation approach for the torque performance
of APMCs, was proposed. Given the three-dimensional (3-D) edge effects and curvature effects,
a 3-D analytical model was developed in [19] and [22] to compute the torque and the axial force.
Obviously, all of studies mentioned above are focused on the torque analysis ignoring the thermal
influence since APMCs belong to a kind of transmission device ultimately.

Unfortunately, thermal analysis to APMCs is not easy work due to the property variation of each
component with temperature that result in mathematical difficulties. Hence, it is then acceptable
to find very little literature about this. Here, good news is that there are some methods from PM
motors to be borrowed [23–26]. In general, thermal analysis can be segmented into two primary means:
numerical methods and thermal network. The former, such as finite-element method (FEM), not only
can obtain the temperature distribution accurately, but also can take the actual 3D geometry and
material properties into account. However, for the analysis objects, which have complex topologies
or contain components equipped with highly diverse thermal characteristics, FEM is difficult to
simplify [27]. Consequently, the mesh is refined and enormous, resulting in having a heavy expense
in computer resources and being time-consuming, which then hampers the application of FEM in
rapid optimization [28]. The latter is a lumped–parameter approach offering the advantages of
economy, flexibility and simplicity. Nevertheless, it cannot acquire the temperature distribution
in detail and heavily depends on the precise thermal parameters of the loss and heat coefficient
(conduction, radiation and convection) [29,30]. For the aforementioned studies, however, the study
methods are not fully applicable to the thermal analysis of APMCs.

From the perspective of engineering application and operation safety for APMCs, it is important
to have a simplified and accurate thermal analysis strategy in order to quickly obtain the temperature
distribution of APMCs. In this paper, FEM and lumped-parameter thermal network (LPTN) are
combined to effectively calculate the temperature results of APMCs. The remainder of the paper is
organized as follows: Section 2 presents the geometry of the studied APMC. In Section 3, the proposed
strategy and assumptions are offered. The magnetic field model, including the loss results is established
in Section 4. Then, Section 5 gives the LPTN model to obtain the temperature results. Finally, Section 6
concludes the work of this paper.
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2. Geometry of the Studied APMC

Figure 2 provides the geometry of the studied APMC as well as its exploded view and geometrical
parameters, where the pole-pairs number of the PMs is supposed to be 6. Here, lg is adjustable and
generally ranges from 3 mm to 8 mm. In the PM holder, the fan-shaped PMs are arranged in accordance
with a N/S alternating sequence. The major parameters of the studied APMC are given in Table 1.
These parameters are derived from some reliable engineering design experience and its detailed design
thought can be referred to [3,4,6]. Given the adjustable air-gap and these parameters, the manufactured
prototype of the studied APMC was built and put on the cast-iron platform, as shown in Figure 3.

Figure 2. The geometry of the studied APMC (p= 6) with its exploded view and geometrical parameters.

Figure 3. The manufactured prototype of the studied APMC (lg = 30 mm).
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Table 1. Parameters of the studied APMC.

Symbol Meaning Value

li1 Thickness of the iron yoke (CS side) 10 mm
li2 Thickness of the iron yoke (PM side) 10 mm
lcs Thickness of the CS 6 mm
lg Thickness of the air-gap 3–8 mm
lh Thickness of the PM holder 26 mm
lp Thickness of the PM 25 mm
r1 Inside radius of the CS 87.5 mm
r2 Outside radius of the CS 187.5 mm
rp1 Inside radius of the PM 115 mm
rp2 Outside radius of the PM 165 mm
ra Average radius of the PM 140 mm
Hp Coercive force of the PM −900 KA/m

σcs Conductivity of the CS 5.8 × 107 S/m
(20 ◦C)

3. Proposed Strategy and Assumptions

3.1. Proposed Strategy

Figure 4 describes the procedure of the proposed thermal analysis strategy. Since the conductivity
of the CS is closely related to temperature, this procedure is an iterative updating calculation.
After initialization and referring to the parameters in Table 1, the magnetic field result is obtained
as well as the loss employing FEM. Then, regarding the loss as the heat source, the LPTN model
is employed to calculate the temperature distribution. Thanks to the temperature obtained each
time being different, so in each iteration, the conductivity of the CS was updated according to its
temperature characteristic. Based on the updated conductivity, the thermal analysis re-executed
until the temperature convergence threshold is satisfied. Herein, ΔT is the percentage error of each
component temperature relative to the previous calculation, and Ts is the set convergence threshold,
such as 1%.

Figure 4. The procedure of the thermal analysis strategy.
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3.2. Assumptions

1. From Figure 2, the geometry of the APMC is approximatively centrosymmetric.
Also, the parameters of every component along the circumferential direction (r) were uniform.
Therefore, the loss and temperature distributions were centrosymmetric as well.

2. The APMC operated in the steady-state with a certain slip speed (s), so it is reasonable to think the
air in the air-gap as stable, whereby the temperature distribution in the air-gap was also the same.

3. Considering the skin effect, the loss is mainly concentrated upon the CS, and other losses,
were ignored.

4. Magnetic Field Model

4.1. Key Considerations

In this section, we employ the FEM software Ansoft Maxwell 3D (v16, ANSYS Inc, Canonsburg,
Pennsylvania, USA.) to model the magnetic field of the APMC. Assigning Hp and σcs in Table 1 to
the PMs and the CS respectively is the first important consideration, where σcs is a parameter to be
adjusted from Figure 4 and valued at room temperature (20 °C) initially. As important as the PM and
the CS, the magnetic characteristic of the iron yokes (B-H curve) should also be considered in the FEM,
as exposed in Figure 5. Additionally, Figure 6 shows the mesh size for all the components, following a
certain proportion. Here, from the perspective of simulation precision, the CS and the PMs are meshed
detailedly. Figure 7 shows the mesh in 3D of the FEM model, where this model includes 570,979 nodes
and 119,316 elements.

Figure 5. Nonlinear B–H curve (1010 steel) for the iron yokes.
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Figure 6. The mesh size for all the components used in the FEM.

Figure 7. Mesh in 3D of the FEM model.

Besides, considering the convergence of this FEM results, the simulation step can be given by

tstep = (1.2 ∼ 1.5)
60

1000s
(1)

wherein, the coefficient (1.2~1.5) indicates that the CS module has rotated 1.2 to 1.5 turns relative to the
PM module.

4.2. Analysis of Magnetic Field on the CS

The magnetic flux density and the eddy current are significant for the loss analysis of the APMC.
As presented in Figure 8a, the magnetic flux density distributions on the surface of the CS seen from
z-axis correspond to the alternating distributions of the PMs (N/S), in which the slip speed is set
to 50 r/min. Obviously, the peak value of the magnetic density on the surface of the CS is 0.62T,
while the location of the minimum value is between N-pole and S-pole of the PMs. Also, we can
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obtain the eddy current distributions on the surface of the CS again this FEM model, as shown in
Figure 8b. Different from the magnetic flux density, the center of the eddy currents is situated between
N-pole and S-pole of the PMs. Corresponding to the number of the PMs, the number of the eddy
currents is 2p. In addition, the adjacent eddy currents are in opposite direction owing to the alternating
magnetic poles.

Figure 8. Magnetic field analysis (z-axis, p = 6 and s = 50 r/min): (a) the magnetic flux density
distributions, (b) the eddy current distributions.

Clearly, corresponding to the distributions in Figures 8 and 9 depicts the relationship for the
magnetic flux density (Bcs) and the eddy current density (Jcs) of the CS varying with different positions
(θ) wherein θ1 = 0◦ and θ2 = 30◦ (360◦/2p). Thanks to Faraday’s law of electromagnetic induction,
the region with the strongest magnetic flux density is the weakest eddy current density.

Figure 9. The curves for depicting the distributions on the CS.

4.3. Loss Calculation

Accurately calculating the loss is essential to study the temperature rise for ensuring
reliable operation. On account of skin effect, the eddy currents mainly concentrated on the surface
of the CS. Therefore, we only consider the eddy current loss generated on the CS and ignore other
losses, like mechanical loss. Based on the magnetic field analysis and Equation (2) belonging to an
embedded algorithm in the FEM, the loss results under different air-gap lengths and slips are displayed

179



Energies 2020, 13, 5019

in Figure 10. Obviously, with the increase of the slip speed (s), the loss increases continuously, while
the loss decreases gradually with the increase of the air-gap length.

Pcs = 1/σcs

∫
V
|J|dV (2)

where V is the volume of an integral region, and J is the vector of eddy current density.⎧⎪⎪⎨⎪⎪⎩ Ploss = kcPcs

kc = 1− tanh(πwpm/2τp)

(πwpm/2τp)[1+tanh(πwpm/2τp)tanh(πwcs/τp)]

(3)

where wpm = rp2 − rp1 and wcs = (r2 − r1 − wpm)/2.

Figure 10. The loss results under different air-gap lengths and slips using FEM.

However, the loss results in Figure 9 do not take into account 3-D edge effect. In view of this,
Figure 11 shows the real eddy current paths on the CS where only the central region plays a role.
In order to solve this problem, the correction factor (kc), also called Russell–Norsworthy correction
factor [6,11], is adopted as Equation (3).

Figure 11. The real eddy current paths on the CS.
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5. LPTN Model

5.1. LPTN Model

The proposed LPTN model, including thermal nodes distribution and equivalent LPTN are
exposed in Figure 12. Because of the rotational axisymmetry, only three PMs are presented in
Figure 12a, where the view is obtained from the average radius of the PM (r = ra). In this model,
the thermal modes are located at different components involving ambient, iron yoke, CS, air-gap,
PM holder, PM an iron yoke. Totally, there are 22 nodes (0~22) in this thermal network. In addition,
the thermal nodes in Figure 12b are divided into red and black types, in which the power loss computed
in the previous section are injected into the red nodes. It is worth noting that only conduction heat
transfer and convection heat transfer are considered, not existing radiation heat transfer nearly.

Figure 12. Proposed LPTN model: (a) thermal nodes distribution, (b) equivalent LPTN.
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In addition, providing that the APMC is divided into 2p parts, the nodes 2, 13, and 20 in Figure 12b
are given different proportional losses respectively, as follows:{

P13
loss = P20

loss = αPloss/2p
P2

loss = (1− α)Ploss/2p
(4)

where α = τm/τp, representing the non-PM proportion after being divided into 2p parts.

5.2. Calculation for Thermal Resistances

1. Conduction heat transfer: The region not in contact with air belongs to conduction heat transfer,
as follows: inside the iron yoke (R1~14, R1~21, R7~8 and R7~15); inside the CS (R2~13 and R2~20);
between the iron yoke and the CS (R1~2, R13~14 and R20~21); inside the PM holder (R4~11, R4~18,
R9~10, R10~11, R16~17 and R17~18); between the PM and the PM holder (R4~5, R5~10, R5~17, R6~9 and
R6~16); inside the PM (R5~6); between the PM and the iron yoke (R6~7); between the PM holder
and the iron yoke (R8~9 and R15~16). Conduction thermal resistances can be obtained as [23,29]

R =
L

kA
(5)

where L (m) is the transfer path length, k (W/(m·◦C) is the thermal conductivity of the material and
A (m2) is the transfer path area. Here, Table 2 presents the thermal conductivity of the materials.

Table 2. Thermal Conductivity of the Materials.

Material Symbol Value (W/(m·◦C))

Steel kst 36
Copper kcop 390

Aluminum kal 237
Nd-Fe-B knd 9

Air ka 0.026

Using Equation (5), all the conduction thermal resistances can be found in Appendix A.

2. Equivalent conduction/convection heat transfer: Since it is difficult to determine the flow condition
in the air-gap, the air in the air gap can be regarded as a solid for convenience of calculation, that
is, the convection heat transfer phenomenon in the air-gap can be simulated with a given air gap
equivalent thermal conductivity. For the air-gap, corresponding to node 3, the equivalent heat
transfer coefficient (hair) can be calculated empirically as⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

vair = π(nin − nout)(r2 + rp2)/60
Reair = vairlg/γ
hair = 0.0019(lg/r2)

−2.9084Reair
0.4614 ln[3.33361(lg/r2)]

(6)

where vair is the airflow velocity in the air gap, Reair is the Reynolds number for the air-gap and γ
is the kinematic viscosity of air.

Then, employing Equations (5) and (6), R2~3, R3~4, R3~12, R3~19, R11~12, R12~13, R18~19 and R19~20
can be found in Appendix B.

3. Convection heat transfer: In Figure 12, convection heat transfer certainly occurs between ambient
node 0 and other nodes. Generally, as fluid flows, natural convection or forced convection
would occur. The former is caused by the nonuniformity of the temperature or concentration; the
latter relies on an external force, such as a pump or fan. For the studied APMC, although there is
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no pump or fan, the heat transfer belongs to forced convection because of the rotational motion of
the CS and the PM holder. Convection thermal resistances can be obtained as [29]

R =
1

hA
(7)

where h (W/(m·◦C)) is the convection heat transfer coefficient, and A (m2) is the transfer path area.

In the ambient, corresponding to node 0, the convection heat transfer coefficient (ham) can be
calculated by {

ham = 13.3(1 + vam
0.5)

vam = π(nin + nout)(r2 + rp2)/120
(8)

wherein vam is the airflow velocity in the ambient.
Based on Equations (6) to (8), the convection thermal resistances can be found in Appendix C.

5.3. Calculation for Temperature Rise

For the LPTN model, the temperature rise of each node can be solved by

[G][T] = [P] (9)

where [P] is the column matrix of nodal power loss, [G] is the thermal conductance matrix and [T] is
the temperature rise vector. The thermal conductance matrix can be defined by

[G] =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

n∑
i=1

1
R1~i

− 1
R1∼2

· · · − 1
R1∼n

− 1
R2∼1

n∑
i=1

1
R2∼i

· · · − 1
R2∼n

...
...

. . .
...

− 1
Rn∼1

− 1
Rn∼2

· · · n∑
i=1

1
Rn∼i

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(10)

where n is the number of all the nodes for the LPTN model, and Ri~j represents the thermal resistance
between adjacent nodes i and node j. Besides, 1/Ri~j is normally ignored because there is no heat
exchange between itself and Ri~j = Rj~i.

Accounting for the effect of ambient temperature, Equation (9) is not perfect to solve the
temperature rise of the APMC. Thus, a modified equation for Equation (9) is offered as

[T] =
{
[P] − T0[G0]

}
[G]−1 (11)

where T0 is the local ambient temperature in accordance with the room temperature of the experiment,
and [G0] = [−1/R1~0, −1/R2~0, . . . , −1/Rn~0].

Besides, the node temperature in the same region is averaged as the calculation result. For example,
the average value of nodes 2, 13 and 20 is taken as the temperature result of the CS.

5.4. Adjusting the Conductivity of the CS

Additionally, the column matrix of nodal power loss is temperature-dependent and require temperature
update in the thermal analysis strategy. As a result, an iterative coupled electromagnetic and thermal
modeling, corresponding to Figure 4, must be employed in this section. Here, the conductivity of the
CS is the most crucial factor for updating the nodal power loss and temperature. Figure 13 gives the
relationship between the conductivity of the CS (σcs) and different temperature (Tcs), which provides
an effective reference for adjusting the conductivity of the CS. This iteration process is generally over
until a set convergence threshold (Ts) is met, such as 1%.
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Figure 13. The relationship between the conductivity of the CS and different temperature.

6. Experiment Verification

In order to verify the thermal analysis strategy proposed in this paper, the experiment platform
for the studied APMC is built in Figure 14. Since the APMC is in the state of high-speed rotation,
the traditional static temperature measurement method cannot be carried out. Thus, a high-precision
thermal camera, labeled as Telops FAST V100k, (Telops Inc, Montreal, Quebec, Canada.) is used to
measure the temperature. The thermal camera was set up half a meter away from the APMC. After the
APMC was in stable operation, the PM module and CS module were photographed. Since the interior
of the components could not be photographed, surface temperature data was used as experimental
results. However, the experimental results are generally obtained when the APMC operates for one
hour to reach the thermal balance. Also, the cross-section of the LPTN model inside the components is
about 10 mm away from the surface. Therefore, it is considered that the error between the internal
temperature of this cross-section and surface temperature is not large.

Figure 14. The experiment platform for the studied APMC.
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Besides, if the uniformity of measured temperature is well, and the fluctuation is less than 1%,
the measured results can be used, as shown in Figure 15. Also, Figure 16 presents a measurement result
by thermal camera in the case of ‘lg = 5 mm and s = 20 r/min’. The measured results can be obtained by
taking the points. Specifically, in the post-processing of the thermal camera software, some points in
the photographed area are selected as the temperature results of each component.

Figure 15. Temperature variation of the PM within 30 min (s = 25 r/min).

Figure 16. Temperature measurement results obtained by thermal camera (lg = 5 mm and s = 20 r/min).
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Here, the temperature of the CS and the PM is of greatest concern. As shown in Figure 17,
compared with the experiment results at different slip speed, the proposed thermal analysis strategy for
APMCs are in good agreement, and the relative error is within 6.7%. Moreover, the demagnetization
temperature of the PM used in this paper is 180 °C. Therefore, the slip speed of 120r/min is the limit
from Figure 17. If selected PM has a higher demagnetization temperature, a greater slip speed can
be achieved.

Figure 17. Comparison between the proposed strategy and experiment (lg = 5 mm).

In order to further verify the accuracy of the strategy, Figure 18 presents the comparison between
the proposed strategy and experiment under different air-gaps and slip speeds. With the increase of lg,
the temperature of PM decreases gradually. As can be seen from Figure 18, the strategy has a good
coincidence with the experimental results, with the error less than 6.7%.

Figure 18. Comparison between proposed strategy and experiment under different air-gaps and
slip speeds.

186



Energies 2020, 13, 5019

In the practical design and optimization of APMCs, the pole-pairs number of the PMs and the
thickness of the CS are two important parameters. Besides, the temperature of the PM is key for the
safe operation of APMCs due to demagnetization effect. Through the proposed strategy, Figure 19
presents the relationship between the temperature of the PM and the pole-pairs number of the PMs (p)
at s = 120 r/min. From Figure 19, with the increase of p, the temperature of the PM increases gradually.
Taking the demagnetization effect into account, selecting p as 6 is appropriate. Moreover, by the
proposed strategy, Figure 20 presents the relationship between the temperature of the PM and the
thickness of the CS (lcs) at s = 120 r/min. From Figure 20, with the increase of lcs, the temperature of the
PM decreases gradually. Taking the demagnetization effect into account, selecting lcs ≥6 is appropriate.
However, in order to avoid excessive mass, selecting lcs as 6 is optimal.

Figure 19. The relationship between the temperature of the PM and the pole-pairs number of the PMs.
(s = 120 r/min).

Figure 20. The relationship between the temperature of the PM and the thickness of the CS
(s = 120 r/min).
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7. Conclusions

A thermal analysis strategy is proposed to obtain the temperature results for APMCs,
which combines FEM with LPTN. Firstly, the manufactured prototype of the studied APMC is
built as well as giving its parameters. This proposed strategy is an iterative process considering
some assumptions. Secondly, the magnetic field employing the FEM is offered to obtain the loss
generated on the CS, where the magnetic field of the CS is analyzed. Then, the source nodes are
assigned losses to calculate the matrix of the LPTN model and get the temperature results by adjusting
the conductivity of the CS. Finally, the strategy is verified by experiment results where its relative error
is less than 6.7%. In summary, the strategy developed in this paper can provide constructive references
for operation safety of APMCs.
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Nomenclature

nin rotational speed of the CS module
nout rotational speed of the PM module
s Slip speed (nin − nout)
p pole-pairs number of the PMs
li1 thickness of the iron yoke (CS side)
li2 thickness of the iron yoke (PM side)
lcs thickness of the CS
lg thickness of the air-gap
lh thickness of the PM holder
lp thickness of the PM
r1 inside radius of the CS
r2 outside radius of the CS
rp1 inside radius of the PM
rp2 outside radius of the PM
ra average radius of the PM
Hp coercive force of the PM
σcs conductivity of the CS
R, Ri~j thermal resistance
Pcs loss generated on the CS
T, T0 temperature, ambient temperature
τp length between centers of adjacent PMs
τm length between adjacent PMs
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Appendix A

The conduction thermal resistances can be calculated in detail as:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

R1∼2 = li1/2
kst(τp−τm)(rp2−rp1)

+ lcs/2
kcop(τp−τm)(rp2−rp1)

R13∼14 = R20∼21 = li1/2
kstτm(rp2−rp1)

+ lcs/2
kcopτm(rp2−rp1)

R1∼14 = R1∼21 =
(τp−τm)/2+τm/2

kstli1(rp2−rp1)

R7∼8 = R7∼15 =
(τp−τm)/2+τm/2

kstli2(rp2−rp1)

R2∼13 = R2∼20 =
(τp−τm)/2+τm/2

kcoplcs(rp2−rp1)

R4∼11 = R4∼18 =
(τp−τm)/2+τm/2
kal(lh−lp)(rp2−rp1)

R9∼10 = R16∼17 =
lp/2

kalτm(rp2−rp1)

R10∼11 = R17∼18 =
lp/4+(lh−lp)/2
kalτm(rp2−rp1)

R4∼5 =
(lh−lp)/2

kal(τp−τm)(rp2−rp1)
+

lp/4
knd(τp−τm)(rp2−rp1)

R5∼10 = R5∼17 = R6∼9 = R6∼16 =
(τp−τm)

kndlp(rp2−rp1)
+ τm

kallp(rp2−rp1)

R5∼6 =
lp/2

knd(τp−τm)(rp2−rp1)

R6∼7 = li2/2
kst(τp−τm)(rp2−rp1)

+
lp/4

knd(τp−τm)(rp2−rp1)

R8∼9 = R15∼16 = li2/2
kstτm(rp2−rp1)

+
lp/4

kalτm(rp2−rp1)

(A1)

Appendix B

R2~3, R3~4, R3~12, R3~19, R11~12, R12~13, R18~19 and R19~20 can be calculated in detail as:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

R2∼3 = lcs/2
kcop(τp−τm)(rp2−rp1)

+
lg/2

hair(τp−τm)(rp2−rp1)

R3∼4 =
lg/2

hair(τp−τm)(rp2−rp1)
+

(lh−lp)/2
kal(τp−τm)(rp2−rp1)

R3∼12 = R3∼19 =
(τp−τm)/2+τm/2

hairlg(rp2−rp1)

R11∼12 = R18∼19 =
lg/2

hairτm(rp2−rp1)
+

(lh−lp)/2
kalτm(rp2−rp1)

R12∼13 = R19∼20 = lcs/2
kcopτm(rp2−rp1)

+
lg/2

hairτm(rp2−rp1)

(A2)

Appendix C

The convection thermal resistances can be calculated in detail as:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

R0∼1 = li1/2
kst(τp−τm)(rp2−rp1)

+ 1
ham(τp−τm)(rp2−rp1)

R0∼2 = 1
(1−α)hamπr2lcs/p

R0∼3 = 1
(1−α)hamπ(r2+rp2)lg/2p

R0∼4 = 1
(1−α)hamπrp2(lh−lp)/p

R0∼5 = R0∼6 = 1
(1−α)hamπrp2lp/2p

R0∼7 = li2/2
kst(τp−τm)(rp2−rp1)

+ 1
ham(τp−τm)(rp2−rp1)

R0∼8 = R0∼15 = li2/2
kstτm(rp2−rp1)

+ 1
hamτm(rp2−rp1)

R0∼9 = R0∼10 = R0∼16 = R0∼17 = 1
αhamπrp2lp/2p

R0∼11 = R0∼18 = 1
αhamπrp2(lh−lp)/p

R0∼12 = R0∼19 = 1
αhamπ(r2+rp2)lg/2p

R0∼13 = R0∼20 = 1
αhamπr2lcs/p

R0∼14 = R0∼21 = li1/2
kstτm(rp2−rp1)

+ 1
hamτm(rp2−rp1)

(A3)
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Abstract: Turnouts are key parts of rail roads and are exposed to adverse weather conditions such as
snowfall, snow drifts, low temperatures, or sleet. Effective protection assures good turnout function
and contributes to rail traffic efficiency and safety. Presently, resistance heating (RH) is the most
common system of turnout heating in Europe. In this study, we attempted to implement energy-saving
induction heating (IH) in order to cut costs of operation and electricity. A turnout heating test stand,
including a stock-rail and a switch-rail, was executed in a climatic chamber. Air temperature was
constant at the time of heating. Active power received by both the systems was identical for any
measurement (450 W). Test results enabled an assessment of switch-rail position and variations of
climatic chamber air temperature on growth of turnout temperatures. Effects of heating type on
correct lubrication of the slide plate surface were compared. Dynamics of heating variations and their
impact on effectiveness of snow or ice removal were defined for both heating systems. Turnout’s
readiness for switch-rail shifting and lubrication conditions of turnout’s moving parts were compared.
An in-depth comparative analysis of efficiency of RH and IH turnout heating was undertaken in
the conclusion.

Keywords: energy efficiency; induction heating; resistance heating; turnouts; railway; safety of rail
traffic; stock-rail; switch-rail

1. Introduction

Turnouts are key parts of rail roads and are exposed to adverse weather conditions such as
snowfall, snow drifts, low temperatures, or sleet. A severe winter may block turnouts and disrupt
traffic. Effective protection ensures good operation of turnouts and contributes to rail traffic efficiency
and safety.

Turnouts are normally comprised of a pair of fixed rails (stock-rail) and a pair of switching rails
(switch-rail) that move between the On and Off positions. In the On position, the switch-rail rests
against a stock-rail. In the Off position, the switch-rail is separated from the stock-rail so that the latter
has no effect on a road wheel. It is important for the stock-rail and the switch-rail to be in good contact
in the On position for the purposes of correct turnout operation. A faulty turnout poses the risk of
derailing and grave personal and property losses. Although turnouts are provided with sensors that
warn of defective operations, they can result in substantial train delays and irritation to passengers.
Therefore, it is necessary to periodically heat turnouts in cold climates.

A variety of electric turnout heating systems have been developed, e.g., radiator (e.g., infrared
element) heaters, convection (e.g., forced air), electric turnout heating with resistors, or induction
heating using eddy currents [1].
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Resistance heating (RH) is currently the most common system of turnout heating in Europe
(Figure 1). It is installed in more than 18,000 turnouts in Poland with a total installed electric power of
approximately 120 MW [2]. RH heats for an average 300 h a season. Application of 330 W per running
rail meter provides for sufficiently effective turnout heating during a season. This constitutes a high
demand for electricity in a heating year.

 

Figure 1. Location of a resistance heater “a” along a rail foot.

2. Problem Description

Resistance turnout heating is one of the most expensive, yet most often used methods. Availability
of energy sources has undoubted advantages. Resistance systems of turnout heating, beside low
equipment costs, are characterized by high reliability, which is of huge importance to safety and
continuity of train traffic.

In this study, to reduce energy consumption of turnout heating, laboratory testing of rail heating
with heat insulated heaters in a climatic chamber was undertaken [3,4]. Placement of heat insulation
on a rail is shown in Figure 2. Comparative testing in a climatic chamber was conducted of 60 E1
(UIC-60) rail heating with a 330 W/m resistance heater without heat insulation, with heat conducting
heat insulation, and with two heat insulations: heat conducting and heat insulating. The chamber was
intensively cooled down to −28 ◦C from the initial rail web temperature of +20 ◦C (Figure 3) [5]. When
the chamber without heat insulation was cooled, the web temperature reached 0 ◦C after ca. 150 min.
The web temperatures of rails wrapped with heat conducting and heat insulating heat insulation
were approximately 20 ◦C greater. Thus, the impact of heat insulation on energy efficiency of heating
was substantial. In spite of these efforts, resistance turnout heating generates high operation cost,
maintenance, and electricity consumption.

  
(a) (b) 

Figure 2. Examples of heat insulation mounting: (a) heat insulating and (b) heat conducting [3,4].

For years, attempts have been made to introduce energy-saving induction heating (IH) of turnouts.
Generation of high frequency electricity and its conversion to thermal energy in a ferromagnetic
material that is part of a turnout is the essence of induction [6–9]. Induction heating of turnouts can
raise their temperature by a dozen Centigrades for effective snow melting.
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Figure 3. Characteristics of UIC-60 (60 E1) [UIC—Union internationale des chemins de fer] rail web heating
with a 330 W/m heater: (a) without heat insulation, (b) with heat conducting heat insulation, (c) with
heat conducting and insulating heat insulations, and (d) temperature in the climatic chamber [5].

In most IH solutions, a half bridge voltage inverter receives the energy from a full wave rectifier
connected to single phase mains. Power MOSFETs used in the inverter assure high frequency operation
of the induction heating system. The main factors of success that have contributed to the wide
acceptance of this technology are as follows [8]:

• Generation of heat sources inside the workpiece to be heated over very short times
• Possibility of concentrating them in specified areas of the workpiece as required by the application
• Rational use of electrical energy for heat generation

IH applications use half bridge inverters to feed heating inductors that generate high frequency
electromagnetic fields. An electromagnetic wave penetrates the ferromagnetic material to a depth
dependent on the current frequency [6,8,10].

δ = 503
√
ρ

μ f
(1)

where:

ρ: resistivity [Ωm],
μ: relative magnetic permeability of workpiece material,
f: frequency [Hz].

Depth of the electromagnetic wave penetration δ is connected with active power released as heat
in the workpiece. There is a dependence between the inductor’s external radius re and δ, expressed
with the factor m for the cylindrical inductor [8]:

m =

√
2re

δ
(2)

where:
re: external radius of the inductor’s cylinder.
Assuming constant resistivity and magnetic permeability, slight increments of thermal energy

are demonstrated in m > 4. Adopting the following rail data [1]: ρ = 2.7× 10−7 [Ωm], μ = 100 and the
external radius of the inductor re = 0.001 [m], heating becomes efficient for the frequency f > 5.5 kHz.
This calculation should be treated as an estimate, since constant resistivity and magnetic permeability
are assumed and the complicated rail design is not addressed. Current frequency of 20 kHz is adopted
for purposes of this testing of resistance heating.

Temperature distribution and effectiveness of turnout heating can be tested by means of numerical
analysis, experimental testing in a climatic chamber, and on actual facilities. All the methods are
important and can supplement one another in different ways, though one cannot replace another.
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The numerical method allows for analysis of magnetic field distribution in a rail material and selection
of parameters of an effective source of heating. This is very helpful in optimizing the power supply
system, shape, and parameters of an inductor, as well as its arrangement in a turnout space.

Experimental testing helps to analyze temperature distribution across turnout elements in specified
environment conditions generated in the climatic chamber. This testing addresses heating conditions
in 3D space and considers real rail parameters in induction heating, its magnetization characteristic,
resistivity, and magnetic permeability dependent on temperature. It should be noted that a standard
rail contains 9 different elements and exhibits pearlite structure. Practical verification of heating
efficiency is important.

The experimental method of testing in a climatic chamber was adopted for evaluation of induction
heating efficiency, whereas we ignored the analytical method [7,11,12]. Efficiency of induction heating
was compared to that of the universal resistance heating. Induction heating (IH) uses an innovative
technological solution. It consists of installing an inductor in the bottom part of the slide plate,
along which the switch-rail travels. The inductor is the source of heat that melts snow or ice on the
slide plate’s surface and in the space between the switch-rail and stock-rail. This article compared
methods of heating, i.e., RH and IH, in terms of permissible variations of ambient temperature at
which both the systems work effectively, dynamics of temperature changes across turnout elements,
retention of good tribological properties when the switch-rail is moved, and effective ice removal from
the rail surface.

3. Review of Turnout Induction Heating Solutions

Several equipment solutions based on induction heating have been proposed for the purpose of
effective snow removal from turnouts. One of the first is illustrated in Figure 4 [13]. Two parallel rails
R1 and R2 are parts of a magnetic circuit. Heating inductors HI1, HI2, HI3 and HI4 generate a variable
magnetic field penetrating the rails and causing them to heat. The inductors comprise coils C1, C2, C3

or C4 around the cores F1, F2, F3 and F4 supplied from sources of alternating voltage U1, U2, U3, or U4.
The arrows along the inductors show senses of magnetic fluxes at a given moment in time. Correct
operation of the device requires an even number of the inductors. A magnetic flux penetrating the rails
is centered between the paired inductors. Rising numbers of the inductors causes their interactions that
may increase the magnetic flux and, consequently, temperature in the middle section of a heated rail.

Design of all inductors is identical (Figure 5). The bottom surfaces of R1 and R2 are connected
with sections of FA and FB and insulation I. C encompasses sections of FA and FB and is supplied from
U. C produces a variable magnetic flux in sections of FA and FB. Sections of the magnetic cores are
made of a material reducing energy losses due to eddy currents.

 

Figure 4. Diagram of an induction heating device circuit; R: rail, HI: inductor, C: coil, F: inductor core,
and U: supply voltage [13].
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Figure 5. Cross-section of induction heating device; R—rail, HI—inductor, C—coil, F—inductor core,
U—supply voltage, I—insulation [13].

The first attempt at turnout heating with 50 Hz variable magnetic field was conducted in Poland
in 1978/1979 on five turnouts of Poronin station and 26 turnouts of Tarnów West station. Heating rods
in an insulation coating were utilized (Figure 6) [14]. A rod was not in galvanic contact with a stock-rail.
The rods were made of copper wrapped in Teflon tape and placed inside a steel guard. A rod was
supplied with 3–3.3 V and 50 Hz, while currents across a rod reached 350 A. The operating principle of
the method consisted in heating a stock-rail with eddy currents induced therein (Figure 6). Variations
of stock-rail head and web temperatures are shown in Figures 7 and 8. Location of a measurement point
affected final temperature values. Induction heating proved to have the following advantages over
resistance heating: lower electricity consumption, lower operation/maintenance costs, more effective
removal of snow/ice as a rail heats more quickly, low safe voltage, lower temperatures of the heater
(about 65 ◦C), longer life of an induction heater, and slower drying of greases.

 

Figure 6. Temperature measurement points on the stock-rail [14].

 

Figure 7. Temperature on the stock-rail head [14].

In spite of its lower energy consumption compared with RH, this method of induction heating was
not applied in practice to turnouts. The standard of technology failed to guarantee reliable operation
of the system and the solution was abandoned as a result.
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Figure 8. Temperature on the rail web [14].

Development of power electronic equipment has contributed to improved energy efficiency of
electricity conversion and miniaturization of inductors used in the process of induction heating. In the
age of new technologies, the concept of turnout induction heating has resurfaced. A device made by
winding (1) around a substrate plate (2) and causing the latter to induction heat is one such solution
(Figure 9) [15]. The area heated expands by winding around the substrate plate. Thermal conduction
from the substrate plate to the stock-rail and switch-rail prevents ice formation. Coil does not protrude
substantially out of the sleeper and thus does not interfere with maintenance or require dismounting.
The solution is effective at snow and ice melting, however its extensive mechanical design makes
it impracticable.

 

Figure 9. Snow melting system on switch points: 1: winding, 2: substrate plate, 3: power supply and
control system, 4: stock-rail, and 5: switch-rail [15].

The system of induction turnout heating depicted in Figure 10 contains an inductor (1) that can
be sunk, inbuilt, or incorporated into a sleeper or another turnout element [16]. Protruding parts of
the heating system, subject to mechanical damage, are eliminated. The system can operate at high
frequencies of the supply voltage (2). An inductor breakdown requires replacement of a rail fragment
(3) and more faults may arise when movable switch-rails are heated. Figure 10 shows a solution where
the inductor is placed in a duct cut in the rail foot.

 

Figure 10. Diagram of rail heating featuring a duct in the rail foot; 1: inductor, 2: power supply and
control system, and 3: rail foot [16].
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Figure 11 shows a rail heating module consisting of two magnetic field inductors (1), each with
two poles (2) oriented towards a rail to be induction heated. Each inductor consists of a magnetic core
(3) and windings (4). The poles adhere to the rail web surface. Characteristically, a magnetic flux across
one pole has a sense opposite to those of fluxes across the remaining poles. This effect is achieved
by modifying polarity of voltage supplied to winding 2 (Figure 11b) [17,18]. The modified polarity
improves efficiency of rail heating. The magnetic field of the single pole attracts one of the magnetic
fields from one of the other three poles and, as a result, two remaining magnetic fields with the same
polarity are obtained. These two magnetic fields counteract one another and the magnetic fields are
spread across the rail as a result. By this placement of the coils, uniform heating is achieved.

 
(a) (b) 

Figure 11. Rail induction heating module: (a) module design; 1: inductor, 2: poles, 3: magnetic core,
4: winding, and 5: mounting plate; (b) wiring diagram of winding for a single module [17].

Simple design of the induction heater (1), plates of high thermal conductivity, and threaded fixture
to the stock-rail web (2) are characteristics of the device shown in Figure 12 [10]. An extensive heating
surface, low sensitivity to mechanical damage, and easy access to the apparatus when servicing are
advantages of this solution. Unfortunately, it is not clear how the inductor winding is to be mounted.
Simplicity of the solution, the possibility of installing the heater between the switch-rail and stock-rail,
easy installation without interfering with other electric systems of a rail line, and effective and fast
heating of the stock-rail head make this solution particularly interesting.

 

Figure 12. System including a heating plate (1) mounted on the stock-rail web (2) [19].

Another device for melting snow on turnouts by induction heating of the rail web is presented in
Figure 13. It consists of a heater (2) and a clamping system (3). The electromagnetic heater (2) adheres
to the rail web (1). An inductor producing a variable magnetic field (5) and a ferrite protective plate
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(6) are the basic parts of the heater. Placement of a power supply and control system (4) within
the heater (2) is characteristic of this solution. Its simple design, high efficiency, fast snow melting,
and applicability to all turnout models are among its advantages [20].

 

Figure 13. Snow melting device mounted on the stock-rail web; 1: stock-rail web, 2: heater, 3: clamping
system, 4: power supply system, 5: inductor, and 6: protective plate [20].

Figure 14 presents a modern solution of turnout induction heating [21,22]. This setup consists
of an internal coil that generates a magnetic flux in the main core. The heating plate is made of a
material that has poor magnetic properties, causing losses in the magnetic flux. The heat from the
heating plate is distributed to the space between the stock-rail and switch-rail. The heating element
reaches its operating temperature of about 120–135 ◦C within five minutes, melting away snow and
ice very effectively. Because of this rapid warming, it is enough to turn on the heater only when
snowfall has begun. It provides for high energy efficiency saving about 60% costs compared to systems
based on resistance heating. This heating method effectively melts snow between the stock-rail and
switch-rail. It is not known how efficiently ice is melted from the stock-rail head when the switch-rail
is moved away.

Figure 14. Induction heating system installed under the stock-rail foot; 1: heating plate, 2: inductor,
3: fastening grip, and 4: power supply wire [21,22].

The turnout induction heating equipment illustrated in Figures 9–14 are notable for the variety of
novel technological solutions. The authors are not aware of any laboratory test results or practical
implementations of these solutions. Absence of such publications is evidence of the scale of the problem
of effective turnout de-snowing and the consequent safety of rail traffic. Any results for effects of these
systems on rail control systems are not available either.

An original turnout induction heating solution is depicted in Figure 15 [23,24]. Inductor a is
installed in the part of the slide plate c along which the switch-rail travels. The inductor winding is
supplied from a high-frequency voltage generator c. The solution is simple in its design. Heat released
in the process of induction heating increases the slide plate temperature, while temperatures of the
stock-rail and switch-rail, which are in direct contact with the slide plate, rise as well. Such a heating
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system appears energy efficient, since ice or snow should melt rapidly in the space between the
stock-rail and switch-rail and on their heads.

 

Figure 15. Snow melting device as an inductor for induction turnout heating, placed in a turnout slide
plate; (a) inductor, (b) slide plate, and (c) high frequency power supply wire [23,24].

Owing to the original method of inductor attachment and expected high energy efficiency,
this article evaluated heating properties of the device compared to those of universally used
resistance heating.

4. Data and Methodology of Experimental Turnout Heating

Keeping a switch-rail and stock-rail snow-free for the purpose of safe turnout operation is the key
objective of the turnout heating process. Complex design of a turnout, changing position of switch-rail
relative to stock-rail, variable weather conditions, and a heating method in place have decisive impact
on effectiveness of heating. Energy efficiency of turnout heating should be understood as the process
of transforming electricity supplied to a heating device into an effective quantity of thermal energy
capable of removing snow and ice from all crucial parts of a turnout over an adequately short period
of time. At the same time, energy used to this end should be as low as possible. Safety of rail traffic is
the overarching criterion in evaluation of energy efficiency of heating equipment.

Experimental testing of energy efficiency of turnout heating is a long process. The turnout’s
complex design makes precise analysis of its heating difficult. In real conditions, changeable weather
and snow brought by passing trains are some added factors interfering with the analysis. A comparative
analysis of energy efficiency of RH and IH systems based on climatic chamber testing is undertaken in
this paper.

The comparative analysis of IH (Figure 15) and RH (Figure 1) addresses the following conditions,
known from the literature and the authors’ own experience [1,3,4,12,14]:

• Turnout heating should aim for high energy efficiency, associated with total snow or ice melting
in the area between a switch-rail and stock-rail while consuming a minimum of electricity.

• RH exhibits low efficiency of snow or ice melting on the slide plate from the switch’s internal
side. This is caused by the fact that only thermal conductivity of the material is taken advantage
of. In practice, this may mean insufficient heating of a lubricant on the slide plate plane along
which the switch-rail travels. The lubricant maintains good tribological properties at temperatures
above −30 ◦C [25]. However, as the switch-rail travels along an iced slide plate, the lubricant may
wear (vanish) faster from the slide plate surface and friction between the switch-rail and slide
plate surfaces may increase. Not heating the lubricant but melting ice from the slide plate surface
before the switch-rail moves should be the goal.

• IH uniformly heats the entire surface of the slide plate; therefore, lubricant properties remain
identical all along the path of the switch-rail’s travel.
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• IH rapidly melts snow or ice all along the slide plate on the switch-rail’s internal and external
sides. This improves snow melting above the slide plate surface by thermal radiation in a space
delimited by the stock-rail and switch-rail dimensions.

• There is a risk IH will insufficiently melt snow deposits between the slide plates in the space
between the stock-rail and switch-rail. This may be particularly dangerous as the switch-rail shifts
towards the stock-rail, causing insufficient contact between both the parts.

• As the switch-rail touches the stock-rail in RH, energy efficiency improves considerably since
thermal energy losses to the air diminish. Snow and ice in the heated space melt more quickly.

• As the switch-rail touches the stock-rail in RH, temperature of the heating element reaches 200 ◦C.
The rear part of the slide plate between the stock-rail and switch-rail heats rapidly and the
lubricant on the slide plate surface dries ([25] gives the lubricant’s flash point of 110 ◦C). The risk of
escalating friction between moving parts of the turnout and their freezing to one another emerges.

• The stock-rail can be positioned in relation to a sleeper by means of a plastic washer.
This significantly impairs thermal conductivity conditions from the stock-rail to the for both the
heating systems.

In general, an in-depth assessment of advantages and disadvantages of both the systems of
turnout heating should be attempted, considering experimental results and guided by the overarching
criterion of safe rail travel.

In view of the above, the authors have proposed the following assumptions for efficiency
assessment of turnout heating:

1. Figures 7 and 8 imply rail temperature may vary considerably when heated. Depending on sensor
location, temperature on the rail head ranges between (5–12) ◦C after 180 min of heating, while the
web reaches (5–17) ◦C. When tested in a climatic chamber, temperature distribution along the rail
head or web may vary considerably from temperatures measured at specific locations. Therefore,
reading errors of sensors themselves are ignored in analysis of rail heating results and treated as
an acceptable part of measurement inaccuracy.

2. Analysis of both the systems’ heating efficiency may be liable to error as snow is absent from a
turnout in climatic chamber testing. Its melting is the key function of heating systems. To substitute
for snowfall, the turnout was iced prior to heating by spraying the switch-rail and stock-rail with
water, then the instant of total ice melting was observed.

It should be noted that there is no unambiguous method for comparing both the systems of turnout
heating. Taking the above conditions and assumptions into account, the authors have formulated the
following criteria of assessing efficiency of turnout heating:

1. For an open turnout, the part of the slide plate between the switch-rail and stock-rail must be free
from snow and ice; in addition, snow cannot prevent continuing contact of the switch-rail and
stock-rail after the switch-rail changes its position.

2. For a closed turnout—the switch-rail touching the stock-rail—the part of the slide plate between
the switch-rail and the medium section of the turnout must be free from snow and ice. The contact
between heads of the switch-rail and of the stock-rail cannot be iced, either.

3. Moving parts of the turnout are completely free from snow or ice in a relatively short period
of time.

4. Quantity of electricity required to heat a unit distance of rail should be as low as possible.
5. Dynamics of temperature should be maximum possible.

Realizing the foregone conditions is chiefly based on reading temperature variations at designated
points of the turnout and visual verification of the moment ice turns into water on selected turnout
elements from the time the heating begins. Given temperature values, dynamics of its variations,
location of the measurement sensor, and time of the heating, the process of snow melting can
be analyzed.
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5. Design of a Test Stand

A turnout heating test stand was produced in a climatic chamber. Air temperature was constant at
the time of heating. Active power consumed by both the systems was identical for each measurement
and equal to 450 W.

• Classic RH, including a 150 cm long bayonet heater, was mounted on the stock-rail foot on the
switch-rail’s side.

• Induction heating featured three inductors, each mounted on one. Each inductor was supplied
from a shared sinusoidal voltage generator with a total power of 450 W (150 W an inductor) [23]
were applied (Figure 16).

A 150 cm long switch-rail was laid on the slide plate. For the purposes of testing, the switch-rail
was placed in two positions:

• Position a: touching the stock-rail (Figure 17a).
• Position b: 7 cm away from the stock-rail (Figure 17b).

 

Figure 16. Tested fragment of the turnout stock-rail placed in a climatic chamber subject to resistance
heating (RH) and induction heating (IH) [23].

Six PT100 sensors arranged (Figures 16 and 17):

• On the switch-rail foot—T1,
• On the stock-rail foot—T2,
• On the switch-rail head—T3,
• On the stock-rail head—T4,
• In the slide plate part to the side of the stock-rail—T5,
• In the slide plate part to the side of the switch-rail—T6

were used to measure the temperature.

  
(a) (b) 

Figure 17. Arrangement of temperature measurement sensors around the turnout for: (a) the switch-rail
touching the stock-rail; (b) the switch-rail away from the stock-rail [23].
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6. Results and Discussion of Test Results for Resistance and Induction Turnout Heating

Measurement results for the ambient temperature of −30 ◦C are illustrated in Figure 18.
Two positions of the switch-rail in relation to the stock-rail were assumed: in contact and 7 cm
away. For the switch-rail touching the stock-rail in resistance heating, maximum temperature (T1)
increment was 15 ◦C for the switch-rail foot and stock-rail head (Figure 18a). When the switch-rail
was shifted away from the switch-rail in resistance heating, temperature of the stock-rail head (T4)
was approximately −13 ◦C while the temperature (T1) of the switch-rail foot reduced dramatically
(Figure 18c). Temperature of the stock-rail foot (T2) was identical in both cases and its increment was
circa 12 ◦C (Figure 18a,b).

In the case of induction heating, the temperature (T5) rose by 25 ◦C for the slide plate to the side
of the stock-rail and (T6) by approximately 15 ◦C for the part of the slide plate towards the switch-rail
for both switch-rail positions (Figure 18b,d).

The switch-rail’s position has no marked effect on reaching maximum temperatures that are lower
0 ◦C for both the heating systems. Negative temperatures at each turnout point were noted for both
the heating systems. This means they do not operate efficiently at such low temperatures.
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Figure 18. Temperature distribution across a turnout for ambient temperature −30 ◦C at the points:
T1—on the switch-rail foot, T2—on the stock-rail foot, T3—on the switch-rail head, T4—on the stock-rail
head, T5—in the slide plate part to the side of the stock-rail, T6—in the slide plate part to the side of
the switch-rail; (a) resistance heating, the switch-rail touching; (b) induction heating, the switch-rail
touching; (c) resistance heating, the switch-rail away; and (d) induction heating, the switch-rail away.

204



Energies 2020, 13, 5262

Since the heating is inefficient at −30 ◦C, the testing was undertaken for −5 ◦C, the most frequent
annual average in temperate climate (Figure 19). Maximum temperatures of selected turnout parts are
well in excess of 0 ◦C, contributing to melting of snow. For resistance heating and the switch-rail in
contact with the stock-rail, maximum temperature increment was circa 14–15 ◦C for the head (T4) and
foot of the stock-rail (T2), as well as for the switch-rail foot (T1) (Figure 19a). When the switch-rail was
moved away from the stock-rail in resistance heating, temperature (T4) of the stock-rail head rose by ca.
15 ◦C while temperature (T1) of the switch-rail foot fell dramatically to approximately 0 ◦C (Figure 19.).
Temperature (T2) of the stock-rail foot was identical in both cases and increased by 12 ◦C (Figure 19a,c).
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Figure 19. Temperature distribution across a turnout for ambient temperature −5 ◦C for the slide plate
towards the switch-rail (Figure 19b). In the case of induction heating, shifting the at the points: T1—on
the switch-rail foot, T2—on the stock-rail foot, T3—on the switch-rail head, T4—on the stock-rail
head, T5in the slide plate part to the side of the stock-rail, T6—in the slide plate part to the side of
the switch-rail; (a) resistance heating, the switch-rail touching; (b) induction heating, the switch-rail
touching; (c) resistance heating, the switch-rail away; and (d) induction heating, the switch-rail away.

As far as induction heating is concerned, temperature (T5) grew by 22 ◦C for the slide plate from
the side of the stock-rail and (T6) approximately 16 ◦C for the slide plate towards the switch-rail
(Figure 19b). In the case of induction heating, shifting the switch-rail away caused temperature (T5) of
the slide plate from the side of the stock-rail to rise by ca. 25 ◦C (Figure 19d). Temperatures (T2, T4) of
the entire stock-rail are below zero. This was a result of the poor heat conduction between the slide
plate and the switch-rail.
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It can be said the switch-rail’s position and changes of air temperature had no significant impact
on increments of turnout temperatures in the foregoing cases. During heat induction, slight rises of
stock-rail and switch-rail temperatures were observed, as the turnout parts did not have major roles in
the process of snow melting. This indicated thermal energy of induction heating was generated in the
slide plate and was for the most part convected in the area of a stock-rail and switch-rail. This was
evidence of good snow melting conditions and high heating efficiency. Higher stock-rail temperatures
were produced during resistance heating. This caused additional dispersion of thermal energy into the
air without influencing snow melting between the stock-rail and switch-rail. Heating efficiency was
lower for the same electric power, i.e., 450 W for both the heating systems tested.

Snow melting across the slide plate surface was attempted in order to ensure properly lubricate the
slide plate and switch-rail surface. For induction heating, the slide plate temperature was considerably
greater than the melting point, whereas the temperature increment was ca. 5 ◦C in the case of resistance
heating when the switch-rail moved away. This value determined the minimum ambient temperature
at which the switch-rail may traveled along an ice-free slide plate surface.

There was more effective snow melting in the stock-rail and switch-rail space, as well as more
reliable lubrication of moving turnout parts expected in the case of induction heating. In the practice
of resistance heating, lubricant was additionally dried in the vicinity of a heating element due to the
latter’s high temperatures of approximately 200 ◦C. Tribological parameters of a turnout’s moving
parts were impaired.

The turnout with a switch-rail shifted toward and away the stock-rail sprayed with water at
an ambient temperature of −5 ◦C. This was done to compare efficiency of both the heating systems.
When the switch-rail was away from the stock-rail, the turnout began to be heated after the water had
frozen. Ice on the slide plate prevented the switch-rail from moving. During 150 min of resistance
heating, an attempt was undertaken to shift the switch-rail, but to no effect. It remained so solidly
frozen to the slide plate foot that the upward force could have lifted the entire turnout.

Induction heating was applied in the above conditions of a water sprayed turnout. Water drops
began appearing on the slide plate feet after five minutes and it was possible to move the switch-rail.
This means resistance forces to turnout drive reduce quickly and quality of lubrication of the turnout’s
moving parts is improved compared to resistance heating.

Similar testing was conducted for the switch-rail touching the stock-rail. It was only after 90 min
of resistance heating that the switch-rail could be shifted away from the stock-rail due to some ice on
the slide plate inside the turnout. On the other hand, the slide plate, stock-rail head, and switch-rail
head remained iced together after 30 min of induction heating. The switch-rail could be shifted away,
nonetheless. This may suggest greater start-up force in the initial phase of moving the switch-rail away
from the stock-rail.

In general, the switch-rail was more ready to shift and lubrication conditions of moving turnout
parts were better for the induction heating of an iced turnout with the switch-rail moved away from
and moved to the stock-rail than for resistance heating.

Dynamics of temperature variations of selected turnout elements are an important criterion when
evaluating turnout heating. This parameter is closely correlated with a system of turnout heating
control. Greater dynamics also influence effectiveness of heating, expressed as a high capacity for heat
emissions to melt snow.

Based on the temperature distribution across the stock-rail web by means of turnout automatic
controls, it was assumed that the heating element temperature in constant operation should vary within
(+2–+6) ◦C (Figure 20). In Polish weather conditions, the minimum ambient temperature of −10 ◦C
can be assumed at which a heating system is capable of maintaining a turnout snow-free. Snow is
rare at lower temperatures. For the minimum ambient temperature Tam = −10 ◦C and assuming a
maximum temperature of a heated turnout part equal to +6 ◦C, a maximum temperature increment
ΔTmax = 16 ◦C required for the purpose of comparative analysis was adopted.
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Figure 20. Temperature of stock-rail web for the control system in RH at the ambient temperature
T = −1 ◦C; (a) with heat insulations and (b) without heat insulation [3].

Given these assumptions, the dynamics of temperature increment are defined as:

Δτ =
ΔT
Δt

(3)

where: ΔT = T − Tam—temperature increment over the initial value of Tam,

T: measured temperature,
Tam: ambient temperature,
Δt: time interval of temperature increment [min].

Dynamics of temperature increment for the stock-rail web of a turnout installed in the field
was 5/20 [C/min] = 0.25 [C/min] (Figure 20). In turnout testing in a climatic chamber (Figure 18a),
the foot temperature increment for the RH system was 7/23 [C/min] = 0.3 [C/min]. Both the results
were comparable, which validated the correctness of adopting the testing methodology with a
climatic chamber.

Analysis of temperature increment across one of temperature measurement points for both the
RH and IH systems was undertaken to evaluate energy efficiency of turnout heating. Temperature
increment ΔT of this point had a considerable impact on effectiveness of snow melting across moving
parts of the turnout and in the space between the stock-rail and the switch-rail. Temperature increment
ΔT defined the difference between a current T and initial temperature Tam= −5 ◦C (Figure 21) and
Tam = −15 ◦C (Figure 22).
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Figure 21. Increment temperature of the stock-rail web (T2) in resistance heating RH for: Ot5—the
switch-rail moved away from the stock-rail and the ambient temperature −5 ◦C; Pt5—switch-rail in
contact with the stock-rail and the ambient temperature −5 ◦C.
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Figure 22. Slide plate increment temperature from the side of stock-rail (T5) in induction heating
IH for: Ot5—the switch-rail moved away from the stock-rail and the ambient temperature −5 ◦C;
Pt5—switch-rail in contact with the stock-rail and the ambient temperature −5 ◦C; Pt15—switch-rail in
contact with the stock-rail and the ambient temperature −15 ◦C.

Temperature variations (T2) of the stock-rail foot for the switch-rail shifted away from (Ot)
and touched (Pt) the stock-rail. Thus, they were selected for resistance heating RH (Figure 21).
The temperature distribution (T2) was limited to the time interval of 50 min, when effective heating of
the stock-rail foot took place. The temperature rose by about 10 ◦C. The ambient temperature at the
time of testing was Tam = −5 ◦C. For Tam < −15 ◦C. The RH system was inefficient, attaining maximum
temperatures below zero.

Dynamics of temperature increment in the adopted time interval were maximum—
i.e., approximately 0.4—for an interval of around 10 min (Figure 23). Temperature increment (T2) and
its dynamics were independent from the position of the switch-rail in relation to the stock-rail.

Temperature increments (T5) of the slide plate towards the stock-rail for the switch-rail shifted
away from (Ot) and touching (Pt) the stock-rail were selected for the induction heating IH (Figure 22).
The testing was conducted for the ambient temperatures Tam = −5 ◦C and Tam = −15 ◦C. The IH system
was assumed to be inefficient for lower ambient temperatures.

The temperature distribution (T5) was limited to the time interval of 35 min. The temperature
increments gained their maximum required value then: ΔTmax = 16 ◦C (Figure 22). The time interval
needed to reach ΔTmax depended on the switch-rail’s position (Ot or Pt) and ambient temperature
Tam. When the switch-rail was in contact with the stock-rail, the heating time approximately doubled.
This was not a major limitation since snow melting in the space between the switch-rail and the
stock-rail was not required in the circumstances. The 10 ◦C lower ambient temperature contributed to
extension of the heating time by several minutes.

Dynamics of temperature increment in the IH were maximum in the range Δτ∈(1–1.4) for
approximately 5 min (Figure 24). Shifting the switch-rail away from the stock-rail or increasing the
ambient temperature contribute to greater dynamics of the temperature increment.

In general, the maximum dynamics of temperature increment in induction heating were
approximately 3–4 times higher than in resistance heating, thus becoming maximum twice as soon.
As a result, the slide plate was faster to reach its temperature set by the IH control system than in the
RH, thereby melting snow more efficiently.
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Figure 23. Dynamics of temperature increment across the stock-rail web (T2) in resistance heating
RH for: Ot5—the switch-rail moved away from the stock-rail and the ambient temperature −5 ◦C;
Pt5—switch-rail in contact with the stock-rail and the ambient temperature −5 ◦C.
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Figure 24. Dynamics of temperature increment across the slide plate from the side of stock-rail (T5) in
induction heating IH for: Pt5—switch-rail in contact with the stock-rail and the ambient temperature
−5 ◦C; Ot5—the switch-rail moved away from the stock-rail and the ambient temperature −5 ◦C;
Pt15—switch-rail in contact with the stock-rail and the ambient temperature −15 ◦C.

Results of the climatic chamber testing also required analysis with regard to their uncertainty.
The uncertainty of the measurements were related to a higher number of possible sources of impact,
i.e., imperfect realization of a measured quantity, incomplete knowledge of impact of external conditions
on the measurement procedure, finite resolution capabilities of measurement equipment, simplifying
approximations, and assumptions adopted for the testing.

Figures 6 and 7 indicate that temperatures across the stock-rail head (T4) varied at the same
instant when the rail was heated. Temperature variations between points 5 and 3 may reach ca. 10 ◦C.
For the purpose of climatic chamber testing, the sensor (T4) was placed 0.5 m from one rail’s end and
1 m from the other end. Rail head temperatures in the remaining positions are unknown. A rail was
considerably longer in real turnouts, which may have added effect on temperature.

The imperfect temperature measurements made the results display slight oscillations (Figures 18
and 19). This could be explained with variable conditions in the climatic chamber. The temperature
varied a little. Figure 25 shows a correlation between temperature in the climatic chamber (Tam) and
temperature of the switch-rail foot (T1) in the time interval of 500 s. As Tam grows, temperature (T1)
increased, and vice versa. Low-amplitude oscillations appeared in a broader time interval.
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Figure 25. Temperature variations: on the switch-rail foot (T1) and in the climatic chamber (Tam).

Temperature changes on the switch-rail foot (T1) exhibited a sudden drop at 33 min (Figure 19a).
This was most likely caused by shifting of measurement wires and loss of precise contact.

Oscillations of a significant amplitude were observed in the initial phase of the measurements.
According to Equation (3), dynamics of temperature variations defined how quickly temperature
increased from the start of the heating process. As the measurement accuracy of 0.1 ◦C was adopted,
the temperature change ΔT (3) was constant, 0.1 ◦C, in the time interval of 110 s. As the time of
heating increased, temperature dynamic variations diminished. Therefore, temperature variability in
the climatic chamber had some impact on the process of oscillations (Figure 25).

7. Conclusions

Experimental testing with an identical electric power supplied to both systems of turnout heating,
suggesting the following conclusions:

• In resistance heating, active energy supplied to a heater is converted into thermal energy emitted
by the heater directly into the space between the switch-rail and the stock-rail. In addition,
the stock-rail is heated, which contributes to energy dispersion, given the absence of any external
heat insulation, and to reduced energy efficiency.

• During induction heating, active energy supplied to an inductor is converted into thermal energy
in the slide plate, from where it penetrates directly into the space between the switch-rail and
stock-rail, contributing to snow melting. Ineffective energy dispersion is minimum.

• Lubrication conditions of moving turnout parts are better in induction heating.
• Dynamics of temperature increment in induction heating are greater, which improves responses

of a workpiece to temperatures set by the control system and contributes to more efficient melting
of snow.

• Maximum temperature increment during induction heating assures continuous operation of the
heating system at lower ambient temperatures than for resistance heating.

It should be said in summary that these results point to a greater heating efficiency of induction
than of resistance heating. An ultimate assessment and comparison of both the system’s heating
efficiency is only possible in field conditions, since sources of thermal energy are positioned elsewhere,
losses of the energy are emitted to the air in different ways, and energy sources for snow melting are
diverse in the RH and IH heating systems under discussion.

Author Contributions: Conceptualization, E.S. and L.S.; methodology, L.S. and E.S.; validation, E.S., formal
analysis, L.S. and E.S.; resources, L.S.; data curation, L.S., writing—original draft preparation, L.S. and E.S.;
visualization, E.S. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

210



Energies 2020, 13, 5262

References

1. Szychta, E.; Szychta, L.; Luft, M.; Kiraga, K. Application of 3D simulation methods of the process of
induction heating of rail turnouts. In Infrastructure Design, Signalling and Security in Railway; Perpinya, X., Ed.;
InTech: Rijeka, Croatia, 2012; ISBN 978-953-51-0448-3.
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Abstract: The present study explores the entropy generation, flow, and heat transfer characteristics of
a dissipative nanofluid in the presence of transpiration effects at the boundary. The non-isothermal
boundary conditions are taken into consideration to guarantee self-similar solutions. The electrically
conducting nanofluid flow is influenced by a magnetic field of constant strength. The ultrafine particles
(nanoparticles of Fe3O4/CuO) are dispersed in the technological fluid water (H2O). Both the base fluid
and the nanofluid have the same bulk velocity and are assumed to be in thermal equilibrium. Tiwari
and Dass’s idea is used for the mathematical modeling of the problem. Furthermore, the ultrafine
particles are supposed to be spherical, and Maxwell Garnett’s model is used for the effective thermal
conductivity of the nanofluid. Closed-form solutions are derived for boundary layer momentum
and energy equations. These solutions are then utilized to access the entropy generation and
the irreversibility parameter. The relative importance of different sources of entropy generation
in the boundary layer is discussed through various graphs. The effects of space free physical
parameters such as mass suction parameter (S), viscous dissipation parameter (Ec), magnetic heating
parameter (M), and solid volume fraction (φ) of the ultrafine particles on the velocity, Bejan number,
temperature, and entropy generation are elaborated through various graphs. It is found that the
parabolic wall temperature facilitates similarity transformations so that self-similar equations can
be achieved in the presence of viscous dissipation. It is observed that the entropy generation
number is an increasing function of the Eckert number and solid volume fraction. The entropy
production rate in the Fe3O4 −H2O nanofluid is higher than that in the CuO−H2O nanofluid under
the same circumstances.

Keywords: nanofluid; heat transfer; entropy generation; viscous dissipation; magnetic heating

1. Introduction

The Navier-Stokes equations, which are second-order nonlinear partial differential equations,
govern the viscous fluid–fluid flow. The exact solution of the complete Navier–Stokes equations has not
yet been computed. However, closed-form solutions can be established in certain physical circumstances
under reasonable suppositions [1–5]. Exact solutions are important since such solutions can be utilized
to validate asymptotic analytical and numerical solutions. Crane [6] found the closed-form solution of
the simplified Navier-Stokes equations under the boundary layer approximations to analyze the flow
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over a stretched surface. Some researchers determined the closed-form solutions of boundary layer
flow after the pioneering work of Crane with various physical conditions [7–11].

It is essential to examine heat transfer issues in industrial engineering. Recently, heat transfer
analysis has been limited to the first law of thermodynamics, which only concerns energy conservation
during the interactions of the systems and surroundings. It deals solely with the amount of energy
regardless of its quality. Moreover, the first law does not distinguish between heat and work.
It assumes that work and heat are fully interchangeable, but work is high-quality energy and can
be fully converted into heat, while heat is low-quality energy and cannot be fully converted into
work. Heat is an unorganized form of energy. The law of entropy shows that the entropy increase
in the cold object is higher than the decrease of entropy in the hot object. This means that the final
state is more random in the thermodynamic system. This analysis suggests that the heat transfer
phenomenon decreases energy quality or increases the system entropy. To investigate this energy
quality reduction, Bejan [12,13] proposed a method called entropy minimization that is based on
the law of entropy. The law of entropy (second law of thermodynamics) is used to maintain energy
quality [14–20]. In addition to heat transfer, frictional heating and magnetic dissipation also generate
entropy in fluid flow problems [21–25].

Conventional working fluids such as kerosene, gasoline, water, engine oil, and fluid mixtures have
exceptionally poor thermal conductivity, as demonstrated by the vast number of industries dealing with
these conventional working fluids. However, due to their inefficiency in thermal conductivity, they face
several problems. The use of nanoscale elements in base fluids is one of the most important techniques
used to resolve this deficiency. Such a mixture of nanometer-sized particles and a working fluid is
called a nanofluid. In comparison to base liquids, nanofluids possess high thermal conductivity [26–32].
Many researchers firmly agree on the remarkable characteristics of nanofluids. Over the past two
decades, this new type of fluid has attracted the attention of many researchers. Nanofluid studies
have a variety of important applications, such as product provision for cancer, cooling systems,
nuclear power plant cooling, and computer equipment cooling. Hsiao [33] conducted stagnation
nanofluid energy conversion analysis for the conjugate problem of conduction–convection and heat
source/sink. Ma et al. [34] explored the gravitational convection term of heat management in a
shell and tube heat exchanger filled with a Fe3O4 −H2O nanoliquid by utilizing a lattice Boltzmann
scheme. Wakif et al. [35] reported the impacts of thermal radiation and surface roughness on
the complex dynamics of water transporting alumina and copper oxide nanoparticles. Hsiao [36]
reported nanofluid flow for conjugating mixed convection and radiation with interactive physical
characteristics. In a channel with active heaters and coolers, a numerical simulation was introduced by
Ma et al. [37] to examine the impacts of magnetic field on heat transfer in a MgO−Ag−H2O nanoliquid.
Prasad et al. [38] examined the upper-convected Maxwell three-dimensional rotational flow with a
convective boundary condition and zero mass flux for the concentration of nanoparticles. Frictional
heating is the conversion of fluid kinetic energy to heat due to the frictional forces between all the
neighboring fluid layers. Frictional heating is the main factor in the study of heat transfer in boundary
layer flows. Since large velocity gradients exist within the boundary layer, the viscous dissipation
effects cannot be neglected. When there is a viscous dissipation, a term for viscous dissipation is
incorporated into the energy equation [39–46].

In this research, the exact solutions of transformed nonlinear dimensionless momentum and
energy equations that occur in the magnetohydrodynamic (MHD) boundary layer flow of nanofluid are
obtained. The goal of the work, apart from providing a benchmark solution for numerical simulation,
is the parametric analysis of entropy generation. The work also describes how boundary conditions
facilitate similarity transformations to get self-similar equations. The literature review reveals that
nonsimilar problems are treated as self-similar problems. Furthermore, the entropy generation analysis
exists in literature, but the analysis is limited to the low temperature difference between the boundary
and bulk fluid. The present work is free from such a constraint and is valid for both low and high
temperature differences. In addition, the terms for frictional heating and magnetic dissipation are
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added to the energy equation and the expression for entropy generation. To the best of our knowledge,
no one has reported the exact solutions for nanofluid flow induced by a linearly stretching surface
with a parabolic temperature profile at the boundary. Obtained exact solutions are used for calculating
entropy generation and the Bejan number. Visual representations are used to investigate the effects of
physical parameters on the nanofluid flow, thermal field, entropy generation profile, and Bejan number.

2. Statement of the Problem and Governing Equations

Consider the electrically conducting and dissipative nanofluid flow over a stretching surface as
shown in Figure 1. The nanofluid is supposed to be a mixture of base fluid (water) and nanoparticles
Fe3O4/CuO. The Cartesian coordinate system (X, Y) is chosen in such a way that the X − axis is
taken along the solid boundary and the Y − axis is normal to it. Let Uw(X) = UoX be the velocity
of the stretching boundary and Tw(X) = Tb + CoX2 be the temperature variation at the surface of
the stretching boundary; here, Tb and the subscript w represent the bulk fluid temperature and the
condition at the solid boundary, while Uo and Co represent the dimensional constants. The imposed
magnetic field is constant and of strength Bo. The generalized Ohm’s law in the absence of an electrical

field is
→
j = σn f

(→
q ×→Bo

)
, where σn f and

→
q
(→
U,
→
V
)

show the electrical conductivity of nanofluid and

bulk velocity field of the nanofluid, respectively. The magnetic force j× Bo and magnetic dissipation
→
j .
→
j

σn f
are simplified to −σn f B2

oU and σn f B2
oU2, respectively.

The equations governing the incompressible nanofluid flow for the present problem are

∂U
∂X

+
∂V
∂Y

= 0, (1)

U
∂U
∂X

+ V
∂U
∂Y

= νn f
∂2U
∂Y2 −

σn f B2
oU

ρn f
, (2)

(
U
∂T
∂X

+ V
∂T
∂Y

)
=

(
1
ρCp

)
n f

⎛⎜⎜⎜⎜⎝kn f
∂2T
∂Y2 + μn f

(
∂U
∂Y

)2

+ σn f B2
oU2

⎞⎟⎟⎟⎟⎠ (3)

The imposed boundary conditions are as follows:

U(X, 0) = Uw(X) = UoX, V(X, 0) = Vw, T(X, 0) = Tw(X) = Tb + CoX2

U(X, Y→∞)→ 0, T(X, Y→∞)→ Tb

}
(4)

The governing self-similar equations are obtained from Equations (2) and (3) by using the following
dimensionless variables:

η = Y

√
Uo

νb f
, U = UoX f ′(η), V = −

√
Uoνb f f (η), θ(η) =

T − Tb

T(X, 0) − Tb
(5)

Equations (2) and (3) under the transformation in Equation (5) become

G1

Go
f ′′′ + f f ′′ − f ′2 − G3

Go
M2 f ′ = 0, (6)

G5

G4
θ′′ +

G1

G4
EcPr f ′′ 2 + Pr fθ′ + G3

G4
EcM2Pr f ′2 − 2Prθ f ′ = 0 (7)

The imposed boundary conditions are transformed to

f (0) = − Vw√
Uoνb f

= S, f ′(0) = 1, f ′(η→∞) = 0 (8)
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θ(0) = 1, θ(η→∞) = 0 (9)

where Go = (1−φ) + φ
(
ρs
ρb f

)
, G1 = (1−φ)−2.5, G3 =

σn f
σb f

, G4 = 1 − φ + φ

(
(ρCp)s

(ρCp)b f

)
, G5 =

kn f
kb f

,

and Ec =
U2

w

(Cp)b f (T(X,0)−Tb)
(Eckert number), and the subscripts b f and s are used for base fluid and

nanoparticles, respectively. Pr =
νb f
αb f

(Prandtl number); αb f indicates base fluid thermal diffusivity;

M2 =
σb f B2

o
ρb f U0

; S = − Vw√
Uoνb f

and shows the dimensionless mass-transfer parameter; and νn f , σn f , ρn f , kn f ,

and
(
ρCp

)
n f

are defined in Table 1. The thermophysical properties of CuO, Fe3O4, and working fluid

(H2O) are shown in Table 2.

Figure 1. Physical flow model and coordinate system.

Table 1. Effective thermophysical properties of nanofluid [47–52].

Thermophysical Property of Nanofluid Symbol Defined

Thermal conductivity kn f

kn f =
(ks+2kb f )−2φ(kb f−ks)
(ks+2kb f )+φ(kb f−ks)

kb f

here, φ represents sold volume fraction
of nanoparticles.

Viscosity μn f μn f =
μb f

(1−φ)2.5

Electric conductivity σn f σn f = 1 +
3
(
σs
σb f
−1

)
φ(

σs
σb f

+2
)
−
(
σs
σb f
−1

)
φ
σb f

Heat capacitance
(
ρCp

)
n f

(
ρCp

)
n f

= (1−φ)
(
ρCp

)
b f

+ φ
(
ρcp

)
s

Density ρn f ρn f = (1−φ)ρb f + φρs
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Table 2. Thermophysical properties of CuO, Fe3O4, and working fluid (H2O).

Physical Properties H2O CuO Fe3O4

Cp (J/kgK) 4179 531.8 670

k (W/mK) 0.613 76.5 6.0

ρ
(
kg/m3

)
997.1 6320 5200

σ
(
S×m−1

)
5180 2.7 × 10−8 25,000

Pr (-) 6.8 - -

3. Solution Methodology

3.1. Closed-Form Solution of Momentum Balance Equation

The closed-form exact solution of Equation (6) with associated boundary conditions of Equation (8)
is supposed as follows:

f (η) = C1 + C2e−βη, β > 0 (10)

Using the first two boundary conditions defined in Equation (8), the computed arbitrary constants
C1 and C2 are

C1 = S +
1
β

, C2 = −1
β

(11)

Putting Equation (11) into Equation (10), we get

f (η) = S +
1
β

(
1− e−βη

)
(12)

The above closed-form solution trivially satisfies the far-field boundary condition as defined in
Equation (8) for β > 0. To find β, we insert Equation (12) into Equation (6) and get

G1

Go
β2 − Sβ− 1− G3

Go
M2 = 0 (13)

By solving the above equation, we have

β = Go

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
S +

√
S2 + 4 G1

Go

(
1 + G3

Go
M2

)
2G1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ > 0. (14)

The closed-form solution of the boundary value problem (Equations (6) and (7)) is given by

f (η) = S +
2G1

Go

(
S +

√
S2 + 4 G1

Go

(
1 + G3

Go
M2

))
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝1− e−Go(

S+

√
S2+4

G1
Go

(1+
G3
Go

M2)

2G1
)η

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (15)

3.2. Solution of Energy Balance Equation via Laplace Transform

Equation (7) is decoupled from Equation (6) by substituting Equation (12) into Equation (7)
as follows:

G5

G4
θ′′ +

G1

G4
EcPrβ2e−2βη + Pr

(
S +

1
β

(
1− e−βη

))
θ′ + G3

G4
EcM2Pre−2βη − 2Prθe−βη = 0 (16)
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To get rid of exponential coefficients, we define a new variable, ξ, as follows:

ξ =
Pr
β2 e−βη (17)

By utilizing the above transformation, Equation (7) and the related boundary conditions take the
following form:

ξ
d2θ

dξ2 +
dθ
dξ

(
K +

ξ
G

)
+ ξL− 2

θ
G

= 0, (18)

θ

(
Pr
β2

)
= 1, θ(0) = 0 (19)

with

K = 1− Pr(1 + βS)
Gβ2 , L =

Ecβ2

GPr

(
G1

G4
β2 +

G3

G4
M2

)
and G =

G5

G4
. (20)

By employing Laplace transform on Equation (18) and then using Equation (19), we obtain

dΘ(ζ)
dζ

+Θ(ζ)

⎡⎢⎢⎢⎢⎢⎢⎣ζ(2−K) + 3
G

ζ
(
ζ+ 1

G

)
⎤⎥⎥⎥⎥⎥⎥⎦ = L

ζ3
(
ζ+ 1

G

) (21)

where Θ(ζ) is the Laplace transform of the function θ(ξ). Equation (21) is a Leibnitz first-type linear
equation with integrating factor

e

∫ ζ(2−K)+ 3
G

ζ(ζ+ 1
G )

dζ
=

ζ3

(Gζ+ 1)1+K . (22)

Solving Equation (21) by utilizing Equation (22), we have

Θ(ζ) =
L

ζ3(−K − 1)
+ c

(Gζ+ 1)K+1

ζ3 (23)

By taking Laplace inverse of Equation (23), we get

θ(ξ) =
Lξ2

2(−K − 1)
+

c
2G−K−1Γ(−K − 1)

(
ξ2 ∗ ξ−2−Ke(

−ξ
G )

)
(24)

Here, an asterisk (∗) indicates convolution and Γ shows a gamma function. The convolution of
two functions, F(ξ) and G(ξ), is defined as follows:

F(ξ) ∗H(ξ) =

ξ∫
0

F(ξ− ε)H(ε)dε (25)

By taking F(ξ) = ξ2 and H(ξ) = e
−ξ
G ξ−K−2, Equation (24) takes the following form:

θ(ξ) =
Lξ2

2(−K − 1)
+

c
2G−K−1Γ(−K − 1)

ξ∫
0

(ξ− ε)2e
−ε
G ε−K−2dε. (26)
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By employing the transformation ε = ξu, the above equation takes the following form:

θ(ξ) = − Lξ2

2(K + 1)
+

cξ1−K

2G−K−1Γ(−K − 1)

1∫
0

(1− u)2e
−uξ

G u−K−2du. (27)

By utilizing the integral form of Kummer’s confluent hypergeometric function, i.e.,

M1,1
(
−K − 1;−K + 2; −ξG

)
=

Γ(2−K)
2Γ(−1−K)

1∫
0
(1− u)2e

−uξ
G u−K−2d, Equation (27) becomes

θ(ξ) = − Lξ2

2(K + 1)
+

cGK+1ξ1−K

Γ(2−K)
M1,1

(
−K − 1;−K + 2;

−ξ
G

)
. (28)

The boundary condition at the surface of the stretching surface θ(0) = 0 is satisfied identically.
However, the constant of integration c is obtained by using the far-field boundary condition

θ
(
ξ = Pr

β2

)
= 1 and is given by

c =

Γ(2−m)

⎛⎜⎜⎜⎜⎜⎜⎜⎝ 2(K+1)+L
(

Pr
β2

)2

2(K+1)

⎞⎟⎟⎟⎟⎟⎟⎟⎠
GK+1

(
Pr
β2

)1−K
M1,1

(
−1−K ; 2−K ;− Pr

Gβ2

) . (29)

Finally, by inserting Equation (29) into Equation (28) and using the transformation ξ = Pr
β2 e−βη,

we obtain the exact solution of the energy equation:

θ(η) = −1
2

L
(K + 1)

(
Pre−βη
β2

)2

+

(
Pre−βη
β2

)1−K
M1,1

(
−1−K ; 2−K ;−Pre−βη

Gβ2

)(
1 + L

2(1+K)

(
Pr
β2

)2
)

(
Pr
β2

)1−K
M1,1

(
−K − 1 ; 2−K ;− Pr

Gβ2

) . (30)

4. Analysis of Entropy Generation

The rate of entropy generation in the presence of heat dissipation phenomenon with magnetic
heating is given by

.
E
′′′
Gen =

kn f

T2

(
∂T
∂Y

)2

+
μn f

T

(
∂U
∂Y

)2

+
σn f B2

oU2

T
, (31)

Using Equation (6), Equation (31) becomes

.
E
′′′
Gen( .

E
′′′
Gen

)
o

= Ns = G5
θ′2

(θ+Λ)2︸���������︷︷���������︸
NH

+
G1PrEc f ′′ 2

(θ+Λ)︸��������︷︷��������︸
NF

+ G3
PrM2Ec f ′2

(θ+Λ)︸��������︷︷��������︸
NM

. (32)

Here,
( .
E
′′′
Gen

)
o
=

kb f Uo
νb f

indicates characteristic entropy generation; Ns indicates entropy production

rate in dimensionless form; Λ =
Tb

Tw−Tb
shows the temperature parameter; and NH, NF, and NM

represent the dimensionless form of entropy generation due to heat transfer, viscous dissipation, and
magnetic heating, respectively.
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By utilizing the obtained exact solutions, the three sources of entropy generation stated above
take the following forms:

NH =
1

(Pr)e f f

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝− 1

2
L

(K+1)

(
Pr e−βη
β2

)2
+

(
Pr e−βη
β2

)1−K
M1,1

(
−1−K ;2−K ;− Pr e−βη

Gβ2

)(
1+ L

2(1+K)

(
Pr
β2

)2
)

(
Pr
β2

)1−K
M1,1

(
−K−1 ;2−K ;− Pr

Gβ2

)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
′ ⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

2

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝Λ− 1
2

L
(K+1)

(
Pr e−βη
β2

)2
+

(
Pr e−βη
β2

)1−K
M1,1

(
−1−K ;2−K ;− Pr e−βη

Gβ2

)(
1+ L

2(1+K)

(
Pr
β2

)2
)

(
Pr
β2

)1−K
M1,1

(
−K−1 ;2−K ;− Pr

Gβ2

)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠

2 . (33)

NF =

Ec Pr

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−S+

√
S2+4

G1
Go

(
1+

G3
Go

M2
)

2G1
e−η(

S+

√
S2+4

G1
Go

(1+
G3
Go

M2)Go

2G1
)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
2

G3
o

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝Λ− 1
2

L
(K+1)

(
Pr e−βη
β2

)2
+

(
Pr e−βη
β2

)1−K
M1,1

(
−1−K ;2−K ;− Pr e−βη

Gβ2

)(
1+ L

2(1+K)

(
Pr
β2

)2
)

(
Pr
β2

)1−K
M1,1

(
−K−1 ;2−K ;− Pr

Gβ2

)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (34)

and

NH =

M2Ec Pr

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝e−η(
S+

√
S2+4

G1
Go

(1+
G3
Go

M2)Go

2G1
)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
2

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝Λ− 1
2

L
(K+1)

(
Pr e−βη
β2

)2
+

(
Pr e−βη
β2

)1−K
M1,1

(
−1−K ;2−K ;− Pr e−βη

Gβ2

)(
1+ L

2(1+K)

(
Pr
β2

)2
)

(
Pr
β2

)1−K
M1,1

(
−K−1 ;2−K ;− Pr

Gβ2

)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (35)

4.1. Bejan Number

To compare the spatial distribution of entropy generation in a flow field due to various sources,
an irreversibility ratio parameter known as Bejan number (Be) is defined as given below

Be =

kn f

T2

(
∂T
∂Y

)2 ⇒ (Entropy generation due to heat trans f er)(
kn f

T2

(
∂T
∂Y

)2
+
μn f
T

(
∂U
∂Y

)2
+
σn f B2

oU2

T

)
⇒ (Total entropy generation)

(36)

After the utilization of similarity variables, Equation (36) takes the following form:

Be =
G5

θ′2
(θ+Λ)2 ⇒ NH(

G5
θ′2

(θ+Λ)2 +
G1PrEc f ′′ 2

(θ+Λ)
+ G3

PrM2Ec f ′2
(θ+Λ)

)
⇒ (NH + NF + NM)

(37)
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5. Results and Discussion

The nondimensional complicated differential equations (momentum and energy equations) are
solved by taking into consideration the exponential form solution and the Laplace transform. The exact
expressions are obtained for entropy generation via heat transfer, magnetic heating, and frictional
heating. The dimensionless entropy production (Ns), velocity f ′(η), and temperature θ(η) are plotted
against η by taking various values of relevant parameters. The Bejan number (Be) profile is also plotted
against the similarity variable η by considering different values of the relevant embedded parameters.
All the figures are plotted by taking water as a base fluid. Nanoparticles of Fe3O4/CuO are dispersed
in H2O.

Figure 2a demonstrates the impact of mass suction (S) on the velocity of Fe3O4 −H2O and
CuO −H2O nanoliquids. The decrement in motion is seen for both Fe3O4 −H2O and CuO −H2O
nanoliquids with increasing (S). For a fixed value of (S), the velocity of the CuO−H2O nanoliquid is
higher than the velocity of the Fe3O4 −H2O nanoliquid. Furthermore, the velocity of both nanoliquids
satisfies the boundary condition at η→∞ asymptotically. Figure 2b demonstrates the influence
of the magnetic parameter

(
M2

)
on f ′(η). It is seen that f ′(η) reduces as M2 increases. It is a

well-known fact that the Lorentz force acts as a decelerating force for fluid flow and varies directly
as M2 increases. Due to this fact, f ′(η) varies inversely with M2. Furthermore, the velocity of the
Fe3O4 −H2O nanoliquid is lower than the velocity of the CuO−H2O nanoliquid, and this is because of
the low density of Fe3O4 −H2O compared to CuO−H2O. Figure 3a shows the variation of temperature
θ(η) with S by taking M = 1, φ = 0.1, Ec = 0.5, and Pr = 6.8. The temperature drop is observed
with increasing values of S. The width of the thermal boundary layer (TBL) of the Fe3O4 −H2O
nanoliquid is greater than that of the CuO −H2O nanoliquid. Furthermore, the difference in TBL
thickness reduces as S increases. The effects of M2 on temperature θ(η) are presented in Figure 3b.
It is seen that θ(η) is augmented as M2 increases. The rising behavior of temperature is because of
magnetic heating. The effective thermal conductivity of nanoliquids is directly related to the solid
volume fraction of nanoparticles (φ), and this augments the temperature of nanoliquids, as shown in
Figure 3c. Furthermore, the width of TBL is smaller for base fluid H2O and larger for Fe3O4 −H2O.
This is due to the low thermal conductivity of water and the high effective thermal conductivity of
the Fe3O4 −H2O nanoliquid. Figure 3d reveals the influence of the Eckert number (Ec) on θ(η). It is
found that increasing Ec leads to a rising temperature. The dissipation function implies that frictional
heating varies directly with velocity gradients, and the velocity gradients are high in the vicinity of
stretching surface. Due to this fact, the temperature shoots up suddenly, resulting in a higher Eckert
number in the vicinity of the stretching plate, as shown in Figure 3d.
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Figure 2. Variation of the velocity profile f ′(η) with (a) S and (b) M.
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Figure 3. Variation of the temperature profile θ(η) with (a) S, (b) M, (c) φ,and (d) Ec.

Figure 4a portrays the effects of the Eckert number (Ec) on the entropy generation number (Ns).
As seen from the plot, Ns is directly related to the Eckert number. This happens since frictional heating
increases with the increasing Eckert number. The entropy generation in the Fe3O4 −H2O nanoliquid
than that in the CuO−H2O nanoliquid. Furthermore, the surface of the solid boundary is the region
where maximum entropy is generated. The features of mass suction (S) on Ns are revealed in Figure 4b.
As S increases, entropy generation rises at the solid wall and its vicinity, but the opposite trend is
observed to start at a certain distance away from the boundary. Furthermore, entropy generation
is higher in the Fe3O4 −H2O nanoliquid at the solid boundary and its neighborhood as compared
to the CuO −H2O nanoliquid, but the trend becomes the opposite at a certain distance from the
boundary. The nature of entropy generation (Ns) with disparate values of the solid volume fraction of
nanoparticles (φ) is shown in Figure 4c. From this plot, it can be seen that Ns increases as φ increases.
This increase in Ns is due to the boost of heat transfer with increasing φ. It is well known that the
magnetic force is nonconservative. The entropy generation is directly related to the nonconservative
forces, and this fact is depicted in Figure 4d. The variations of Ns with temperature difference function
(Λ) are presented in Figure 4e. The Ns decreases with increasing values of Λ. Figure 5a shows that
the Bejan number (Be) has a maximum value at the surface of the stretching boundary for a nonzero
suction parameter (S). In the case of an impermeable stretching boundary, the entropy generation
in the Fe3O4 −H2O nanoliquid is due to dissipative forces (viscous and magnetic) near and on the
boundary, which are high in comparison to those of the CuO−H2O nanoliquid. An opposite trend
is observed to start at a certain vertical distance from the stretching surface. In the case of S > 0,
the entropy generation on the stretching surface and inside the boundary layer due to magnetic and
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viscous heating is more dominant in the Fe3O4 −H2O nanoliquid as compared to the CuO −H2O
nanoliquid. It is noticed from Figure 5b that Be is directly related to the solid volume fraction (φ) in
the region away from the stretching boundary. In the vicinity of an elastic boundary, the opposite
trend is observed. From Figure 5c, it can be seen that the Bejan number diminishes as Λ increases.
Furthermore, the entropy generation by nonconservative forces (viscous and magnetic) is higher in the
Fe3O4 −H2O nanoliquid than in the CuO−H2O nanoliquid.
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Figure 4. Cont.
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6. Concluding Remarks

In this study, we investigated flow, heat transfer, and entropy production in a dissipative nanofluid
flow under the influence of a magnetic field. The following findings can be drawn from the exact results:

• The decrement in motion is seen for both Fe3O4 −H2O and CuO−H2O nanofluids with increasing
S and M2.

• The velocity of the CuO−H2O nanofluid is higher than that of the Fe3O4 −H2O nanofluid.
• The temperature θ(η) is observed to decrease with increasing values of S.
• The temperature θ(η) increases as M2, φ, and Ec increase.
• The thermal boundary layer (TBL) width of the Fe3O4 −H2O nanoliquid is greater than that of

the CuO−H2O nanoliquid.
• The entropy generation number (Ns) is directly related to the Eckert number (Ec) and solid

volume fraction (φ).
• Entropy generation (Ns) by nonconservative forces is higher in the Fe3O4 −H2O nanoliquid than

in the CuO−H2O nanoliquid.
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Nomenclature

Co
(
KL−2

)
Dimensional constant

Be (Dimensionless) Bejan number
B0

(
MT−2I−1

)
The applied magnetic field. (“I” shows electric current)(

Cp
)
b f

(
L2T−2K−1

)
Specific heat at a constant pressure of a base fluid(

Cp
)
n f

(
L2T−2K−1

)
Specific heat at a constant pressure of nanofluid

Ec (Dimensionless) Eckert number
f (η) (Dimensionless) Velocity normal to the solid surface
f ′(η) (Dimensionless) Velocity along the solid surface
→
j L−2I Current density

kn f
(
MLT−3K−1

)
Thermal conductivity of nanofluid

kb f
(
MLT−3K−1

)
Thermal conductivity of the base fluid

ks
(
MLT−3K−1

)
Thermal conductivity of nanoparticle

M2 (Dimensionless) Magnetic parameter
NH (Dimensionless) Entropy generation due to heat transfer
NF (Dimensionless) Entropy generation due to viscous dissipation
NM (Dimensionless) Entropy generation due to the magnetic field
Ns (Dimensionless) Entropy generation number
Pr (Dimensionless) Prandtl number
S (Dimensionless) Mass transfer parameter
.
E
′′′
Gen

(
ML−1K−1T−3

)
Rate of volumetric entropy generation( .

E
′′′
Gen

)
o

(
ML−1K−1T−3

)
Characteristic entropy generation

T (K) The temperature inside the boundary layer
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Tw(x) (K) The temperature at the solid boundary
Tb (K) The temperature of fluid outside the thermal boundary layer
Uw(x)

(
LT−1

)
The velocity of a stretching sheet

U
(
LT−1

)
Velocity component along the surface of the solid body

Uo (T−1) Constant
V

(
LT−1

)
Velocity component normal to the surface of the solid body

Vw
(
LT−1

)
Normal velocity component at the boundary

X, Y (L) Cartesian coordinates

Greek Symbols

η (Dimensionless) Similarity variable
μb f

(
ML−1T−1

)
Dynamic viscosity of a base fluid

μn f
(
ML−1T−1

)
Dynamic viscosity of nanofluid

νn f (L2T−1) Kinematic viscosity of nanofluid
ρn f

(
ML−3

)
Nanofluid density

ρb f
(
ML−3

)
The density of a base fluid

ρs
(
ML−3

)
Density of nanoparticles

σn f
(
M−1L−3T3I2

)
Electric conductivity

σb f
(
M−1L−3T3I2

)
The electric conductivity of a base fluid

σs
(
M−1L−3T3I2

)
The electric conductivity of nanoparticle

θ(η) (Dimensionless) Temperature
φ (Dimensionless) The solid volume fraction of nanoparticles
Λ (Dimensionless) Temperature difference parameter
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Abstract: To predict the fire risk of spatter generated during shielded metal arc welding, the thermal
characteristics of welding spatter were analyzed according to different welding times and electrical
powers supplied to the electrode. An experimental apparatus for controlling the contact angle between
the electrode and base metal as well as the feed rate was prepared. Moreover, the correlations among
the volume, maximum diameter, scattering velocity, maximum number, and maximum temperature
of the welding spatter were derived using welding power from 984–2067 W and welding times
of 30 s, 50 s, and 70 s. It was found that the volume, maximum diameter, and maximum number
of welding spatters increased proportionally as the welding time and electrical power increased,
but the scattering velocity decreased as the particle diameter increased regardless of the welding
time and electrical power. When the measured maximum temperature of the welding spatter was
compared with an empirical formula, the accuracy of the results was confirmed to be within ±7%
of the experimental constant C = 112.414 × P−0.5045

e . Results of this study indicate quantitatively
predicting the thermal characteristics of welding spatter is possible for minimizing the risk of fire
spread when the electrode type and welding power is known.

Keywords: shielded metal arc welding; welding spatter; electrode; electrical power; welding time

1. Introduction

Fire risks in construction sites may occur when flammable gases, liquids, or substances reach their
ignition points owing to the scattered welding spatter [1–6]. Shielded metal arc welding (SMAW),
a method of joining metals by generating an arc and heating the weld metal zone by applying electrical
power between the base metal and electrode, has been widely used in industrial sites since the method
of SMAW is applied to almost all repairing of cast iron in air or steel under water [7–10]. However,
it involves the risk of fire spreading to nearby combustibles caused by high temperatures because
the scattered welding spatters are larger comparable to those of gas metal arc welding (GMAW),
which uses plasma [11,12]. Especially, the fire hazards from the SMAW at building construction sites
can occur when welding spatters make contact with the inward of a pipe or other enclosed space filled
with flammable vapor or liquid [12–19]. In addition, the polarity of electrode can cause changes in
welding spatter diameter and number [7,19–23]. From the viewpoint of fire technology, analyzing the
thermal characteristics of welding spatter is one of the widely used methods to predict fire spread,
where related research has already been conducted.

Hagiwara et al. [24,25] conducted an experimental study on the particle size distribution of
welding spatter according to the electrical power supplied to the electrode. They found that 90% of the
particles had diameters of less than 1 mm and analyzed the fire spread phenomenon in combustibles,
such as benzene, acetone, and urethane foam. This study, however, appears to have limitations in
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quantitatively analyzing the thermal characteristics of welding spatter crucial to fire risks, which are
caused by the electrical power and depend on the particle size.

Hagimoto et al. [19] calculated the particle size according to the electrode diameter when the same
electrical power was supplied to the electrode and found that approximately 80% of the particles were
scattered to a distance of 0.5 m, 15% to 0.5–1.0 m, and 5% to more than 1 m. They reported that fire can
spread to combustibles (urethane foam etc.) when large particles of diameters 0.9–3.0 mm are scattered
to a distance of more than 3.5 m.

Brandi et al. [26] analyzed the correlation between the material properties of the electrode core
and fire risks using standard mineral dressing techniques. They found that the porosity and density
of the welding spatter varied according to the electrical power and stressed the importance of the
electrode physical properties for satisfying the ignition requirements of combustibles.

Results from previous studies show that the conditions of fire spread to combustibles during
welding vary due to the varying thermal characteristics of welding spatter depending on the electrical
power [18,26,27]. Therefore, Shin and You [27] calculated the particle size distribution and mean particle
size of welding spatter by assuming a steady-state maximum temperature of the welding spatter for
igniting combustibles and proposed an equation for predicting the mean particle temperature based
on the energy conservation relationship. According to them, predicting the maximum temperature
of the welding spatter is possible when the electrical power, total volume, mean size, and scattering
velocity of the particles are known. As these parameters (except the electrical power) vary depending
on the electrical power, it is necessary to analyze the relationships among the main factors according to
the experimental conditions. This is necessary for the quantitative analysis of the risk of fire spread
due to scattered particles. Therefore, in this study, we propose a method for predicting fire risks by
quantitatively deriving the thermal characteristics of welding spatter according to the welding time
and electrical power.

2. Material and Methods

2.1. Theoretical Approach

Figure 1 shows the schematic of the total volume of the welding spatter during welding. The total
mass of the welding spatter (Δmp,total) can be calculated according to Equation (1) after measuring the
mass melted on the base metal (Δmb,p) and is dependent on the welding time (Δt) and electrical power
(Pe). The core inside the electrode is made of steel (ρiron = 7860 kg/m3) and the coating outside the
electrode contains sodium silicate (ρSodium Silicate = 2400 kg/m3). However, it is possible to calculate the
volume of a single particle (ΔVi) using the relationship ΔVi = Δmi/ρi only when the mixed ratios of
materials are given for each welding spatter.

Δmp,total = Δmel − Δmb,p (1)

where Δmel, Δmb,p, and Δmp,total are the masses of the electrode and solidified weld metal attached
to the base metal and total mass of scattered particles, respectively. In a previous study, the mean
particle temperature was predicted by assuming the steady-state condition of the initial temperature of
welding spatter as the maximum value for the ignition combustibles, as shown in Equation (2) [27].

TP,s = T∞ +
Pe − σεAb,s

(
T4

s,b − T4
sur

)
NhAP,s

(2)

where Tp,s, T∞, Tsur, Pe, σ, ε, Ab,s, Ts,b, N, h, and Ap,s are the mean particle temperature, surrounding
temperature, surface temperature, electrical power (Pe), Stefan–Boltzmann constant, emissivity,
surface area and surface temperature of base metal, average number of particles, convective heat
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transfer coefficient, and surface area of particle, respectively. The mean particle size, dp,m, and convective
heat transfer coefficient, h, can be obtained using Equations (3) and (4), respectively [14,27,28].

N =
6Vp,total

πd3
p,m

(3)

NuD =
hdp,m

k
= 2 + 0.6Re0.5

D Pr1/3 (4)

where Vp,total, dp,m, NuD, k, Re, and Pr are the total volume of particles, mean diameter of particles,
Nusselt number, thermal conductivity, Reynolds number (ReD = ρup,mdp,m/μ), and Prandtl number
(Pr = Cpμ/k)), respectively. Therefore, the temperature distribution prediction shown in Equation (2) is
possible when Vp,total, dp,m, and up,m can be calculated using Equations (3) and (4). As the total volume,
mean diameter, and scattering velocity of particles vary according to the welding time and electrical
power, the functional relationship given by Equation (5) must be also determined [14,27].

N, dm, h ∼ f (Pe, Δt) (5)

Figure 1. Schematic of welding spatter in shielded metal arc welding (SMAW) and assumptions for
energy balance between particles and base metal.

2.2. Experimental Apparatus

Figure 2 shows the semi-automated SMAW experimental apparatus, which was constructed by
maintaining perpendicularity between the electrode and base metal constant (welding angle θ = 90◦)
and specifying the maximum feed rate of the welding torch as 7 mm/s. This made it possible to analyze
the size and scattering velocity of the particles. As shown in the figure, welding spatters were scattered
under different welding times (Δt) and electrical power (Pe), and the scattering velocity and mean
temperature of the welding spatters were measured using a high-speed camera (model: phantom Miro
M/R/LC310, USA) and a thermal imaging camera (model: Fluke Tix501). The scattering velocity and
mean temperature of the welding spatter were measured using a high-speed camera (model: phantom
LC310) and a thermal imaging camera (model: Fluke Tix501). The particle size distribution was
determined using Image J software after collecting all welding spatter in a 50 × 46 × 64 cm3 acrylic box.
Table 1 lists the specifications of the experimental apparatus and the experimental conditions for the
average values of three times results are denoted in Table 2.
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Figure 2. Schematic and images of experimental apparatus for welding spatter analysis.

Table 1. Specifications of experiment apparatus.

Equipment Specification

Welding machine
Output current (20~220) A, Rated input voltage 220 V, Electric power

(0~2.5) kW
Rated duty cycle 60%, Model: Rolwal MMA-200E

Thermal imaging camera
Infrared resolution 640 × 480, Temp. measurement range −20 to

650 ◦C, Accuracy ±2 ◦C or 2%, Frame rate 60 Hz, Model:
Fluke Tix 501

High-speed camera

Resolution 640 × 480, Sampling rate 10,000 fps, Model: phantom
Miro M/R/LC310

Lens: Nikon 105 mm, 2× converter
Band-pass filter: Φ 50 mm, 810 nm/12 nm, CN code 90022000

Electronic energy meter 230 AC, 60 Hz, 16 A/3680 W (Model: KEM2500)
Precision balance Max. load weight 320 g, Accuracy 0.1 mg, Model: PX224KR

Electrode

High titanium oxide type electrode (AWS E-6013)
Core: Iron (65–75%), Coating: Titanium dioxide (10–15%), Feldspar

(5–10%),
Mn (1–5%), Sodium silicate (1–5%), Limestone (1–5%), Mica (1–5%)

Table 2. Experimental conditions to study the effects of thermal characteristics of welding spatter on
the welding time and electrical power.

Test Number
Welding Time,

Δt (s)
Welding

Current (A)
Welding

Voltage (V)
Electrical Power,

Pe (W)

Case #1 30
80 12 984Case #2 50

Case #3 70

Case #4 30
100 13 1337.3Case #5 50

Case #6 70

Case #7 30
130 14 1802.0Case #8 50

Case #9 70

Case #10 30
150 17 2067.5Case #11 50

Case #12 70

Welding polarity: DC-, Contact angle: 90◦, Arc length: 5 mm, Base metal: Mild steel (SS400); Electrode diameter,
del: 4.0 mm, Material properties of electrode given in Table 1.
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3. Results and Discussion

3.1. Volume of Welding Spatter

Figure 3 shows the variation of the measured reduction rate (urate) of the electrode length according
to the electrical power (Pe) in the case of welding times (Δt) of 30 s, 50 s, and 70 s. It is seen that as Pe

increased, urate also increased proportionally as the mass of the electrode welded to the base metal
(Δmb,p) increased. When Pe was constant, a constant value of urate was calculated, which was consistent
with that obtained using Equation (6) within ±4% for the average values urate regardless of Δt.

urate = a1 + b1 × Pe (6)

 
Figure 3. Electrode feed rate depending on the electrical power for welding time = 30 s, 50 s, and 70 s.

Here, a1 and b1 are experimental constants. It is estimated that a1 = 0.989 mm/s and
b1 = 0.157×10−2 W-mm/s are obtained according to the base metal and electrode specifications listed in
Table 1, and the electrical power ranges between 984 and 2067 W.

Figure 4 shows the variation in the measured mass loss of the electrode (Δmel) and the mass
welded to the base metal (Δmb,p) according to the electrical power (Pe) for the welding times (Δt) of
30 s, 50 s, and 70 s. In this figure, the symbols enclosed in brackets represent Δmel, which increased
proportionally to urate. When Δt increased keeping Pe constant, Δmel increased in proportion to urate.
Therefore, when Equation (6) and the electrode density measured using a load cell (ρ = 4726 kg/m3) are
applied, Δmel is given by Equation (7) expressed by the dotted line, which agrees with the measured
value within an error range of approximately ±5%.

Δmel = urate × Δt×
(
π
4

d2
el

)
× ρel (7)

where del is the electrode diameter is used as the reference value of 4.0 mm. Notably in the figure,
the measured value of Δmb,p increased in proportion to the magnitudes of Δt and Pe, as shown by the
closed symbol value. In addition, 88.6% Δmel was found to be welded to the base metal on average.
This result indicates that approximately 11.4% Δmel was responsible for generating welding spatter
when Pe was supplied to the electrode. The energy transmitted to the electrode can be simplified
through the assumption shown in Equation (8).

σεAb,s
(
T4

s,b − T4
sur

)
≡ 0.886Pe (8)
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Figure 4. Experimental variation of Δmel and Δmb,p according to Pe for Δt = 30 s, 50 s, and 70 s.

Figure 5a shows the variation of the total mass of the particles scattered from the electrode
(Δmp,total) using Equation (1), mass reduction of the electrode (Δmel), and mass welded to the base metal
(Δmb,p) for the welding times (Δt) of 30 s, 50 s, and 70 s according to the electrical power. The result of
curve-fitting the calculated values of Δmp,total with increasing electrical power (Pe) under the same Δt
values is shown in Equation (9).

mp,total = a2 · Pb2
e (9)

 
 

(a) mp,total vs. Pe (=VI) (b) Curve-fit results of a2 with working time 

Figure 5. Effects of electrical power on the total mass of welding particles at welding times of 30 s, 50 s,
and 70 s.

It was found that a2 is related to Δt as shown in Figure 5b, and this tendency is shown in Equation
(10) when b2 is constant at 1.28944.

a2 = 2.9× 10−5g + 1.23× 10−6g/s× Δt (10)

Figure 6 shows the density values (ρi) of a single scattered welding particle measured by
calculating the mass (mp,i) and volume (ΔVp,i) of the particle using diameters (dp,i) of 1.736, 2.023,
2.294, and 2.352 mm. Because the electrode contains various metal components, as shown in Table 1,
ρi may vary depending on the material composition inside the shield and core [26,29]. In particular,
the mass proportions of metals that constitute each particle must be determined to obtain the total
volume of scattered welding spatter (ΔVp,total), but limitations exist in analyzing the density when
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measuring each mixed component for at least 1000 small particles with a diameter of 0.1 mm or
less. Therefore, we attempted to analyze the thermal characteristics of welding spatter by assuming
ρp,total ≡ ρel (4726 kg/m3) and calculating ΔVp,total as shown in Equation (11).

ΔVp,total =
Δmp,total

ρel
=

(2.9× 10−5 + 1.23× 10−6 × Δt) × Pe
b2

ρel
(11)

 

Figure 6. Measured value of one particle density using dp = 1.73–2.35 mm.

3.2. Diameter and Number of Welding Spatters

Figure 7 shows the fraction (Ni/Ntotal) of the number of particles, which is the ratio of particles
with diameter (Ni) to the total number of scattered particles (Ntotal), according to Pe at Δt = 30 s, 50 s,
and 70 s. As mentioned before, the particle size distribution was determined using Image J software
after collecting welding spatter in a 50 × 46 × 64 cm3 acrylic space, and it was analyzed by excluding the
diameters of 0.3 mm or less due to the resolution. It was found that the mean particle diameter (dp,m)
was approximately 0.3 mm regardless of Δt and Pe, which is similar to the results of previous studies
(dp,m < 0.5 mm) [9,11]. Therefore, the mean number of particles (N) can be calculated using Equation
(4). The main purpose of this study was to predict fire risks according to the thermal characteristics of
scattered particles; however, the mean number of particles (N) was expressed using the maximum
number of particles (Nmax) to analyze the thermal characteristics according to the maximum particle
diameter (dp,max) generated during welding.

  
(a) Particle number fraction vs. particle diameter (b) Particle mean diameter vs. electrical power 

Figure 7. Results of the (a) fraction of particle number, and (b) particle mean diameter when Pe = 984,
1337, 1802, and 2067 W and Δt = 30 s, 50 s, and 70 s.
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As the maximum particle size, dp,max, is still undetermined, it is necessary to analyze dp,max

according to Δt and Pe to solve Equation (12).

Nmax =
6Vtotal

πd3
p,max

, N = Nmax
(
dp,max/dp,m

)3
(12)

Figure 8 shows the results of analyzing the maximum diameter of scattered particles (dp,max)
according to the electrical power (Pe) at Δt = 30 s, 50 s, and 70 s. Each measured value represents the
average of the maximum diameter obtained in three repeated experiments. Apparently, the size of
the particles scattered from the electrode increased as Δt increased under a constant Pe because the
temperature around the weld zone of the base metal increased. In addition, under the same Δt, the size
of scattered particles increased in proportion to the melted mass of the electrode as Pe increased as
shown in Equation (13).

dp,max = a3 × Pe
b3 (13)

where a3 and b3 are experimental constants. When b3 = 0.4825, a3 can be calculated by Equation (14)
and plotted in Figure 8b.

a3 = 2.194× 10−2 + 9.38× 10−4 × Δt (14)

  

(a) Maximum particle diameter vs. electrical 
power (b) The experiment coefficient of a3 vs. Welding time 

Figure 8. Effects of electrical power on the distribution of the particles and the max diameter of the
particles at welding time = 30 s, 50 s, and 70 s.

3.3. Velocity of Welding Spatter

Figure 9a shows the results of measuring the mean particle velocity according to the particle
diameter under an electrical power of 984 W using a high-speed camera (model: phantom LC310) and
particle tracking velocimetry (PTV). It is observed that the scattering velocity showed a tendency to
decrease as the particle diameter increased under the experimental conditions of the welding time
(Δt) and electrical power (Pe), as shown in Table 2. The correlation between the maximum diameter
of scattered particles (dp,max) and the scattering velocity (up,max) was analyzed, as shown in Figure 9b.
up,max decreased as dp,max increased with a difference of less than ±10% depending on the values of Δt
and Pe, and the relationship shown in Equation (15) was found.

up,max = 1.3× d−1.004
p,max (15)
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(a) Velocity contour of welding particle  (b) Particle velocity vs. particle diameter 

Figure 9. Results of the particle velocity according to the particle diameter.

3.4. Thermal Characteristics of Welding Spatter

Using the results of the total volume of particles (Vp,total), maximum number of particles (Nmax),
particle diameter (dp,max), and scattering velocity (up,max) according to the Δt and Pe obtained in
Section 3.1 to determine the convective heat transfer coefficient shown in Equation (4), Equation (16)
can be formed.

hmax =
(
2 + 0.6Re0.5

d,maxPr1/3
)
k(Tre f )/dp,max, (16)

where Red,max is the Reynolds number (Red,max = ρpup,maxdp,max/μ) considering the maximum particle
diameter (dp,max). In particular, the thermal conductivity (k), specific heat (Cp), viscosity (μ), and
density (ρ) of air vary depending on the reference temperature (Tref = (Tp,s + T∞)/2), as shown in
Figure 10a. In this study, these can be calculated using Equations (17)–(20) based on the data given by
this study [30].

k(Trep) = −7.16×10−3 + 1.72×10−4 ×T−2.45×10−7 ×T2 + 2.29×10−10 ×T3 −9.81×10−14 ×T4 + 1.63×10−17 ×T5 (17)

cp(Trep) = 1.05− 2.89× 10−4 × T + 6.83× 10−7 × T2 − 3.4× 10−10 × T3 + 2.25× 10−14 × T4 + 1.55× 10−17 × T5 (18)

μ(Trep) = 4.26× 10−6 + 4.93× 10−8 × T + −1.33× 10−11 × T2 + 2.36× 10−15 × T3 (19)

ρ(Trep) = 374.074× T−1.0114 (20)

  
(a) Heat transfer coefficient vs. reference 

temperature  
(b) Thermophysical properties ( , , k, cp) vs. 

reference temperature  

Figure 10. Effects of the heat transfer coefficient of the maximum particle dimeter and velocity according
to thermophysical properties (ρ, μ, k, cp).
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Figure 10a shows the results of analyzing the convective heat transfer coefficient, h, according to
Tref when dp,max = 0.1, 0.3, 1.0, and 3.0 mm. h decreased as dp,max increased while the scattering velocity
(up,max) decreased to 13.12, 4.35, 1.30, and 0.43 m/s at different dp,max values obtained by Equation (15).
Therefore, Equation (2), for calculating the mean particle temperature considering the welding time
and electrical power, can be expressed as in Equation (21).

TP,s = T∞ +
0.13Pe

NmaxhmaxAP,maxrratio
, (21)

where Nmax, hmax, Ap,max, and rratio are the total number of particles, heat transfer coefficient, surface area
of a particle, and a constant calculated by replacing dp,m with dp,max, respectively, when welding particles
are at their maximum size. In particular, the mean number of particles (N) used in Equation (3) and
the mean surface area (Ap,m) are related as N = Nmax(d_p,m/d_p,max)−3 and Ap,m = Ap,max(d_p,m/d_p,max)2,
whereas the convective heat transfer coefficient (h) for determining the temperature of the welding
spatter is given by h = hmax × (d_p,m/d_p,max)−0.5 × (up,m/up,max) 0.5. Therefore, rratio is related as,

rratio ∼
(

up,m

up,max

)0.5( dp,m

dp,max

)−1.5

, (22)

where, up,m/up,max represents the ratio of the mean velocity to the maximum velocity. As it varies
depending on the diameter, it can be expressed as Equation (23).

(
up,m

up,max

)0.5

= C
(

dp,m

dp,max

)0.5

, (23)

where C is the experimental constant which may vary depending on the velocity difference. Because k,
Cp, μ, and ρ used to obtain the convective heat transfer coefficient are functions of Tp,s as shown in
Equations (17)–(20), it is necessary to solve Equation (13) for the maximum particle size, Equation (15)
for the maximum velocity, Equation (16) for the convective heat transfer coefficient, and Equation (23)
to perform iterative calculations for predicting the maximum temperature of the welding spatter.

Figure 11a shows the results of maximum temperature (Tp,max) measured by capturing the welding
spatter images accumulated on the acrylic collection plate at 60 fps for 70 s using a thermal imaging
camera (Model: Fluck Ti520) at Δt = 70 s and Pe = 1337 W. As shown in the figure, the approximate
maximum and mean particles were 432 ◦C and 347 ◦C, respectively.

  
(a) Temperature contour of a welding particle  (b) Particle temperature vs. supply power  

Figure 11. The results of temperature contour and the comparison of the prediction with experiment
values of C.
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Figure 11b shows the results calculated using the maximum particle temperature measurements
and Equation (21) under the experimental conditions of Δt and Pe shown in Table 2. The experimental
values agreed with the mean values with a difference of up to ±10% depending on Δt, and the
temperature tended to increase as Pe increased. It should be noted that the maximum difference
due to the time change was small (within ±2C) as shown in Equation (21) when C was constant,
but the increasing tendency of the temperature in proportion to Pe was found to be consistent with
the experimental values. However, when the values of C were 1, 2, 3, and 4, the slope at which the
maximum particle temperature increased over the increase in Pe was smaller than the experimental
value. This appears to be due to different values of C when the difference between the mean and
maximum scattering velocities of the welding spatter increased along with Pe. At each Pe, the value of
C can be obtained using Equations (24) and (25).

C1 = 309.67× P−0.6876
e (24)

C2 = 112.414× P−0.5045
e (25)

C1 is a constant calculated by performing iterative calculations using Equations (17)–(20) for
predicting the maximum particle temperature, whereas C2 is calculated using the values of the density,
thermal conductivity, viscosity coefficient, and specific heat at room temperature (298 K). Therefore,
the maximum particle temperature can be predicted within an error range of approximately 5% using
the equation to solve C2.

Figure 12 shows the results of calculating the maximum temperature and diameter of the welding
particles when the welding time (Δt) ranged from 30–70 s and Pe from 984–2067.5 W. “Fire hazard
region” means the possibility of fire spreading to combustible materials such as polyurethan foam as
mentioned in Ref [14,15,27], and “No ignition region” means the minimized conditions of fire spread.
Based on previous studies, it can be confirmed that the maximum welding time and electrical power
are 10 s and 1150 W, respectively, when the minimum particle size of welding spatter for the risk of fire
spread is 0.9 mm, and the minimum temperature is 350 ◦C [19]. Therefore, the results of this study
indicate that it is possible to calculate the electrical power for minimizing the risk of fire due to welding
spatter when the electrode type and welding time are known.

 

Figure 12. Predicted results of the maximum diameter and temperature of the welding particle
depending on the electrical power and welding time.

4. Summary

In this study, the volume, maximum diameter, scattering velocity, and maximum number of
welding spatter for shielded metal arc welding (SMAW) were analyzed according to the electrical
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power and welding time. When the electrical power was varied for welding times of 30 s, 50 s, and 70 s,
the following results were derived.

First, when the mass of the electrode and scattered particles was calculated, an empirical formula
was derived, which showed an increase in the mass of scattered particles when the electrical power
increased at a constant welding time. In particular, the mass of scattered welding spatter represented
approximately 11.45% of the total mass of the consumed electrode on average. The densities of the
scattered particles were found to vary between 4876–7572 kg/m3 depending on the volume fraction of
the core and coating composition of the electrode as referred by manufacturer.

Second, it was found that the mean diameter of welding spatter was approximately 0.3 mm,
which was constant regardless of the welding time and electrical power. The maximum particle size,
which has an important impact on fire risks, however, showed a tendency to increase in proportion to
the welding time and electrical power. An empirical formula considering the maximum particle size
was also derived to predict the temperature of the scattered welding spatter.

Third, the scattering velocity differed with differences of up to ±91% according to the welding
time and electrical power. This appears to be due to the fact that materials with significantly different
densities were mixed, which affected the momentum of the welding spatter while they were generated
from the electrode. However, the scattering velocity decreased as the particle diameter increased.

Fourth, empirical formulas for the volume, maximum diameter, and scattering velocity of the
welding spatter according to the welding time and electrical power were derived and compared
with the maximum temperature measurements during the welding process. Results showed a good
agreement between the compared values within an error range of approximately 10%. After verifying
this accuracy, the case in which the minimum temperature of welding spatter was 350 ◦C or higher
and the particle size was 0.9 mm was analyzed. It was found that fire risks can be minimized when a
maximum welding time of 10 s and maximum electrical power of 1150 W are used. It should be noted
that the maximum temperature of the welding spatter increased in proportion to the electrical power
regardless of the welding time. The results of this study are expected to be used as important data for
quantitatively presenting measures to minimize the fire risk of welding spatter.
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