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Irina Vinogradova-Zinkevič, Valentinas Podvezko and Edmundas Kazimeras Zavadskas
Comparative Assessment of the Stability of AHP and FAHP Methods
Reprinted from: Symmetry 2021, 13, 479, doi:10.3390/sym13030479 . . . . . . . . . . . . . . . . . 53

Romualdas Bausys and Giruta Kazakeviciute-Januskeviciene
Qualitative Rating of Lossy Compression for Aerial Imagery by Neutrosophic WASPAS Method
Reprinted from: Symmetry 2021, 13, 273, doi:10.3390/sym13020273 . . . . . . . . . . . . . . . . . 79
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Preface to ”Symmetric and Asymmetric Data in
Solution Models”

This book is a Printed Edition of the Special Issue which covers research on symmetric and

asymmetric data that occur in real-life problems. We invited authors to submit their theoretical

or experimental research to present engineering and economic problem solution models that deal

with symmetry or asymmetry of different data types. The Special Issue gained interest in the

research community and received many submissions. After rigorous scientific evaluation by editors

and reviewers, seventeen papers were accepted and published. The authors proposed different

solution models, mainly covering uncertain data in multicriteria decision-making (MCDM) problems

as complex tools to balance the symmetry between goals, risks, and constraints to cope with the

complicated problems in engineering or management. Therefore, we invite researchers interested in

the topics to read the papers provided in the Book.

Edmundas Kazimieras Zavadskas, Jurgita Antuchevičienė, Zenonas Turskis

Editors
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Abstract: This Special Issue covers symmetric and asymmetric data that occur in real-life problems.
We invited authors to submit their theoretical or experimental research to present engineering
and economic problem solution models that deal with symmetry or asymmetry of different data
types. The Special Issue gained interest in the research community and received many submissions.
After rigorous scientific evaluation by editors and reviewers, seventeen papers were accepted and
published. The authors proposed different solution models, mainly covering uncertain data in multi-
criteria decision-making problems as complex tools to balance the symmetry between goals, risks,
and constraints to cope with the complicated problems in engineering or management. Therefore,
we invite researchers interested in the topics to read the papers provided in the Special Issue.

Keywords: symmetric data; asymmetric data; solution models; MCDM; fuzzy sets; neutrosophic sets

1. Introduction

This Special Issue covers symmetric and asymmetric data that occur in real-life prob-
lems. The existence of data asymmetry causes difficulties when achieving an optimal
solution. The authors submitted their theoretical and experimental research, presenting
engineering and other problem-solving models dealing with symmetry and asymmetry of
different data types.

Accurate balance in the real world is an exceptional case. Decision makers need
information about a problem’s objectives and the importance of many reasonable goals,
guidelines and trade-offs [1]. The role of asymmetric information is more important and
weightier. Therefore, solution models offer different integrated tools to balance the overall
components of work [2], i.e., to find asymmetry axes concerning goals, risks, and constraints
to cope with complicated problems. Policymakers need to find a balance between data
objectivity and subjectivity.

Symmetrical and asymmetrical information play a decisive role in many problems.
Decision makers address these information asymmetry problems in different ways.

Marwala and Hurwitz [3] noted decreased information asymmetry observed between
two artificial intelligent agents, compared to two human agents. If these artificial intelli-
gence agents are present in the financial markets, it reduces arbitrage opportunities and
makes them more efficient. As the number of artificially intelligent agents in the market
increases, the market’s commercial volume will decrease because trade is the information
asymmetry [4] in the valuation of goods and services. Information asymmetry is applied
in various ways in management research, ranging from conceptualisations of information
asymmetry to building resolutions to reduce it [5].

Schmidt and Keil’s study show that private information’s asymmetry affects a busi-
ness’s normal conduct. Firms with a better understanding of such resources can use this
information to assess their own and competitors’ advantages [6]. Although different team

Symmetry 2021, 13, 1045. https://doi.org/10.3390/sym13061045 https://www.mdpi.com/journal/symmetry

1



Symmetry 2021, 13, 1045

members incorporate diverse, specialised knowledge, values, and perspectives into overall,
strategic decision making, there is a lack of equal information sharing [7].

Since the publication of Shepard pioneering articles on multi-dimensional scaling
(MDS) [8,9], the MDS methodology has received wide attention and application by re-
searchers in the behavioural and administrative sciences. Over the last decade, researchers
in marketing have applied numerous MDS methods of perceptions and preferences. Harsh-
man [10–14] proposed a new family of models called DEDICOM (DEcomposition into
DIrectional COMponents), analysing intrinsically asymmetric data matrices to fulfil a gap
in the MDS methodology the lack of suitable models for analysing inherently asymmetric
data relationships. Such information often has helpful marketing implications.

Arrow, the Nobel Prize winner in Economics in 1972, examined, among other things,
uncertainty in the field of medicine. Arrow noted that a patient must defer to the doctor,
and trust that they will use their knowledge to the patient’s best advantage to provide the
best care. According to Arrow, the doctor relies on trust’s social obligation to sell their
services to the public, even though the patients do not or cannot inspect the doctor’s work
quality. Last, he notes how this unique relationship demands that doctors attain high
education and certification levels to maintain doctors’ medical service quality.

High investment, more comprehensive implementation of plans and polished tech-
nologies characterise more recent projects [15]. Many decision-making problems stem from
the fact that not all know the information necessary to create a reasonable solution. In one
market, product developers have to have detailed information on product functions. It is
necessary to understand the importance of asymmetric information [16], as the nobility, if
this inefficiency were to cause concern, and the degree of asymmetry are essential, econom-
ically. Information asymmetry is the most important, usually in areas where information is
complex to receive. Asymmetric information is typically for a problem where one party
has more information than another. Thus, stakeholders also need to see an incentive for
mechanisms that allow for imperfectly beneficial decisions for both parties.

The degree of asymmetry is different and gives the effect of the prevalence of asymmet-
ric learning [17]. People practice various creative solutions [18]. Individuals make scientific
and technological measurements of subjective elements [19] by selecting or collecting data
to analyse or explain facts. They create an incentive for company employees [20] to gather
information and exchange and collaborate with other companies, rather than through
covert means [21].

In addition, they receive confirmation; suppose a company pays against a believer
to show that it has the financial resources to repay the money. In that case, the believer
has an incentive to pay the company a lower interest than was necessary if the company
considered the believer to be a risky borrower [22].

Symmetry examines symmetric phenomena concerning mathematics, physics, inter-
disciplinary fields and others. According to the results, the following topics can be looked
at in the future [23]:

1. Processing complex and varied raw data and examining new operators;
2. Examining symmetry phenomena in artificial intelligence;
3. Identifying symmetry in conforming problems aimed at solving social management

problems;
4. Predicting trends in possible changes in time and its weight in dynamic issues;
5. Studying intelligent algorithms and encouraging their stability and reliability.

The evolution of humans’ creativity highlights the advantages of symmetry princi-
ples [24]. Symmetry is an essential element of design that reflects the balance between
a product and its factors [25]. It affects such product conditions as structural efficiency,
attractive forms, economic production, and functional or aesthetic requirements [26]. Geo-
metric symmetry means symmetry in space. The ideal shape is the most straightforward:
round. Simple symmetrical geometry shapes are safer, more efficient, and more predictable
than asymmetrical ones [27]. In industry, more material is needed to make asymmetrical
items [28]; therefore, designers prefer symmetrical shapes to asymmetrical ones. There are

2
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subjective decisions in every objective measurement. Planners first decide which goals and
objectives are essential [29].

Information asymmetry is usually most significant in areas where information is
complex, challenging to obtain or both. Asymmetric information is typical of a problem
where one party has more information than another does. Insufficient info makes market
problems more difficult. The degree of asymmetry is different, yielding testable implica-
tions for the prevalence of asymmetric learning. Decision makers should acknowledge a
critical parameter corresponding to the degree to which the information is asymmetric.
Humans necessarily fill scientific and technology measurements with subjective elements
by selecting or collecting, analysing, or interpreting data [30].

Many decision-making problems arise from imperfect information. In a market
where customers reach balance and product developers need detailed information about
product features, it is necessary to understand the importance of asymmetric information
so that nobility, should this inefficiency cause concern, and the degree of asymmetry are
economically essential. For this reason, decision makers can use interval type-2 fuzzy sets.
The project environment is particularly vulnerable during conflict [31].

The perfect symbol of Yin–Yang is a sign of balance, harmony and moderation. There
is symmetrical balance when all parts of an object are well balanced. It is about finding
unity in the middle of duality. Human balanced product conditions include structural
efficiency, attractiveness, and financial, functional, or aesthetic requirements. It includes
compliance with standardisation requirements, production of repetitive elements and
mass production, which reduce production costs. In many particular situations, using the
balance of the Yin–Yang manufacturing theory and product organisation helps decision
makers [32].

Modern decision makers (both scientists and experienced users), when stakes are very
high, are critical in defining a problem and multiple conflicting criteria properly, and ex-
plicitly evaluating multiple criteria instead of making decisions based on only the intuition
of one’s own experience. Proper systemic analysis of complex problems leads to more
informed and better decisions. The beginning of the 21st century led to the development of
both new and much more advanced MCDM (Multi-Criteria Decision-Making) tools. The
notion of sustainable development, which is increasingly omnipresent in all activity fields,
is part of the knowledge that researchers in management have to acquire [33]. The basic
premise is rationality. Often, different MCDM methods do not give the same results [34].
The most popular hybrid MCDM methods show benefits over traditional solutions to
complex problems, including stakeholder preferences, interrelated or conflicting criteria,
and an unsafe environment [35]. The objectivity, balance and symmetry of decision making
highlight paradoxes in the envelope on groups and results.

Correct, logical and rational projects are reliable and sound products that meet critical
quality and design requirements of safety, price, and influence; they are expected to have a
lower, long-term impact on the environment [36].

The lack of information in the multi-criteria analysis stems from two following sources:

6. Imprecise definition of alternatives, assessment criteria and preferences (or preference
scenarios);

7. Inaccurate measurement of the impact of other options on the assessment criteria and
preferential weights.

Modern decision makers (scientists and expert users) define problems with many
conflicting criteria rather than adopting decisions based solely on intuition. As a result,
researchers need to research with a wide range of knowledge. Exogenous asymmetric
information is the basis of many traditional models of contract theory [37,38]. Thus, some
authors have examined theoretical processing models, where asymmetric information
appears endogenous if agents decide to collect information. Nowadays, the supply chains’
environmental and economic factors have come to the fore due to more critical competition
conditions [39].

3
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Environmental restoration, revival and recovery are vital principles for sustainable
development and human well-being. There is balance when all the objects’ features
are symmetrically well balanced [40]. Using interval type-2 fuzzy sets helps decision
makers deal more effectively with the uncertainty of experts or decision makers’ opinions,
judgements and preferences [41].

Civil design and engineering are central to the axes of a multi-disciplinary (multi-
dimensional) world, linked to many disciplines, which are, therefore, interrelated. Sym-
metry and structural regularity are essential concepts in many natural and manufactured
objects and play an essential role in the world’s design, construction, and development [42].
A project and plan’s success depends mainly on balancing needs (symmetry) and its
satisfaction on correctly defining many success indicators [43]. Sustainable and efficient
development is one of the most significant challenges of modern society if we want to
save the world for future generations [44]. In discrete, multi-criteria decision-making pro-
cesses, the weights of criteria are the essential components on which decision makers make
their final decisions. Designers that design products use several different subjective and
objective requirements to select materiality and structural solutions, considering impacts
on environmental aspects [45]. The Vague Kit is a methodological concept of knowledge
that allows people, worldwide, to explore possible examples of medium-sized individual
alternatives with a perfect decision-making tool [46].

Market participants avoid investment in new and successful technologies since such
decisions are linked to personal training, higher start-up costs, and uncertainties about
possible profits [47]. The choice of efficient technological industry systems is a complex
task with several criteria. Many decision makers reject innovations that face similar
difficulties [48]. Therefore, the most excellent valuation methods try to make, as decision
makers, the most economical decisions and, above all, these decisions are only for economic
objectives [49].

Over the last 40 years, despite many new and progressive technologies for applied
industry projects, the sectors’ efficiency has remained relatively low. Older researchers
propose that digital technologies allow for fast, flexible forms of project organisation [50].
Technological and social growth shape social preferences to stop non-renewable sources
and energy consumption and pollutant emissions into the environment as much as possible.
It requires the development of systems and technologies for waste disposal, storage and
regulatory enforcement. Old residential buildings consume a considerable amount of
European energy [51]. The choice of an excellent site to implement projects is of great
importance since the practice collaborates independently in the knowledge-rich and multi-
functional working environments. The success of the choice of sites is an abstract concept.
It decides, to the greatest extent, whether a project is a success or a failure. Decision theory
usually analyses a player’s perspective, while game theory emphasises its analysis of many
players’ interactions [52].

Therefore, it is necessary to retrofit them. There is a mass financial gap between
the excellent post armament and its modernisation. The industrial sector uses the most
significant parts of natural resources and generates increasing waste. In countries with the
most significant growing populations, well-being, and urbanisation, the municipalities’
significant challenges are to collect waste to be recycled and disposed of [53].

2. Contributions

After careful evaluation, seventeen papers were accepted and are published in the
Special Issue.

The Special Issue raised the interest of researchers from different scientific schools in
Europa, Asia and South America. Sixty-seven researchers from sixteen different countries
contributed to the published papers (Figure 1). The most significant number of researchers
were from Lithuania. Ten authors contributed from Serbia and China. From the other
remaining countries, one to four authors participated.
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Figure 1. The number of authors from different countries.

Publications were evenly distributed according to whether authors produced them
from one country or by international collectives: authors prepared nine papers from
one country and the other eight were from international collectives (Table 1). Leading
countries by the number of publications are Lithuania (three national collectives and four
international collectives) and the Czech Republic (two papers).

Table 1. Publications by countries.

Countries Number of Papers

Lithuania 3
Czech Republic 2

Poland 1
Romania 1
Taiwan 1
Korea 1

Iran–Lithuania 1
China–Lithuania 1

Ukraine–Slovakia–Lithuania 1
Serbia–Turkey–Lithuania 1

Serbia–Vietnam 1
Korea–India 1
China–India 1

Chile–Spain–Turkey 1

The authors proposed different solution models, mainly covering uncertain data
in multi-criteria decision-making problems, as complex tools to deal with complicated
problems in engineering or management (Table 2).
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Table 2. Publications by solution methods and application areas.

References Applied/Developed
Solution Methods

Type of Data
Uncertainty

Application
Areas

[54] AHP, FAHP Fuzzy sets Numerical examples,
no real case study

[55] Neutrosophic WASPAS Single-valued
neutrosophic sets

Evaluate the quality of the aerial
image

[56] Global sensitivity analysis of
quantiles

Uncertain model inputs as random
variables

Resistance of a steel member under
compression

[57] ANN Crisp data Construction project management

[58] Fuzzy inference model Fuzzy sets Construction project management

[59] Quantile-oriented sensitivity
analysis The variance of the input variable Engineering tasks

[60] A pattern recognition (PR)
algorithm Neural information Development of intelligent

prosthetic/rehabilitation devices

[61] ENTROPY, WASPAS-SVNS,
VASMA

Single-valued
neutrosophic set

The choice of the kindergarten
institution

[62] Wilson’s formulation Varying parameters of the model Supply chain management

[63] Pulley-cable transmission and
Bowden cable transmission

Geometrical and behavioural
parameters of the biological hand

Medical robotics: motor
rehabilitation treatment

[64] DANP, Entropy, VIKOR, DANP-mV Subjective and
objective weights

Supply chain in electronic
manufacturing

[23] Bibliometric analysis Certain data Bibliometric analysis of the Journal

[65] Extended TOPSIS Single-valued
neutrosophic sets

Ranking e-commerce development
strategies

[66] QSVBNS
Quadripartitioned single-valued

and bipolar neutrosophic sets
(QSVNS and BNS)

Green supplier
selection

[67]
PIPRECIA,

Interval-valued
triangular fuzzy ARAS

Interval-valued
triangular fuzzy sets

Evaluation of
e-learning courses

[68] CRITIC, CoCoSo-G Grey values
Location selection of a temporary

hospital during COVID-19
pandemic

[69]
Big data analysis,

text mining,
correlation analysis

Structured, unstructured and
semi-structured data Real estate market

More than half of the papers proposed different, multiple-criteria decision-making
models, mainly dealing with uncertain data. Fuzzy sets [54,57,67] or single-valued neutro-
sophic sets [55,61,65,66] were the most often applied for modelling uncertain data.

The application fields of the proposed solution models rather often involved dif-
ferent engineering problems. Much attention was given to civil engineering in terms of
construction project management [56,58] and the analysis of building structures [59,61].
Three papers analysed the optimisation of supply chains [62,64,66]. Two papers aimed
to optimise e-activities, namely, to rank e-commerce development strategies [65] and to
evaluate e-learning courses [67]. Two papers solved mechanical medical problems in reha-
bilitation [60,63]. An up-to-date medical-area problem was solved in [68], namely, location
selection of a temporary hospital during the COVID-19 pandemic. It is worth mentioning
the excellent article published in the current Special Issue, which is the bibliometric analysis
of publications in the Symmetry journal from 2009 to 2019 [23], which helps readers to
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understand past and current research scopes of the journal as well as future trends of
its development.

3. Conclusions

The Special Issue raised the interest of researchers from different scientific schools in
Europa, Asia and South America. Researchers from sixteen different countries, including
eight international collectives, contributed to the papers published in the issue.

As regards solution models, more than half of the papers proposed multiple-criteria
decision-making models. These models mostly covered partly uncertain or entirely uncer-
tain data, integrating crisp MCDM methods with interval-valued fuzzy or neutrosophic sets
theory. Therefore, we can conclude that the suggested hybrid decision-making techniques
are well applicable to symmetric/asymmetric data modelling.

The application fields of the proposed solution models involved both problems of
engineering and management sciences. Supply chain management, construction project
management or other civil engineering problems, e-activities, and even problems in the
medical field can be marked as application areas that received the most attention.
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Abstract: Symmetry is an international journal in the research fields of physics, chemistry, biology,
mathematics, computer science, theory and methods, and other scientific disciplines and engineering.
The first paper was published in 2009. Here, we make a bibliometric analysis of publications in
Symmetry from 2009 to 2019. According to Web of Science (WoS), we obtained 3215 publications
in this journal. First, we explore the publications, citation number, and citation structure based on
bibliometric indicators. Second, we analyze the most influential objects, including countries/regions,
institutions, authors, and papers. Cooperation networks are also presented. Next, the co-citation
and burst detection analyses are conducted according to the techniques of visualization tools,
i.e., VOSviewer and CiteSpace. Furthermore, the co-occurrence analyses and timeline view analyses
of keywords are investigated, aiming to explore the research hotspots. Finally, this paper provides
relatively thorough perspectives and reviews and discloses the future development trend of this
journal and challenges for scholars, which will promote the development of the journal and in-depth
research of scholars.

Keywords: Symmetry; bibliometric analysis; Web of Science; co-citation; burst detection analysis

1. Introduction

The bibliometric method has been widely applied in exploring publications’ structure and the
development of a journal. In recent years, scholars have systematically researched journals, such
as European Journal of Operational Research [1], Technological and Economic Development of Economy [2],
Information Sciences [3], IEEE Transactions on Fuzzy Systems [4], International Journal of Strategic Property
Management [5], Journal of Civil Engineering and Management [6], and Baltic Journal of Road and Bridge
Engineering [7]. The development trends of various research topics are also conducted, related to
fuzzy decision making [8], sustainable energy [9], support vector machines [10], etc. Combining with
visualization tools, i.e., VOSviewer [11,12], CiteSpace [13–15], CiteNetExplorer [16], Bicomb [17,18],
BibExcel [19,20], etc., the science mapping enriches the contents of bibliometric analyses from co-citation,
co-occurrence, co-authorship, and burst detection aspects. It also helps scholars intuitively grasp
research trends greatly and main research focuses in different phases [21]. In this paper, VOSviewer
and CiteSpace are used to demonstrate the characteristics of the journal. The former conducts the
co-citation analysis, co-authorship analysis, and co-occurrence analysis, aiming to present the structure
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of publications. The latter is chosen to cluster keywords and track development trends in different
years of the journal by cluster analysis, burst detection analysis, and timeline analysis.

Symmetry is an international open-access journal indexed by the Science Citation Index Expanded
(Web of Science, search for “Symmetry-Basel”), Scopus, MathSciNet (American Mathematical Society),
and other databases with an impact factor of 2.645 by Journal Citation Reports (2019). It covers research
on symmetry phenomena in scientific studies, including physics, chemistry, biology, mathematics,
computer science, theory and method, etc. The details are listed as Table 1:

Table 1. The subject areas of Symmetry.

Fields Subject Areas

Physics

conservation laws, Noether’s theorem, spatial parity, charge parity, time
parity, G-parity, standard model, internal symmetry, Lorentz symmetry,
transformations, invariance, conservation, local and global symmetries,
laws and symmetry, symmetry breaking, color symmetry, periodic and
quasiperiodic crystals, time-reversal symmetry breaking, symmetry and

complexity, Curie-Rosen symmetry principles, constants, biophysics,
entropy, and indistinguishability

Chemistry

crystal and crystallography; chiral molecules, chiral resolution and
asymmetric synthesis, asymmetric induction, chiral auxiliaries and

chiral catalysts, stereochemistry, diastereomers, stereogenic,
stereoisomers (enantiomers, atropisomers, diastereomers), stability,

mixing, and phase separation

Biology
symmetry in biology, radial symmetry (tetramerism, pentamerism, etc.),

diversity, preservation, sustainability, morphology, origin of life, and
molecular evolution (homochirality)

Mathematics

invariance, transformation, group theory, Lie groups, chirality, achiral or
amphichiral, helix and Möbius strip, knot theory, graph theory, isometry,
plane of symmetry, skewness, vertex algebra, asymmetry, dissymmetry,
nonsymmetry and antisymmetry, supergroups and nonlinear algebraic

structures, supersymmetry and supergravity, strings and branes,
integrability and geometry, information theory, Felix Klein’s Erlangen

Program, and continuous symmetry

Computer Science, Theory and
Methods

computer-aided design, computational geometry, computer graphics,
visualization, image compression, data compression, pattern

recognition, diversity, similarity, and conservation and sustainability

To date, Symmetry has published over 3000 documents with the development of 12 years. Therefore,
it is valuable to explore the development trend based on bibliometric methods and science mapping.
Since the first paper published in Symmetry in 2009, we analyze the journal from 2009 to 2019 mainly
from following aspects (considering the completeness of data, we only searched the publications from
2009 to 2019): (1) the basic characteristics of publications are presented to describe development status,
including the type of publications, annual number, citation number, and the productive contributors;
(2) the top 15 most cited papers are listed. The influential countries/regions, institutions, and authors
in the journal are provided, based on the total number of publications (TP), the total number of
citations (TC), the number of citation-year distribution (C), the number of average citation (AC),
H-index, the number of publications that satisfy certain citations (i.e., ≥100, ≥50) [22,23], etc. Besides,
we also analyze the important cooperation relationship; (3) the co-citation analyses at the level of
reference/source/authors, the burst detections of cited authors and cited journals, and the co-occurrence
analyses and timeline view analysis of keywords are given, which is conducive to clear the development
directions and the changes of research focus; (4) the future challenges of Symmetry are also discussed,
combining with the above results.

The rest of this paper is organized as follows: Section 2 illustrates the data source and analyzes
the basic characteristics, i.e., publications, citation numbers, and citation structure. The influential
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contributors in terms of papers, countries/regions, institutions, and authors are presented in Section 3.
The co-citation and burst detections analyses are given in Section 4. Section 5 focuses on the
co-occurrence and timeline view analyses of keywords. Section 6 discusses the characteristics of
this journal and presents future suggestions according to the whole analyses. Some conclusions are
provided to end this paper in Section 7.

2. Data Source and Basic Characteristics

This paper mainly uses the bibliometric method to study the publications in Symmetry from 2009
to 2019. The literature data are from the Web of Science (WoS) Core Collection database on June 24,
2020, using Symmetry-Basel (we replace Symmetry-Basel with Symmetry below). Then, through the
search for the journal’s name, we found 3125 papers.

Base on the analytic results given by WoS, we obtain Figure 1 and find that the paper types
published on Symmetry are classified into five kinds. The number of articles is 2941 and far more
than other types of publications. This is followed by 161 reviews, 21 editorial material, 2 corrections,
and 1 biographic item. This phenomenon shows that Symmetry focuses on academic articles. Then,
the total number of publications (TP), the total number of citations distribution (TC), and the number
of citation-year distribution (C) in the journal from 2009 to 2019 are illustrated in Figure 2. In this paper,
we also use AC to denote the average number of citations per publication.
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From Figure 2a, the annual number of publications per year shows an increasing trend. To be
specific, the annual publications were less than 100 before 2015. Then, it has been increasing rapidly,
and the annual publications have been greater than 1000 in 2019, which shows that more and more
scholars have paid attention to the journal.

Furthermore, Figure 2a describes the citation numbers of papers published in each year.
The publications receive the most citations (3324) in 2018, followed by 2234 citations in 2019, and 1930
citations in 2017. The trend of citations had three peaks, i.e., in 2010 (1388), 2015 (918), and 2018 (3324),
respectively. Figure 2b illustrates the citation numbers of each year from 2009 to 2019. We can see that
the citation-year distributions increased year by year. In 2009, the number of citations was only 3; since
2011, the annual number of citations was more than 100. By 2018, the number of citations increased
to 1840, which denotes that Symmetry was paid close attention. The low citation-year, i.e., 2013, does
not mean that no excellent studies appeared; the number of citations is dynamic and time is required
for publications to be widely recognized and cited [24]. Table 2 is provided to explore more detailed
information about Symmetry. Among the several indicators, H-index considers both the number of
publications and citations; the index without self-citations is an important indicator. A high H-index
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implies a greater achievement [25]. Furthermore, different intervals reflect the number of citations;
for example, ≥50 denotes the number of publications that cited times great than or equal to 50. From
Table 2, the paper published in 2018 has the greatest TC (3324) and H-index (24), 2010 has the greatest
AC (18). It is obvious that as time goes by, the influence of Symmetry has increased. Based on the data
collection from WoS, only in 2010 and 2015 were there two papers that satisfy the standard of “≥100”,
and three papers were high-cited papers.

Symmetry 2020, 12, x FOR PEER REVIEW 4 of 19 

 
(a) Total number of publications (TP) and total number of citations distribution (TC) 

 
(b) Total number of citations distribution (TC) and the number of citation-year distribution (C) 

Figure 2. The number of publications and citations distribution. 

Furthermore, Figure 2a describes the citation numbers of papers published in each year. The 
publications receive the most citations (3324) in 2018, followed by 2234 citations in 2019, and 1930 
citations in 2017. The trend of citations had three peaks, i.e., in 2010 (1388), 2015 (918), and 2018 (3324), 
respectively. Figure 2b illustrates the citation numbers of each year from 2009 to 2019. We can see 
that the citation-year distributions increased year by year. In 2009, the number of citations was only 
3; since 2011, the annual number of citations was more than 100. By 2018, the number of citations 
increased to 1840, which denotes that Symmetry was paid close attention. The low citation-year, i.e., 
2013, does not mean that no excellent studies appeared; the number of citations is dynamic and time 
is required for publications to be widely recognized and cited [24]. Table 2 is provided to explore 
more detailed information about Symmetry. Among the several indicators, H-index considers both 
the number of publications and citations; the index without self-citations is an important indicator. 
A high H-index implies a greater achievement [25]. Furthermore, different intervals reflect the 
number of citations; for example, 50≥  denotes the number of publications that cited times great 
than or equal to 50. From Table 2, the paper published in 2018 has the greatest TC (3324) and H-index 
(24), 2010 has the greatest AC (18). It is obvious that as time goes by, the influence of Symmetry has 
increased. Based on the data collection from WoS, only in 2010 and 2015 were there two papers that 
satisfy the standard of “ 100≥ ”, and three papers were high-cited papers. 

Table 2. Symmetry publication characteristics from 2009 to 2019. 

Year TP 1 TC AC H-Index ≥100 ≥50 ≥20 ≥10 ≥5 
2009 15 106 7 6 0 0 2 4 6 

15 78 40 33 13 50 114 158
323

772

1529

106

1388

392 201 38
457

918 736

1930

3324

2234

0
500
1000
1500
2000
2500
3000
3500

0

500

1000

1500

2000

2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019

Total number of publications Total number of citations distribution

106

1388
392 201 38 457 918 736

1930

3324

2234

3 36 112 197 221 224 387 538 818

1840

4788

0

1000

2000

3000

4000

5000

6000

2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019

Total number of citations distribution The number of citation-year distribution
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Table 2. Symmetry publication characteristics from 2009 to 2019.

Year TP 1 TC AC H-Index ≥100 ≥50 ≥20 ≥10 ≥5

2009 15 106 7 6 0 0 2 4 6
2010 78 1388 18 18 2 8 16 35 48
2011 40 392 10 12 0 1 4 14 20
2012 33 201 6 7 0 1 0 4 9
2013 13 38 3 4 0 0 0 0 2
2014 50 457 9 9 0 3 5 9 24
2015 114 918 8 13 2 0 8 20 41
2016 158 736 5 14 0 0 7 20 50
2017 323 1930 6 20 0 1 21 57 128
2018 772 3324 4 24 0 3 31 74 210
2019 1529 2234 1 15 0 3 10 37 109
Total 3125 11,724 - - 4 20 104 274 647

1 TP: total number of publications; TC: the total number of citations distribution; AC: the average number of citations
per publication, the same below.
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Next, this paper analyzes the productive objects, including countries/regions, institutions, and
authors. The countries/regions with greater than 100 publications are presented in Figure 3 and then
the top 10 productive institutions and authors are presented in Table 3. From Figure 3, we can see that
the scholars in China have published 1226 papers and rank in the first place. Following, the scholars in
the USA and South Korea both published more than 340 papers each, and rank in the second and the
third places, respectively. The fourth to eleventh productive countries/regions are Spain (217), Pakistan
(207), Saudi Arabia (177), Italy (118), Malaysia (114), Poland (109), Japan (107), and India (106).

In terms of institutions, China Medical University Taiwan published 66 papers and ranks first,
followed by the National University of Defense Technology China (59), Beijing Jiaotong University
(54), King Abdulaziz University (52), and the University of New Mexico (51), respectively. In the top
10 institutions, 6 of them are from China.
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Figure 3. The 11 countries/regions with greater than 100 publications.

On the author’s side, Smarandache F., from the USA, and Zhang X. H., from China, rank first and
second, with 51 and 31 publications, respectively. Among the top 10 most productive authors, 4 of
them are from China, 4 come from South Korea, 1 comes from the USA, and the other is Vietnamese.
From the above three aspects, Symmetry has aroused special attention for scholars from China, the USA,
and Korea.

Table 3. Top 10 productive Institutions/Authors in Symmetry.

Institution TP Author TP

China Medical University Taiwan 66 Smarandache F. 51
National University of Defense Technology China 59 Zhang X.H. 31

Beijing Jiaotong University 54 Wang J. 25
King Abdulaziz University 52 Kim J. 24
University of New Mexico 51 Khan I. 22

Harbin Engineering University 47 Chang C.C. 19
Comsats University Islamabad Cui 44 Lee S. 19

Ton Duc Thang University 41 Kim D.S. 18
China Medical University Hospital Taiwan 40 Kim T. 18

Central South University 39 Park J.H. 17

Furthermore, the subject areas of Symmetry relate to physics, chemistry, biology, computer science,
theory and methods, etc., which is multidisciplinary. Since it published papers, some publications
impact the corresponding field. Table 4 lists the details of the top 15 most influential papers, including
author, type, year, citation, etc.
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From Table 4, 5 publications are articles and 10 publications are reviews. The top three cited
publications are all reviews [26–28] and high-cited papers. Furthermore, two of them are studying
fluctuating asymmetry, which has been widely investigated from basic theories, methods, and
applications. Besides, the top 15 most cited papers were mainly published in 2010 (7), 2014 (2), 2015 (2),
and 2018 (2). Furthermore, 10 of them have more than one author. Thus, the cooperation of authors
also plays a key role in academic research.

3. Influential Contributor Analyses

According to Table 4, the frequency of the most cited paper is 183; it reviewed old and new
methods of measuring fluctuation asymmetry and then reviewed the theory, developmental origins,
and the applications of fluctuation asymmetry [26].

The paper “Inflationary cosmology in modified gravity theories” was cited 175 times; it reviewed
inflationary cosmology in modified gravity [27]. The paper “Analyzing fluctuating asymmetry with
geometric morphometrics: concepts, methods, and applications” ranks third place and was cited 125
times. The theme of this paper is the same as the most cited paper, i.e., fluctuating asymmetry. This
paper summarized the concepts and morphometric methods for studying fluctuating asymmetry of
shape and size.

In the top 15 most cited papers, we can find that there are only 2 papers published in recent
years (in 2018); thus, the papers published in recent years still need time to gain attention. These data
illustrate that the top 15 most cited papers all promote the development and advance of the journal
and the related research fields.

Figure 4 depicts the cooperation network among countries/regions, where the nodes represent the
countries/regions, and the sizes denote the citations; that is, the larger the size of the node, the greater the
number of citations. The lines between two countries/regions denote that they cooperate. The density
of the links of a country indicates the cooperation degree. The denser of the lines, the more collaboration
for one country with other countries. From Figure 4, we can see that China, the USA, Pakistan, and the
UK have more lines. Therefore, they have more cooperation with other countries.
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Table 5 gives the top 10 most influential countries/regions and their corresponding data. China
has the most citations (4002) and the highest H-index (24), which is consistent with Figure 4. For ≥100,
each of the USA, Spain, the UK, Japan, and Italy has one paper. Furthermore, it can be seen that 5
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papers from China have more than 50 citations, 36 papers have more than 20 citations, and 86 papers
have more than 10 citations. There are 91 papers from the USA with more than 10 citations, which are
far more than other countries. Thus, China and the USA are two biggest contributors to this journal. It
is noted that, although the UK only has 96 publications on Symmetry, it has the highest AC with 7.28,
which means that these papers play an important role in the related research fields. China and Saudi
Arabia have 10 high-cited papers each. We also find that the top 10 most influential countries/regions
are mainly from Asia and Europe.

Table 5. The top 10 most influential countries/regions.

Countries Continent TP TC AC H-Index ≥100 ≥50 ≥20 ≥10 HC 1 HP

1 China Asia 1226 4002 3.26 24 0 5 36 86 10 0
2 USA North American 341 1718 5.04 19 1 3 16 91 3 0
3 Pakistan Asia 207 1179 5.70 17 0 2 15 74 7 2
4 South Korea Asia 340 1011 2.97 15 0 0 9 61 1 0
5 Spain Europe 217 851 3.92 11 1 3 5 18 1 0
6 Saudi Arabia Asia 177 781 4.41 13 0 2 11 25 10 2
7 UK Europe 96 699 7.28 12 1 4 7 15 1 0
8 Japan Asia 107 669 6.25 12 1 3 5 17 1 0
9 Italy Europe 118 607 5.14 13 1 1 7 16 0 0
10 Poland Europe 109 505 4.63 11 0 2 6 14 1 0

1 HC: the number of the high-cited papers; HP: the number of the hot papers, the same below.

Furthermore, the top 10 most cited institutions are presented in Table 6. The University of New
Mexico is the most cited institution, with 491 citations and 11 H-index, while its AC is only 9.63.
Sichuan Normal University has 362 citations and ranks in second place. The University of Manchester
has the greatest AC (43.30), even though it only has 5 papers, which explains the importance of these
papers and the related research topics. Its most cited paper, Analyzing Fluctuating Asymmetry with
Geometric Morphometrics: Concepts, Methods, and Applications, is the third most cited paper of Symmetry.

Table 6. The top 10 most influential institutions.

Institutions TP TC AC H-Index ≥100 ≥50 ≥20 ≥10 HC HP

1 Univ New Mexico 51 491 9.63 11 0 1 8 16 1 0
2 Sichuan Normal Univ 9 362 40.22 7 0 3 7 7 4 0
3 Shaoxing Univ 18 261 14.50 8 0 1 5 7 0 0
4 Shaanxi Univ Sci & Technol 30 246 8.20 8 0 0 3 8 2 0
5 Shanghai Maritime Univ 27 241 8.93 8 0 0 4 8 1 0
6 China Med Univ 67 249 3.72 9 0 0 2 7 1 0
7 Univ Manchester 5 217 43.40 4 1 2 2 4 1 0
8 Berry Coll 5 210 42.00 3 1 1 1 2 1 0
9 Vilnius Gediminas Tech Univ 17 207 12.18 8 0 0 1 7 1 0
10 Tomsk State Pedag Univ 10 206 20.60 3 1 1 1 2 1 0

Next, the most cited authors are analyzed and the top 10 most influential authors are presented in
Table 7. Smarandache F. has the greatest TC and H-index, ranking in the first place. Besides, even
though each of Hel-Or Hagit, Nevo Eviatar, and Raz Shmuel only published two papers in Symmetry,
their AC is the highest (95.50). Furthermore, they relate to the same paper, i.e., Fluctuating Asymmetry:
Methods, Theory, and Applications, the most cited paper in Table 4. Graham, John H. ranks in second
place of AC and is also the author of the same paper. This phenomenon can be explained by the
cooperative relationship among authors. Then, we analyze the cooperation relationship and depict the
corresponding science mapping as shown in Figure 5.
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Table 7. The top 10 most influential authors.

Authors TP TC AC H-Index ≥100 ≥50 ≥20 ≥10 HC HP

1 Smarandache F. 51 489 9.59 11 0 1 8 16 1 0
2 Wei G.W. 8 362 45.25 7 0 3 7 7 4 0
3 Wang J. 11 266 24.18 5 0 2 5 5 3 0
4 Ye J. 17 259 15.24 8 0 1 5 7 0 0
5 Zhang X.H. 30 246 8.20 8 0 0 3 8 2 0
6 Graham J.H. 3 205 68.33 3 1 1 1 2 1 0
7 Zavadskas E.K. 12 194 16.17 8 0 0 3 7 1 0
8 Hel-Or H. 2 191 95.50 2 1 1 1 1 1 0
9 Nevo E. 2 191 95.50 2 1 1 1 1 1 0

10 Raz S. 2 191 95.50 1 1 1 1 1 1 0
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The visualization of the cooperation network only presents 296 authors, which is the closest
network by setting the minimum number of documents of an author as two. In Figure 5, the size of
the node denotes the number of citations, for example, the node for Smarandache F., is the largest,
followed by Wei G. W., which is consistent with Table 7. Besides, the links between the two authors
mean that they cooperate. The links linked to Smarandache F. are the greatest, therefore having 43
links, 6.1% of the total links (704), and their total link strength is 99, 8% of the whole link strength
(1244). Then, Zhang X. H. has 16 links and a total link strength of 56, 4.5% of 1244.

4. The Co-Citation and the Burst Detection Analysis

In this section, we make co-citation and the burst detection analysis by depicting visualizations
combining with VOSviewer and CiteSpace. The co-citation analyses are conducted from the following
aspects: reference co-citation, source co-citation, and author co-citation. Citation burst detection reflects
the explosive data, that is, in a certain period, scholars’ attention is attracted [29].

Figure 6 illustrates the closest reference co-citation network, where the threshold that denotes
the minimum number of citations of a cited reference is 20, and there are 31 references that satisfy the
threshold. The closest network includes 25 references. In Figure 6, a node shows a reference, the size
of the node denotes the citations number of the references. A link between two references means
a co-citation relationship. The thicker the link is, the more citations the reference has. There are 5
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clusters marked with different colors. Furthermore, the paper Fuzzy sets, Information Control, 1965, 8,
2–3: 30–33 (cited 38,108 times) ranks in first place, with 203 citations in Symmetry. Similarly, the author
and source co-citation networks are also be displayed. Then, Table 8 presents the top 10 most cited
references/sources/authors by publications in Symmetry.
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Table 8. The top 10 most cited references/sources/authors by publications in the journal.

Reference TC Source TC Author TC

1 Zadeh La, 1965, Inform. Control 203 Phys. Rev. D. 2226 Ye, J.H. 336
2 Atanassov K, 1986, Fuzzy Set Syst. 148 Symmetry-Basel 1858 Smarandache, F 331
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10 Wang H., 2005, Interval Neutrosophi 31 Phys. Rev. A 728 Kostelecky, V.A. 176

Table 8 lists the information of the top 10 most cited references/sources/authors by publications
in Symmetry. Six of references are published before 2010, and the first cited reference is from 1965 by
Zadeh [30]. Only two references had a number of citations more than 100. Phys. Rev. D ranks the first
cited source with 2226 citations. In terms of cited authors, Ye, J. H. received the most citations, with
336, followed by Smarandache, F (331) and Zadeh, La (307).

Through detecting bursts, Table 9 lists the top 10 cited authors of publications in Symmetry with
the strongest citation bursts. Zadeh La on the top of the list with the maximum burst strength of 17.965.
All of them have a citation burst duration with three years and close to the present (from 2018 to 2019),
which shows that their work may have formed a hot and leading topic.
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Table 9. Top 10 cited authors with the strongest citation bursts.

Cited Authors Year Strength Begin End 2009–2019

1 Zadeh La 2009 17.965 2018 2019
2 Atanassov K.T. 2009 12.435 2018 2019
3 Smarandache F. 2009 12.1931 2018 2019
4 Zhang X.H. 2009 11.7661 2018 2019
5 Ye. J. 2009 11.2671 2018 2019
6 Xu Z. S. 2009 10.3632 2018 2019
7 Torra V. 2009 9.7113 2018 2019
8 Chen S.M. 2009 9.7113 2018 2019
9 Wang H. 2009 9.5661 2018 2019
10 Wang J.Q. 2009 9.3017 2018 2019

Table 10 presents the top 15 cited journals with the strongest citation bursts from 2009 to 2019.
The cited journals receive frequent citations by Symmetry in a certain period. The citation bursts of the
cited journals of Inform. Control. had the longest strength (39.1302). Besides, 5 of the top 15 cited
journals had the longest duration, with 8 years from 2009 to 2016, which means that the publications in
Symmetry cited these journals earlier and explosively. Of these 15, 7 are the closest to 2019, such as
Inform. Control., Knowl-Based Syst., and IEEE T. Fuzzy Syst., which illustrates that they still have an
influence on Symmetry and can even influence the future research directions.

Table 10. Top 15 cited journals with the strongest citation bursts.

Cited journals Year Strength Begin End 2009–2019

1 Inform. Control. 2009 39.1302 2017 2019
2 Knowl-Based Syst 2009 37.1671 2017 2019
3 IEEE T. Fuzzy Syst. 2009 32.2774 2017 2019
4 J. Math Phys. 2009 30.0428 2009 2016
5 Soft Comput. 2009 30.0041 2017 2019
6 Int. J. Intell. Syst. 2009 27.9824 2018 2019
7 Int. J. Mach. Learn Cyb. 2009 26.2151 2018 2019
8 J. Phys. A-math Gen. 2009 24.9067 2009 2016
9 IEEE T. Pattern Anal. 2009 23.3408 2014 2019
10 Rev. Mod. Phys. 2009 20.8109 2009 2016
11 Science 2009 20.0597 2010 2016
12 Phys. Lett. B 2009 19.0243 2010 2016
13 Phys. Lett A 2009 18.7673 2009 2016
14 J. Phys. A-math Theor. 2009 18.3113 2014 2016
15 Phys. Rev. B 2009 17.2365 2009 2016

5. Co-Occurrence and Timeline Analyses of Keywords

This section analyzes the co-occurrence of author-keywords and presents the timeline view. In the
1980 s, the co-occurrence analysis was first provided and has been widely applied in bibliometrics
analyses [31]. When more than or equal to two keywords appear in the same paper, this can be called
keywords occurrence [32]. Through the co-occurrence analysis, we can identify the research hotspots
of the journal.

There are 11,731 author-keywords of publications in the journal from 2009 to 2019, according
toVOSviewer. Figure 7 presents the author-keywords co-occurrence network, where there are 164
author-keywords, by setting the threshold of minimum occurrences to five and giving the closest
relationship. They are classified into 16 clusters marked in different colors. The node presents an
author-keyword; its size denotes the citations. The bigger the node is, the more citations the keyword
has. A link between two nodes means the co-occurrence of the two keywords. In Figure 7, symmetry
has the greatest citations; therefore, it has the most links with other clusters. Then, we present the top
20 most frequent author-keywords and their frequencies in Table 11.
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Table 11. The top 20 most frequent author-keywords in Symmetry.

Rank Author-Keyword Frequency Rank Author-Keyword Frequency

1 symmetry 92 11 chirality 18
2 decision making 37 12 big data 17
3 deep learning 30 13 convolutional neural network 17
4 fixed point 29 14 fluctuating asymmetry 17
5 machine learning 27 15 cloud computing 16
6 internet of things 22 16 image processing 16
7 symmetry breaking 20 17 clustering 15
8 neural network 19 18 aggregation operator 14
9 neutrosophic set 19 19 classification 14
10 supersymmetry 19 20 data mining 14

The frequency of symmetry is 92 and ranks first. Following, decision making (37), deep learning
(30), fixed point (29), and machine learning (27) rank in the second to fifth place, respectively, which
explain the research topics of the journal. The frequencies of all the keywords in Table 11 are higher
than 10, and seven of them have frequencies greater than 20.

Table 12 explains the top 20 keywords with the strongest citation bursts. Most of them are close to
present (2019), such as fuzzy set, decision making, aggregation operator, deep learning, etc., which
denote that the research contents in the publications of Symmetry closely follow hot topics and leading
issues. Comparing Table 11 with Table 12, we can find several of the same keywords, i.e., symmetry,
decision making, symmetry breaking, neutrosophic set, and deep learning. This phenomenon explains
that these are the research hotspots of the journal from 2009 to 2019; at the same time, the research fever
of these may continue. Thus, the scholars interested in the journal can start from these research topics.
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Table 12. The top 20 keywords with the strongest citation bursts.

Keywords Year Strength Begin End 2009–2019

1 fuzzy set 2009 18.3082 2017 2019
2 aggregation operator 2009 11.0627 2018 2019
3 number 2009 10.6203 2018 2019
4 symmetry 2009 9.8647 2009 2014
5 similarity measure 2009 9.2729 2018 2019
6 information 2009 8.9273 2017 2019
7 decision making 2009 8.7959 2017 2019
8 operator 2009 8.3778 2018 2019
9 environment 2009 6.5953 2018 2019
10 symmetry breaking 2009 6.3503 2010 2010
11 TOPSIS 2009 5.7079 2018 2019
12 network 2009 5.6572 2017 2019
13 neutrosophic set 2009 5.2651 2018 2019
14 deep learning 2009 5.2651 2018 2019
15 management 2009 5.2651 2018 2019
16 evolution 2009 5.0578 2015 2016
17 intuitionistic-fuzzy 2009 5.0308 2017 2017
18 group-decision-making 2009 5.0308 2017 2017
19 attribute-decision-making 2009 5.0308 2017 2017
20 scheme 2009 4.9364 2018 2019

Figure 8 shows the keyword clusters visualizations by CiteSpace and summarizes nine clusters for
all keywords of publication in Symmetry, which are “exact solution”, “decision making”, “aromaticity”,
“aesthetic”, “deep learning”, “cyclic twin”, “fixed point”, “quantum theory”, and “drosophila
melanogaster” in order.
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Then, based on the timeline view of keywords, the development and the research trend of the
hotspots from 2009 to 2019 are presented. In Figure 9, there are four stages from the time perspective.
Specifically, it focused more on the “symmetry property”, “simulation”, “aromaticity”, “model”, and
so on, between 2009 and 2010. The keywords of “tilling aperiodicity” and “symmetry group of knot”
occurred most from 2010 to 2013. Next, from 2013 to 2016, a large number of research topics emerged,
such as “exact solution”, “framework”, “three-dimensional space”, “neural network”, “equational
simulation”, “fluctuating asymmetry”, etc. For the next phase, the publication preferred to occur
keywords like “operator”, “convolutional neural network”, and “support vector machine”. We can
see that keywords continually change over time, and scholars expanded and deepened the research
content on the journal.
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Moreover, this paper also retrieves the papers published in 2020 and obtains 691 papers. Figure 10
shows the author-keywords co-occurrence network of these papers by setting the minimum number of
occurrences of a keyword to two and displaying the closest network, which is related to 138 keywords.
The side of the nodes denotes the frequency of co-occurrence. We can see that machine learning has
the greatest frequency (24), followed by symmetry (20), deep learning (9), fixed point (9), asymmetry
(8), dark matter (8), classification (7), dark energy (7), fuzzy logic (7), etc. The tenth to twentieth
author-keywords are internet of things, particle swarm optimization, sustainability, conservation laws,
convergence, hermite-hadamard inequality, stability analysis, ahp, artificial intelligence, bioconvection,
and cloud computing.
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6. Discussions

This journal explores symmetry phenomena related to mathematical, physics, interdisciplinary
fields, etc. After the bibliometric analysis, we further discussed the possible reasons and given future
suggestions. According to analyses of Symmetry, the basic characteristics, citation structures, and
productive objects are summarized as follows:

(1) The most frequent type of publication is the article, occupying 94.11% of the publications.
There were more high-quality papers published in 2020, 2017, and 2018, in the view of TC and
H-index. The trend of the publication-year distribution increased from 2013 to 2019. As of June, 2020,
the publications received the most citations (3324) in 2018. The publications in 2019 were cited 2234
times; this year not only had the greatest number of papers, but also ranks second place in terms
of citation frequency, the reason for which may be that an increasing amount of scholars are paying
attention to the journal.

(2) Since most of the top 15 cited publications are cooperative, communication plays a key role in
improving the level of publications. From the cooperation network, China receives the largest number
of cooperation and is at the core place; at the same time, it is the country with the greatest number
of publications.

(3) Publications cover 100 countries/regions, and the most influential countries/regions are mainly
from Asia and Europe. In terms of TP, TC, and H-index, China led, which shows that publications
in Symmetry from China have higher influence, followed by the USA. From the top 10 most cited
references/sources/authors: (a) the publications cite reference universally; (b) the cited sources are
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mostly in the field of physics and fuzzy mathematics; (c) the researchers can pay close attention to the
papers of the top cited authors and sources.

(4) Combined with the strong citation burst analyses, we can find that the top 10 lists between
Tables 8 and 9 are different. This phenomenon explains that the author citation bursts at various times,
and especially the emergence of some new authors, including Torra V. and Wang H. For the same
authors, the ranks also exist discrepancy. The reason may be that the research topics of the journal
are constantly enriched and there are diverse focuses, i.e., from physics to comprehensive discipline,
including decision making, fuzzy mathematic, and deep learning.

(5) Considering the top 20 most frequent author-keywords and the top 20 keywords with the
strongest citation bursts, in recent years, the main research contents of Symmetry focus on fuzzy set,
aggregation operation, etc. The burst detection and the timeline view analyses of keywords show
the knowledge structure and research trends in the journal. According to the results, the following
topics can be considered in the future: (a) to process the complex and diverse raw data, and investigate
new operators; (b) to study the symmetry phenomena in the artificial intelligence; (c) to excavate the
symmetry nature in matching problems, aimed at solving more social management problems; (d) to
predict the possible time change trends and their weights in dynamic issues; (e) to study the intelligent
algorithms and promote their stability and reliability.

Due to the characteristics of publications, the most influential objects, and the co-occurrence
analyses of author-keywords, regarding the publications from 2009 to 2019 in Symmetry, we find that,
although the papers were first published in 2009, the numbers of publications have been increasing
until the present. From 2015, the annual number of publications always exceeded 100. This suggests
that the journal has constructed its influence on multidisciplinary theory and practice. Especially,
authors from Asia and Europe pay more attention to this journal. In the future, it can expand its
influence through cooperation. Then, the analyses results suggest that scholars should investigate
advanced techniques (such as neural network, data mining, fuzzy decision-making, etc.) to keep pace
with the times and solve the practical problems. Besides, with the uncertainty and diversification
of the environment, enriching the research contents of the journal, at the same time, promoting the
robustness of theory methods, etc. are also challenges for future scholars.

7. Conclusions

This paper presents a bibliometric analysis of Symmetry from 2009 to 2019 based on WoS.
According to VOSviewer and CiteSpace, the analyses are conducted from the following aspects: basic
characteristics, including the publications, citation number and citation structure; the influential objects;
co-citation contributors and the burst detection analyses; the author-keywords co-occurrence analyses
and timeline view analysis. The number of publications has almost increased every year since 2014.
The year 2019 was the year with the largest volume of publications and 2018 was the year with the most
citations. China is the most productive and influential country. The top three productive institutions
are China Medical University Taiwan (China), National University of Defense Technology China
(China), and Beijing Jiaotong University (China), respectively. The prominent author is Smarandache F.
According to the results, cooperation among contributors also plays a key role in the publications. In
the view of author-keyword analyses, the scopes of Symmetry are constantly enriching and no longer
limited to the symmetry phenomena in the fields of physics and chemistry. At present, these include
decision making, fuzzy mathematics, deep learning, machine learning and classification, etc. We also
discuss possible reasons for this and future development.

In summary, this paper is a relatively comprehensive view of Symmetry by bibliometric analysis,
which helps scholars understand its current status, future trends of development, and research scope.
In future, we will continue to collect its productions and pay more attention to its developments,
aiming to make the conclusions richer.
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Abstract: In real estate, there are various variables for the forecasting of future land prices, in addition
to the macro and micro perspectives used in the current research. Examples of such variables are
the economic growth rate, unemployment rate, regional development and important locations, and
transportation. Therefore, in this paper, data on real estate and national price fluctuation rates were
used to predict the ways in which future land prices will fluctuate, and macro and micro perspective
variables were actively utilized in order to conduct land analysis based on Big Data analysis. We
sought to understand what kinds of variables directly affect the fluctuation of the land, and to use
this for future land price analysis. In addition to the two variables mentioned above, the factor of the
landscape was also confirmed to be closely related to the real estate market. Therefore, in order to
check the correlation between the landscape and the real estate market, we will examine the factors
which change the land price in the landscape district, and then discuss how the landscape and real
estate can interact. As a result, re-explaining the previous contents, the future land price is predicted
by actively utilizing macro and micro variables in real estate land price prediction. Through this
method, we want to increase the accuracy of the real estate market, which is difficult to predict, and
we hope that it will be useful in the real estate market in the future.

Keywords: landscape; micro factor; macro factor; real estate market; Big Data analysis; Big Data;
land price; R and Python; land Big Data

1. Introduction

Various methods of predicting and analyzing prices in the real estate market have
been around since time immemorial. In the case of Joseon, 500 years ago, the biggest factor
in determining land price was the crop harvest. Nowadays, however, the factors which
determine the price of land can be confirmed to fluctuate due to various side points, such
as the use value of the land, the area around the station, and the restricted area. As a
result, there are various methods of predicting real estate prices [1,2], and in Korea, they
are disclosed to citizens through land indexes.

In this paper, however, we will focus on history and policy. As in the past, the real
estate market in the Republic of Korea is still going back and forth between hot and cold
water like a roller coaster. In the Republic of Korea, large-scale apartment complexes
were created by introducing large-scale residential complex construction in 1962 with the
enforcement of the Korea Housing Corporation Act. At that time, Seoul was crowded
with people who went to search for jobs across the country, and 80% of Seoul’s population
was concentrated in Gwanghwamun. Then, as the real estate prices surged, unlicensed
buildings entered the scene, and houses became scarce.

Thus, the government promoted the construction of new residential areas or the
transfer of administrative functions to the sub-Han River area, providing two alternatives.
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The first option was to relocate the capital. Capital relocation involved dispersing the
population by distributing administrative demand, which was concentrated in the central
part of Seoul City. As it had only been about 10 years since the 6.25 war, Korea could not
afford the astronomical costs and abandoned the first option. The second option was to
develop the southern part of the Hangang River, particularly Yeongdeungpo, the subcenter
of Seoul at the time. It was to be developed by incorporating the southern region into
Seoul. At that time, the government formulated an economic development plan for an
export-centric system, and sought the construction of national industrial parks in Ansan,
Ulsan, Changwon, and Gwangyang. It needed a highway to connect with the national
industrial complex and Seoul. The primary alternative was Yeongdeungpo, but it was not
selected because of its high price and low site availability.

Thus, the southern part of the Han River was chosen, and Hannam Bridge in 1966
and Gyeongbu Expressway in 1968 were built to facilitate access. Through these two
roads, Gangnam was designated as a migration land readjustment project area, and the
development was started. In this plan, Yeongdong 1 and 2 earth were to be created; one
area was the Gyeongbu Expressway project, and two areas were to have basic infrastructure
built, while promoting the housing complex construction project in order to disperse the
city center population. In 1972, Nonhyun-dong built public service apartments, apartment
complexes, and detached houses. Nonetheless, the district, which used to be empty, was
an area that was not of interest to people at the time, so the government shelved the
development of Gangbuk and promoted Gangnam’s development. As such, Gangbuk
implemented large-scale regulatory policies, such as restrictions on the construction of
certain facilities and public institutions, the prohibition of entertainment facilities, and
the prohibition of the establishment of department stores and universities. In 1973, the
Yeongdong district was designated as a development promotion district. With the waiving
of property taxes, etc., the number of relocations to the Gangnam district increased; to
date, Gangnam’s representative apartments—Banpo Jugong Apartment and Apgujeong
Hyundai Apartment—have been built and sold. In addition to residential complexes, adult
entertainment establishments moved from Gangbuk to Gangnam, which benefitted from
large-scale regulatory policies, thus making Gangnam a center of adult entertainment
establishments. Moreover, on the transportation side, the construction of subway line 2 in
1975, Banpodaegyo Bridge, and the Namsan No. 3 tunnel in order to facilitate movement
within the city center, along with the Gangnam Express Bus Terminal in 1976 were carried
out. In terms of education, the prestigious high schools in downtown Gangbuk moved to
the Gangnam area; public facilities and public enterprises in Gangnam moved to Jongno,
the center of Seoul, but the gap was not as wide as it is now [3].

With low-rise apartments housing more than 5× 104 households rebuilt in the 21st
century, Gangnam’s land price skyrocketed. As such, Gangnam, which is still the wealthiest
area in the Republic of Korea, has low supply, high demand, and many reconstruction
targets. As mentioned above, Gangnam is currently the richest area with the best infrastruc-
ture. In the future real estate market, it would be desirable to introduce smart cities which
can solve various problems in areas surrounded by landscape areas and areas subject to
rebuilding, instead of unreasonable construction. Looking at of the history of the Gangnam
real estate market from the 1960s to the present, we can see that the focus was on policy,
but there are various factors in the real estate market in addition to policy. The prediction
and analysis of land prices are extremely demanding.

Therefore, in this research, we will seek a method for predicting future land prices by
combining macro and micro environment variables in the real estate market, in which it is
difficult to predict land prices in the future. The target areas of the paper will be set in the
six regional living areas in Gangnam-gu, Seoul, based on the apartments of 30 tsubo in each
area. Furthermore, in the prefecture’s research, we would like to use past data to confirm
future data, but the current data is the data for 2019, using the data from 2015 to 2018, which
has not been released yet. We want to check if it matches. Then, we would like to investigate
whether some variables have the greatest effect on land prices using regression analysis [4],
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and confirm that some variables and land prices are correlated through correlation analysis.
In addition, in the real estate market, the factor of the landscape is also relevant, and we
would like to investigate the relationship between real estate and landscape, which will be
judged as a factor which will affect the future.

In order to confirm the relationship between the landscape and the real estate market,
the effect of the landscape district on the real estate was investigated to find ways to interact.
In order to explain the previous content again, we predicted land prices in the future by
actively utilizing macroscopic and microscopic variables in real estate land price forecasting.
We would like to use this method to improve the accuracy in the real estate market, which
is difficult to predict, and we hope it will be useful in the future real estate market.

2. Related Research
2.1. The Concept of Real Estate Big Data

For real estate, the data market is of great significance. In the history of Gangnam
mentioned above, the real estate market is diversifying and diversifying, moving back and
forth between rising and falling curves. Data is a very important factor in the real-time
analysis of this diversifying real estate market. However, it will be helpful to use analysis
and prediction only when data is generated in each form suitable for real estate market
analysis. In the real estate market, real estate data is largely divided into three elements.
First, financial data includes information on real estate investment trust companies and
REIT-related stocks (Real Estate Investment Trust). The second is transactional data,
including real estate sales, mortgage loans that loan long-term housing funds by issuing
mortgage securities as collateral for real estate, and financial data such as leases, prices, and
taxes. Finally, physical data includes real estate land or structure information, such as real
estate structural characteristics or location data. Thus, three types of financial, transactional,
and physical data are considered to be real estate data [5,6].

2.2. Real Estate Market Analysis

Real estate market analysis can be a process of providing necessary information on
real estate policy and administrative support by analyzing the market, in which prices are
determined by the supply and demand of real estate. At the core of the analysis of the real
estate market can be the research and analysis of various factors, such as the factors that
form supply and demand, and their changing societies, economies, and policies. In addition
to the macro and micro environment variables seen in the current paper, the analysis of
changes in economic conditions, industrial structure, climate, and global markets that affect
demand requires regional character and spatial congestion. The analysis of the location
of the area and the regional market is required because the subgroups that have are born.
Therefore, the factors that determine real estate prices are diversely distributed, such as
psychological, social, policy, economic, individual, and regional factors [7–11].

2.3. Republic of Korea Real Estate Market Land Price Analysis Technology

There is also a method of analyzing the real estate market through data quantifica-
tion [12], but the analysis method introduced in this related paper aims to explain how
to make the real estate market analysis desirable through eight factors. The first is to
check the cycle of the real estate market. In the real estate market, government policies,
domestic and international economic conditions, and demand and supply aspects have a
greater impact on price fluctuations than other factors. Looking at the history of the real
estate market in Korea, it has been repeatedly rising and falling. Analyzing the real estate
market doing so, it would be desirable to understand when prices rise, and when to adjust
and invest. Second, when a new government is in place, the Presidential Commission on
Acquisition of Office has the task of setting a new policy stance. It is important to check
whether the regulation of real estate policy will be strengthened or relaxed by checking
the state roadmap. The third point is similar to the second. If the government continues
to use the real estate market stimulus, the land price will naturally rise, such that, if the
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government induces to buy it, one needs to buy it. Fourth, it is necessary to examine the
past trends in the history of real estate, because the regulatory policy was strengthened and
then relaxed from 1960 to the present. Fifth, since the real estate market policy regulation
and stimulus are repeated in a pattern, it is necessary to invest conservatively during the
regulatory period and aggressively during the stimulus period. The sixth point is to view
investment as an active economic activity as a defensive measure to prevent the current
assets from being thrown away. Considering the ever-increasing inflation rate, investment
is necessary because the purchasing power of the product may become zero someday if
you deposit assets in a bank without carrying out any investment. The seventh point is that
value and price should not be viewed at the same time. If you do not make an investment
which exceeds the inflation rate, you will lose money; thus, it is necessary to actively invest.
Finally, if you are investing in the real estate market, it is better to stay still unless you know
anything [13]. As mentioned earlier, there is a method of analyzing the real estate market
by approaching it with data and expressing it by quantifying it, but empirical factors can
also be an analysis and collection factor. The following Figure 1 shows the eight factors of
the real estate market analysis technique.
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2.4. Real Estate Big Data: The Domestic Case
2.4.1. Housing Supply Statistics Information System (HIS)

Housing supply statistics (HIS) produce various housing statistics—including na-
tional statistics—and builds a housing statistics system, collects statistical data, verifies it,
processes and analyzes it, and utilizes it for the establishment of housing policies. Statistical
data are used to analyze candidate sites for construction, business feasibility analysis, and
sales strategies. In addition, it is very useful for the construction industry and real estate
industry as well as general customers to understand the past and present construction
industry through monthly housing statistics, such as permits, construction, completion,
and sales.

2.4.2. Construction Administration System (Seum-Teo)

The building administration system is a system for computerizing and managing the
application and processing of building permits—such as for building, housing, building
registers, etc.—without visiting the government office. There is also information which is
necessary for housing work, maintenance work, and construction-related business. It shows
statistics such as building permits, construction starts, buildings, and house construction.
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2.4.3. Real Estate Transaction Management System

This system is designed to enable the quick convenient handling of all real estate
transactions, from reporting real estate transaction contracts related to real estate transac-
tions to real estate registration. Thanks to Internet real estate transaction reporting, people
need not go to cities, counties, and ward offices. Report documents can be conveniently
processed online without the need to reduce the attached documents. The data is used for
inquiry when the registration is removed from the Supreme Court’s registration system
and is utilized by the National Tax Service for assignment duties. In addition, the basic
municipality uses it for the task of imposing registration tax, whereas the Ministry of Land,
Infrastructure, and Transport uses it for real transaction prices, transaction statistics, and
price disclosure [14,15].

2.4.4. Korea Land and Housing Corporation (SEE:REAL)

This is a system built to deliver real estate information through a systematic service
based on the Internet. It uses a map as a real estate information portal site which provides
12 kinds of real estate-related information and 50 kinds of real estate information, spatial
information, and statistical information data from one place on the Internet. It has the
advantage of allowing anyone to use it easily to look up real estate information. This portal
provides various kinds of information, such as real estate information, presale information,
real estate individual information, and usage area districts when searching on the map,
including materials and programs related to real estate, such as ‘search for my land’ and a
real estate transaction information inquiry service portal [16].

2.4.5. Republic of Korea Real Estate Statistics System (R-ONE)

As a Republic of Korea Appraisal Board-based system that provides real estate statis-
tics information to policymakers as well as the general public, this surveys the national
land price fluctuation rate, national housing price trend survey, monthly rent price trend
survey, apartment housing transaction price index, and commercial rental trends in the
investigation of official price trends, etc. Most of the methods used for the sampling in-
volve stratified extraction. In addition, one can check the real estate transaction status and
economic and financial statistics, remove errors and outliers from the real transaction data
database, create a valid database by creating valid DB (Data Base) and basic statistics, and
calculate and verify the actual transaction price index for the disclosure of information [17].

2.4.6. Real Estate Aptgin

Real estate acquaintances use convenient data and various analytical methods to
provide customers with convenient and easy access to various kinds of information and
regulations on real estate in order to disclose freely the information used only in some
companies or investment groups to the general public. It provides a differentiated infor-
mation service by refining and solving various quality data and contents provided by the
government. Real estate acquaintances provide customers with regional information that is
viewed as Big Data, detailed information on the expected amount of occupancy by region,
apartment comparisons, unsold information, transaction volumes by region, and a Big
Data map. Figure 2 shows the market price and market strength through the Big Data map
provided by the apartment acquaintances [18].

2.4.7. Ziptoss

As a recent example of public data use, Ziptoss has become popular as an on- and
offline-owned real estate brokerage service without fees. As one of its advantages, if the
customer receives information directly from the landlord and makes the quality of the
information transparent, and a customer makes an online inquiry, there is no fee for anyone
who connects to a direct store to obtain a room, and only the person who sells the product
is charged a fee. Ziptoss operates the building register, road name address information
Supreme Court, land use regulation system, and road condition public data to receive
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information about the building and information related to the rent, building price, and
actual trading price.
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2.5. Real Estate Market Big Data Analysis System and Technique

Real estate big data analysis systems need to analyze using models, integrate predicted
results, and perform optimization simulations in order to be utilized as a real estate policy
tool. In addition, through the visualization process, the demand of the real estate market
displays information such as supply and land price, and an algorithm for the analysis and
accuracy of the result is required. In particular, the collection and real-time monitoring
of unstructured data such as SNS (Social Network Service) media and newspaper articles
should be reflected. This allows you to extract useful information, manage the real estate
market in real time through a refining process, and actively manage it on a regular basis in
order to stabilize the real estate market and exert policy effects. It is necessary to prepare a
compatible system. Then, research using market analysis and prediction models through
big data technology which can be applied to various real estates should be continued. Based
on these technologies, the technology for analyzing real estate prices of public and private
institutions introduced in Section 2.4 was created [7]. In addition, technologies used in real
estate-related analysis technologies are being studied through regression analysis [19–22],
artificial neural networks [23], data mining [24], predictive modeling [25,26], and machine
learning [27]. Research should be conducted based on accuracy and efficiency.

2.6. The Possibility of Using Real Estate Big Data

In the real estate market, Big Data is a suitable technology for approaching current
issues and policies. It is believed to be able to support real-estate–related activities through
the use of Big Data, and to respond to future problems through future prediction [28].
Therefore, real estate Big Data should be derived to reflect the various factors compre-
hensively and proceed to the best process. Currently, the Korean market is preparing for
difficult or unpredictable situations, such as going back and forth between cold and hot
water like riding a roller coaster. It is expected to be effective in solving the problems for
the purpose. Therefore, it is necessary to find a way to graft into the real estate market by
referring to the use cases of Big Data technology and recent trends [14]. Figure 3 shows
the real estate Big Data in the STEEP (Social, Technological, Economic, Ecological, and
Political) type.
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3. Real Estate Market after Land Price Prediction Study

The real estate market belongs to a typical area in which it is difficult to predict the
‘after’ situation. As a result, even experts agree that the area of interest is likely to skyrocket.
There are various factors for investigating the ‘after’ of real estate, in addition to macro and
micro variables [29]. In this paper, however, we examined the factors for forecasting real
estate land prices through macro variables and micro variables. If we look at the entire real
estate market over the long term, the macro perspective has a great influence. Likewise,
in the short term, the micro perspective has a high impact. Nonetheless, it is necessary to
consider both, because their effects may be intertwined. Therefore, the research focused on
two factors in the ground prediction.

Currently, the center of real estate investment in the Republic of Korea has changed
from 4,50 to 2,30. The reason for the high number of housing transactions for the 20th and
30th generations is that the supply of employment and restrictions on housing construction
have been relaxed. If this continues, however, not only will speculation overheating be a
concern, but investment risks will increase. That is why real estate transactions are very
important to the macro economy. Still, the micro economy is just as important as the macro
economy. Just as stock in the ‘after’ value and credibility of a company, real estate must
also look at the location and current situation. Therefore, this paper seeks to confirm that
some factors have a high influence on land prices aside from the two factors [30].

Figure 4 is a blueprint of how big data is analyzed in the real estate market, and how
to organize it before getting the result. The target area for the analysis is Gangnam-gu,
and the data collection is based on information provided by public data portals and public
institutions. Subsequently, through multiple regression analysis and correlation analysis,
as a result, we seek out the most influential factors for real estate market prices.

35



Symmetry 2021, 13, 616

Symmetry 2021, 13, x FOR PEER REVIEW 8 of 25 
 

 

Figure 4 is a blueprint of how big data is analyzed in the real estate market, and how 
to organize it before getting the result. The target area for the analysis is Gangnam-gu, 
and the data collection is based on information provided by public data portals and public 
institutions. Subsequently, through multiple regression analysis and correlation analysis, 
as a result, we seek out the most influential factors for real estate market prices. 

 
Figure 4. Real estate market future land price forecast research flow chart system. 

3.1. Macroscopic View of the Real Estate Market 
The macro view is that the social structure dominates an individual's thinking, and 

assumes that the individual acts in a structured manner under the influence of the social 
structure. [31–33]. Figure 5 explains the factors of the macroscopic data. 

 
Figure 5. Macroscopic factors in the real estate market system. 

3.1.1. Growth Rate of Young People Participating in the Company 
Currently, as Korea approaches the age of ultra-aging like its neighbor, Japan, the 
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3.1. Macroscopic View of the Real Estate Market

The macro view is that the social structure dominates an individual’s thinking, and
assumes that the individual acts in a structured manner under the influence of the social
structure [31–33]. Figure 5 explains the factors of the macroscopic data.
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Figure 5. Macroscopic factors in the real estate market system.

3.1.1. Growth Rate of Young People Participating in the Company

Currently, as Korea approaches the age of ultra-aging like its neighbor, Japan, the
population of the elderly is increasing, and the proportion of the youth is decreasing.
Nevertheless, as of 2018, the value of the real estate market is not falling, but is currently on
the rise. As such, what is the biggest reason the land price is not falling when the fertility
rate is decreasing and the economic situation is not as good as it was in the past? The value
of the real estate market cannot depreciate because they are entering the real estate market
due to the increase in the number of young adults owing to the baby boomers from the
early 90s to the mid-90s. When the fertility rate reaches a number similar to the present by
the 2030s beyond the 2020s, the analysis of statistical institutions confirms that house prices
will change significantly from the present. As a result, from a macroscopic point of view,
the future situation is not good. The following Figure 6 shows the participation rate of
young adults in economic activities, where young people are between 15 and 39 years old.
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Meanwhile, the macroscopic and microscopic numerical data in Section 3 were created
using data provided by public data portals, and data provided by public institutions [34–37].

3.1.2. Economic Growth Rate/Unemplyoment Rate

As the economy grows, the value of stocks, real estate, and existing goods rises
as inflation progresses rapidly when people’s income and corporate capital investment
increase [38]. If the economic growth rate decreases compared to the present, the demand
for and value of real estate and stocks will decrease. Moreover, as the income and corporate
investment of the people decrease, the growth rate decreases as the number of sales
providers increases. Figure 7, below, shows the figure of the economic growth rate, which
means the rate of GDP (Gross Domestic Product) growth, and the unemployment rate for
15 to 39 year-olds.
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3.1.3. Interest Rate

The interest rate is a rate expressed as the interest rate per period applied to the
principal. The interest rate wields various influences on our lives. If the interest rates rise,
the method of depositing in the bank is appropriate, but buying a house by borrowing is
burdensome. As a result, the real estate price falls. In this case, the method of depositing
in the bank will lower the value; thus, it is effective to buy a house with a loan; of course,
this will increase the value of real estate due to the high demand. When a crisis comes,
like the current coronavirus situation, if the interest rate falls outside the normal range, the
real estate market will overheat or cool down rapidly. Moreover, unlike foreign countries,
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there is a system called a jeonse system. Thus, if the interest rate goes down, the value
of the charter decreases for the landholder, resulting in an increase in the value of the
jeonse. To explain by example, the price of an apartment in Daechi-dong, Gangnam-gu,
before the coronavirus incident occurred was 2.215 billion won. The coronavirus pandemic
caused the demand for real estate to diminish as the interest rate fluctuated, with trading
at 1950 million won. On the other side, the charter price has increased by 100 million won.
Currently, apartment prices in Seoul have fallen by 0.02%, but charter prices have risen
0.03%. Figure 8 shows the interest rates from 15 to 18 years.
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3.1.4. Comprehensive Real Estate Tax Charge

Comprehensive real estate tax is the tax that is levied on the excess if the total amount
of publicly-announced prices exceeds a certain standard amount by dividing the homes
and lands of each country by type. The comprehensive real estate tax is imposed on
high-value real estate holders, which is based on equity in the tax burden of the people on
real estate holdings, and it aims to stabilize real estate prices and contribute to the balanced
development of local governments, and the economic development of the Republic of
Korea. The base date for taxation is 1 June. Figure 9 shows the history of change in the
overall real estate tax.

3.1.5. Government Policy

When planning to deploy government offices on a nationwide basis—such as the
Comprehensive Land Development Plan, large-scale residential land developments like
the new city development, and the construction of social overhead capital such as roads—
the contents from the microscopic perspective should also be viewed from a macroscopic
perspective. Increasing the budget to implement policies such as national land development
in the country will cause the real estate market to overheat nationwide, but in the opposite
case, it will tend to slow down. Figure 10 shows the history of government real estate
policy [21].

3.1.6. Land Construction Regulation

Architecture is regulated to suit the environment, economy, culture, and politics, etc.,
of the land and the type of land used. According to a paper on economic trends, real estate
is closely correlated with income, population, and the land regulation level. In fact, it is
impossible for the government to change the income and the population artificially, so only
the land regulation can be changed. The green belt and other areas of public green space
regulation are factors that increase the price of housing, and excessive building regulation

38



Symmetry 2021, 13, 616

is also a policy for the reduction of housing construction, which is why it is causing the
price to rise. Looking at overseas cases, San Francisco and Dallas have seen similar income
growth since 1980. As a result of checking the land price compared to income, however,
San Francisco, where the green space regulation was the most severe, showed an increase
rate of over 30%, whereas Dallas had no change. Figure 11 shows the number of building
regulations in the current state of the Seoul City Ordinance.
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3.1.7. Foreign Currency Reserves

Foreign currency reserves are foreign currency funds that a country is stockpiling
in preparation for emergencies. Foreign currency reserves are an important means to
respond to changes in the external environment and economic crisis. They are a liquid
asset that responds to sudden capital inflows when a crisis occurs by reducing the rate
of exchange rate fluctuations. As such, macroscopically, the amount of foreign exchange
reserves is an external saving in the Korean economy, and external saving is determined
at the same time as internal saving. The rapid increase in foreign exchange reserves has
led to a decrease in domestic investment in the Korean economy. Thus, if the foreign
exchange reserves increase rapidly, an imbalance in the financial sector will result, resulting
in over-investment in real estate and stock markets. The following Figure 12 shows the
status of foreign exchange reserves in Korea.
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3.2. Microscopic View of the Real Estate Market

A micro perspective is a theory which focuses on the interactions between individuals
in everyday life or the subjectivity of individuals, and which presupposes the social nominal
theory. The micro real estate factors can be seen in Figure 13.

3.2.1. External Capital Inflow

In Korea, the influence of land and building owners is absolute. Thus, even if an
outsider contributes to the holder, there is no burden of property tax, capital tax, and
taxation. In other words, the so-called ‘good news’ profits all go to the landholders, not
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theirs. Industrial complexes, social overhead capital, current local residents and artists,
and external investments such as efforts to revive the neighborhood are the so-called ‘good
news’; the profits all go to the landholders, not them. Therefore, it is important to analyze
the impact of good conditions on real estate, and bad conditions need to be analyzed
as well.
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3.2.2. Local Development or Public Facilities, and Important Facilities

Not surprisingly, if public facilities or important facilities come in next to residential or
commercial areas, the value of the real estate increases as the number of floating populations
increases and investment increases. On the other hand, if rumors that public facilities
will be transferred to other areas fail to attract important facilities, the value will decrease;
in the Republic of Korea, however, it is common to minimize damage by bringing in
other major facilities to appease opposing local residents, and to take follow-up measures
with lawmakers’ politics. In the current paper, the real estate market was focused on
Gangnam-gu and divided into six living zones.

3.2.3. Commercial Growth

As the commercial area grows, if the land or building in the area is owned, the profit
gained from the rental income or land transaction becomes relatively large. There is a need
to be cautious when the existing holders pay for everything and sell all of them at high
prices when trading with the right to name the premium commercial zone. Among the
commercial districts in Seoul, the most popular commercial districts are Hongdae, Sinchon,
Hanyang University, and Keonkuk University, but not all of the commercial districts are
growing. Although it plays a part in the flow of traffic, factors which promote the growth of
commercial areas are needed. As an example, Hongdae’s commercial district has a growing
population, unlike other commercial districts. The reason the Hongdae commercial area
is gradually growing is that it is expanding into Donggyo-dong, Yeonnam-dong, Sangsu-
dong, and Hapjeong-dong, and the charm of the old and new generations overlaps with
Korean and exotic ones. As a result, commercial areas grew in the past as residential areas
turned into clothing stores and restaurants. The second attraction of the Hongdae area is
creative diversity. As shown by the recent SBS (Seoul Broadcasting System) entertainment
Jong-won Baek alley restaurant, we can find different charms in the Hongdae area, too, as
each block has a new charm. Transportation and important facilities are indicative of the
growth of the commercial area, but it can be seen that the attractive part can also promote
the growth of a commercial area [39]. Figure 14 shows the variation in the number of stores
in each living zone.
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3.2.4. Traffic

Transportation is considered to have the closest relationship to the real estate mar-
ket [40]. It also has a great influence on the growth of the commercial area, education,
and the location of important facilities and development zones. Therefore, even in real
estate, the area is within a 500 m radius centered on the subway, or within 5~10 min on foot.
The station area is the most important factor in determining the real estate price. Placing
railway- and public transportation-related items as one of the policies is the biggest factor
in the real estate market. If the traffic is far from the commercial area or inconvenient, real
estate foreclosure will increase due to populations moving to other areas. In this way, traffic
may overheat the real estate market; on the contrary, it shows the ability to suppress it.
According to a paper in the United States, the way to suppress the rise in real estate prices
is the expansion of the railroad network, which extends the radius of people’s living to the
outskirts. This is to ensure that Korea is distributed to the outlying areas by expanding
urban railroads and developing new cities in order to prevent the overheating of the local
real estate market. Blast furnace transportation is one of the most important factors in
predicting future land prices, as it has a great influence on the land price.

Gangnam-gu opened Line 9 at the beginning of year 15, opening the Samsung Central
Station, Bongeunsa Station, Seonjeongneung Station, and Eonju Station. At the end of year
16, an SRT against the Korean high-speed rail KTX was built in the Suseo and Segok regional
living zones in Gangnam-gu, with a wide area bus linking other regions introduced in
year 17.

3.2.5. Education

In areas where schools have high university admission rates, or where schools and
academic costs are concentrated, value increases as real estate demand increases. Represen-
tative examples are Daechi-dong, Junggye-dong, Mok-dong, and Noryangjin-dong, which
are densely populated by Seoul city standards. In addition, the real estate prices in areas
where special high schools and private high schools are located tend to be distributed. As a
result, the Ministry of Education has decided to convert foreign high schools, international
high schools, and high schools into general high schools in 2025. Therefore, the demand
for high school districts may increase. Accordingly, there are concerns that the demand for
high school districts in District 8 and Seocho-gu in Gangnam-gu will increase significantly.

There are a total of 88 schools in Gangnam-gu, including elementary, middle, and
high schools, special purpose schools, and universities: 13 in the Apgujeong area, 19 in the
Daechi area, nine in the Samsung area, ten in the Yeoksam area, 22 in the Gaepo area, and
15 in the Suseo area.
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3.2.6. Violent Crime Rate

Strong crime rates are also an important factor in predicting real estate land prices.
The more dangerous the area, the poorer the image, and the more difficult it is to fix
it in the residential area or commercial area. As a result, the commercial area and the
residential area decline, the area becomes less active, and the influx of poor people and
the number of criminals increase. From another perspective, it is true that, by taking risks
and investing in a region, not only will land prices be cheaper than other regions but if
the gamble succeeds, it will mean gaining an advantage in that region. Moreover, with
the rise of outside investors, the crime rate will decrease, and real estate land prices can
go up again. As was the case in the past, if there are rumors of rental apartments and
houses around condominiums, a demonstration opposing it will most likely follow. The
correlation between public rental housing and crime occurrence in four years was analyzed,
and the rest excluding permanent rental housing were confirmed to have affected the crime
rate. Figure 15 shows the results of using the prosecution’s crime trend report to set the
violent crime rate of 100,100 from 2015 to 2018.
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4. Analysis of Factors from Macroscopic and Microscopic Perspectives for the
Prediction of Future Land Prices in the Real Estate Market

Prior to the data analysis, the land prices in the real estate market were analyzed based
on apartments where land price transactions occurred smoothly in the living areas of each
region. The land price of each regional living area was set as the independent variable,
and the dependent variables are the economic activity participation rate of the young
people, the economic growth rate, the unemployment rate of the young people, interest
rates, the application rate of the comprehensive real estate tax and policy, local building
regulations, foreign exchange reserves, the growth in the trading area, and violent crimes.
The analysis was carried out with a total of 10 out of the 13 variables mentioned above;
when we focused on the quarterly data from 2015 to 2018, the transportation, education,
and public facilities sectors fluctuated. These were not used as variables because their effect
was not big. As we all know, transportation, education, and public facilities are variables
with a huge impact on real estate land prices. Unlike other areas, Gangnam-gu is a region
which has been developed since the 1970s, so it has complete transportation, education,
and public facilities. Thus, these three variables were not used in this analysis. Figure 16
shows the real estate data analysis through the R and Python programs to determine which
factors are related to land prices.

4.1. R Program Data Analysis

As a result of analysis using the macroscopic variable data and microscopic variable
data in Section 3, the regression model itself was found to be valid, but the overall inde-
pendent variables did not significantly affect the dependent variable. Therefore, using
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the backward elimination method and the stepwise selection method, the analysis was
conducted based on the smallest AIC.
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From the results above, it was confirmed that the dependent variable explains the
large LP (Land Price) fluctuation of 92% and 99.8%. In addition, as a result of testing
whether there is a significant relationship between the dependent variable and the set of all
of the independent variables, the two were confirmed to be related at a significance level
of 95%.

Based on Figure 17, we were able to ascertain the influence of the dependent variables
and the independent variables. First, in the case of Apgujeong, we confirmed that depen-
dent variables such as the unemployment rate, interest rate, comprehensive real estate tax,
and violent crime rate affect land prices. In the case of the Second Samsung Living Area,
dependent variables such as the economic growth rate, policies, land construction regula-
tions, foreign exchange reserves, and violent crime rates were confirmed to have an effect.
In the case of the third Daechi Living area, we confirmed that dependent variables such
as the unemployment rate, interest rate, foreign exchange reserves, commercial growth,
and violent crime rate have an effect. For the Yeoksam living sphere, eight dependent
variables—the youth economic activity participation rate, economic growth rate, inter-
est rate and policy, land construction regulation, foreign exchange reserves, commercial
growth, and violent crime rate—have an effect. In the case of the fifth Gaepo living area,
dependent variables such as the youth economic activity participation rate, interest rate,
comprehensive real estate tax, policy, foreign exchange reserves, and commercial growth
have an effect. Finally, in the case of the Suseo living areas, the youth economic activity
participation rates, comprehensive real estate tax, and policy dependent variables were
confirmed to have an effect.

As a result, we were able to confirm whether the ten factors affect land prices. Nonethe-
less, four factors policy, interest rate, violent crime rate, and foreign exchange reserves were
found to have more influence than the other factors. In addition, the F TEST confirmed
that the dependent variables of the six regional living spaces were significant together with
the independent variables.

4.2. Python Program Data Analysis

In Section 4.1, multi-regression analysis was used to analyze the independent variables
affecting the dependent variables using variable data from the macroscopic point of view
and variable data from the microscopic point of view; this time, we tried to find the
factors that correlate with the real estate price through correlation analysis. Correlation
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analysis is designed to understand the degree of association between two variables, not to
explain causality.
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As shown in Figure 18, there were differences in the factors relevant to each local
living zone. Compared to other factors, the economic growth rate, unemployment rate,
interest rate, policy, land building regulation, and violent crime rate were found to be
relatively low.

In conclusion, the factors influencing the cost of living in each region through re-
gression analysis in R were the amount of foreign exchange reserves, number of criminal
activities, interest rates, and policies, and the factors correlated with the price of living in
each region through correlation analysis in Python included the economic participation
rate of the youth, rate of application of the comprehensive real estate tax bill, and amount
of foreign exchange reserves, but the research results confirmed that fluctuations in foreign
currency reserves are closely related to real estate land prices. As explained in Section 4.3,
below, we would like to examine the impact of land prices associated with fluctuations in
foreign exchange reserves in combination with the current data.

4.3. Analysis of the Relationship between Foreign Exchange Reserves and Land Prices

Through the R program regression analysis and the correlation analysis of Python, it
was confirmed in Sections 4.1 and 4.2 that the most relevant factor for the land prices is the
foreign exchange reserves. Next, we sought to analyze the fluctuations in foreign currency
reserves and the relationship with land prices from 2019 to the present, and to investigate
how the influence is applied as it is.

Figure 19, below, shows the fluctuations in foreign exchange reserves from the first
quarter of 2019 to the first quarter of 2020, and the average land price fluctuations in each
region’s living area. The foreign exchange reserves can be checked in parentheses next to
the year; the unit is 100 million dollars, and the land price is also 100 million.
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The foreign currency reserve was set as an independent variable through a Python
program. The representative apartment area in the living area of each region was set as
the dependent variable. The results were then confirmed through correlation analysis and
regression analysis. It was confirmed that, among the six regional living areas, the repre-
sentative apartments in the regional living area of Samsung have a significant relationship
with the fluctuation of foreign exchange reserves. The correlation was also confirmed. In
addition, the fluctuation of foreign currency reserves was confirmed to be related to the
land prices of each regional living area. Unfortunately, the real estate transaction is active,
and it was set at 120 square yards, so there was not much data, and the relevance between
foreign currency reserves and land prices increased. However, other studies confirming
fluctuations in foreign exchange reserves and their relationship to the stock market have
confirmed that an increase in the amount of currency has led to overinvestment in real
estate and the stock market, leading to price increases [41,42]. Foreign exchange reserves in
the first quarter of 2020 showed a decline due to the increase in the dollar due to the foreign
exchange market stabilization measures and COVID19, but has been on the rise since.
Korea’s foreign exchange reserves at the end of December last year were $443.1 billion, an
increase of $6.7 billion compared to November, indicating that securities will also have a
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significant increase in return on investment, and that real estate land prices will also rise
significantly. This research also confirmed the data of 2019 using the data of 2015 to 2018,
but for this research, it was also confirmed that the fluctuation of real estate land prices
due to the fluctuation of foreign currency reserves has a correlation [42–44]. The result of
this can be valid. Figure 20, below, shows the transactions for a representative apartment
in 120 square yards in the Samsung area of Gangnam-gu, where the blue line denotes the
quotes for the apartment. The red dot shows the actual transaction price. The green line
shows the current price of the property, and the red line at the end is the speculation that
the market price will rise due to the increase in foreign currency reserves.
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5. Impact on Landscape Districts of Real Estate

In addition to the macroscopic and microscopic perspectives in the real estate market,
the landscape district is also a desirable tool for the prediction of future land prices.
Landscape districts are districts required for the preservation, management, and formation
of landscapes, and they are determined by the National Land Planning and Utilization
Act. According to their designated purpose, landscape districts are classified into natural
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landscapes, urban landscapes, and waterside landscape districts. The natural landscape
district is necessary for the protection of mountainous and hilly areas, and for maintaining
the natural scenery of the city. The urban landscape district is a district required for
protecting and maintaining urban landscapes such as residential areas or centers, and it
is a waterside landscape district and specialized landscape district. Finally the waterside
landscape district is a district designed to protect and maintain the landscape around the
main waterfront or buildings with great cultural conservation value.

There are four major factors influencing land price fluctuations in these landscape
areas. First, the city planning ordinance can be changed. For example, the green belt in
Haeundae-gu, Busan has recently been enhanced. Second is a case wherein changes are
made through development projects such as residential land development projects. Third
are the environmental factors which affect real estate or policies related to restrictions and
business promotion related to the national landscape, such as the Second Framework Plan
for Landscape Policy recently established in Korea. Lastly, due to factors such as capital in-
flow, there are various factors which can vary real estate prices, such as landscape districts.

Because these landscape districts were formed in order to preserve and manage
landscapes, it was difficult for landowners to retain property rights; the release of the
landscape districts could affect real estate prices because it attracts investment and creates
jobs in the area. Nonetheless, with the release of the landscape district, industrial factors
are becoming positive, but the analysis of environmental factors does not yield good results.
Because the ecosystem elements in the area are destroyed, and because there is a risk of
environmental damage, the current landscape policy is called the watch landscape district
or highest altitude district in order to protect the environment and urban landscape in the
residential area, or to prevent overcrowding. It is a situation which sets a minimum limit
for the height of a building [45].

Therefore, the current landscape district development has a policy of preventing
environmental damage; for want of a better word, it is called a multifunctional landscape,
providing various functions to maintain the current environmental ecosystem services [46].
To put this into the real estate market, a smart city is to be built [47–49]. In the case of the
current smart city construction in the Republic of Korea, construction is roughly divided
into two areas. First, in the case of the Sejong Smart City, it is a policy promoted by the
nation. Before the introduction of the Sejong Smart City, it was in a remote state. After
focusing on artificial-intelligence–based cities, however, the building of elements of seven
major innovations—such as mobility and healthcare—was sought to transform them into
nature-friendly cities [50].

The second area is the Busan Eco-Delta City. Busan City plans to build a robot city
unlike Sejong City: one that can be utilized in daily life. There was also an attempt to
change to a waterfront city in the future based on teenage innovation. Overseas cases
include Hangzhou, which decided to realize a paper-free society by using blockchain
technology, and Toronto, which decided to improve the problem of major cities and build
eco-friendly cities. The purpose of introducing smart city construction is to solve various
urbanization problems and build a convenient, comfortable life. In addition, the land prices
in the surrounding area are likely to increase with the introduction of smart cities [51,52].

Therefore, the method of introducing a smart city in Gangnam-gu, the target area of
the current study, can be explained as follows. Of the six living areas in Gangnam-gu, the
southern area of Gaepo area and the western area of Suseo area are currently limited to
green belt development. Therefore, it is desirable to develop a smart city that can interact
with real estate and landscape in this area. Through this, various uses such as welfare,
transportation, and education will be created. In addition, it would be desirable to develop
real estate and landscape by benchmarking the introduction of overseas smart cities in
the region. Therefore, it is to realize self-driving public transportation or to establish a
nature-friendly city through a paperless society. As a result, it is expected that through the
introduction of smart cities, various effects such as a nature-friendly life and a satisfying
life will be enjoyed. Therefore, it is considered that the introduction of a smart city is
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a way to make good use of the effect of interaction between landscape and real estate.
Therefore, it is necessary to develop real estate and landscape based on the design plan for
the introduction of smart cities in Korea through Figure 21 below [53].
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6. Discussion

Recently, people’s interest in the real estate market has increased [13,14]. Among them,
what attracts attention is the exploration of the factors that cause changes in real estate land
prices [19]. Various factors, such as transportation access, financial stability, and stocks exist
as factors which can change the land prices [26,27,54,55], but in the current study, based on
macro and micro factors—which are frequently used terms in the economy—we analysed
which ones have a greater influence. In addition, the technologies used for real estate
Big Data analysis include artificial neural network analysis, data mining, and machine
learning, but in the current study, through regression analysis and correlation analysis, we
investigated which factors are influential, and explained the correlation well. As a result, it
was found that the fluctuation of foreign exchange holdings among macro factors exerts
influence on real estate land prices, and it was found that future real estate prices also have
an influence and explain the correlation well. In addition, it was confirmed that changes
in foreign exchange holdings exert an influence on changes in land prices in China and
Taiwan, as well as in Korea. Based on this, it can be seen that it is an effective method to
predict future land prices through changes in foreign exchange reserves among macro and
micro factors in real estate Big Data analysis.

In addition to the above-described factors, it can be confirmed that the factor of the
landscape is also closely related to the real estate market. Since the landscape district is a
district formed for the conservation and management of the landscape, there are positive
aspects for industrial factors, but negative influences for environmental factors also exist.

In fact, in the Republic of Korea, Busan and Sejong are introducing smart cities to
build a city, and technologies such as Blockchain, Big Data, and IoT are being used [36,37].
Therefore, in this paper, the factor that can interact in the landscape district and the real
estate market is the establishment of a smart city. When the construction is completed, it is
believed that this could also be a big factor in fluctuations in land prices.

7. Conclusions

In real estate, there are various variables in addition to the macro and micro factors
discussed in the previous study as factors which change the land price. Therefore, it was
not difficult to obtain statistical data related to land prices, and analysis sites related to this
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were also increased. As a representative method of real estate analysis, there is a method of
grasping the current real estate market by grasping the trends of apartment sales prices
and charter prices using past data, and the situation uses an analysis tool provided by real
estate applications.

Therefore, in this paper, the focus was on finding out which factors of the past data
have a significant influence on the change in land prices. In the case of factor data, the
data from fiscal years 15 to 18 were used for the analysis, because the data was public up
to a certain point, and as a result, it was confirmed that the change in foreign exchange
reserves was the most influential factor. Subsequently, as a result of substituting the data
for the year 19, it was confirmed that it had an influence on the land price. In addition, in
order to check whether the landscape district correlates with the real estate market, we
investigated the factors influencing price fluctuations; as a result, it was confirmed that the
way to interact with real estate is the introduction of smart cities.

Since the current study focused on the living areas of Gangnam-gu, it was less accurate
than expected. Therefore, in future studies, if the relationship between the ten factors and
the land price is explained in more detail by an administrative unit, a more accurate result
will be obtained. This is believed to be possible. In addition, 14 factors were explained,
especially six micro factors, but since only two were used, we would like to find a way
to convert the four data points that could not be used as data. Finally, after explaining
the correlation between real estate and landscape districts, we came to the conclusion that
the introduction of a smart city is the way to interact. Based on the case of smart city
construction, we want to confirm the relationship with real estate land prices.
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10223 Vilnius, Lithuania; irina.vinogradova-zinkevic@vilniustech.lt

2 Department of Mathematical Statistics, Vilnius Gediminas Technical University, Saulėtekio al. 11,
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Abstract: Mathematical models describing physical, technical, economic, and other processes can
be used to analyze these processes and predict their results, providing that these models are stable
and their results are stable relative to the model parameters used. Small changes in the values of
the model parameters correspond to small changes in the results. Multicriteria decision-making
models need to check the results’ stability against the models’ main components: the values of the
criteria weights and the elements of the decision matrix. In this article, we study the stability of
models associated with the calculation of criteria weights. For the analysis, the most commonly used
models are taken—the Analytic Hierarchy Process (AHP) method and the fuzzy Analytic Hierarchy
Process (FAHP) method, in which fuzzy numbers are used under conditions of data uncertainty. Both
mathematically well-based methods verify the consistency of the expert evaluations. The method of
statistical simulation (Monte Carlo) is the basis for studying the results’ stability. The study checks the
experts’ provided evaluations’ consistency, calculates the criteria weights, and evaluates their relative
errors after a slight change in the estimates of the pairwise comparisons of the criteria provided by
the experts. The matrix of comparisons of the FAHP method is constructed based on the entire expert
group’s assessments. It estimates the boundaries of variance in the fuzzy criteria weights. This paper
estimates the stability of the criteria’ weights associated with the mathematical methods themselves
and the experts’ estimates. The results are useful to study the stability of specific MCDM methods
when ranking alternatives.

Keywords: Analytic Hierarchy Process; fuzzy Analytic Hierarchy Process; symmetric and asymmet-
ric fuzzy numbers; uncertainty; stability

1. Introduction

A mathematical model makes practical sense if its results are stable concerning the
model parameters. If an insignificant variation in the values of the resulting characteristics
of the model corresponds to slight variations in the model parameters. Components of Mul-
ticriteria Decision-Making (MCDM) models are represented by the criteria characterizing
the process under evaluation, and these criteria’ weights.

The criteria weights provide a quantitative estimation of the importance of the criteria.
Given that the use of criteria weights in MCDM methods has an essential influence on
the result of the evaluations and on the making of the proper decision, an investigation
of the accuracy of such evaluations is interesting and important from both the theoretical
and the practical point of view. This paper contains an investigation of the stability of the
evaluations of the subjective weights of the criteria and the influence of data uncertainty
upon the results.

Symmetry 2021, 13, 479. https://doi.org/10.3390/sym13030479 https://www.mdpi.com/journal/symmetry

53



Symmetry 2021, 13, 479

Uncertainty of data may result from the evaluation of a subjective expert, the extent
of the expert’s interest, ambiguity, inaccuracy of measurements, or improperly applied
methods. Various approaches, such as, in particular, fuzzy set theory and the methods
of mathematical statistics, Boolean logic, logistic regression, Monte Carlo simulation,
Bayesian networks, and neural networks, are used to evaluate the influence of the degree
of uncertainty [1].

So-called subjective weights, obtained based on peer reviews, are most frequently
applied in practice [2–6]. For that reason, the subjective evaluation carries an uncertainty
in itself. Despite the experience and competence of the expert, the evaluations provided by
the same expert may vary when solving complex problems with a large number of criteria.
For example, if an expert fills in the same questionnaire several times at different times,
these evaluations are usually different from each other.

There are various techniques applied in the evaluation of the weight criteria. The
simplest methods are based on a ranking of the criteria depending on their significance
and on the direct evaluation of the weights when the sum of the evaluations is equal to
one or to 100%. The use of other scales with normalization of the results is also possible.
More complex subjective methods for weight evaluation, like the AHP and FAHP, use
mathematical theories and verify the consistency of the expert evaluations.

There is another approach to the quantitative evaluation of the importance of the
criteria. This approach evaluates the structure of the data array—the criteria values for
all the alternatives [3,7,8]. Methods like this are called objective. Objective weights are
applied rarely in practice, and we disregard them in this paper. A combined evaluation of
the weights, which is based on the integration of subjective and objective evaluations, is
also possible [9–12].

Evans [13] related the concept of sensitivity analysis in decision-making theory to the
stability of an optimal solution under variation of the model parameters and the accurate
evaluation of the values of such parameters. The first significant papers in the sector of
sensitivity analysis were written on the basis of using the concepts of sensitivity analysis in
linear programming for the development of an optimal approach that could be applied to
the classical problems of decision theory [13], and on using entropy and the least squares
method [14].

Zhou et al. [15] suggested a method for the calculation of the entropy weights in the sit-
uation when the evaluation of the criteria might contain uncertainties such as, for example,
interval values, and when it contains both uncertainties and incompleteness, for example,
with the distribution of judgements. Wolters and Mareschal suggested three types of sensi-
tivity analysis: (1) a fixed relation between the variation of the ranking and the variations
of the alternatives based on certain criteria, (2) the influence exerted by specific variations
of the points/criteria of the alternative, and (3) the minimum modification of the weights
necessary to provide for the alternative to take first place [16]. The analysis was focused on
and developed for the preference ranking organization method for enrichment evaluation
(PROMETHEE) methods. Triantaphyllou and Sánchez [17] presented the methodology
for the performance of sensitivity analysis of the weights of the decision-making criteria
and the alternative efficiency values for the weighted sum model (WSM), the weighted
product model (WPM), and the analytic hierarchy process (AHP) methods. Evaluation of
the influence exerted by uncertainty in the SAW method was performed by Podvezko [18],
who evaluated the ranges of weight intervals for the process criteria, the levels of matching
and stability of the expert evaluations, and the influence of uncertainty on the ranking of
the matched objects. The influence of weight variation upon the final result in the SAW
method was studied by Zavadskas et al. [19], and sensitivity analysis of the SAW, TOP-
SIS, MOORA, and PROMETHEE methods was studied by Vinogradova [20]. Memariani
et al. [21] and Alinezhad [22] studied the influence of the values of the decision matrix
elements upon the results of the ranking. Moghassem [23] increased and decreased the
weights of all the criteria by 5, 10, 15, and 20 percent in sensitivity analysis of the TOPSIS
and VIKOR methods. Hsu et al. performed sensitivity analysis of the TOPSIS method by
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increasing the three maximum weights by 10% and decreasing the three minimum ones by
10% [24].

Erkut and Tarimcilar [25] suggested dividing the problems of the stability of the
AHP method that are to be solved into two groups. The approach of group one assumes
operations over the criteria proper, by means of calculating the alternative evaluation as
the sum of the alternative evaluations multiplied by the correspondent weights, based on
the criteria under evaluation. The problems in group two are solved as decision-making
problems under conditions of uncertainty, with the uncertainty meaning that there are
a number of possible states of the nature and only one of them can be transformed into
a true state. The very meaning of state probability is directly related to the meaning of
the uncertainty of the problem to be solved within the framework of risk evaluation. The
authors of the paper follow the first approach to the problems, solving them graphically
by creating the weight space, which is represented as all the possible combinations of the
weights for the purposes of tier one of the hierarchy. Consequently, separating the weight
space into sets, the spatial data can be generated from the space. Any of the alternatives
possesses the highest evaluation ranking in every one of the subsets [25].

In his paper, Masuda [26] studied how variations of the entire columns of the decision-
making matrix might influence the values of the alternative priorities. He suggested using
the sensitivity coefficient of the finite vector of the alternative priorities for each of the
column vectors in the decision matrix to show how significantly the values of the finite
alternative priorities vary. Warren [27] studied in more detail the theoretical aspects of the
AHP method related to the evaluation scale, the determination of the vector of eigenvalues,
the issue of normalization of the weights, and so on. Mimović et al. [28] suggested an
integrated application of the analytic hierarchy process (AHP) and Bayesian analysis. The
Bayesian formula managed to increase the input data accuracy for the analytic hierarchy
process. The AHP method was used in this paper for the representation of the objectivized
input data for the Bayesian formula in situations in which statistical evaluations of the
probability are not possible. In the same way, Wu et al. [29], who generated pairwise
comparison matrices and verified their stability, also suggested one of the methods for
verification of the stability of the AHP method. The paper by Aguarón et al. shows the
development of the theoretical basis for improvement of the AHP matrix inconsistency,
when the Row Geometric Mean (RGM) is used as the prioritization procedure and the
Geometric Consistency Index (GCI) as the inconsistency measure [30].

A number of papers with a genuine use of the MCDM model have appeared recently
in which the stability of results of the methods is studied. The paper by Chen et al. [31]
evaluated the stability of the multicriteria weights by studying the GIS-based MCDM
model, showing the influence of the variation of the criteria weights upon the model results
in the spatial dimension and graphically. The weights were determined with the help of
the AHP method and were varied from their initial values within limits of 20%. This range
of variation for the initial weights was applied either to all the criteria or to each criterion,
as required [31]. The paper by Deepa and Swamynathan [32] facilitated an improvement
in the efficiency of internet networks through increasing their throughput capacity, by
suggesting a mathematical model of a clustering protocol known as AETCP (a clustering
protocol based on AHP-Entropy-TOPSIS). The mobile nodes were hierarchically organized
into different clusters based on certain criteria. The integrated method for evaluation of
the subjective and objective weights was applied to the evaluation of the mobile nodes.
Later on, ranking of the sets of nodes was performed with the purpose selecting the nodes
with the largest weight as the correspondent nodes of the cluster-head [32]. The paper
by Zyoud and Fuchs-Hanusch [33] address a severe problem of a water deficit in the
water supply networks. The FAHP method was used to evaluate the factors influencing
the loss of water. The decision was made by diagnosing the loss-of-water risk index at
the level of the pipes and the areas. The Fuzzy Synthetic Evaluation Technique (FSET)
was used to evaluate the water loss index at the level of the water supply system, and
Ordered Weighted Averaging (OWA) was used to aggregate individual values of the index
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applied to each area. A Monte Carlo simulation model was used to generate the final
ranking of the areas. The results of this modeling provided sufficient stability from the
point of view of the ranking of the investigated areas. Xue et al. [34] suggested a method
for the evaluation of stability and safety in the construction of engineering facilities for a
protective tunnel under a river using the AHP-entropy weight method and the ideal point
evaluation model. The paper by Kumar et al. [35] contains an evaluation of the stability
of the factor model for the environmental impact risk for materials (products/services)
related to pharmaceutical drugs. The model sensitivity was checked in terms of the pro rata
variation of the considered risk factor with respect to other factors, varying the weight value
from 0.9 to 0.1; variations of inconsistencies were also observed for other risks. Evaluation
of the supplier selection stability model was suggested by Stević et. al. [36] and executed by
means of varying the weight and recording the variations in the ranking of the alternatives.
The weights varied in a manner that on the increase of one criterion by a conditional unit
(for example, 12%), the other criterion was, naturally, decreased correspondingly in order
to satisfy the condition under which the sum of the values of all the criteria remained
unchanged. Continuing with the topic of the estimation of supplier model quality, Stojić
et al. [37] used the WASPAS method and suggested the calculation of the coefficient α to
generate the number of relative values of the alternative; the coefficient depended on the
weight parameter (α lay within the limits of 0 to 1, with increments of 0.1).

The generation of individual values of the criteria weights in the SWARA method was
suggested by Zavadskas et al. [38]. The paper by Pamucar et al. [39] also evaluated the
influence of the criteria (and the sub-criteria) upon the order of ranking of the alternatives,
which were represented by suppliers, within the framework of the problem of increasing
the service quality of third-party logistics providers. To process uncertain data under
the procedure of group decision-making, the paper considered interval rough numbers
(IRN) and the IRN-BWM (best worst method). The stability of the ranking of alternatives
that was obtained was checked by varying the values of the coefficients of the linear
combination and by the application of the operational competitiveness rankings analysis
(OCRA) method [40]. Sensitivity analysis has also been used to confirm the stability of the
final rankings of the results [41,42], or to verify and evaluate the feasibility of the optimal
alternative [43], as well as to study the influence of the variation of the parameters and
criteria weights upon the final results of ranking of the alternatives [44].

The stochastic approach to determining the uncertainty of the AHP weights has
been used in different ways. Janssen [45] studied the sensitivity of the ranking of the
alternatives using the effects table and compared this with the maximum evaluation of
the decision-making person. The sensitivities of the rankings of alternatives to overall
uncertainty in scores and priorities were analyzed using a Monte Carlo approach. Eskandari
and Rabelo [46] followed another stochastic approach, and this gave these authors the
opportunity to calculate the AHP weight dispersions, and to process their uncertain
behavior with the help of a Monte Carlo simulation. An approach that applied fuzzy logic,
an analytic hierarchy process, and a Monte Carlo simulation was used to solve the problem
of the over-expenditure of funds within the framework of urban transit projects, to facilitate
the effective planning of the future budget by the decision-making persons [47].

The stability of models related to calculations of subjective criteria weights is investi-
gated in this paper. The most frequently used methods in the MCDM model—the analytic
hierarchy process (AHP) method and the FAHP method, when fuzzy numbers are used un-
der the conditions of data uncertainty—are taken for the analysis. The method of statistical
simulation (Monte Carlo) is used in order to investigate the stability issues. The practical
realization of the algorithm is written in the Python programming language. This paper’s
results can be used as an integral part of the study of the stability of MCDM methods in
the ranking of alternatives.
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2. Materials and Methods
2.1. Analytic Hierarchy Process (AHP) Method

The AHP method is the most frequently used in practice among all the subjective
methods for the evaluation of criteria weights. The reason is that this method is mathemati-
cally substantiated, logically understandable, and allows the performance of a quantitative
determination of the consistency of the evaluations provided by each of the experts. The
experts compare all the possible pairs of criteria with each other. The pairwise comparison
matrix P =

(
pij
)

is theoretically a ratio of unknown criteria weights: pij =
wi
wj

, (i, j = 1, 2,

. . . , m), pij =
1

pji
, pii = 1, where m is the number of criteria. The element pij shows by

how many times the i-th criterion is more important than the j-th one. The scale 1-3-5-7-9
suggested by the author of the method—Saaty [2]—is applied to the evaluation.

The criteria weights ω are the normalized values of the eigenvector of the matrix P,
corresponding to the largest eigenvalue λmax of the matrix:

Pω = λω (1)

The degree of consistency (internal consistency) of the expert evaluations determines
the Consistency Index CI and the Consistency Ratio CR:

CI =
λmax −m

m− 1
, (2)

CR =
CI
RI

, (3)

where RI is the average evaluation of the CI of the simulated matrices of the order of
m [2]. The evaluations are considered to be consistent if the Consistency Ratio is such that
CR < 0.1.

2.2. Fuzzy Analytic Hierarchy Process (FAHP) Method

In the case of weight calculations using the FAHP method, the experts evaluate the
criteria using interval values. Therefore, the uncertainty is included in the evaluations
themselves. Unlike the deterministic AHP case, each evaluation for triangular fuzzy
numbers can be represented as (L, M, U). The most probable evaluation M corresponds to
the evaluation provided by the AHP method. The number L shows the lowest possible
boundary of the evaluation, and the number U the corresponding upper boundary [48].

The matrix P̃ for the pairwise comparison of the criteria by the expert (or total evalua-
tion by the entire group of experts) has the following representation:

P̃ =
(

p̃ij
)
=
(

Lij, Mij, Uij
)
=




(1, 1, 1) (L12, M12, U12) . . . (L1m, M1m, U1m)
(1/U12, 1/M12, 1/L12) (1, 1, 1) . . . (L2m, M2m, U2m)

...
...

...
...

(1/U1m, 1/M1m, 1/L1m) (1/U2m, 1/M2m, 1/L2m) . . . (1, 1, 1)


. (4)

The symmetric fuzzy numbers with respect to the main diagonal are p̃ji=p̃ij
−1 =(

1
Uij

, 1
Mij

, 1
Lij

)
; the main diagonal elements are p̃ii = (1, 1, 1).

The Chang algorithm [49] is used for calculation of the criteria weights. The value
S̃i, called the extension of the fuzzy synthesis, is calculated for the i-th criterion using the
following formula:

S̃i =
m

∑
j=1

p̃ij ⊗
{

m

∑
i=1

m

∑
j=1

p̃ij

}−1

; i = 1, . . . , m (5)
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All the criteria are compared pairwise using the value S̃i:

V
(

S̃j ≥ S̃i

)
=





1, i f Mj ≥ Mi
Li−Uj

(Mj−Uj)−(Mi−Li)
, i f Li ≤ Uj

0, in other cases

, i = 1, . . . , m; j = 1, . . . , m (6)

The theory of the fuzzy numbers comparison is applied to the comparison of the values:

Vj = V
(

S̃j ≥ S̃1, S̃2, . . . .S̃j−1, S̃j+1, . . . , S̃m

)
= min

i∈{1,...,m;i 6=j}
V
(

S̃j ≥ S̃i

)
, i = 1, . . . , m. (7)

The weight vector wj of the criteria is calculated using the following formula:

wj =
Vj

∑m
j=1 Vj

, j = 1, . . . , m. (8)

3. Stability Check for the AHP and FAHP Methods

The AHP and FAHP methods are applied in Multicriteria Decision-Making (MCDM)
evaluations in order to determine the criteria weights. The AHP method is applied in the
deterministic case when the significance (weight) of each of the criteria is determined with
one number. In this case, each expert determines the criterion significance in the matrix of
pairwise comparisons of the criteria with one number (taken from the Saaty scale: 1-3-5-7-9).
The FAHP method is used in conditions of data uncertainty when interval fuzzy evaluations
are used for the calculations. In this case, evaluations of the pairwise comparison of the
criteria (that is, the values of the FAHP method matrix) are also represented by interval
fuzzy numbers.

The criteria weights can be used in the MCDM model methods if the weight evaluation
methods, that is, the AHP and FAHP methods, are stable (resistant) in relation to natural
random variations of the evaluations. Considering that the value M of a triangular fuzzy
number is matched with the most probabilistic evaluation of the AHP method, it would be
of interest to perform a parallel investigation of stability for the AHP and FAHP methods.
The references suggest more than 25 scales that can be used in order to form the triangular
values of the triangular fuzzy numbers. The frequently applied symmetric and asymmetric
scales of triangular fuzzy numbers are used in this paper.

The stability of the AHP method can be understood in two ways: the stability of just
the method, which depends upon the essence of the method or its mathematical basis,
and the stability of the results, that is, the values of the criteria weights depending upon
the evaluations provided by the experts that vary due to the uncertainty inherent to their
thinking processes.

Both stability options are studied in this paper.

3.1. Stability Check Algorithm for the AHP Method

The quantitative evaluation of the stability and the criterion for evaluating the stability
depend upon the specific problem to be solved. Thus, for the evaluation of the stabilities
of the method for the MCDM model, we can apply the percentage of loss as the best
alternative to the leading position, the maximum inconsistencies of the evaluations of the
method, the percentage of variation of the order for the ranking of the alternatives, etc. [20].

The stability δ is evaluated in this paper as the maximum relative error of the
criteria weights:

δ = max
1≤j≤m;1≤ξ≤T

∣∣∣ω(ξ)
j −ωj

∣∣∣
ωj

, (9)
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where ωj is the weight of the j-th criterion, ω
(ξ)
j is the weight of the j-th criterion obtained

as the result of the simulation, ξ is the simulation number, 1 ≤ ξ ≤ T, and T is the number
of simulations.

The stability of the AHP method itself is understood as follows.
The Saaty scale for the AHP method applies only integer evaluation numbers pij from

1 to 9, showing by how many times one (the i-th) criterion is more important than the other
(the j-th). With respect to the main diagonal, the symmetric evaluations are 1/ pij—where
numbers that are less than 1 show by how many times the second (j-th) criterion is less
important than the first (i-th) one. To check the stability of the AHP method itself, we
expand the evaluation scale and assume that any real numbers can act as evaluations. That
would allow variation in a random manner of the evaluations provided by each of the
experts, using the method of statistical simulation (Monte Carlo) to simulate the evaluations
within the limits of certain intervals, performing a consistency check of the evaluations
each time, and recording the weight variation intervals. The statistical modeling method
(Monte Carlo) allows reproducing a real situation on a computer many times. This cannot
be replicated in practice, or implementation may require significant resources and time.

Why did Saaty suggest an integer number scale and not expand the scale to the set of
real numbers? In the latter case, it would be sufficient to compare the importance of one
criterion only (for example, the most important one) in relation to all the other criteria, that
is, to fill in one column (or row) only. It would then immediately be possible to fill in all
the remaining rows (or columns) of the matrix. The elements would be pro rata with the
elements of the one filled-in column.

Considering that the criteria weights are related to the eigenvector of the comparison
matrix, it is important to determine how small variations of the matrix elements affect the
values of the eigenvector elements and, correspondingly, influence the values of the criteria
weights—the normalized values of the eigenvector.

The stability check algorithm for the AHP method can be represented in the
following manner.

Step 1. The matrix P(k) for pairwise comparison of the criteria of one of the experts
(k = 1) is selected. The consistency of the evaluations (CR < 0.1) is verified. The criteria
weights Ω = (ωj), j = 1, 2, . . . , m are calculated.

Step 2. The percentage q of inconsistency p̂(k)ij of all the elements p(k)ij (i 6= j) with the
expert evaluations (q = 5%, q = 10%) is determined. Therefore, the random simulated values
of the evaluations p(k)ij vary within the following interval p̂(k)ij ∈ [p(k)ij – p(k)ij

q
100 , p(k)ij +

p(k)ij
q

100 ]. The elements of the main diagonal remain unchanged: p(k)ii = 1.

We vary the values of the integer numbers only (the evaluations) p(k)ij = 1, 2, . . . , 9 on
both sides of the main diagonal. With respect to the main diagonal the symmetric elements
are p(k)ji = 1

p(k)ij

.

Step 3. A sequence of random numbers ξr (r = 1) uniformly distributed within the
interval [0, 1] is selected using the method of statistical simulation (Monte Carlo). The
random evaluation p̂(k)ij by the k-th expert with the q-th inconsistency is calculated; this

belongs to the interval [p(k)ij – p(k)ij
q

100 , p(k)ij + p(k)ij
q

100 ] : p̂(k)ij = p(k)ij – p(k)ij
q

100 + 2p(k)ij
q

100 ξr ∈
[p(k)ij – p(k)ij

q
100 , p(k)ij + p(k)ij

q
100 ].

A new random number from the sequence ξr is used for each element p(k)ij of
the matrix.

Step 4. A random pairwise comparison matrix P is formed from the simulated
elements P = ‖ p̂(k)ij ‖. The consistency of the evaluations (CR < 0.1) is verified. If the value
of the consistency ratio for the evaluations is CR ≥ 0.1, the matrix is discarded. The criteria
weights Ω = (ω(r)

j ), (r = 1) are calculated.
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Step 5. New sequences of random numbers ξr (r = 2, 3, . . . , T) are selected, where T
is the number of repetitions (simulations). Steps 3 and 4 are repeated. The criteria weights
(ω(r)

j ), (r = 2, 3, . . . , T) are calculated.
Step 6. The largest values of the relative errors of the criteria weights for every j-th

criterion of the AHP method are calculated for every simulation ξ: δ
(ξ)
j =

∣∣∣ω(ξ)
j −ωj

∣∣∣
ωj

.

Step 7. The largest values of the relative errors δ
(ξ)
j of the criterion weight values for

all the criteria are calculated for every simulation ξ: δξ = max
j

δ
(ξ)
j .

Step 8. The largest value of the relative errors δξ of the criteria weights for all the
simulations ξ is taken as the AHP method error for the given matrix of comparison:
δ = max

ξ
δξ .

3.2. Stability Check Algorithm for the AHP Method Related to the Evaluations of the Experts

The stability of the results—the values of the criteria weights depending upon the
psychological state of the experts and the incomplete certainty of their evaluations—is
understood as follows.

We have repeatedly proved that one and the same expert provides ambiguous evalu-
ations when performing comparative evaluations of the importance of the same criteria,
and even when ranking their importance at different moments in time. Naturally, the logic
of the expert’s thinking process is not undergoing major changes at that time, and the
evaluations provided by the expert do not differ significantly.

Therefore, we vary the evaluations provided by the experts using, naturally, the Saaty
scale, varying their values by 1 (or 2), both towards an increase and towards a decrease of
the values, while the comparative evaluations of the other criteria are also varied. However,
internal inconsistency of the evaluations must not occur: the Consistency Ratio CR must be
less than 0.1.

The stability check algorithm for the AHP method depending on the state and psycho-
logical condition of the experts can be represented in the following manner.

Step 1. The matrix P(k) for the pairwise comparison of the criteria of one of the experts
(k = 1) is selected. Consistency of the evaluations (CR < 0.1) is verified. The criteria weights
Ω = (ωj) are calculated, j = 1, 2, . . . , m.

Step 2. A sequence of random numbers ξr (r = 1) uniformly distributed within
the interval of [0, 1] is selected using the statistical simulation method (Monte Carlo).
The values of all the evaluations of the experts—the elements p(k)ij (i 6= j) of the ma-

trix P(k)are varied (increased or decreased) by 1. To do that, if 0 ≤ ξr <0.5, the value
increases. In the other case (0.5 < ξr ≤1), the value decreases. In order to attain com-
plete symmetry, we exclude the value of ξr = 0.5, that is, we do not vary the elements
of the matrix. The two options have equal probability. If p(k)ij = 1, the value is always

increased. If p(k)ij = 9, the value is decreased. The elements of the main diagonal remain

unchanged: p(k)ii = 1. The symmetric elements with respect to the main diagonal are

p(k)ji = 1
p(k)ij

. A new random number from the sequence ξr is used for each element p(k)ij of

the matrix.
Step 3. A random pairwise comparison matrix P is formed of the simulated elements

P = ‖ p̂(k)ij ‖. Consistency of evaluations (CR < 0.1) is verified. If the value of the
Consistency Ratio is CR ≥ 0.1, the matrix is discarded. The criteria weights are calculated
Ω = (ω(r)

j ), (r = 1).
Step 4. New sequences of random numbers ξr (r = 2, 3, . . . , T), are selected, where T

is the number of repetitions (simulations). Steps 2 and 3 are repeated. The criteria weights
(ω(r)

j ), (r = 2, 3, . . . , T) are calculated.
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Step 5. The relative errors of the values of the weight for each of the j-th criterion of

the AHP method are calculated for every simulation ξ: δ
(ξ)
j =

∣∣∣ω(ξ)
j −ωj

∣∣∣
ωj

.

Step 6. The largest values of the relative errors δ
(ξ)
j of the criteria weights for all the

criteria are calculated for every simulation ξ: δξ = max
j

δ
(ξ)
j .

Step 7. We take the largest value of the relative errors δξ of the criteria weights over all
the simulations ξ as the AHP method error for the given matrix of comparison: δ = max

ξ
δξ .

3.3. Stability Check Algorithm for the FAHP Method

Various types of uncertainties influence the evaluation of the stability of the FAHP
method. As in the deterministic case, the values of the elements of the criteria comparison
matrix depend on the logic of the thinking of the experts, and their state at the moment
of evaluation. Besides, the fuzzy method itself includes uncertainty in the evaluations—a
triad of values is used instead of a one-point evaluation. It should also be kept in mind
that the stability evaluation for the FAHP method refers solely to the weight evaluation
algorithm used by us (4)–(8).

The stability check for the FAHP method for the calculation of the criteria weights can
be represented in the form of the following steps.

Step 1. A fuzzy pairwise comparison matrix for the criteria is formed on the basis
of the AHP matrix M =

(
Mij
)
: P̃ =

(
p̃ij
)
=
(

Lij, Mij, Uij
)
. The values Lij and Uij vary

depending on the selected symmetric or asymmetric scale of the fuzzy number.
Step 2. The consistency of evaluations (CR < 0.1) of the matrix M =

(
Mij
)

is verified.
If the Consistency Ratio is CR ≥ 0.1, the pairwise comparison matrix is discarded.

Step 3. A sequence of random numbers ξr (r = 1), uniformly distributed within the
interval of [0, 1], is selected using the statistical simulation method (Monte Carlo). The
values of all the Mij evaluations of the experts – the elements

(
p̃ij
)
=
(

Lij, Mij, Uij
)

(i 6= j)
of the matrix P̃—are varied (increased or decreased) by 1. To do that, if 0 ≤ ξr <0.5, the
value increases. In the other case (0.5 < ξr ≤1), the value decreases. In order to attain
complete symmetry, we exclude the value of ξr = 0.5, that is, we do not vary the elements
of the matrix. The two options have equal probability. If at least one of the numbers(

Lij, Mij, Uij
)

is equal to 1, the value is always increased. If at least one of the numbers(
Lij, Mij, Uij

)
is equal to 9, the value is decreased. The elements of the main diagonal

remain unchanged: ( p̃ii) = (Lii, Mii, Uii) = (1, 1, 1). The symmetric elements with respect
to the main diagonal are ( p̃ii) = (Lii, Mii, Uii) =

(
1
p̃ii

)
=
(

1
Uii

, 1
Mii

, 1
Lii

)
. A new random

number from the sequence ξr is used for each element p̃ij of the matrix.
The matrix P̃ is formed from the values of the matrix M =

(
Mij
)
. The consistency

of evaluation of the values of the matrix M (CR < 0.1) is verified. If the Consistency
Ratio is CR ≥ 0.1, the pairwise comparison matrix is discarded and a new fuzzy matrix P̃
is formed.

The criteria weights
(

Ω = ω
(r)
j

)
, (r = 1) are calculated.

Step 4. New sequences of random numbers ξr (r = 2, 3, . . . , T) are selected, where T
is the number of repetitions (simulations). Step 3 is repeated. The criteria weights (ω(r)

j ),
(r = 2, 3, . . . , T) are calculated.

Step 5. The relative errors of the values of the weight for each of the j-th criterion of

the AHP method are calculated for every simulation ξ: δ
(ξ)
j =

∣∣∣ω(ξ)
j −ωj

∣∣∣
ωj

.

Step 6. The largest values of the relative errors δ
(ξ)
j of the criteria weights for all the

criteria are calculated for every simulation ξ: δξ = max
j

δ
(ξ)
j .

Step 7. We take the largest value of the relative errors δξ of the criteria weights over all
the simulations ξ as the FAHP method error for the given comparison matrix: δ = max

ξ
δξ .
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4. Results

This part illustrates the implementation of the above algorithms for checking the
stability with several examples. For clarity, the algorithms for checking the stability of the
AHP method will use the same pairwise comparison matrices. In the first case, to assess
the stability of the methods, a 6x6 matrix with a good consistency index is taken, CI = 0.025,
RI = 1.25, CR = 0.02 < 1. The weights of the criteria of the first matrix are 0.0873, 0.4246,
0.149, 0.2585, 0.0496, and 0.0311 (Table 1).

Table 1. The first pairwise comparison matrix (6 × 6).

cr1 cr2 cr3 cr4 cr5 cr6

cr1 1.00 0.2 0.5 0.25 2.00 4.00
cr2 5.00 1.00 4.00 2.00 7.00 9.00
cr3 2.00 0.25 1.00 0.5 4.00 5.00
cr4 4.00 0.5 2.00 1.00 5.00 7.00
cr5 0.5 0.14 0.25 0.2 1.00 2.00
cr6 0.25 0.11 0.2 0.14 0.5 1.00

In the second case, to assess the stability of the first and second algorithms, a 6 × 6
matrix with a critical consistency index is taken, CI = 0.116, RI = 1.25, CR = 0.09 < 1 (Table 2).
When the data of such a matrix change, even a small percentage of deviation can change
the consistency of the data. The weights of the criteria of the second matrix are 0.3601,
0.1544, 0.2804, 0.0712, 0.0433, and 0.0905 (Table 2).

Table 2. The second pairwise comparison matrix (6 × 6).

cr1 cr2 cr3 cr4 cr5 cr6

cr1 1.00 4.00 1.00 5.00 7.00 5.00
cr2 0.25 1.00 0.25 3.00 5.00 3.00
cr3 1.00 4.00 1.00 2.00 4.00 3.00
cr4 0.20 0.33 0.50 1,00 1.00 1.00
cr5 0.14 0.2 0.25 1.00 1.00 0.20
cr6 0.20 0.33 0.33 1.00 5.00 1.00

In all the above algorithms for checking stability, the value of the largest relative error
δξ of the values of the criteria weights is taken. The stability of the method is established
using different numbers of iterations: 100, 10,000, and 100,000. As with a small number of
iterations the values of the largest relative errors δξ change with each new check, the check
is carried out several times (ten attempts). From the values obtained from the ten attempts,
an interval is established, that is, the smallest and the largest values of the largest relative
errors δ

(ξ)
j for each of the criteria calculated by formula (9).

4.1. Practical Application and Analysis of the Implementation of the First Algorithm for Checking
the Stability

Using the first algorithm for checking the stability, a different percentage of deviation
of all the elements is set. In the first case, the deviation is q = 5%, while in the second
q = 10%. In each case, ten attempts are made to fix the interval of the largest relative errors.

In the first case, the matrix data with a good consistency index are used (Table 1).
Table 3 shows the results of ten attempts to check the stability of the method, and their
largest relative errors δξ , with the number of iterations equal to 100 and 10% deviation,
using the matrix of data from Table 1. The results show small δξ values for the largest
relative errors with a deviation of all elements by 10%.
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Table 3. The largest relative errors of the criteria weights δξ , when checking the stability by the first algorithm, q = 10%,
100 iterations, 10 repetitions, 1st matrix.

1 2 3 4 5 6 7 8 9 10

0.0527 0.0584 0.063 0.0813 0.0596 0.0745 0.0573 0.0641 0.0699 0.0653
0.0283 0.0443 0.0346 0.0351 0.0367 0.0398 0.0372 0.0502 0.0386 0.0382
0.057 0.0523 0.0644 0.0537 0.0638 0.0557 0.0671 0.0597 0.0651 0.0638

0.0511 0.0662 0.048 0.0456 0.053 0.0472 0.0441 0.0522 0.0588 0.0561
0.0746 0.0665 0.0645 0.0766 0.0665 0.0766 0.0524 0.0806 0.0565 0.0827
0.0611 0.0611 0.0707 0.0611 0.0836 0.0772 0.0836 0.0675 0.0675 0.074

100 100 100 100 100 100 100 100 100 100

During the checking process, the percentage of consistent matrices is fixed for the
total number of simulated matrices. At 5% and 10% deviation and with the number of
simulations from 100 to 100,000, all the matrices, that is, 100%, are consistent.

The intervals of the largest relative errors for different numbers of iterations are shown
in Tables 4 and 5 (5% and 10% deviation, respectively). With an increase in the number of
iterations, the range of values of the largest relative errors narrows. With a deviation q of
5%, the value of the relative errors δξ is less than with a deviation of 10%.

Table 4. The interval of the largest relative errors of the criteria weights δξ , when checking the
stability by the first algorithm, q = 5%, 10 repetitions, 1st matrix.

100 10,000 100,000

cr1 0.0275–0.0401 0.0412–0.047 0.0447–0.0493
cr2 0.016–0.024 0.0252–0.0283 0.0287–0.0318
cr3 0.0262–0.0356 0.0376–0.0456 0.0436–0.047
cr4 0.0209–0.0333 0.0344–0.0414 0.0383–0.0414
cr5 0.0262–0.0423 0.0464–0.0544 0.0504–0.0544
cr6 0.0289–0.045 0.045–0.0547 0.0514–0.0579

Table 5. The interval of the largest relative errors of the criteria weights δξ , when checking the
stability by the first algorithm, q = 10%, 10 repetitions, 1st matrix.

100 10,000 100,000

cr1 0.0527–0.0813 0.0825–0.1031 0.0893–0.1054
cr2 0.0283–0.0502 0.0476–0.0546 0.0558–0.061
cr3 0.0523–0.0671 0.0792–0.0899 0.0866–0.1007
cr4 0.0441–0.0662 0.0696–0.0812 0.0774–0.0874
cr5 0.0524–0.0827 0.0907–0.1008 0.1048–0.1149
cr6 0.0611–0.0836 0.0932–0.1061 0.1029–0.1093

In both verification cases, the results show the stability of the method: δ = 0.0579
(at 5% deviation) and δ = 0.1149 (at 10% deviation).

A similar stability check is implemented with the data from the other matrix, for
which data consistency is critical (Table 2). With the number of simulations equal to 100,
the consistency interval is wider than with 10,000 and 100,000 simulations. In the general
case, with a deviation of 5%, the percentage of consistent matrices ranges from 97% to
100%; with a deviation of 10%, the percentage of consistent matrices is, on average, 16%
less and, more precisely, fluctuates in the range from 77% to 89% (Table 6).
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Table 6. The percentage of consistent matrices when checking the stability of the first algorithm using
the data of the second matrix (5%, 10% deviation).

Number of Cycles 5% 10%

100 97–100% 77–89%
10,000 98.55–98.88% 81.87–83.24%

100,000 98.62–98.71% 82.22–82.69%

The intervals for the largest relative errors for the different numbers of iterations are
shown in Tables 7 and 8 (5% and 10% deviation, respectively). With a deviation of 5%,
the value of the largest relative errors δξ is less than with a deviation of 10%. In both
verification cases, the results show the stability of the method: δ = 0.0531 (at 5% deviation)
and δ = 0.116 (at 10% deviation).

Table 7. The interval of the largest relative errors of the criteria weights δξ , when checking the
stability by the first algorithm, q = 5%, 10 repetitions, 2nd matrix.

100 10,000 100,000

cr1 0.0194–0.0283 0.0297–0.0342 0.0325–0.0375
cr2 0.0253–0.0369 0.0389–0.0427 0.0427–0.0466
cr3 0.0225–0.0285 0.0328–0.0389 0.0364–0.0396
cr4 0.0281–0.0435 0.0407–0.0492 0.0463–0.0506
cr5 0.0323–0.0462 0.0439–0.0508 0.0462–0.0531
cr6 0.0265–0.0486 0.0431–0.0508 0.0475–0.0519

Table 8. The interval of the largest relative errors of the criteria weights δξ , when checking the
stability by the first algorithm, q = 10%, 10 repetitions, 2nd matrix.

100 10,000 100,000

cr1 0.0361–0.0594 0.0583–0.065 0.0628–0.0703
cr2 0.0505–0.0725 0.0771–0.0868 0.0842–0.0913
cr3 0.0481–0.0649 0.0674–0.0777 0.0717–0.0802
cr4 0.0562–0.0829 0.0885–0.0997 0.0969–0.1096
cr5 0.0577–0.0831 0.0855–0.1039 0.0993–0.1085
cr6 0.063–0.0917 0.0862–0.1083 0.1006–0.116

The results obtained for the largest relative errors of the second matrix differ a little
from the results for the largest relative errors of the first matrix (Tables 4 and 5). Testing the
AHP method with the first algorithm shows a good result.

4.2. Practical Application and Analysis of the Implementation of the Second Algorithm for
Checking the Stability

Using the second algorithm for checking the stability, the elements of the pairwise
comparison matrix are changed by one. The stability of the method is also set by the
different numbers of iterations: 100, 10,000, and 100,000. The value of the relative errors δξ

of the values of the criteria weights is fixed. In each case, ten attempts are made to fix the
range of the relative errors. In the first case, the matrix data with a good consistency index
are used (Table 1). Table 9 shows the results of ten attempts to check the stability of the
method, and the largest relative errors δξ , with the number of iterations equal to 100, using
the first matrix data (Table 1). The results show small δξ values of the largest relative errors
of the weights of the criteria. Comparing the results for the relative errors of the weights of
the criteria (Table 10) with the results of the first algorithm (a deviation of 10%) (Table 3),
the results have increased on average by 23%.
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Table 9. The largest relative errors of the criteria weights δξ , when checking the stability by the second algorithm,
100 iterations, 10 repetitions, 1st matrix.

1 2 3 4 5 6 7 8 9 10

0.4639 0.3723 0.3551 0.433 0.4089 0.394 0.4238 0.4261 0.4227 0.4135
0.2033 0.2061 0.2047 0.2143 0.2051 0.2268 0.2129 0.2179 0.2047 0.2235
0.4362 0.3799 0.3389 0.4081 0.3725 0.3839 0.4181 0.3926 0.4154 0.3846
0.3346 0.3149 0.3222 0.3095 0.3219 0.3292 0.3451 0.3493 0.3319 0.2967
0.3911 0.4335 0.4254 0.371 0.4415 0.4657 0.3609 0.4476 0.3871 0.3851
0.3762 0.2765 0.3023 0.3119 0.3087 0.3537 0.2797 0.3505 0.3151 0.3312

100 100 100 100 100 100 100 100 100 100

Table 10. The interval of the largest relative errors of the criteria weights δξ , when checking the
stability by the second algorithm, 10 repetitions, 1st matrix.

100 10,000 100,000

cr1 0.3551–0.4639 0.4868–0.5052 0.5052
cr2 0.2033–0.2268 0.2275–0.2365 0.2365
cr3 0.3389–0.4362 0.4416–0.4577 0.455–0.4577
cr4 0.2967–0.3493 0.3563–0.3683 0.3683
cr5 0.3609–0.4657 0.4879–0.5121 0.5121
cr6 0.2765–0.3762 0.3794–0.4084 0.4084

Checking the consistency of the first matrix, the results of checking the second algo-
rithm for the largest relative errors δξ (Table 10) are less than with a 10% data deviation,
but more than with a 5% deviation. With the number of iterations equal to 100,000, the
intervals of the criteria are practically narrowed to one value.

When checking the consistency of the matrices using the first matrix, all the other
generated matrices are consistent, in contrast to the second matrix, in which 55–70% of the
matrices are inconsistent and discarded (Table 11).

Table 11. The percentage of consistent matrices when checking the stability by the second algorithm
using the data of the first and second matrices.

Number of Cycles First Matrix Second Matrix

100 100% 30–45%
10,000 100% 35.29–36.83%

100,000 100% 35.78–36.357%

The largest relative error δξ of the results for the second matrix is small (Table 12). The
results turn out to be better than when using the first matrix and the same algorithm. This
can be explained by the smaller number of consistent matrices used (30–45%).

Table 12. The interval of the largest relative errors of the criteria weights δξ , when checking the
stability by the second algorithm, 10 repetitions, 2nd matrix.

100 10,000 100,000

cr1 0.1997–0.2591 0.2533–0.2694 0.2694–0.2694
cr2 0.215–0.2869 0.3089–0.3206 0.3206–0.3206
cr3 0.2282–0.3356 0.3434–0.347 0.347–0.347
cr4 0.4663–0.7051 0.7514–0.7739 0.7739–0.7739
cr5 0.2356–0.2771 0.2818–0.3048 0.3048–0.3048
cr6 0.2188–0.3083 0.3381–0.3746 0.3746–0.3746

In both verification cases, the results show the stability of the method: δ = 0.5121
(using the first matrix) and δ = 0.7739 (using the second matrix).
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4.3. Practical Application and Analysis of the Implementation of the Third Algorithm for Checking
the Stability

First, the step-by-step calculation of the weights of the original matrix using Chang’s
method will be illustrated for a better understanding of the stability check of the FAHP
method. This paper uses a matrix with triangular fuzzy numbers, which will be formed
from the AHP matrix. In many papers, the authors prefer to use symmetric triangular
fuzzy numbers, such as {1: [1, 1, 1], 2: [1, 2, 3], 3: [2, 3, 4], 4: [3, 4, 5], 5: [4, 5, 6],
6: [5, 6, 7], 7: [6, 7, 8], 8: [7, 8, 9], 9: [8, 9, 9]}. There are also different modifications of this
scale, for example, 1: [0, 1, 1] or 9: [7, 9, 9], and others. Ishizaka et al. [50] describe different
modifications of these scales in paper. Chang himself used non-symmetric triangular fuzzy
numbers in his paper [49]. This paper will use both symmetric and asymmetric scales
(Tables 13 and 14). The scales used do not go beyond the AHP scale proposed by Saaty, in
the range from 1 to 9, so in the case of “Equally important” and “Absolutely important”,
the symmetry of the triangle is broken (Table 13).

Table 13. Symmetrical scale of triangular fuzzy numbers.

Linguistic Characteristics of a Triangular Fuzzy Number L M U

Equally important 1 1 1

Equally to moderately important 1 2 3

Moderately important 2 3 4

Weakly important 3 4 5

Important 4 5 6

Strongly important 5 6 7

Very important 6 7 8

Very strongly important 7 8 9

Absolutely important 8 9 9

Table 14. Asymmetrical scale of triangular fuzzy numbers.

Linguistic Characteristics of a Triangular Fuzzy Number L M U

Equally important 1 1 1

Equally to moderately important 1 2 3

Moderately important 1 3 4

Weakly important 2 4 5

Important 3 5 6

Strongly important 4 6 7

Very important 5 7 8

Very strongly important 6 8 9

Absolutely important 7 9 9

In previous papers [51,52], it was noted that when forming a triangular fuzzy matrix
from separate AHP matrices, the M value is located closer to U than to L, so the asymmetric
triangular fuzzy scale is formed with a large distance from L to M (Table 14).

An important point in Chang’s proposed method for calculating the criteria weights
is the comparison of S̃i, the extension of the fuzzy synthesis values (5). The essence of
calculating the value of V (S̃j ≥ S̃i) is to find the ordinate of the intersection point of two
triangular numbers (Figure 1). The triangles S1 and S2 do not intersect in the case when
L1 > U2. Then, with further calculation, using the formulas (4)–(8), the criterion weight is
zero. That is, if a triangle does not intersect with at least one of the subsequent triangles,
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its weight is zero. This case is possible if the distance between the values M1 and M2 is
large, and the triangles themselves are narrow (the distance from L to M and from M to U
is 1), as in the case of the symmetric scale from Table 13. To give a better explanation of
the case of zero weights when using narrow symmetric triangles, we will illustrate it with
an example.
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Figure 1. Illustration of the value of V (S̃2 ≥ S̃1).

In solving real problems, when forming a fuzzy matrix from several AHP matrices, the
M values are most often averaged [49,51]. Chang’s work uses triangular numbers where
the M value does not exceed three [49].

In the following sections, symmetric and asymmetric triangular fuzzy numbers are
used to form the AHP fuzzy matrix of pairwise comparisons. The implementation of
the third algorithm will be illustrated using different matrices of pairwise comparisons,
depending on the scale of the triangular fuzzy numbers used.

4.3.1. Using the Symmetric Scale for the Fuzzy Triangle

The fuzzy matrix (Table 15) is formed in such a way that the most likely estimate of M
corresponds to the estimate of the AHP method. A 6 × 6 matrix with a good consistency
index is used (Table 1). Fuzzy numbers replaces natural numbers, using the scales specified
in Tables 13 and 14, The remaining matrix estimates are calculated using the formula (4).

Table 15. Pairwise comparison matrix using a symmetric triangular fuzzy numbers scale.

1 2 3 4 5 6

1 1 1 1 1/6 1/5 1/4 1/3 1/2 1 1/5 1/4 1/3 1 2 3 3 4 5

2 4 5 6 1 1 1 3 4 5 1 2 3 6 7 8 8 9 9

3 1 2 3 1/5 1/4 1/3 1 1 1 1/3 1/2 1 3 4 5 4 5 6

4 3 4 5 1/3 1/2 1 1 2 3 1 1 1 4 5 6 6 7 8

5 1/3 1/2 1 1/8 1/7 1/6 1/5 1/4 1/3 1/6 1/5 1/4 1 1 1 1 2 3

6 1/5 1/4 1/3 1/9 1/9 1/8 1/6 1/5 1/4 1/8 1/7 1/6 1/3 1/2 1 1 1 1

The matrix uses narrow symmetric triangular fuzzy numbers and a full scale of
Saaty scores from 1 to 9. Systematically, we illustrate the calculation of weights using the
Chang method.

Consider the summed values of Si =
m
∑

i=1

m
∑

j=1
p̃ij (Table 16). The values of the number

L of the second and fourth criteria (S2,S4) are very different from the other values of the L
criteria. Note that the L value of the second criterion is greater than the U values of the
first, third, fifth, and sixth criteria, and the L value of the fourth criterion is greater than the
U values of the first, fifth and sixth criteria.
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Table 16. Summed values of Si.

L M U

S1 5.70 7.95 10.58

S2 23.00 28.00 32.00

S3 9.53 12.75 16.33

S4 15.33 19.50 24.00

S5 2.83 4.09 5.75

S6 1.94 2.20 2.88

Further normalization, proposed by Chang, increases the values of U (dividing their
values by the sum of the L numbers) and decreases the values of L (dividing the values by
the sum of the U numbers). The values of M are normalized by dividing all elements by
their sum, so the sum of the normalized values of M by all criteria is 1 (Table 17).

Table 17. S̃i the extension of the fuzzy synthesis.

^
L

^
M

^
U

S̃1 0.06 0.11 0.18

S̃2 0.25 0.38 0.55

S̃3 0.10 0.17 0.28

S̃4 0.17 0.26 0.41

S̃5 0.03 0.05 0.10

S̃6 0.02 0.03 0.05

Σ 0.64 1.00 1.57

For each i-th criterion, the value of S̃i—the extension of the fuzzy synthesis—is calcu-
lated using the formula (5), and the specified answers are rounded.

S̃1 = (5.7, 7.95, 10, 58)�
(

1
91.54 , 1

74.5 , 1
58,33

)
= (0.06, 0.11, 0.18),

S̃2 = (23, 28, 32)�
(

1
91.54 , 1

74.5 , 1
58,33

)
= (0.25, 0.38, 0.55),

S̃3 = (9.53, 12.75, 16, 33)�
(

1
91.54 , 1

74.5 , 1
58,33

)
= (0.1, 0.17, 0.28),

S̃4 = (15.33, 19.5, 24)�
(

1
91.54 , 1

74.5 , 1
58,33

)
= (0.17, 0.26, 0.41),

S̃5 = (2.83, 4.09, 5, 75)�
(

1
91.54 , 1

74.5 , 1
58,33

)
= (0.03, 0.05, 0.1),

S̃6 = (1.94, 2.2, 2.88)�
(

1
91.54 , 1

74.5 , 1
58,33

)
= (0.02, 0.03, 0.05).

The normalized summed values of S̃i are shown in Table 17. After normalization, the
sum of the values of the triangular numbers is 0< ΣL̂ <1, ΣM̂ = 1, and ΣÛ > 1. Let us
analyze how normalization changed the values of L and U, while expanding the values of
the triangular numbers. Taking the example of the first criterion, the difference increased
from U1

L1
= 1.85 to Û1

L̂1
= 3. Unfortunately, normalization did not solve all the problems

of the second and fourth criteria (L̂2 > Û1, L̂2 > Û5, L̂2 > Û6, L̂4 > Û5, L̂4 > Û6). The
inequalities show that the weights of the first, fifth, and sixth criteria will be zero. Further
calculations will also show this.

To avoid this situation, it is recommended that, when using a narrow symmetric scale
to fill in the matrix of pairwise comparisons, extreme/large values, such as (8, 9, 9), (7, 8, 9),
and so on, are not used. Another possible way to avoid zero values is to use an asymmetric
scale, which expands the triangle and the differences between the L and U values.
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Then, using the extension of the fuzzy synthesis, all the criteria are compared in pairs
using the formula (6):

V
(

S̃1 ≥ S̃2

)
= 0,

(
L̂2 > Û1),

V
(

S̃1 ≥ S̃3

)
= 0.1 − 0.18

( 0.11 − 0.18 )−( 0.17 − 0.1) = 0.545,

V
(

S̃1 ≥ S̃4

)
= 0.17 − 0.18

( 0.11 − 0.18 )−( 0.26− 0.17) = 0.083,

V
(

S̃1 ≥ S̃5

)
= 1, (M̂1 > M̂5),

V
(

S̃1 ≥ S̃6

)
= 1,

(
M̂1 > M̂6

)
.

V1 = min(0, 0.545, 0.083, 1, 1) = 0.

Then, a comparison is made in pairs of S̃2 with all the other extensions of the
fuzzy synthesis:

V
(

S̃2 ≥ S̃1

)
= 1,

(
M̂2 > M̂1

)
,

V
(

S̃2 ≥ S̃3

)
= 1, (M̂2 > M̂3),

V
(

S̃2 ≥ S̃4

)
= 1, (M̂2 > M̂4),

V
(

S̃2 ≥ S̃5

)
= 1, (M̂2 > M̂5),

V
(

S̃2 ≥ S̃6

)
= 1,

(
M̂2 > M̂6

)
.

V2 = min(1, 1, 1, 1, 1) = 1.

Then, we carry out a pairwise comparison of S̃3 with all the other values:

V
(

S̃3 ≥ S̃1

)
= 1,

(
M̂3 > M̂1

)
,

V
(

S̃3 ≥ S̃2

)
= 0.25− 0.28

( 0.17 − 0.28 )−( 0.38 − 0.25) = 0.123,

V
(

S̃3 ≥ S̃4

)
= 0.17− 0.28

( 0.17− 0.28 )−( 0.26 − 0.17) = 0.554,

V
(

S̃3 ≥ S̃5

)
= 1, (M̂3 > M̂5),

V
(

S̃3 ≥ S̃6

)
= 1,

(
M̂3 > M̂6

)
.

V3 = min(1, 0.123, 0.554, 1, 1) = 0.123.

Subsequent values V4, V5, and V6 are calculated in the same way. The following val-
ues are obtained: V4 = min(1, 0.584, 1, 1, 1) = 0.584; V5 = min(1, 0, 0.123, 0.584, 0) = 0;
V6 = min(0, 0, 0, 0, 0.42) = 0; The vector of non-normalized criteria weights is
V= (0, 1, 0.123, 0.584, 0, 0).

The vector of normalized criteria weights is obtained by applying formula (8):
w= (0, 0.586, 0.072, 0.342, 0, 0).

In our further study of the stability of the AHP fuzzy method, we use the matrix from
Table 18, with a good consistency index (CR = 0.022).

Table 18. The third matrix of pairwise comparisons (6 × 6).

cr1 cr2 cr3 cr4 cr5 cr6

cr1 1.00 0.33 0.50 2.00 1.00 2.00
cr2 3.00 1.00 1.00 2.00 2.00 3.00
cr3 2.00 1.00 1.00 2.00 1.00 2.00
cr4 0.50 0.50 0.50 1.00 0.50 1.00
cr5 1.00 0.50 1.00 2.00 1.00 2.00
cr6 0.50 0.33 0.50 1.00 0.50 1.00
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Using the third algorithm, the stability of the method is also set by different numbers
of iterations: 100, 10,000, and 100,000. The value of the largest relative errors δξ of the
values of the criteria weights is fixed. At least ten attempts are made to fix the interval of
the largest relative errors, for non-zero values of the weights.

To analyze the stability with a symmetric scale of triangular numbers, we use the
matrix presented in Table 18. When simulating an AHP matrix with 100 iterations, 60–70%
of the subsequent matrices are consistent. The values of the weights of the initial fuzzy
matrix criteria are 0.171, 0.288, 0.227, 0.071, 0.187, and 0.055. When calculating the criteria
weights generated, and the matched pairwise comparison matrices, 70–80% of the matrices
have zero weights, with the largest relative error being 1. The non-zero values of the
weights and their largest relative errors are shown in Table 19. The results show a high
maximum relative error δ = 0.9797.

Table 19. The criteria weights of 5 matrices and the errors of the criteria weights when using a
symmetric scale.

ω 1 2 3 4 5 δ

cr1 0.1715 0.2351 0.2535 0.214 0.1745 0.1204 0.9028
cr2 0.2882 0.2484 0.302 0.3236 0.2673 0.3304 0.439
cr3 0.227 0.1666 0.1753 0.0792 0.2576 0.277 0.651
cr4 0.0715 0.0552 0.0236 0.1181 0.1325 0.0258 0.8532
cr5 0.1868 0.1888 0.1939 0.2295 0.1568 0.222 0.8285
cr6 0.0551 0.106 0.0518 0.0356 0.0113 0.0245 0.9797

In general, the results for the relative errors of the third algorithm (Table 19), us-
ing a symmetric scale of triangular numbers, are greater than those for the first and
second algorithms.

4.3.2. Using the Asymmetric Scale for the Fuzzy Triangle

A fuzzy matrix using an asymmetric triangular scale is formed in the same way
as a symmetric one, only using the scale from Table 14. The same 6 × 6 matrix with a
good consistency index is used (Table 18). The values of the weights of the initial fuzzy
matrix criteria are 0.171, 0.253, 0.208, 0.095, 0.179, and 0.093. In contrast to the symmetric
scale, zero values of weights are extremely rare, 1–3%. The values of the criteria weights
when using an asymmetric scale differ from the values obtained when using a symmetric
one. However, the correlation coefficient of the weights obtained using symmetric and
asymmetric scales is significant and is equal to 0.9987. The third matrix criteria weights
were obtained using symmetric and asymmetric fuzzy scales from Tables 13 and 14, shown
in Figure 2.

The last check step was implemented to avoid zero weights using a symmetric scale
using a third matrix with scores not exceeding 3. The result showed that the correlation
of weights when using symmetric and asymmetric scales is high. Small changes to the
symmetric scale do not significantly affect the scores, but they avoid zero weights.

Analyzing the results of 15 repetitions (100 iterations) (Table 20), the values of the
largest relative errors of the criteria weights of the second and fourth criteria are high,
which means that the weights in some cases are more than doubled.

70



Symmetry 2021, 13, 479
Symmetry 2021, 13, x FOR PEER REVIEW 19 of 25 
 

 

 
Figure 2. Comparison of the weights of the third matrix criteria using symmetric and asymmetric 
fuzzy scales. 

The last check step was implemented to avoid zero weights using a symmetric scale 
using a third matrix with scores not exceeding 3. The result showed that the correlation of 
weights when using symmetric and asymmetric scales is high. Small changes to the sym-
metric scale do not significantly affect the scores, but they avoid zero weights.  

Analyzing the results of 15 repetitions (100 iterations) (Table 20), the values of the 
largest relative errors of the criteria weights of the second and fourth criteria are high, 
which means that the weights in some cases are more than doubled. 

The results of the relative error intervals for different numbers of iterations are pre-
sented in Table 21. As the number of iterations increases, the largest relative errors also 
increase. The weights increase and decrease by almost a factor of two. The largest changes 
are for the weight value of the second criterion, by almost four times. 

Table 20. The largest relative errors of the criteria weights 𝛿 , when checking the stability of the third algorithm, 100 
iterations, 10 repetitions. 

1 2 3 4 5 6 7 8 9 10 
0.8933 0.7878 0.8397 0.9953 0.8933 0.6525 0.6052 0.6974 0.6496 0.7137 
1.0924 1.1216 0.5863 1.0189 1.0446 0.6028 0.8377 0.6344 1.0367 0.5724 
0.744 0.6998 0.7089 0.7983 0.7305 0.5985 0.6724 0.561 0.7166 0.6734 
1.0571 0.8372 0.833 0.8002 0.8996 0.7833 0.6808 0.7526 0.8118 0.7294 
0.891 0.6596 0.6372 0.768 0.891 0.6177 0.6831 0.5914 0.7144 0.6082 
0.9636 0.7238 0.8619 0.9936 0.969 0.5921 0.8501 0.6585 0.7227 0.7013 

Table 21. The third algorithm, the largest 𝛿  relative errors of the criteria weights, 10 repetitions 

 100 10,000 100,000 
cr1 0.6052–0.9953 1–1.0641 1.0338–1.0641 
cr2 0.5724–1.1216 2.3281–2.9479 2.9479 
cr3 0.561–0.7983 1–1.0442 1.0442 
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Figure 2. Comparison of the weights of the third matrix criteria using symmetric and asymmetric
fuzzy scales.

Table 20. The largest relative errors of the criteria weights δξ , when checking the stability of the third algorithm,
100 iterations, 10 repetitions.

1 2 3 4 5 6 7 8 9 10

0.8933 0.7878 0.8397 0.9953 0.8933 0.6525 0.6052 0.6974 0.6496 0.7137

1.0924 1.1216 0.5863 1.0189 1.0446 0.6028 0.8377 0.6344 1.0367 0.5724

0.744 0.6998 0.7089 0.7983 0.7305 0.5985 0.6724 0.561 0.7166 0.6734

1.0571 0.8372 0.833 0.8002 0.8996 0.7833 0.6808 0.7526 0.8118 0.7294

0.891 0.6596 0.6372 0.768 0.891 0.6177 0.6831 0.5914 0.7144 0.6082

0.9636 0.7238 0.8619 0.9936 0.969 0.5921 0.8501 0.6585 0.7227 0.7013

The results of the relative error intervals for different numbers of iterations are pre-
sented in Table 21. As the number of iterations increases, the largest relative errors also
increase. The weights increase and decrease by almost a factor of two. The largest changes
are for the weight value of the second criterion, by almost four times.

Table 21. The third algorithm, the largest δξ relative errors of the criteria weights, 10 repetitions.

100 10,000 100,000

cr1 0.6052–0.9953 1–1.0641 1.0338–1.0641
cr2 0.5724–1.1216 2.3281–2.9479 2.9479
cr3 0.561–0.7983 1–1.0442 1.0442
cr4 0.6808–1.0571 1.333–1.8541 1.8541
cr5 0.5914–0.891 1–1.332 1.332
cr6 0.5921–0.9936 1.0 1.0

The use of an asymmetric scale of triangular numbers shows an improvement in the
result compared to the results for the symmetric scale. There are practically no zero values
of the weights, but even with a small fluctuation in the values of the matrix, the weights
vary greatly. At the same time, the scale used in the AHP matrix varies from 1 to 4 or,
respectively, fuzzy numbers from (1, 1, 1) to (3, 4, 5).

71



Symmetry 2021, 13, 479

To further test the algorithm, the triangular values of fuzzy numbers are extended.
We use the asymmetric scale from Table 22, in order to avoid zero weights for the criteria
of the first matrix (Table 1).

Table 22. Asymmetrical scale of triangular fuzzy numbers.

Linguistic Characteristics of a Triangular Fuzzy Number L M U

Equally important 1 1 3

Equally to moderately important 1 2 5

Moderately important 1 3 6

Weakly important 1 4 8

Important 2 5 8

Strongly important 2 6 9

Very important 5 7 9

Very strongly important 5 8 9

Absolutely important 7 9 9

The initial values of M are used from the first matrix, which has a high consistency
score (Table 1). The weights of the criteria of the fuzzy matrix that is formed when using
triangular fuzzy numbers with the new scale in Table 22 are 0.159, 0.286, 0.205, 0.247, 0.088,
and 0.017.

Figure 3 shows a greater degree of consistency of weight estimates by the AHP and
FAHP methods using Chang’s algorithm. This result could not be predicted because
Chang’s algorithm uses both different rating scales and the theory of comparing fuzzy
numbers. The most significant difference in the weights of the first-matrix criteria obtained
by the AHP and FAHP methods is observed in the first-third criterion.
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Absolutely important  7 9 9 

The initial values of M are used from the first matrix, which has a high consistency 
score (Table 1). The weights of the criteria of the fuzzy matrix that is formed when using 
triangular fuzzy numbers with the new scale in Table 22 are 0.159, 0.286, 0.205, 0.247, 
0.088, and 0.017.  

Figure 3 shows a greater degree of consistency of weight estimates by the AHP and 
FAHP methods using Chang’s algorithm. This result could not be predicted because 
Chang’s algorithm uses both different rating scales and the theory of comparing fuzzy 
numbers. The most significant difference in the weights of the first-matrix criteria ob-
tained by the AHP and FAHP methods is observed in the first-third criterion. 

 
Figure 3. Comparison of the weights of the first matrix criteria using Analytic Hierarchy Process 
(AHP) and fuzzy Analytic Hierarchy Process (FAHP) methods. 

Figure 3. Comparison of the weights of the first matrix criteria using Analytic Hierarchy Process
(AHP) and fuzzy Analytic Hierarchy Process (FAHP) methods.

An analysis of the values of δξ for ten repetitions shows good results for the algorithm
for criteria 1 to 5 (Table 23). The large relative error values for the sixth criterion are
explained by the fact that the weight in the original matrix is not large (ω6 = 0.017).
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Table 23. The third algorithm, δξ the relative errors of the criteria weights, 100 iterations,
10 repetitions.

1 2 3 4 5 6 7 8 9 10

0.2421 0.273 0.3008 0.2018 0.2598 0.2718 0.2692 0.2421 0.2497 0.2522

0.1929 0.1782 0.1765 0.1852 0.1828 0.1695 0.181 0.1831 0.1824 0.1786

0.1594 0.1569 0.1559 0.1598 0.1525 0.153 0.1559 0.1506 0.153 0.1569

0.1561 0.1436 0.1468 0.1545 0.1395 0.1358 0.133 0.1553 0.1476 0.1521

0.5422 0.5217 0.5628 0.5514 0.5548 0.5434 0.5674 0.5776 0.5479 0.5947

4.3455 4.6545 4.0727 4.3697 4.0667 4.4788 4.0182 4.2788 3.9576 4.3212

When checking the stability of the algorithm with a large number of iterations, the
result remains the same, but the interval is narrowed to one value (Table 24).

Table 24. The third algorithm, δξ relative errors of the criteria weights, 10 repetitions.

100 10,000 100,000

cr1 0.2018–0.3008 0.2957–0.3071 0.3071
cr2 0.1695–0.1929 0.1957–0.1992 0.1992
cr3 0.1506–0.1598 0.1618–0.1657 0.1657
cr4 0.133–0.1561 0.161–0.1675 0.1675
cr5 0.5217–0.5947 0.5959–0.6073 0.6073
cr6 3.9576–4.6545 4.5515–4.6606 4.6606

Despite the results for criterion 6 (δ = 4.6606), the weight of which varies from
0.017 to 0.08, the method using the new scale for forming triangular numbers shows a good
result, comparable to the results of algorithms 1 and 2.

5. Discussion

Using the results of calculations of MCDM methods to choose the best alternative and
to make the right decision makes practical sense if the models used are stable with respect
to possible minor fluctuations in the initial data. Experts play a significant, and often crucial,
role in the preparation of these MCDM methods. They form a set of criteria that characterize
the process being evaluated. The criteria weights are usually calculated on the basis of
their estimates, and often experts evaluate the values of the criteria themselves. Experts’
estimates are characterized by uncertainty. Therefore, when using MCDM methods, it is
very important to investigate the influence of incomplete certainty about the data on the
results of the calculations, and to assess the stability of the methods themselves.

The stability of MCDM models and the stability of the results depend both on the
methods used and on the problem data themselves. Therefore, for each specific problem
solved by MCDM, the use of methods for calculating the criteria weights and the specific
methods for evaluating alternatives can be selected after checking these methods and the
data for stability.

This paper should be considered as an integral part of the general task of studying the
stability of MCDM models. For each specific MCDM method, it is necessary to investigate
the stability of the weight estimates (this paper), as well as to evaluate the stability of the
MCDM method itself. After that, the total error of the calculations can be estimated and
the model with the smallest errors accepted.

A change often expresses the assessment of MCDM methods’ stability in the ranking
of alternatives. In solving specific problems using many possible MCDM methods, the
method’s result with the lowest degree of change of rang estimates is used.

Various methods can establish the weights of the criteria. Still, the AHP and FAHP
methods’ peculiarity is in checking the consistency of expert assessments, which allows
controlling the correctness of filling out the questionnaire.
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The AHP method, as a mathematical method, shows a high degree of stability. This is
to be expected: the method is mathematically justified, the elements of the matrix of the
pairwise comparison of the criteria are ideally the ratio of the unknown criteria weights,
and the weights themselves are normalized values of the eigenvector of the matrix.

Issues related to changes in the criteria weights that depend on ambiguous expert
assessments have not received sufficient attention in the scientific literature. An expert,
when filling out the same questionnaire again, usually fills it out a little differently. The
errors in the calculated weights of the AHP method described in the second algorithm,
which are related to the estimates of the experts themselves and the logic of their thinking,
are significantly higher than the errors in the mathematical method itself. That, too, was
to be expected. Reducing or increasing the comparative estimates of the experts by one
significantly changes the values of the components of the eigenvector and the values of the
criteria weights. The relative error of the weights increases. When comparing one criterion
with all the others, the expert should also remember his previous assessments of the other
criteria. With a large number of criteria, this task is not simple and often the comparison
matrix is contradictory, not consistent. The expert is forced to fill in a new matrix, and his
new estimates, of course, differ significantly from the original ones, as do the weights of
the criteria. The relative error is quite large. It is possible to recommend that experts, before
filling out an AHP matrix, rank the criteria according to their significance and, when filling
out the matrix, constantly take into account the ranking results.

The greatest problems arise when evaluating the stability of the FAHP method weights.
This is mainly due to the Chang algorithm used. Checking the AHP fuzzy method shows
non-unambiguous results when using different scales of triangular numbers. In the analysis
of the algorithm proposed by Chang for calculating weights, the possibility of zero weights
for the criteria is emphasized. This is due to the possible excess of the value of L over U
(L > U), which occurs because of the narrow scale of triangular numbers. Chang’s proposed
algorithm includes normalization, which partially solves the problem of decreasing L and
increasing U values, by expanding the triangular numbers and increasing the probability
of an intersection of the S̃i values. This paper proposed an asymmetric scale of triangular
numbers, which excluded the appearance of zero weights. At the same time, the calculated
fuzzy weights correlated well with the weights of the AHP method. In subsequent work,
the authors plan to study in more detail the influence on the final result of the scale used
for the triangular numbers and suggest other ways of normalization, to avoid zero values
for the criteria weights. Chang’s algorithm is also sensitive to large estimates from the
Saaty scale (close to 9), in which case the criteria weights can take zero values.

The criteria weights calculated using the AHP and FAHP methods are naturally
different, but as the average M values of the FAHP matrix coincide with the values of the
AHP matrix, the weights of the two methods should correlate with each other. However,
when some of the criteria weights are zero, there is no need to talk about compliance. The
situation is “corrected” by the use of the asymmetric scale proposed in this article.

The order of significance of the criteria weights of the first matrix calculated by the
AHP and FAHP methods coincided: (cr2 � cr � cr3 � cr1 � cr5 � cr6). The correlation
coefficient of the AHP weights (0.0873, 0.4246, 0.149, 0.2585, 0.0496, 0.0311) and the FAHP
scales ( 0.159, 0.286, 0.205, 0.247, 0.088, 0.017) is large enough and equal to 0.8894.

A review of the scientific literature confirms the relevance of the problems studied in
this paper. Despite the presence of papers that use a stability check for the AHP method,
the results of the algorithms could not be compared because of different interpretations of
the results. Noted that despite the widespread use of the FAHP method, little attention has
been paid to checking its stability, so the results of this paper are of scientific interest.

The theory of interval numbers is a universal approach for solving many applied
problems. The FAHP method is useful for solving problems using linguistic scales that
cannot be written down in a single number. In this case, the sensitivity test of the FAHP
method to select the scale of triangular numbers is recommended. Otherwise, the AHP
method is recommended.
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6. Conclusions

The stability of multicriteria MCDM methods is associated with the incomplete cer-
tainty of the data used for calculations.

This uncertainty is particularly evident when calculating the subjective weights of
criteria based on expert assessments. Unstable estimates (ranking) in MCDM methods
reduce the quality of the estimates and the reliability of the decision. The instability of the
MCDM methods can result in an incorrect ranking of the evaluated alternatives, not the
proper choice of the best option, inaccurate estimates of the criteria’ significance, and the
criteria weights’ values in a particular situation and environment. Therefore, the problem
investigated in this publication is relevant. The calculations show that the AHP method,
as a mathematical method, is stable with respect to minor fluctuations in the elements
of the comparison matrix. The transition from the Saaty scale integers 1-3-5-7-9 to close
real numbers slightly changes the values of the weights. The relative error of the weight
estimates that were insignificant varied between δ = 0.0531 (at 5% deviation) and δ = 0.116
(at 10% deviation).

The maximum relative error of the AHP method, related to the assessments of the
experts themselves, the logic of their thinking, and psychology, is significantly greater than
the error of AHP as a mathematical method. At the same time, changing the elements of the
comparison matrix by units significantly affects the values of the eigenvector components
of the matrix. The relative error of the estimates of the weights much higher and varied in
the range δ = 0.5121 to δ = 0.7739.

The stability of the weights of the FAHP method is related not only to the factors listed
above for the AHP method, but also to the use of Chang’s algorithm for estimating weights.
The calculations show that the algorithm itself is not universal, is not applicable for all
matrices, and depends on the scale used for the estimates of the triangular numbers. If the
evaluation scale is incorrectly selected, the weights may be zero for some matrices. The
relative error of the FAHP method is significantly higher than that for the AHP method
and varied from δ = 0.2421 to δ = 0.9797. It was anomalous (δ = 4.6606) in the case of a very
small weight for a criterion.

The proposed asymmetric FAHP scale significantly improved the results: it elimi-
nated the appearance of zero weights for criteria, reduced the values of the maximum
relative errors, and showed a high degree of correlation with the weights obtained by the
AHP method.

Regarding the novelty and relevance of this paper, we can point to the study of the
stability of the AHP method, which depends on the instability of the estimates of the
experts themselves, and the analysis of the stability of the FAHP method, which was clearly
insufficiently studied earlier. This paper can be used to analyze the stability of specific
MCDM methods by ranking the alternatives.
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6. Gudienė, N.; Banaitis, A.; Podvezko, V.; Banaitienė, N. Identification and evaluation of the critical success factors for construction

projects in Lithuania: AHP approach. J. Civ. Eng. Manag. 2014, 20, 350–359. [CrossRef]
7. Kou, G.; Lin, C. A cosine maximization method for the priority vector derivation in AHP. Eur. J. Oper. Res. 2014, 235, 225–232.

[CrossRef]
8. Zavadskas, E.K.; Podvezko, V. Integrated determination of objective criteria weights in MCDM. Int. J. Inf. Technol. Decis. Mak.

2016, 15, 267–283. [CrossRef]
9. Ustinovichius, L.; Zavadskas, E.K.; Podvezko, V. Application of a quantitative multiple criteria decision-making (MCDM–1)

approach to the analysis of investments in construction. Control Cybern. 2007, 36, 251–268.
10. Ma, J.; Fan, Z.-P.; Huang, L.-H. A subjective and objective integrated approach to determine attribute weights. Eur. J. Oper. Res.

1999, 112, 397–404. [CrossRef]
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multiphase approach based on fuzzy AHP and fuzzy EDAS. Transport 2019, 34, 52–66. [CrossRef]
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Abstract: The monitoring and management of consistently changing landscape patterns are accom-
plished through a large amount of remote sensing data using satellite images and aerial photography
that requires lossy compression for effective storage and transmission. Lossy compression brings
the necessity to evaluate the image quality to preserve the important and detailed visual features
of the data. We proposed and verified a weighted combination of qualitative parameters for the
multi-criteria decision-making (MCDM) framework to evaluate the quality of the compressed aerial
images. The aerial imagery of different contents and resolutions was tested using the transform-based
lossy compression algorithms. We formulated an MCDM problem dedicated to the rating of lossy
compression algorithms, governed by the set of qualitative parameters of the images and visually
acceptable lossy compression ratios. We performed the lossy compression algorithms’ ranking with
different compression ratios by their suitability for the aerial images using the neutrosophic weighted
aggregated sum product assessment (WASPAS) method. The novelty of our methodology is the use
of a weighted combination of different qualitative parameters for lossy compression estimation to get
a more precise evaluation of the effect of lossy compression on the image content. Our methodology
includes means of solving different subtasks, either by altering the weights or the set of aspects.

Keywords: aerial imagery; lossy compression; qualitative evaluation; MCDM; WASPAS; neutro-
sophic set

1. Introduction

The use of modern technologies increases the capabilities to explore the landscape
using satellite images and aerial photography. Remote sensed data provide us with the
information for studying and surveying the Earth and its bodies. The land cover patterns–
vegetation, soil, rock, water, buildings, roads, and other elements–are continually changing
due to anthropogenic impact and climate variations. The monitoring of land cover changes
and use, and emergency management [1] is accomplished through a large amount of remote
sensing data. These changes are related to urban planning [2], deforestation, biodiversity
loss [3–5] and other causes, like natural disasters [6]. This amount of data requires compres-
sion for effective management–storage, transmission, view, manipulation, processing, etc.
of the information. Uncompressed high-resolution images, containing remote sensing data,
tend to fill the storage space ineffectively and require long transmission time. Effective
data compression reduces the amount of data at the expense of their quality. Therefore, it
is important to determine the balance between the quality of remote sensing data and the
degree of compression.

Both lossy and lossless compression can be used for remote sensing imagery, reducing
the amount of data with significantly different compression ratios. Lossless compression
can be considered symmetric compression, which does not introduce the loss and dis-
tortions into information, so the compression ratios in most cases are low [7]. Higher
compression ratios are achievable using lossy compression methods at the expense of
image quality [7] as this type of compression is asymmetric (the original file does not match
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the decompressed file). For extremely large image files, lossy compression is the obvious
solution. Simultaneously, it is essential to evaluate the quality of the compressed images to
preserve the detailed and important visual features of the aerial images [8]. In this article,
an image that is reconstructed after compression will be referred to as a compressed image.

The degree of image degradation during each lossy compression process depends on
the compression algorithm, compression ratio, and the image itself. It is important to select
the proper lossy compression format and compression quality for the appropriate aerial
image to minimize the compression impact [8,9]. Different algorithms are used to save satel-
lite images and aerial photography data into the lossy compression formats [10–12]. The
majority of the popular compression algorithms for aerial imagery are wavelet-based [13].
The most used are the proprietary Enhanced Compression Wavelet (ECW) [14] and Joint
Photographic Experts Group (JPEG2000) [15]. The Consultative Committee for Space Data
Systems (CCSDS) is mostly used for real-time remote sensing data transmission [16]. The
ICER (Progressive Wavelet Image Compressor) is used for onboard image compression by
the NASA Mars Rovers [17]. The ECW method, in comparison to the proprietary wavelet-
based method Multiresolution Seamless Image Database (MrSid), produces smaller and
better quality images and in less time [18]. JPEG image compression is based on the discrete
cosine transform (DCT) and is the most well-known and widely applied [19]. All these al-
gorithms offer excellent compression performance, which is usually evaluated by efficiency
and computational requirements [13]. There are works [13,19–21] devoted to the analysis of
lossy compression performance comparing different algorithms at various conditions. We
are interested in the compression efficiency as it relates to the ability to maintain the highest
possible visual quality of the compressed aerial image by increasing the number of bits per
pixel for data storage. Our analysis and selection of lossy compression for aerial images do
not target the real-time applications, and the compression and decompression times are
not a priority. Considering the peculiarities of the algorithms used for satellite and aerial
images, we selected three of them for qualitative evaluation: ECW, JPEG2000, and JPEG.
The CCSDS method, compared to ECW and JPEG2000, retains the lower qualitative result
when reconstructing the original image after compression but is faster [13].

Continuous improvement of the current state-of-the-art lossy compression methods
requires proper methods and methodologies for qualitative evaluation of lossy compres-
sion. Usually, the single objective metrics are used to examine images’ lossy compression
quality [9–13]. We think the related and weighted combination of different qualitative
parameters can evaluate the influence of lossy compression on the image content more
precisely. We proposed and verified a set of qualitative parameters evaluating the com-
pressed aerial images using the MCDM framework. We formulated a new MCDM problem
dedicated to the rating of lossy compression algorithms governed by appropriate qual-
itative parameters of compressed images and visually acceptable lossy compression for
them. Herewith, we performed ranking for lossy compression algorithms with different
compression ratios by their suitability for the different resolution aerial images. To ensure
the stability of MCDM ranking results, we chose the direct weight determination and
weighted aggregated sum product assessment (WASPAS) methods in the neutrosophic
environment. These methods show great stability in solving various real-life problems.
We created the original multi-criteria decision-making methodology for the qualitative
selection of the aerial images’ lossy compression, which also provides the means of solving
different subtasks, either altering the weights or the set of aspects.

The article consists of five sections. Section 2 provides a summary of published papers
on the qualitative assessment of compressed aerial images. Section 3 describes the general
framework of the methodology, a set of alternatives and criteria for a multi-criteria task of
the qualitative rating of aerial images’ lossy compression, and defines the direct weight
determination and MCDM neutrosophic WASPAS methods for data processing. Section 4
presents the set of selected aerial images, qualitative evaluation, the ranking of compression
results of the set by the neutrosophic WASPAS-SVNS method, and discussion of the results.
Concluding remarks and future directions are presented in Section 5.
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2. Related Works

Qualitative assessment for compressed aerial images plays a vital role in identifying
the quality of different features of interest after the compression like forests, marshes,
shrubs, roads, buildings, water bodies, and others. The task is to identify the important
visual features that were lost during lossy compression. The features can be characterized
by generalizations like shape, size, density, color tone, texture [22,23]. Various land covers,
like vegetation, sand, or water, have distinct textures and colors in the aerial images. In-
formation on the change of the colors and textures can be calculated using global [20] and
local [20,23] statistical parameters: first-order histogram-based global statistics, like stan-
dard deviation, mean, or second-order Grey Level Co-occurrence Matrix (GLCM)-based
local statistics like contrast, homogeneity, entropy, and other. Textural or color changes
can be evaluated without prior image processing, and compared to the other features
like shape, size, density. The effect of lossy compression on the region color is usually
calculated using statistics of the image color components before and after compression
obtaining color components after image conversion to the appropriate color spaces [20].
Qualitative evaluation of color changes after compression can be performed using prior
image processing—segmentation by color [24,25]—and comparing the quality of segmen-
tation before and after compression, where the original image segmentation results serve
as ground truth. The color RGB images of the remote sensing are obtained by assigning a
specific multispectral band to each RGB channel. The obtained color of the object is the
combination of radiometric resolution (RS), or the number of bits obtained for each band.
The RS range depends on the possibility to collect values, based on the sensitivity and range
of the instrumentation. As edge detection is closely related to the image density [26,27],
the qualitative evaluation of edge detection after image compression can be used to assess
the change of compressed and original image density. Segmentation, edge detection, mor-
phological, and other image processing and analysis methods are applied to extract the
regions of the image. After the image regions are separated, their shape and size can be
evaluated. Mostly the general objective image quality assessment (IQA) metrics are used
to evaluate the degradations of the compressed images: mean square error (MSE) [8,19],
Peak Signal to Noise Ratio (PSNR) [8,9,13,19], Structural Similarity Index (SSIM) [8,19],
multiscale SSIM (MS-SSIM) [8,19], Visual Information Fidelity (VIF) [19], etc. Some authors
derived new methods to evaluate compression quality [28,29]. There were attempts to
include more parameters for the comparative analysis and evaluation of the compression
algorithms, including texture measures [20]. In [13,16,18], the authors included compres-
sion speed and compression ratios to evaluate the performance of appropriate algorithms.
The change of land cover pattern after lossy compression influences the proper detection
of distinct areas and their boundaries. The impact of lossy compression on the content of
remote sensing images usually occurs at higher compression ratios and depends on the
compression algorithms. In [30], the effect of lossy compression was evaluated for edge
detection, segmentation [31,32], and classification [32,33]. The visual features’ degradation
in areal images compressed using lossy algorithms is related to the image content and
resolution [34]. The effect of lossy compression on the processed result and quality of the
compressed images can be evaluated using subjective metrics like Mean Opinion Score
(MOS), but it is not always effective. Visual data in the relevant application areas can be
collected, compressed for easier transmission, saving storage space, and later reviewed by
the inspectors or processed by the appropriate methods [35]. In these cases, it should be
useful to find the best solution for image lossy compression implementation in hardware.

We aim to manage the qualitative rating process of lossy compression by the set
of qualitative parameters such as general image quality metrics, change of color (using
first-order histogram-based statistics), change of texture (using second-order GLCM-based
statistics), and subjective evaluation (using MOS). These qualitative parameters were
applied both for the ranking of lossy compression algorithms and the decision making
about the acceptable threshold of visual distortions in the lossy compressed image. A
weighted combination of different qualitative parameters could be used to evaluate the
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effect of lossy compression on the image content more precisely. This approach also
provides the possibilities to solve different subtasks, either altering the weights or the set
of aspects.

The impact of the lossy compression process was analyzed using a set of qualitative
parameters, considered as criteria in our multi-criteria decision-making methodology. The
MCDM approach was successfully applied in a broad spectrum of image processing areas:
improvement of edge detection [36] and segmentation [37] of images, selection of edge
detection algorithms for satellite images [27]. The MCDM was used as an important
technique in sustainability engineering [38,39], as a solution for various complex tasks
based on the assessment of variants. Direct determination for qualitative parameters’
weighting and WASPAS methods were chosen as efficient decision-making tools. These
methods were not applied for the qualitative rating of lossy compression by a set of aspects
before our research. WASPAS is capable of providing a higher accuracy result compared to
the weighted product model (WPM), and the weighted sum model (WSM) methods as it is
the combination of both methods [40].

3. Methods for the Methodology of the Selection of Lossy Compression Algorithms by
Set of Qualitative Parameters

We apply the framework of multi-criteria decision-making for the evaluation of lossy
compression algorithms. The problem formulation in the MCDM context is formalized
by constructing the decision matrix. This matrix is defined by the criteria, placed in
rows, and the alternatives are placed in columns. The first step in the selection of lossy
compression algorithms is the definition of the set of qualitative parameters. The content
change of the reconstructed aerial image after compression depends on the compression
algorithm, compression ratio, image resolution, and image content itself. Image content is
presented by pixel values, and after lossy compression, these values of the reconstructed
image are altered. Herewith, the visual appearance of the features, like a forest, cropland,
roads, buildings, water, is changing too. In this work, visual features are characterized by
generalizations like texture, color tone, and luminance.

3.1. A Framework of the Methodology

The developed original MCDM methodology for the qualitative rating (selection) of
lossy compression algorithms for aerial images includes seven essential stages:

• The selection and verification of a set of qualitative parameters for the change detection
between the original and compressed aerial images as the criteria;

• The selection of a set of lossy compression algorithms with the appropriate compres-
sion ratios that are used for aerial image compression as the alternatives;

• The compression of the selected aerial images using the selected lossy compression
algorithms with different compression ratios;

• The evaluation of the influence of lossy compression to the content of the aerial image
using the set of qualitative parameters;

• Definition of the acceptable visible distortion threshold in the compressed image;
• The processing of the acquired data using MCDM neutrosophic WASPAS method;
• The ranking of the compression algorithms and their compression ratios by their

qualitative suitability for the appropriate aerial images of different resolutions.

The generalized framework for the implementation of the methodology is presented
in Figure 1.
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Figure 1. The framework for rating the lossy compression algorithms and their compression ratios by their qualitative
suitability for the aerial images. Different colors present stages related to the data selection, lossy compression (alternatives),
lossy compression evaluation by the qualitative parameters (criteria) and data processing for qualitative ranking of
lossy compression.

The transform-based lossy compression algorithms—JPEG2000, ECW, and JPEG—
were selected to implement our methodology. The algorithms were ranked by the amount of
the distortions introduced to the aerial image, estimated using: (a) the supervised objective
image quality measures; (b) subjective evaluation; (c) the change in the appropriate first-
order statistical measures; (d) the change in the second-order statistical measures. The
novelty of the approach is the use of a weighted combination of different qualitative
parameters for lossy compression estimation compared to the estimation using only single
objective image quality metrics. Thus, the effect of lossy compression on the image content
can be evaluated more precisely. This also allows targeting different subtasks, either
altering the weights or the set of aspects: the same approach can be used to assess the
texture or color quality after the compression.

3.2. Lossy Compression Algorithms for Aerial Images

In this work, three lossy transform-based compression algorithms, namely, JPEG2000 [41],
ECW [42,43], and JPEG [44], were selected as alternatives for MCDM methodology to
evaluate them by compression efficiency. JPEG2000 is a still image (greyscale, color etc.)
encoding and decoding system that defines both lossy and lossless compression techniques
based on the discrete wavelet transform (DWT) method [45]. ECW is a proprietary lossy
compression format based on the DWT method, targeted for satellite imagery and aerial
photography [46]. JPEG is a commonly used image encoding and decoding system, using
a lossy compression technique based on the DCT [47].

It has been stated [48] that the transform-based compression is less sensitive to changes
in the statistical image properties, and the subjective image quality is preserved better.
The proper lossy compression technique uses the image data decomposition to reduce the
redundant information and maintain the quality of the image. The generalized scheme
for lossy aerial image compression and decompression is presented in Figure 2. It con-
sists of the reduction in redundancy, entropy coding, bit stream transmission, decoding,
and data reconstruction. The typical encoder performs color space conversion and image
decomposition, transformation, quantization and coding [49,50]. The decoder performs
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entropy decoding, dequantization, inverse transformation, and inverse color space conver-
sion [49,50].

Figure 2. Basic procedures for aerial image transform-based lossy compression–decompression.

As shown in Figure 1, the encoder converts the original image into the bit stream. The
encoded bit stream is received by the decoder, and the restored image is obtained. For
the lossy compression system, the total data quantity of the original image is larger than
the data quantity of the compressed image. The ratio between these images is called the
compression ratio [7,51] and can be expressed as:

Cr =
Usize
Csize

, (1)

where Usize—uncompressed image size; Csize—the size of a compressed image file stored in
a disk.

It must be noted that the compression ratio is calculated for the storage size, not the
image data, so storing the same compressed image in the different storage formats will
affect the compression ratio because of the additional data, introduced by the file format.

The aerial image is transformed from the spatial domain to the frequency domain
at the decomposition stage. This process is usually lossless. The JPEG2000 and ECW
algorithms use DWT to decompose an image into sub-images (sub-bands) of low-pass
(approximate) and high-pass (detail) coefficients at different resolutions. The ECW algo-
rithm exploits this decomposition during compression of images to maintain the quality
close to the uncompressed imagery, and the quality at different compression ratios changes
less compared to JPEG2000. The difference between JPEG2000 and ECW is the analysis
and synthesis filters used for DWT. The JPEG uses a discrete cosine transform (DCT) to
obtain the approximation blocks, representing the magnitude of the appropriate frequen-
cies. DWT and DCT coefficients of the decomposed image are ordered by their impact,
and coefficients contributing insignificant information to image content may be omitted.
Properties like energy compaction, data decorrelation, computational speed characterize
the discrete transforms and can be reused in data compression.

The quantization is an irreversible process in the lossy compression pipeline. It is a
compromise between the quality of the image and the compression ratio. As the lower
frequencies provide the most important part of the information in the image, there is a
possibility to discard high-frequency components and reduce the amount of data consider-
ing the human eye is almost insensitive to the rapidly varying differences in brightness
(high frequencies). In the JPEG pipeline, blocks containing high-frequency and thus low-
importance coefficients that are close to zero are discarded to get an enhanced compression
rate. The visually weighted quantization tables are exploited for the minimization of the
perceptible loss of information. Considering that each sub-band has different importance
based on the human perceptibility, the selection of the quantizer step-size can exploit the
human visual system (HVS) model like DCT quantization tables in JPEG. The JPEG2000
uses a uniform scalar quantizer to quantize wavelet sub-band coefficients, for which the
magnitudes are below the quantizer step-size. The sub-bands of each JPEG2000 image tile
are further divided into non-overlapping blocks—the rectangular arrays for entropy cod-
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ing. Similar to JPEG2000, the ECW quantization is adopted to the coefficients of separate
wavelet sub-bands. The image compression is achieved after the quantization.

For the creation of the compressed bit stream, the JPEG2000 algorithm uses Embedded
Block Coding with Optimized Truncation (EBCOT) that encompasses the arithmetic coding
system. The entropy coder of JPEG uses Huffman coding. The encoded bit stream can
be transmitted over communication channels or stored in repositories. The encoding
procedure is lossless.

The compressed image is reconstructed via decoding, dequantization, and transfor-
mation, inverse DWT for JPEG2000/ECW and inverse DCT for JPEG. Finally, the color
transform from YCbCr to the presentation color space is performed. The reconstructed
aerial image is a close approximation of the original image, as distortions are introduced
during lossy compression.

Since ECW is a proprietary algorithm, only the compression results can expose its
peculiarities. The aerial images were compressed by the ECW algorithm using Global
Mapper v20.0.1 software package [52] in our work.

3.3. Qualitative Parameters for Compressed Aerial Images

In aerial images, the different areas like grass, sand, vegetation, water, and others
may be defined as regions of different textures. As the texture is defined by the local
fluctuations of intensities or color brightness in an image, a human can discern the appro-
priate regions even in grayscale images by distinct textures. The region of rough texture
is characterized by contrasting values of the neighboring pixels (e.g., forest canopy). The
smooth region contains pixels of similar values (e.g., calm water) [27]. Texture character-
istics are used in various application areas of remote sensing images like segmentation
and classification [23,53,54]. The aerial images are rich not only in texture but also in color
information. This information is used for edge detection, segmentation, classification, and
other purposes [5,36,37].

The visual features depend on the image content since it is represented by the spatial
arrangement and interrelationships of pixel values. The pixel-based approaches are widely
used in change detection in remote sensing data [23,55]. Because of this, it is essential to
evaluate the impact of lossy compression on the visual features of the aerial image content.
Change detection of the texture and color characteristics can be evaluated by numerical
pixel-based statistical measures [20,55]. The image does not require the prior processing
to assess the statistical change of information after lossy compression and statistics are
calculated for the compressed and the original image to find the differences.

There are different methods to calculate the texture features, like Gabor Filter [56],
wavelet [57], Grey Level Co-occurrence Matrix (GLCM) [53–55]. The GLCM-based method
is commonly used for texture analysis and discrimination using second-order histogram
statistics. In [58], the authors proposed 14 statistics properties to describe the texture.
There are five commonly used Haralic statistical measures (irrelative to each other) for
texture analysis in remote sensing images: contrast, correlation, energy, entropy, and
homogeneity [53,59]. The statistical texture measures are calculated using the probability
matrix P of the GLCM method. The number of grey levels in the aerial image determines
the dimensions of this matrix. The gray levels can be quantized with the cost of the
reduction in the information [60]. Each element (i, j) of the probability matrix P defines
the frequency of a pixel of the i grayscale intensity occurring at a specified distance d and
direction θ adjacent to a pixel of a grayscale intensity j. Smaller distances are used for
capturing local information [54].

In this research, we used five GLCM-based statistics to evaluate the distortions in-
troduced into the grayscale image (Y channel of YCbCr color space) textures after lossy
compression: contrast, correlation, homogeneity, energy, entropy.
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The contrast [53,54,58] statistic measures the intensity contrast between each image
pixel and its neighbor. This statistic presents the local variations in the image content and
is defined by the equation:

Contrast = ∑N−1
i=0 ∑N−1

j=0 |i− j|2P(i, j), (2)

where P—the probability matrix, (i, j)—location of the current pixel.
The correlation [53,54,58] shows the link between a pixel and its neighbors. It also

reflects texture similarity in the appropriate direction and will be high for the image regions
with a linear structure. The correlation is expressed as:

Correlation = ∑N−1
i=0 ∑N−1

j=0

(i− µi)
(

j− µj
)

P(i, j)
σiσj

, (3)

where µi, µj—the mean, σi, σj—the standard deviation.
The homogeneity [53,54,58] statistic reflects how close to the GLCM diagonal are

distributed the elements of GLCM. Low contrast image exposes high values of homogeneity.
This statistic is closely related to the change of the pixel intensity values in the image region.
The homogeneity is calculated as:

Homogeneity = ∑N−1
i=0 ∑N−1

j=0
P(i, j)

1 + |i− j| . (4)

The energy [53,54,58] statistic measures the uniformity. The less smooth the texture of
the image is, the lower its energy value. The energy is computed as:

Energy = ∑N−1
i=0 ∑N−1

j=0 P2(i, j). (5)

The entropy [53,54,58] measures the image information. The high entropy reflects the
high complexity and disorder of the image textures. The smooth textures have low entropy
values. The entropy statistic is computed as:

Entropy = −∑N−1
i=0 ∑N−1

j=0 P(i, j)logP(i, j). (6)

The effect of lossy compression on the image color is defined by first-order statistics—
mean and standard deviation—of Cb and Cr color channels of YCbCr color space in
our research. These histogram-based statistics are global as they do not localize image
distortions in the spatial domain. The one-dimensional histogram is used to provide
statistical information about the greyscale or color image or textures. The probability
density function p(i) can be calculated by dividing the values of intensity level histogram
h(i) by the number of image pixels N ×M [61]:

p(i) =
h(i)
NM

, (7)

where i = 0, 1, . . . , G− 1, G—the number of image intensity levels.
The average intensity level of the image is defined by the mean statistics. The standard

deviation defines the density of the image intensity dispersion around the mean.
Supervised quality metrics—PSNR, PSNR-HVS-M, SSIM, MS-SSIM—compare the

distorted image with reference. We included subjective metrics alongside the commonly
used supervised objective metrics to evaluate the quality of lossy aerial image compression.

Simple pixel-based differences metric—Peak Signal to Noise Ratio (PSNR) is usually
used for assessment of image distortion after lossy compression. The PSNR is only an
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approximation to human visual perception. Peak signal to noise ratio between the original
Im(i, j) and compressed Im′(i, j) images [62] is calculated as:

PSNR = 10log10
2B − 1√

MSE
, (8)

where MSE—the mean square error; B—the bits per sample.
The Mean Square Error (MSE) [62]:

MSE =
1

MN ∑M−1
i=0 ∑N−1

j=0 (Im(i, j)− Im′(i, j)2, (9)

where M and N—the width and high of the aerial image, respectively.
For YCbCr color space, PSNR is computed as [62]:

PSNRYCbCr =
6PSNRY + PSNRCb + PSNRCr

8
. (10)

PSNR-HVS-M metric was designed to improve PSNR’s performance [63,64], taking
into account the HVS. The original and distorted images are divided into 8 × 8 non-
overlapping blocks of pixels. The difference δ(i, j) between each distorted and original
block of DCT coefficients is multiplied by a contrast masking metric (CM), and further, the
result is weighted using coefficients of Contrast Sensitivity Function (CSF) [64]:

δPSNRHSVM(i, j) = (δ(i, j)·CM(i, j))·CSFCo f (i, j). (11)

Then, the MSE in DCT domain [64]:

MSEPSNRHSVM(i, j, I, J) =
1

MN ∑M/8
I=1 ∑N/8

J=1

(
∑8

i=1 ∑8
j=1 (δPSNRHSVM(i, j))2

)
, (12)

where (I, J)—the position of the 8 × 8 non-overlapping block in the image; (i, j)—the
position of the pixel in the block.

PSNR-HVS-M is computed using Equation (8) and replacing MSE with MSEPSNRHSVM.
Values of PSNR and PSNR-HVS-M metrics are in the range [0, +∞] dB.

The Structural Similarity Index (SSIM) [65,66] shows the similarity between the two
images—the original and reconstructed after compression. The changes of structural
information are analyzed in the images using the structure s, luminance l, and contrast c.
This HVS-based metric is usually applied to a luminance channel of images (Y channel of
YCbCr color space). For j-th scale SSIM, the quality assessment is defined as [66]:

SSIMj =
1
Nj

∑
i

c
(
xj,i, yj,i

)
s
(
xj,i, yj,i

)
, (13)

for j = 1, . . . , M−1 and

SSIMj =
1
Nj

∑
i

l
(
xj,i, yj,i

)
c
(

xj,i, yj,i
)
s
(
xj,i, yj,i

)
, (14)

for j = M. In (7) and (8), xj,i, yj,i are i-th local image patches at the j-th scale that are extracted
from i-th evaluation widow, and Nj—the number of the evaluation windows in the scale.

The overall multiscale SSIM is denoted as MS-SSIM [66] and is expressed by the
equation:

MSSSIM =
M

∏
j=1

(SSIMj)
β j , (15)

where β j—the values that are obtained through psychophysical measurements [56].
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The values of SSIM and MS-SSIM metrics are in the range from [0, 1]. High image
quality is indicated by the high score of SSIM, MS-SSIM, PSNR, and PSNR-HVS-M.

A subjective evaluation of the distorted image quality is based on human visual
perception. This method is called the Mean Opinion Score (MOS) [62] and defines the
average score of opinions. MOS is commonly used to assess the image quality in a broad
spectrum of applications, including image compression. Human judgment is important,
but the subjective method is time-consuming and can fail to evaluate high-resolution
images because of the vast amount of the data present; it is almost impossible to perceive
and estimate the small distortions. This method is reasonable to combine with objective
methods.

These four groups of qualitative parameters are presented in Figure 3.

Figure 3. Qualitative parameters for the evaluation of the reconstructed aerial image after lossy
compression. Different colors represent different groups of qualitative parameters.

They were used as criteria for the qualitative evaluation of aerial image lossy com-
pression using MCDM methodology. The chosen combination of the different types of
qualitative measurements can improve the qualitative assessment of the image recon-
structed after lossy compression.

3.4. Evaluation of the Criteria Weights

One of the constituent parts of MCDM methods is the determination of criteria weights.
The criteria weights were assessed using the subjective direct weight determination method.
The majority of the present methods for the determination of criteria weights are based on
the subjective expert judgment [67,68]. The direct weighting method of criteria importance
was used in most cases. This widespread, while subjective, method has higher accuracy
compared to the ranking method [68]. Using the criteria weights direct determination
method, the sum of all the assessment weights of each expert must be equal to 100%
or 1.0 [69–71].

The qualitative parameters—criteria—were provided for the experts to evaluate their
importance. The calculation of the importance of a criterion ci is calculated according
to (16):

ci =
∑r

k=1 cik

r
(16)

where cik—the estimation value of i criterion by k expert, and r is the number of experts.
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The weights of the criteria are calculated using (17):

wi =
∑r

k=1 cik

∑m
i=1 ∑r

k=1 cik
(17)

where r is the number of experts, m—the number of criteria, cik—i criterion by k expert.
The assessment of the importance of qualitative parameters by experts and the calcu-

lated weight of each parameter are presented in Table 1.

Table 1. Evaluation of the importance of criteria and their weights.

Criteria of Images Optimum
Experts

Average Criteria Values Criteria Weights
1st 2nd 3rd 4th 5th

Change of Y contrast, C1 min 2 3 2 2 2 2.2 0.022
Change of Y correlation, C2 min 2 3 3 1 3 2.4 0.024
Change of Y homogeneity,

C3
min 2 3 4 4 3 3.2 0.032

Change of Y energy, C4 min 9 10 8 8 9 8.8 0.088
Change of Y entropy, C5 min 9 10 9 10 10 9.6 0.096

MOS for RGB image
textures, C6

max 7 8 8 8 9 8.0 0.080

Change of Cb mean, C7 min 10 9 10 10 8 9.4 0.094
Change of Cr mean, C8 min 9 9 8 9 10 9.0 0.090
Change of Cb standard

deviation, C9
min 5 3 5 4 3 4.0 0.040

Change of Cr standard
deviation, C10

min 3 3 4 4 2 3.2 0.032

MOS for RGB image colors,
C11

max 8 7 6 9 6 7.2 0.072

SSIM for Y component of
YCbCr, C12

max 8 6 6 6 7 6.6 0.066

MS-SSIM for Y component
of YCbCr, C13

max 8 7 7 6 9 7.4 0.074

PSNR for YCbCr image, C14 max 6 5 4 5 5 5.0 0.050
PSNR-HVS–M for YCbCr

image, C15
max 5 6 8 6 7 6.4 0.064

MOS for RGB image
artifacts, C16

min 7 8 8 8 7 7.6 0.076

3.5. MCDM WASPAS Method for Data Processing and Evaluation

In the present research, WASPAS has been selected for the exploration of the problem
related to the qualitative rating of aerial image lossy compression. The applications of the
WASPAS method were presented in [67]. The WASPAS approach is used for the solution to
a broad range MCDM problems. This method is popular due to stability and simplicity.
WASPAS method initially was introduced in [72] and later was extended by single-valued
neutrosophic sets (WASPAS-SVNS) [73]. Although this method has been already used to
solve different MCDM tasks [74,75], we could not find any research where WASPAS was
applied to assess the lossy compression in the satellite images.

WASPAS-SVNS approach can be decomposed into several steps [73] presented below:

1. For the construction of the decision matrix, we need to have the initial information
that consists of the evaluations of lossy compression algorithms and compression
ratios (as alternatives) according to the qualitative parameters of compressed aerial
images (as criteria). When the decision matrix X is constructed, vector normalization
is used to normalize the decision matrix X.

x̃ij =
xij√

∑m
i=1 (xij)

2
(18)
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Here, xij, i = 1, . . . m; j = 1, . . . n is the value of the of jth variable for the ith ithalternative
(criteria).

2. Then, the neutrosophication and calculation of the neutrosophic decision matrix
X̃n are performed. For the conversion between crisp normalized values x̃ij and
single-valued neutrosophic numbers (SVNNs), X̃n is calculated. Elements of the
neutrosophic decision matrix X̃n are the single-valued neutrosophic numbers x̃n

ij =(
tij, iij, fij

)
, where t is the membership degree, i—the indeterminacy degree and f —

the non-membership degree. The standard crisp-to-neutrosophic mapping will be
applied in this study.

3. The first decision component that is based on the sum of the total relative importance
of the ith alternative is calculated by the equation:

Q̃(1)
i = ∑Lmax

j=1 x̃n
+ij · w+j +

(
∑Lmin

j=1 x̃n
−ij · w−j

)c
(19)

Here, the values x̃n
+ij and w+j are associated with the criteria which are maximized;

consequently, x̃n
−ij and w−j correspond to the criteria which are minimized. The weight

of criteria is an arbitrary positive real number, the amount of the maximized criteria is
Lmax, and the amount of the minimized criteria is Lmin. For the single-valued neutrosophic
numbers (SVNNs), the following algebra operations should be applied:

x̃n
1 ⊕ x̃n

2 = (t1 + t2 − t1t2, i1i2, f1 f2) (20)

x̃n
1 ⊗ x̃n

2 = (t1t2, i1 + i2 − i1i2, f1 + f2 − f1 f2) (21)

wx̃n
1 =

(
1− (1− t1)

w, iw
1 , f w

1
)
, w > 0 (22)

x̃n
1

w =
(
tw
1 , 1− (1− i1)

w, 1− (1− f1)
w), w > 0 (23)

x̃n
1

c = ( f1, 1− i1, t1) (24)

Here, x̃n
1 = (t1, i1, f1) and x̃n

2 = (t2, i2, f2).

4. The second decision component based on the product of total relative importance in
the ith alternative is calculated by the equation:

Q̃(2)
i = ∏Lmax

j=1

(
x̃n
+ij

)w+j ·
(
∏Lmin

j=1

(
x̃n
−ij

)w−j
)c

(25)

5. The following equation calculates the weighted criteria:

Q̃i = 0.5Q̃(1)
i + 0.5Q̃(2)

i (26)

6 The final ranking of the alternatives is evaluated considering the descending order

of the S
(

Q̃i

)
. This is a score function (further referred to as utility function) for

deneutrosophication of the joint generalized criteria and is calculated as follows:

S
(

Q̃i

)
=

3 + ti − 2ii − fi
4

(27)

4. An MCDM Application for the Selection of Lossy Compression Algorithms
and Discussion

In this section, we present the verification of the proposed methodology on the
qualitative selection of lossy compression for the aerial images. The aerial images of
different content and resolution were selected for the compression and the qualitative
evaluation of their lossy compression. The set of qualitative parameters named criteria,
encompass the general image quality assessment metrics, first-order color statistics, second-
order texture statistics, and subjective evaluation. The influence of the lossy compression
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algorithms with different compression ratios to the aerial images’ content was estimated
using the set of criteria. The compression algorithms with appropriate compression ratios
were ranked according to the qualitative degradation for corresponding compressed image
using the neutrosophic WASPAS-SVNS method.

4.1. Compression of Aerial Images

Three lossy compression algorithms were selected for the initial experiment: JPEG200,
ECW, JPEG. As the quality of the compressed image depends not only on the compression
algorithm but also on the compression ratio, four compression ratios were selected for each
algorithm named as follows: low (25:1), medium (50:1), high (75:1), very high (100:1). The
influence of the compression ratios lower than 25:1 is negligible, as shown in [19,31,34].
Higher compression ratios deteriorated image quality significantly and were not estimated
in this work. Larger intervals between compression ratios were chosen to make their effect
on the content of an image more explicit. Each algorithm introduces unique artifacts to the
image content that are more noticeable in the higher compression ratios.

The GLOBAL MAPPER software [46] was used for the ECW compression of the
original aerial images. The RGB color *.tiff image file saved as the *.ecw image using Global
Mapper changing the compression ratios. The imwrite() function from MATLAB was used
for JPEG2000 and JPEG compression. The source images were obtained as TIFF images with
lossless compression. The JPEG2000 compressed files were generated using the imwrite
( . . . , “CompressionRatio”, Value) function, altering Value for the target compression ratio.
For JPEG compression imwrite ( . . . , “Quality”, Value) function was used, altering Value as
the quality from 100 to 1 of the JPEG compressed file. The smaller the number, the more
compression will be reached with the worse quality for the image. All other settings for the
imwrite() function were set to default values. The experimental compression ratios were
tailored and verified using Equation (1).

The content and resolution of the image also affect the result of the lossy compressed
image. Relevant compression algorithms have different effects on image textures, colors,
and luminance. Three high-resolution (1 pixel = 0.5 m) aerial images of different content
were selected using Earth Explorer [76]. The aerial images used in the experiment (Figure 4)
are “img1”, “img2”, and “img3” of the dataset 200710_myrtle_beach_sc_0x5000m_utm_clr,
saved as 3000 × 3000 24-bit TIFF images in RGB (8 bits for each band). The “img1” has
more smooth textures with low spatial frequencies of intensity changes, and the large
regions of different colors and intensities dominate in it. The “img2” is rich with similar
rough textures with high spatial frequencies of intensity changes, and small regions occupy
a slight part of the image. The “img3” has various types of textures, and a large number of
regions differ in size, color, and intensity [27]. We have tested other images with similar
textures and colors to verify objective qualitative parameters. Images were selected by
the varying characteristic features (texture, color tone, luminance, number, and size of the
objects) but not by the appropriate classes, as the aim is to verify the methodology.

For the other three images of different resolutions, the original images were reduced
four times using the impyramid() MATLAB function. The reduced “img1”, “img2”, and
“img3” will be referenced as “img4”, “img5”, and “img6” accordingly, with the resolution of
1 pixel = 2 m and the size of 750× 750 pixels. The remote sensing images with higher spatial
resolution have richer spatial textures as their pixels contain more information compared
to low-resolution images. All six images of different structures were compressed using
three different algorithms using four compression ratios. Figure 5 presents the cropped
images “img1” and “img4” compressed using JPEG2000, ECW, and JPEG algorithms at a
100:1 compression ratio.
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Figure 4. The original aerial images used in the experiment (Landsat-7 images courtesy of the U.S. Geological Survey): (a)
“img1” in RGB. The red rectangular indicates a cropped region presented in Figure 5); (b) “img2” in RGB; (c) “img3” in
RGB; dataset 200710_myrtle_beach_sc_0x5000m_utm_clr. (d) “img1”, component Y; (e) “img2”, component Y; (f) “img3”,
component Y.

Figure 5. The same cropped region of the aerial images “img1” and “img4” compressed using different lossy compression
algorithms at the compression ratio 100:1: (a) “img1”, the original image; (b) “img1”, Joint Photographic Experts Group
(JPEG)2000 compression; (c) “img1”, Enhanced Compression Wavelet (ECW) compression; (d) “img1”, JPEG compres-
sion; (e) “img4”, the reduced “img1”; (f) “img4”, JPEG2000 compression; (g) “img4”, ECW compression; (h) “img4”,
JPEG compression.
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4.2. Qualitative Evaluation of Aerial Image Lossy Compression

The qualitative evaluation was performed using MATLAB. After lossy compression
of images “img1”, “img2”, “img3”, “img4”, “img5”, and “img6” all selected qualitative
parameters were calculated and estimated using the original and reconstructed versions of
the aerial images.

The first group of parameters—texture change of images after compression—includes
the second-order statistics: contrast (Equation (2)), correlation (Equation (3)), homogeneity
(Equation (4)), energy (Equation (5)), and entropy (Equation (6)). The GLCM-based statistics
were calculated for the luminance component in the YCbCr space of the original and
compressed images. The difference between them was used to evaluate texture changes.
The size of the probability matrix P of the GLCM method was determined by the number
of the original gray levels in the Y component. The smaller distances between the image
pixel of interest and its neighboring pixel are used to capture local texture information. For
3000 × 3000 images with the resolution of 1 pixel = 0.5 m and for 750 × 750 images with
resolution of 1 pixel = 2 m were taken different displacements (respectively, d = 1, 2, 3, 4,
5, 6, and d = 1) for six directions (θ = 0◦, 45◦, 90◦, 135◦, 180◦, 225◦, 270◦and 315◦) as the
texture changes are to be assessed in the same area. The extra pixel in each direction is
used to minimize the influence of pixel-shifting during image resizing. The mean of each
GLCM’s texture statistic was calculated to define final contrast, correlation, homogeneity,
energy, and entropy measures used to evaluate changes after lossy compression. Calculated
texture changes between the original and compressed images are presented in Figure 6a–e.
The more significant difference between the qualitative parameters of textures of the
original and distorted images, the higher impact of lossy compression was on the loss
of image texture information. As seen from Figure 6a,e, changes of texture contrast and
entropy commonly increase with increasing compression ratios for the selected algorithms.
However, statistical changes in textures increase in the negative direction for correlation,
homogeneity, and energy as the compression ratios increase (Figure 6b–d). Table 2 in the
first five rows shows the same results for the calculated qualitative texture parameters,
respectively, C1, C2, C3, C4, and C5 but only for the “img1”. The differences between the
qualitative parameters of textures of the original and distorted images slightly decrease
in some cases from the lower compression ratios to the higher as presented in Figure 6c,e,
respectively, for homogeneity and entropy changes using ECW lossy compression from
75:1 to 100:1 compression ratios for “img5”.

The second group of parameters—color change of images after compression—includes
the first-order statistics: mean and standard deviation of Cb and Cr components. Cal-
culated color changes between the original and the compressed images are presented
in Figure 6g,h,i,j. The more significant the difference between the original and distorted
images’ qualitative color parameters, the higher the impact of lossy compression on the
distortions of color information. Changes of chrominance (mean and standard deviation)
commonly increase with increasing compression ratios for the selected algorithms. Rows
from 7 to 10 in Table 2 show the calculated results of the qualitative texture parameters C7,
C8, C9, and C10 for the “img1”. For JPEG lossy compression ratios from 75:1 to 100:1, the
change of the mean for the Cb component considerably decreases for “img6”, as presented
in Figure 6g.

The third group of parameters—supervised objective IQA metrics—includes PSNR
for YCbCr image (Equation (8)), PSNR-HVS-M for YCbCr image (Equation (10)), SSIM for
Y component (Equations (13) and (14)), MS-SSIM for Y component (Equation (15)). The
supervised objective quality metrics compare the compressed images with the original, and
the better image quality is indicated by a higher score (Figure 6l–o). The same results of
IQA metrics for the “img1” are presented in Table 2, rows 12 to 15, respectively, including
criteria C12, C13, C14, and C15. IQA metrics decrease with increasing compression ratios for
the selected algorithms for all images.
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Figure 6. Influence of lossy compression with selected compression ratios to the quality of the reconstructed different
aerial images after compression. Distinct colors represent aerial images “img1”, “img2”, “img3”, “img4”, “img5” and
“img6”. Different line types represent lossy compression algorithms JPEG2000, ECW, JPEG. Each figure shows the results
of the selected qualitative parameter (criterion) for the six images compressed with different algorithms: (a) C1—contrast
change for Y component; (b) C2—correlation change for Y component; (c) C3—homogeneity change for Y component; (d)
C4—energy change for Y component; (e) C5—entropy change for Y component; (f) C6—MOS for RGB image texture; (g)
C7—change of the mean of Cb component; (h) C8—change of the mean of Cr component; (i) C9—change of the standard
deviation of Cb component; (j) C10—change of the standard deviation of Cr component; (k) C11—MOS for RGB image
colors; (l) C12—SSIM for Y component; (m) C13—MS-SSIM for Y component; (n) C14—PSNR for YCbCr image; (o) C15—
PSNR-HVS-M for YCbCr image; (p) C16—MOS for RGB image artifacts; (q) legends for marking the separate algorithms in
each figure; (r) legends for marking the separate images in each figure.
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The fourth group of parameters—subjective evaluations of RGB images after compres-
sion —includes MOS values in the range from 1 to 10 using a 10-point Likert scale [77] for
the quality of image textures, colors, and artifacts after compression. The meaning of the
qualitative parameters C6, C11, C16, and a rating scale was explained to the 15 students of
Information Technologies. They were provided with a questionnaire (see Appendix A) and
an individual blank response table (Table 2), excluding all rows except the sixth, eleventh,
and sixteenth. The respondents were asked to fill the response tables for the six images.
The assessments’ mean values were calculated and included as criteria C6, C11, and C16.
Estimated MOS values for textures, colors, general artifacts after lossy compression are
presented in both Table 2 and Figure 6f,k,p.

The threshold for the acceptable visible distortions in aerial images reconstructed after
each lossy compression was estimated visually by five experts from Vilnius Gediminas
technical university, Department of Graphical systems with at least 15 years of experience
in image processing. These experts also present their opinion concerning the image visual
criteria weights considered in Section 3.4. The qualitative parameters from acceptable
compression ratios for each algorithm and image were taken considering their groups—
texture, color, IQA. Three threshold alternatives—JPEG2000-A01, ECW-A02, JPEG-A03—
were constructed to evaluate acceptable visible distortions for each algorithm (Table 2, A13,
A14, A15). The threshold alternatives help to decide at which compression ratios of selected
lossy compression algorithms are aerial images’ distortions visually acceptable.

4.3. Ranking of Aerial Image Lossy Compression

After the alternatives were defined and qualitative criteria were calculated, the initial
decision matrix for qualitative evaluation of the lossy compression of aerial images was
formed. The example of the initial decision matrix for “img1” is presented in Table
2. As the matrix has negative values for the change of correlation, homogeneity, and
energy, to make calculations consistent with WASPAS-SVNS, the rows with negative values
were upshifted before the vector normalization. The obtained results by WASPAS-SVNS
methodology described in Section 3.5 (steps 2–6) are presented in Table 3. The qualitative
ranking of images’ lossy compression was calculated using the utility function S

(
Q̃i

)

(Equation (27)). Figure 7 presents the ranking of lossy compression for high and low-
resolution images. Ranking of compression algorithms based on their qualitative suitability
for the images makes it difficult to decide which compression ratios of lossy compression
are unacceptable for visual inspection. Qualitative ranking by estimating the threshold of
acceptable visual distortions places the algorithms with their compression ratios in order
of priority, excluding those whose distortions are greater than the subjectively determined
quality threshold (Table 3, Figure 8).

Table 3. Qualitative ranking of aerial images’ lossy compression.

No Alternatives
Utility Function S

(
~
Qi

)
Rank by WASPAS

“img1” “img2” “img3” “img4” “img5” “img6” “img1” “img2” “img3” “img4” “img5” “img6”

1 JPEG200025:1, A1 0.7673 0.7554 0.7526 0.7578 0.7647 0.7472 1 1 1 1 1 1
2 ECW 25:1, A2 0.7157 0.7161 0.7343 0.7372 0.7258 0.7380 4 5 2 3 5 2
3 JPEG25:1, A3 0.7380 0.7410 0.7268 0.7387 0.7389 0.7327 2 2 4 2 2 4
4 JPEG200050:1, A4 0.7243 0.7218 0.7263 0.7329 0.7387 0.7160 3 4 5 6 3 8
5 ECW 50:1, A5 0.6820 0.6799 0.7060 0.7135 0.6829 0.7175 10 12 8 8 10 7
6 JPEG 50:1, A6 0.6866 0.6994 0.6666 0.7007 0.7021 0.6820 8 8 12 10 8 11
7 JPEG200075:1, A7 0.7049 0.7069 0.6970 0.7076 0.7072 0.6885 5 7 9 9 7 10
8 ECW 75:1, A8 0.6645 0.6551 0.6942 0.6881 0.6601 0.7033 12 13 10 11 12 9
9 JPEG 75:1, A9 0.6479 0.6835 0.6275 0.6632 0.6132 0.5651 13 10 14 14 14 14

10 JPEG2000100:1, A10 0.6889 0.6918 0.6624 0.6785 0.6819 0.6612 7 9 13 13 11 13
11 ECW 100:1, A11 0.6397 0.6285 0.6783 0.6880 0.6293 0.6754 14 14 11 12 13 12
12 JPEG100:1, A12 0.5041 0.4853 0.4612 0.3991 0.4906 0.4856 15 15 15 15 15 15
13 JPEG2000-A01, A13 0.7002 0.7079 0.7159 0.7329 0.7282 0.7248 6 6 7 7 4 6
14 ECW-A01, A14 0.6787 0.6799 0.7324 0.7363 0.6987 0.7370 11 11 3 4 9 3
15 JPEG-A01, A15 0.6866 0.7223 0.7261 0.7343 0.7199 0.7327 9 3 6 5 6 5
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Figure 7. Qualitative ranking of the high- and low-resolution aerial images’ lossy compression using the selected alternatives
as 1 (A1)—JPEG2000, 25:1; 2 (A2)—ECW, 25:1; 3 (A3)—JPEG, 25:1; 4 (A4)—JPEG2000, 50:1; 5 (A5)—ECW, 50:1; 6 (A6)—JPEG,
50:1; 7 (A7)—JPEG2000, 75:1; 8 (A8)—ECW, 75:1; 9 (A9)—JPEG, 75:1; 10 (A10)—JPEG2000, 100:1; 11 (A11)—ECW, 100:1; 12
(A12)—JPEG, 100:1: (a) “img1” and its reduced version “img4”; (b) “img2” and its reduced version “img5”; (c) “img3” and
its reduced version “img6”.

As presented in Table 3 and Figure 7a–c graphs, the ranking of algorithms with
different compression ratios according to the qualitative suitability for the high-resolution
images “img1” and “img2” do not coincide. The “img3” ranking differs more from the first
two because its content has more features sensitive to the lossy compression, such as the
different types of textures, many small regions of different colors and intensities. The best
quality presents JPEG2000 25:1 compression for all high-resolution images (1st place in
Table 3, row 1), and the worst—JPEG 100:1 (15th place in Table 3, row 12). The JPEG2000
algorithm maintains better image quality than ECW and JPEG at compression ratios 50:1,
75:1, 100:1 (Table 3, JPEG2000 alternatives at 1st, 4th, 7th, 10th rows) too. Considering
the threshold alternative A13 for the JPEG2000 algorithm (Table 3, 13th row), a visually
acceptable lossy compression for “img1” and “img2” was ranked above 6th place and
for “img3” above 7th place. This corresponds to JPEG2000 compression lower than 100:1
for “img1” (Figure 8a) and lower than 75:1 for “img2” and “img3” (Figure 8e,f). ECW
and JPEG algorithms were ranked worse than JPE2000 at all compression ratios. At lower
compression ratios 25:1, 50:1, the JPEG algorithm (Table 3, JPEG alternatives at 3rd, 6th
rows) was ranked higher than the ECW algorithm for “img1” and “img2”. However, for
“img3” can be seen the opposite tendency. At higher compression ratios 75:1, 100:1, the
JPEG algorithm (Table 3, JPEG alternatives at 9th, 12th rows) was ranked worse than the
ECW algorithm for “img1” and “img3”. For “img2”, JPEG 75:1 was ranked higher than
ECW 75:1. Considering the threshold alternative A15 for the JPEG algorithm (Table 3, 15th
row), a visually acceptable lossy compression for “img1” was ranked above 9th place,
for “img2” above 3rd place, and for “img3” above 6th place. This corresponds to JPEG
compression lower than 75:1 for “img1” (near to 50:1 and less, Figure 8a), lower than 50:1
for “img2” and “img3” (near to 25:1 and less Figure 8e,f). The ECW compression rating is
presented in 2nd, 5th, 8th, 11th rows of Table 3. At lower compression ratios 25:1, 50:1, the
ECW algorithm was rated worse than the JPEG algorithm for “img1” and “img2”, but at
very high—100:1—compression ratios was rated higher than JPEG2000. Considering the
threshold alternative A14 for the ECW algorithm (Table 3, 14th row), a visually acceptable
lossy compression for “img1” was ranked above 11th place, for “img2” above 12th place,
and for “img3” above 3rd place. This corresponds to ECW compression lower than 75:1 for
“img1” (near to 50:1 and less, Figure 8a), and lower than 50:1 for “img2” and “img3” (near
to 25:1 and less, Figure 8e,f).
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Figure 8. Qualitative ranking of lossy compression algorithms with selected compression ratios solving the full and
partial tasks for aerial images: (a) “img1”—by all the selected qualitative parameters (b) “img1”—by the texture quality;
(c) “img1”—by the color quality; (d) “img1”—by the general quality metrics; (e) “img2”—by the all selected qualitative
parameters; (f) “img3”—by the all selected qualitative parameters; (g) “img4”—by the all selected qualitative parameters;
(h) “img5”—by the all selected qualitative parameters; (i) “img6”—by the all selected qualitative parameters; (j) legends
for marking the compression algorithms for each image; (k) legends for marking the thresholds of compression quality of
separate algorithms for each image.
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A similar ranking tendency is observed for the corresponding low-resolution images
“img4”, “img5”, and “img6” (Figure 8), but the changes of images’ content due to the
reduced resolution made the influence on the rating of lossy compression. The best
quality presents JPEG2000 25:1 compression for all low-resolution images (1st place–Table 3,
row 1), and the worst—JPEG 100:1 (15th place—Table 3, row 12). The JPEG2000 algorithm
maintains better quality than ECW and JPEG at compression ratios 50:1 and 75:1 for “img4”
and “img5”, but at 100:1 for “img5” is superior ECW compression (Table 3, JPEG2000
alternatives at 4th, 7th, 10th rows). ECW compression at compression ratios 50:1, 75:1,
100:1 is superior to JPEG2000 compression for “img6” too. Considering the threshold
alternative A13 for the JPEG2000 algorithm, a visually acceptable lossy compression for
“img4” was ranked above 7th place, for “img5” above 4th place, and “img6” above 6th
place. This corresponds to JPEG2000 compression lower than 75:1 for “img4” and “img5”
(near to 50:1 and less, Figure 8g,h), and lower than 50:1 for “img6”. At higher compression
ratios 75:1, 100:1, the ECW algorithm was ranked higher than the JPEG for the selected
low-resolution images, but at low—25:1—compression ratios was ranked worse than JPEG
for “img4” and “img5”. Considering the threshold alternative A14 for the ECW algorithm,
a visually acceptable lossy compression for “img4” was ranked above 4th place, for “img5”
above 9th place, and “img6” above 3rd place. This corresponds to ECW compression lower
than 50:1 for “img4”, “img5,” and “img6” (near to 25:1 and less, Figure 8g–i). A visually
acceptable JPEG lossy compression for was ranked by A15 alternative for “img4” above
5th place, for “img5” above 6th place, and “img6” above 5th place. This corresponds to
JPEG compression lower than 50:1 for “img4”, “img5,” and “img6” (for all images near to
25:1 and less, Figure 8g–i).

The effect of lossy compression on the image content can be evaluated more precisely
by the set of qualitative parameters and by using the parameters of the texture, color, and
IQA, different subtasks can be solved: the same approach can be used to assess the texture,
color, and general quality after the image lossy compression. Figure 8 shows the qualitative
suitability of JPEG2000, ECW, JPEG compression for “img1” solving the full (Figure 8a,e–i)
and partial tasks (Figure 8b–d)). Figure 8 shows that the JPEG2000 lossy compression is
superior to the lossy ECW and JPEG compression in texture (b), color features (c), and by
IQA (d). The JPEG compression provides similar image quality to JPEG2000 in texture
features only at low compression ratios. JPEG has a significant effect on color, except at low
compression ratios. The ECW compression at high compression ratios negatively affects
texture but has a low impact on color. By IQA, the JPEG and ECW compression have a
similar effect on the “img1” content.

4.4. Discussion

The ranking of JPEG2000, JPEG and ECW algorithms with different compression
ratios differs slightly according to the qualitative suitability for the high-resolution aerial
images “img1”, and “img2” (Table 3, Figure 7a,b) as both images have similar features of
the content. The “img1” and “img2” have textures of the same RGB values and intensities,
but rough textures dominate in the “img2”, while smooth ones are more common in the
“img1”. Due to prevalence of rough textures, “img1” has the lower visually acceptable
threshold of JPEG2000, JPEG and ECW lossy compression (Figure 8a) and the compression
artifacts are barely visible in the compressed image, compared to other ones. The “img3”
ranking, as well as the content, differs considerably comparing to the “img1” and “img2”
(Table 3, Figure 7c). The “img3” contains more features, sensitive to the lossy compression,
like textures with the high spatial frequencies (of intensity change) and a large number of
small regions differing in size, color, and intensity.

The changes of the content in the images “img4”, “img5”, and “img6” due to the down
sampling also influenced the ranking of lossy compression (Table 3, Figure 7a–c) and the
visually acceptable threshold of lossy compression (Figure 8g–i). The low-resolution aerial
images do not have the rich spatial textures of the high-resolution images, and their lossy
compression artifacts are more noticeable. The “img6” has the highest visually acceptable
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threshold of JPEG2000, JPEG and ECW lossy compression (Figure 8i) compared to “img4”
and “img5” (Figure 8g,h). After the image “img2” was down sampled to the “img5”, the
textured regions became smoother. As the textures in the “img1” are of dominating low
spatial frequencies of intensity changes, then down sampling it to the “img4” exposes a
smaller effect on the visual content of the image. Thus, the low-resolution images “img4”
and “img5” were similarly affected by lossy compression, especially at higher compression
ratios for JPEG (Figure 8g,h).

Each algorithm introduces unique artifacts and has a different effect on the aerial
images of different resolutions and contents. The JPEG lossy compression has a high
impact on the images’ content with uniform and coarse (low spatial frequencies of intensity
changes) textures. The “img1” and “img3” contains this type of textures, but “img3” was
affected more by JPEG compression as it contains a large number of small, uniform regions.
The JPEG2000 compression more affects images containing a large number of regions with
textures of high spatial frequencies of intensity changes (“img2”), and especially with the
small regions of different textures (“img3”). The ECW lossy compression has a higher effect
on images rich with rough textures of high spatial frequencies of intensity changes (“img2”).
The JPEG2000 and ECW compression have a similar effect for low-resolution images with
textures of high spatial frequencies of intensity changes (“img5”), or with small regions
with different textures (“img6”). The JPEG2000 has higher quality at higher compression
ratios than JPEG as it does not expose visually distracting artifacts, especially in low
frequency or uniform areas. The JPEG artifacts are more pronounced in the low-resolution
images’ content than they are in the high-resolution images. The smoothing artifacts are
more noticeable in ECW high-resolution images than in JPEG2000, specifically in images
with textures of high spatial frequencies of intensity changes. The ECW compression has a
slightly lesser effect on the low-resolution images.

5. Conclusions and Future Work

We proposed the original multi-criteria decision-making methodology for the qualitative
selection of the lossy compression for the aerial images based on their resolution and content.
The transform-based lossy compression algorithms with the appropriate compression ratios
were ranked by their suitability for aerial images using MCDM WASPAS-SVNS and direct
criteria weights evaluation methods. The rating of lossy compression is governed by the set
of qualitative parameters of images and visually acceptable lossy compression ratios.

Because of the need for the qualitative lossy compression for the effective storage and
transmission of a large amount of remote sensing data, it is imperative to decide which
algorithm and what compression ratio will be suitable for the selected image content and
resolution. Since the image quality after lossy compression can be determined by various
parameters, and they belong to the different groups that vary significantly, the weighted
combination of different qualitative parameters should be used.

The visual features (e.g., a forest, cropland, roads, buildings, water) in an image can be
characterized by generalizations like texture, color tone, and luminance. The information
on the change of the colors and textures can be calculated using the first-order color
statistics and second-order texture statistics, respectively. It is reasonable to include the
often-used objective IQA metrics and subjective evaluation. Using the set of the verified
groups of parameters and altering their weights, the effect of lossy compression on the
image content can be evaluated more precisely compared to the estimation using only
single objective image quality metrics.

The use of the set of the qualitative parameters for the texture, color, and IQA, can
solve different subtasks: the same approach can be used to assess the texture, color, and
general quality after the image lossy compression.

In the aerial imagery application context, it is useful to define the acceptable lossy
compression ratio for the selected lossy compression algorithm. We concentrated on visual
image inspection after data collection and compression for easier transmission and saving
storage space. It should be useful to find the best solution for image lossy compression
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implementation in hardware in such cases. The threshold of acceptable visual distortions
places the algorithms with their compression ratios in order of priority, excluding those
whose distortions are greater than the subjectively determined quality threshold. The
experimental results showed that the visually acceptable lossy compression for the high-
resolution aerial images is: JPEG2000—lower than 100:1 for “img1” and lower than 75:1 for
“img2” and “img3”; ECW and JPEG—lower than 75:1 for “img1” (near to 50:1 and less),
lower than 50:1 for “img2” and “img3” (near to 25:1 and less). The visually acceptable lossy
compression for the low-resolution aerial images is worse than for the high-resolution
images: JPEG2000—lower than 75:1 for “img4” and “img5” (near to 50:1 and less), and
lower than 50:1 for “img6”; ECW and JPEG—lower than 50:1 for “img4”, “img5,” and
“img6” (near to 25:1 and less).

As the lossy compression quality is a complex task and needs to be investigated further,
we are going to evaluate the lossy compression quality for the different classes of satellite
images against the segmentation using the appropriate set of qualitative parameters.

Author Contributions: Conceptualization, R.B. and G.K.-J.; methodology, R.B., G.K.-J.; software,
G.K.-J.; validation, R.B., G.K.-J.; formal analysis, R.B., G.K.-J.; investigation, G.K.-J.; resources, R.B.,
G.K.-J.; data curation, G.K.-J.; writing—original draft preparation, G.K.-J.; writing—review and
editing, R.B., G.K.-J.; supervision, R.B; project administration, R.B. All authors have read and agreed
to the published version of the manuscript.

Funding: The research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data sharing not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A

The questionnaire for the evaluation of the visual image quality after the relevant
lossy compression:

• Evaluate the visual quality of compressed image textures according to the original
image textures.

• Evaluate the visual quality of compressed image colors according to the original
image colors.

• Evaluate a number of artifacts in the compressed image according to the original image.
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Zenonas Turskis

Received: 21 January 2021

Accepted: 31 January 2021

Published: 4 February 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the author.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Department of Structural Mechanics, Faculty of Civil Engineering, Brno University of Technology,
602 00 Brno, Czech Republic; kala.z@fce.vutbr.cz

Abstract: The article introduces quantile deviation l as a new sensitivity measure based on the difference
between superquantile and subquantile. New global sensitivity indices based on the square of l are
presented. The proposed sensitivity indices are compared with quantile-oriented sensitivity indices
subordinated to contrasts and classical Sobol sensitivity indices. The comparison is performed in a case
study using a non-linear mathematical function, the output of which represents the elastic resistance of
a slender steel member under compression. The steel member has random imperfections that reduce its
load-carrying capacity. The member length is a deterministic parameter that significantly changes the
sensitivity of the output resistance to the random effects of input imperfections. The comparison of the
results of three types of global sensitivity analyses shows the rationality of the new quantile-oriented
sensitivity indices, which have good properties similar to classical Sobol indices. Sensitivity indices
subordinated to contrasts are the least comprehensible because they exhibit the strongest interaction
effects between inputs. However, using total indices, all three types of sensitivity analyses lead to
approximately the same conclusions. The similarity of the results of two quantile-oriented and Sobol
sensitivity analysis confirms that Sobol sensitivity analysis is empathetic to the structural reliability
and that the variance is one of the important characteristics significantly influencing the low quantile
of resistance.

Keywords: sensitivity analysis; buckling; reliability; safety; quantile; superquantile; subquantile;
civil engineering; limit states

1. Introduction

Traditional sensitivity analysis (SA) methods are focused on model output [1]. SA is
a computational procedure that divides and quantifies the uncertainty of input variables
according to their influence on the uncertainty of the output of the mathematical model.
Variance-based SA (generally called Sobol SA) introduces uncertainty as variance and
decomposes the variance of the output of the model or system into portions that can be
attributed to inputs or sets of inputs [2,3]. Sobol SA is very popular; the principles of
the method are often mentioned [4–8] and many articles have applied Sobol SA in their
research [9–13].

In a more general form, SA can be defined as the study of how the output of a system
is related to, and is influenced by, its inputs. In practical applications, research does not
usually end with obtaining the output as a random variable or histogram, but other specific
point estimates, such as quantiles, are needed. However, what influences the variance may
or may not have the same influence on the quantile.

1.1. A Brief Review of Sensitivity Analysis in Civil Engineering

SA is a multidisciplinary science and, therefore, review articles focused purely on
SA have a multidisciplinary character [14–19]. Only approximately 2.5% of all articles
on SA are focused on civil engineering. In civil engineering, publications related to SA
have a growing trend, but are not as progressive as traditional engineering topics, such as
buckling; see Figure 1.
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In civil engineering, SA is focused on the stability of steel frames [20], deflection of
concrete beams with correlated inputs [21], multiple-criteria decision-making (MCDM) [22],
structural response to stochastic dynamic loads [23], rheological properties of asphalt [24],
thermal performance of facades [25], strength of reinforced concrete beams [26], use of
machines during the construction of tunnels [27], stress-based topology of structural
frames [28], seismic response of steel plate shear walls [29], deformation of retaining
walls [30], multiple-attribute decision making (MADM) [31], efficiency of the operations
of transportation companies [32], unbalanced bidding prices in construction projects [33],
shear buckling strength [34], reliability index β of steel girders [35], system reliability [36],
seismic response and fragility of transmission toners [37], shear strength of corrugated
web panels [38], inelastic response of conical shells [39], fatigue limit state [40], corrosion
depth [41], building-specific seismic loss [42], vibration response of train–bridge coupled
systems [43], shear strength of reinforced concrete beam–column joints [44], forecasts of
groundwater levels [45], equivalent rock strength [46], vertical displacement and maxi-
mum axial force of piles [47], regional-scale subsurface flow [48], ultimate limit state of
cross-beam structures [49], serviceability limit state of structures [50], deflection of steel
frames [51], stability of observatory central detectors [52], bearing deformation and pylon
ductility of bridges [53], load-carrying capacity of masonry arch bridges [54], free torsional
vibration frequencies of thin-walled beams [55], stress and displacement of pipelines [56], fa-
tigue dynamic reliability of structural members [57], deflection of roof truss structures [58],
etc. Studies are performed using very different SA methods, which are not always chosen
solely for purpose, but are subject to different paradigms that define what and how it
should be investigated. Many studies apply only one type of SA, although more than one
suitable SA method can be used. Some of the applied methods are traditional, e.g., applica-
tions of derivations [25,28], applications of Sobol SA [42,46] or application of the Borgonovo
method [30], but highly specific and original SA methods [23,54], which are difficult or
even impossible to compare with conventional methods [1], are also being developed.

In civil engineering, SA objectives are usually focused on the optimization of the
properties of structures, design characteristics of structures or processes associated with
construction activities. One of the important features of any structure is its reliability.

1.2. Reliability-Oriented Sensitivity Analysis

In civil engineering, structural reliability is assessed using the well-developed concept
of limit states [59,60], which clearly defines the design quantiles of resistance and the effect
of load action. Regarding the ultimate limit state, a load-bearing structure is considered
reliable if the high quantile of load action is smaller than the low quantile of resistance [61].
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A comparative study [61] showed large differences between four reliability-oriented
sensitivity analyses (ROSA) and additional four SA used in reliability analysis. The conclu-
sions [61] showed that a common platform that clearly translates the correlation between
indices and their information value is absent in ROSA methods.

A reliability-oriented SA concept based on design quantiles was introduced in [62].
SA was performed using the total indices of the design quantiles of resistance and load
without having to evaluate the SA of failure probability. This saves the computational costs
of numerically demanding models. Mirroring the concept of limit states into the principles
of SA brings the results of sensitivity studies closer to the engineering practice, reduces
computational costs and expands the possibilities of modelers.

This article builds on [62] by introducing more general quadratic forms of quantile-
oriented sensitivity indices, which are compared with quantile-oriented sensitivity indices
subordinated to contrasts [63]. Two SAs are compared with the classical Sobol SA in a
case study using a non-linear function of the elastic static resistance of a compressed steel
structural member. The advantages and disadvantages of all three methods are described
and discussed.

2. Quantile-Oriented and Sobol Global Sensitivity Indices

From a black box perspective, any model may be regarded as a function R = g(X),
where X is a vector of M uncertain model inputs {X1, X2,... XM}, and R is a one-dimensional
model output. The uncertain model inputs are considered as statistically independent
random variables. This incurs no loss of generality, because mutual relations are created
through the computational model on the path to the output.

Three types of global SA (in short SA) are used: Q indices, K indices and Sobol
indices. All three types of SA have the ability to measure sensitivity across the input space
(i.e., they are global methods), are capable of dealing with non-linear responses, and can
quantify the influence of interactions in a non-additive systems. The first two SAs [62,63]
are quantile-oriented, the third is the classical Sobol SA [2,3]. Both quantile-oriented SAs
can study structural reliability, the assessment of which is based on limit states and design
quantiles. The reason for including Sobol SA is its orientation on variance, which is an
important, but not the only, part of reliability analysis.

2.1. Linear Form of Quantile-Oriented Sensitivity Indices—Contrast Q Indices

Sensitivity indices subordinated to contrasts associated with quantiles [63] (in short,
Contrast Q indices) are based on linear contrast functions. The contrast function ψ associ-
ated with the α-quantile of output R can be expressed using parameter θ as

ψ(θ) = E(ψ(R, θ)) = E((R− θ)(α− 1R<θ)), (1)

where R is a scalar. Equation (16) attains its minimum if the argument θ has a value of
α-quantile of R, see Equation (2)

θ∗ = Argmin
θ

ψ(θ) = Argmin
θ

E((R− θ)(α− 1R<θ)), (2)

where θ* is the α-quantile of R. The minimum of Equation (1) can be expressed using θ* as

min
θ
ψ(θ) = ψ(θ∗) = E((R− θ∗)(α− 1R<θ∗)) = l · α · (1− α), (3)

where l is the absolute difference (distance) between the mean value of the population
below the α-quantile θ* and mean value of the population above the α-quantile θ*. Let l be
the quantile deviation. The quantile deviation l is the difference between superquantile
E(R|R ≥ θ*) and subquantile E(R|R < θ*)
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l =
1

1− α

∞∫

θ∗

r · f (r)dr

︸ ︷︷ ︸
Superquantile

− 1
α

θ∗∫

−∞

r · f (r)dr

︸ ︷︷ ︸
Subquantile

=
1

1− α

∞∫

θ∗

|r− θ∗| · f (r)dr

︸ ︷︷ ︸
l2

+
1
α

θ∗∫

−∞

|r− θ∗| · f (r)dr

︸ ︷︷ ︸
l1

, (4)

where l = l1 + l2. l1 is the mean absolute deviation from θ* below θ*, l2 is the mean absolute
deviation from θ* above the quantile θ* (in short quantile deviation l), and f (r) is the
probability density function (pdf) of the model output.

The introduction of superquantile and subquantile in Equation (4) introduces quantile
deviation l as a new quantile sensitivity measure.

It can be noted that superquantiles are fundamental building blocks for estimates of
risk in finance [64] and engineering [65]. In finance, the superquantile has various names,
such as expected tail loss [66], conditional value-at-risk (CVaR) [67–70] or tail value-at-
risk [71], average value at risk [72], expected shortfall [73,74]. Subquantile is not such a
widespread concept.

In the context of SA, l was first introduced as a new sensitivity measure in [62]. A
property of the quantile deviation l is that it is expressed in the same unit as the data. The
quantile deviation l is a robust statistic, which, compared with the standard deviation, is
more resilient to outliers in a dataset. This is due to the fact that in the case of standard
deviation, i.e., the square root of variance, the distances from the mean are squared, so
that large deviations are weighted more and can, therefore, be strongly influenced by
outliers. Regarding quantile deviation l, the deviations of a small number of outliers
are inconsequential.

With regard to random sampling, the quantile deviation l of a finite observation of
size N with values rj can be estimated as

l ≈ 1
N2

∑
j: rj≥θ∗

rj

︸ ︷︷ ︸
Superquantile

− 1
N1

∑
j: rj<θ∗

rj

︸ ︷︷ ︸
Subquantile

=
1

N2
∑

j: rj≥θ∗

∣∣rj − θ∗
∣∣

︸ ︷︷ ︸
l2

+
1

N1
∑

j: rj<θ∗

∣∣rj − θ∗
∣∣

︸ ︷︷ ︸
l1

, (5)

where N1 is the total number of observations below the α-quantile, N2 = N – N1 is the total
number of observations above the α-quantile, where α-quantile θ* can be estimated so that
α·N observations are smaller than θ* and (1-α)·N observations are greater than θ*.

Figures 2 and 3 depict examples of symmetric and asymmetric probability density
functions (pdfs), where the value of l is expressed as the distance between the centres of
gravity of the green and yellow areas. All probability density functions (pdfs) have mean
value µR = 0 and standard deviation σR = 1. Figure 2a depicts the Uniform probability
density function (pdf). Figures 2b and 3a,b depict a four-parameter Hermite pdf, where the
third and fourth parameters are skewness and kurtosis.
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(a) (b) 

Figure 2. Quantile deviation l of 0.4-quantile of: (a) Uniform symmetric pdf; (b) Hermite asymmetric pdf. Figure 2. Quantile deviation l of 0.4-quantile of: (a) Uniform symmetric pdf; (b) Hermite asymmetric pdf.
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Figure 3. Quantile deviation l of 0.4-quantile of: (a) Hermite asymmetric pdf; (b) Hermite symmetric pdf.

By modifying Equation (3), quantile deviation l can be computed using the probability
density function according to Equation (6)

l =
1

α · (1− α)
ψ(θ∗) =

1
α · (1− α)

E((R− θ∗)(α− 1R<θ∗)), (6)

where the value of α·(1 − α) is constant. The first-order contrast Qi index defined in [63]
has a form that can be rewritten using the quantile deviation l as Equation (7)

Qi =

min
θ
ψ(θ)− E

(
minE

θ
(ψ(R, θ)|Xi )

)

min
θ
ψ(θ)

=
l · α · (1− α)− E((l|Xi ) · α · (1− α))

l · α · (1− α)
=

l − E(l|Xi )

l
, (7)

where the mean value E(·) is considered over all likely values of Xi. The new form of
the contrast index Qi is

Qi =
l − E(l|Xi )

l
. (8)

In a general model, fixing Xi can change all the statistical characteristics of output R.
Only the changes in l caused by changes in Xi are important for the value of index Qi; see
Equation (8). What statistical characteristics does l depend on? The quantile deviation l is
not dependent on µR. Changes in l would hypothetically depend only on changes in σR
provided that the shape of the pdf does not change (e.g., still Gaussian output in additive
model with Gaussian inputs). However, this cannot be generally assumed.

Figure 2 shows an example where changing the shape of the pdf causes a change in l
from l = 1.73 to l = 1.47 when µR = 1 and σR = 1 is considered. Analogously, changing the
shape of the pdf can change σR, but not l. Figure 3 shows an example where changing the
pdf shape does not cause a change in l when µR = 1 and σR = 1 is considered. Therefore,
changing the shape of the pdf may or may not affect l. The skewness and kurtosis may
or may not affect l. In general, l does not depend on the change of µR itself, but depends
on the pdf shape where the influence of moments acts in combinations, which can have a
greater or lesser influence on l depending on the specific model type. These questions are
examined in more detail in the case study presented in Chapter 5.

The second-order α-quantile contrast index Qij is derived similarly by fixing of pairs
Xi, Xj

Qij =
l − E

(
l
∣∣Xi, Xj

)

l
−Qi −Qj, (9)

where E(·) is considered across all Xi and Xj. The third-order sensitivity index Qijk is
computed analogously

Qijk =
l − E

(
l
∣∣Xi, Xj, Xk

)

l
−Qi −Qj −Qk −Qij −Qik −Qjk. (10)
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Statistically independent input random variables are considered. The sum of all
indices must be equal to one

∑
i

Qi + ∑
i

∑
j>i

Qij + ∑
i

∑
j>i

∑
k>j

Qijk + . . . + Q123...M = 1. (11)

The total index QTi can be written as

QTi = 1− l − E(l|X∼i )

l
, (12)

where the second term in the numerator contains the conditional quantile deviation l evaluated
for input random variable Xi and fixed variables (X1, X2, . . . , Xi–1, Xi+1, . . . , XM).

Contrast Q indices expressed using the quantile deviation l are the same as the indices
based on contrasts defined in [63], but are obtained in a different way. Contrast Q indices
can also be written in an asymptotic form [62] (p. 15), which is based on measuring the
distance between an α-quantile θ* and the mean value µ of the model output l ≈ ±(θ* − µ),
but limited to only large and small quantiles.

The contrast Q indices described in this chapter use quantile deviation l in linear form.

2.2. Quadratic Form of Quantile-Oriented Sensitivity Indices—K Indices

New sensitivity indices focused on quantiles can be obtained using the square of
the quantile deviation l. The basic concept of this quadratic form of quantile-oriented
sensitivity analysis was introduced in [62] (p. 16). Unlike contrast Q indices, the sensitivity
measure is expressed in the same unit as the variance. The decomposition of l2 can be
performed in a similar manner to the decomposition of the variance in Sobol sensitivity
indices [62]. The asymptotic form of these indices has been denoted as QE indices [62].

The first-order Ki index can be written as

Ki =
l2 − E

(
l2|Xi

)

l2 . (13)

The second-order index Kij is computed similarly with fixing of pairs Xi, Xj

Kij =
l2 − E

(
l2
∣∣Xi, Xj

)

l2 − Ki − Kj. (14)

The third-order sensitivity index Kijk is computed analogously

Kijk =
l2 − E

(
l2
∣∣Xi, Xj, Xk

)

l2 − Ki − Kj − Kk − Kij − Kik − Kjk. (15)

The other higher-order indices are obtained similarly. Statistically independent input
random variables are considered. The sum of all indices must be equal to one

∑
i

Ki + ∑
i

∑
j>i

Kij + ∑
i

∑
j>i

∑
k>j

Kijk + . . . + K123...M = 1. (16)

The total index KTi can be written as

KTi = 1− l2 − E
(
l2|X∼i

)

l2 , (17)

where the second term in the numerator contains the conditional parameter l2 evalu-
ated for input random variable Xi and fixed variables (X1, X2, . . . , Xi–1, Xi+1, . . . , XM).
Equations (13)–(17) can be used for all quantiles, i.e., they are not limited to small and
large quantiles.
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2.3. Sobol Sensitivity Indices—Sobol Indices

Sobol variance-based sensitivity analysis is the most frequently used SA method [2,3].
Sobol SA is based on the decomposition of the variance of the model output. Sobol SA
estimates the degree of variance that each parameter contributes to the model output,
including interaction effects. The first-order Si index can be written as

Si =
V(R)− E(V(R|Xi ))

V(R)
, (18)

where E(·) is considered across all Xi. The total effect index STi, which measures first
and higher-order effects (interactions) of variable Xi, is another popular variance-based
measure [1]

Si =
V(R)− E(V(R|X∼i ))

V(R)
, (19)

where the second term in the numerator contains the conditional variance evaluated for
input random variable Xi and fixed variables (X1, X2, . . . , Xi–1, Xi+1, . . . , XM).

Sobol SA is dependent only on the variance. The similarity of the results of Sobol SA
and quantile-oriented SA can be sought in connection with the degree of the influence of
the variance on the quantile.

3. Resistance of Steel Member under Compression

Most forms of civil engineering structures are designed using European unified design
rules [75]—Eurocodes. The limit state is the structural condition past which it no longer
satisfies the pertinent design criteria [76]. Limit state design requires the structure to
satisfy two fundamental conditions: the ultimate limit state (strength and stability) and the
serviceability limit state (deflection, cracking, vibration).

The aim of the case study presented in this article is to analyse the static resistance
(load-carrying capacity) of a slender steel member, which is limited by the strength of the
material and stability. The resistance R is a random variable that depends on material and
geometrical characteristics, which are generally random variables. A structure is considered
to satisfy the ultimate limit state criterion if the random realization of the external load
action is less than the low (design) quantile of load-carrying capacity Rd. Standard [59]
enables the determination of design value Rd as 0.1 percentile [77–81].

The stochastic model of ultimate limit state of a hot-rolled steel member under lon-
gitudinal compression load action F is shown in Figure 4a. Biaxially symmetrical cross
section HEA 180 of steel grade S235 is considered; see Figure 4b.
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Figure 4. Static model: (a) steel member under compression; (b) Cross-section HEA 180.

The resistance of the steel structural member shown in Figure 4a was derived in [82]
using the equation e = e0/(1 − F/Fcr), where Fcr is Euler’s critical load. Increasing the
external load action F increases the compressive stress σx until the yield strength fy is
attained in the middle of the span in the lower (extremely compressed) part of the cross-
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section; see Figure 4a. Hooke’s law with Young’s modulus E is considered. The dependence
of σx on F is non-linear if e0 > 0, where F < Fcr. The elastic resistance R (unit Newton) is the
maximum load action F; a higher value of force F would cause overstressing and structural
failure. The resistance R can be computed using the response function [82]

R =
Q · A + Fcr ·Wz −

√
Q2 · A2 + 2 · A · Fcr ·Wz ·

(
|e0| · Fcr − fy ·Wz

)
+ F2

cr ·W2
z

2 ·Wz
, (20)

where
Q = Fcr · |e0|+ fy ·Wz, (21)

A = 2 · b · t2 + t1 · (h− 2t2), (22)

Fcr = π2EIz/L2, (23)

Iz = 2 · t2 · b3/12 + (h− 2t2) · t3
1/12, (24)

Wz = 2 · Iz/b, (25)

where e0 is the amplitude of initial axis curvature, L is the member length, h is the cross-
sectional height, b is the cross-sectional width, t1 is the web thickness and t2 is the flange
thickness. These variables are used to further compute the following variables: A is cross-
sectional area and Iz is second moment of area around axis z.

It can be noted that e0 is the amplitude of pure geometrical imperfection with an
idealized shape according to the elastic critical buckling mode [83]. Amplitude e0 is not an
equivalent geometrical imperfection [84–86], which would replace the influence of other
imperfections, such as the residual stress. In Equation (20), the influence of residual stress
is neglected.

The member length L is a deterministic parameter. Equation (20) is a non-linear,
non-monotonic function for R > 0 that has the typical elastic resistance properties of a
compressed member with initial material and geometrical imperfections with the exception
of residual stress. Although R is a vector quantity, the direction is still horizontal; see
Figure 4a) and only the magnitude is a random variable. Thus, in this article, the resistance
R is examined as a scalar model output.

The material and geometrical characteristics of hot-rolled steel beams have been
studied experimentally [87,88]. Studies [82,89–91] have confirmed that the variance of
t1 and h have a minimal influence on R. Therefore, these variables can be considered as
deterministic with values t1 = 6 mm and h = 171 mm. The input random variables are listed
in Table 1. All random variables are statistically independent of each other.

Table 1. Input random variables.

Characteristic Index Symbol Mean Value µ Standard Deviation σ

Yield strength 1 fy 297.3 MPa 16.8 MPa
Young’s
modulus 2 E 210 GPa 10 GPa

Imperfection 3 e0 0 L/1960
Flange thickness 4 t2 9.5 mm 0.436 mm

Flange width 5 b 180 mm 1.776 mm

All random variables have Gauss pdf, but with the condition fy > 0, E > 0, t2 > 0 and b > 0.
However, negative realizations of random variables fy, E, t2 and b practically never occur if
the LHS method [92,93] is used with no more than tens of millions of runs. Theoretically, if
fy → 0 then R→ 0 (due to no stress), if E→ 0 then R→ 0 (due to zero stiffness), if e0 → 0
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then R→ Fcr or R→ fy·A (pure buckling for high L or simple compression for low L), if
L→ 0 then R→ fy·A (simple compression).

4. Results of Sensitivity Analysis

The member length L is a deterministic parameter that changes step-by-step as
L = 0.001, 0.424, 0.849, . . . , 6.366 m. The step value is L0/10, where L0 = 4.244 m is the
length of the member with non-dimensional slenderness [94] λ= 1.0. The common non-
dimensional slenderness of a strut in an efficient structural system is around one, but struts
usually do not have non-dimensional slenderness higher than two [95]. The slenderness is
directly proportional to the length. It is possible, for the presented case study, to write the
transformation L =λ· L0, which makes it easier to understand the lengths.

All three types of SA are based on double-nested-loop algorithms. Estimation of in-
dices was software-based by implementing randomized Latin Hypercube Sampling-based
Monte Carlo simulation (LHS) algorithms [92,93], which have been tuned for sensitivity
assessments [78,80]. Using LHS runs, the outer loop is repeated 2000 times to estimate the
arithmetic mean E(·) of the samples (l, l2 or variance), which are estimated using an inner
loop algorithm. The inner loop is repeated 4 million times (4 million LHS runs) to compute
statistics (l, l2 or variance) with some random realizations fixed by the outer loop.

The subject of interest for the two quantile-oriented SA is the 0.001-quantile θ* of R.
The estimate l quantifies the population distribution around the 0.001-quantile θ*, where
0.001-quantile θ* is estimated as the 4000th smallest value in the set of four million LHS
runs ordered from smallest to largest [78,80].

The estimates of the unconditional characteristics in the denominators of the indices
are computed using four million runs of the LHS method. Higher-order indices are
estimated similarly.

The same set of (pseudo-) random numbers is used in each member length L, hereby
ensuring that sampling and numerical errors do not swamp the statistics being sought [96,97].

Figures 5–8 show contrast Q indices, K indices and Sobol indices for four selected
member lengths corresponding to non-dimensional slenderness values λ = 0, 0.5, 1, 1.5.
The outer coloured ring displays 31 sensitivity indices, and the inner white-grey pie chart
shows the representation of member lengths of first-order indices (white area of the chart)
and higher-order indices (grey areas).
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The results in Figures 5–8 show that Sobol indices have the largest proportion of
first-order sensitivity indices; see the white area in the inner circles in Figures 5–8. Small
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higher-order indices make Sobol first-order indices transparent without the need to evaluate
total indices. Unfortunately, Sobol indices are not quantile-oriented.

The new quantile-oriented K indices also have a relatively small proportion of higher-
order indices (grey areas in the inner circles), and thus approach Sobol indices with their
properties. Q indices have the lowest proportion of first-order sensitivity indices and a
high proportion of higher-order indices (interaction effects), which makes the results less
comprehensible, and the evaluation of total indices is then necessary.

Figures 9 and 10 display the plots of all thirty-one Q indices vs. member length L. A
finer step is used in places where the curves change course faster.
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As for Q indices, the clear influence of individual variables on the 0.001-quantile of
R is evident only after the evaluation of total indices, see Figure 11. The yield strength
fy is dominant for low values of L (low slenderness), imperfection e0 is dominant for
intermediate lengths L (intermediate slenderness), Young’s modulus and flange thickness
gain dominance in the case of long members (high slenderness).
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Figure 11. Q indices: total indices.

Figures 12 and 13 display the plots of all thirty-one K indices vs. member length,
with the proportion of higher-order sensitivity indices being relatively small. The total
KT indices shown in Figure 14 provide very similar (but not the same) information as the
first-order Ki indices depicted in Figure 12.
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Figure 14. K indices: total indices.

Figure 15a shows Sobol first-order sensitivity indices. Sobol higher-order sensitivity in-
dices are not shown because they are practically zero. The total indices shown in Figure 15b
provide practically the same information as Sobol first-order sensitivity indices Si.
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Figure 15. Sobol indices: (a) first-order sensitivity indices; (b) total indices.

Examples of percentage differences between first-order indices are as follows. The
yield strength has the greatest influence for L = 0 m, with Q1 being 37% smaller than S1,
and K1 being 3% smaller than S1. Imperfection e0 has the greatest influence for L ≈ 3.8 m,
with Q3 being 46% smaller than S3, and K3 being 16% smaller than S3. Ki indices are closer
to Si indices (compared to Qi indices).

The percentage differences between total indices are as follows. The yield strength
has the greatest influence for L = 0 m, with QT1 being 22% greater than ST1, and KT1 being
7% greater than ST1. Imperfection e0 has the greatest influence for L ≈ 3.8 m, with QT3
being 13% greater than ST3 and KT3 being 3% smaller than ST3. KTi indices are closer to STi
indices (compared to QTi indices).

A comparison of the results of all three types of SA shows that the conclusions are very
similar, despite being reached in a different way. The new K indices with their properties
approach Sobol indices due to quadratic measures of sensitivity using l2, which behaves
similarly to variance σ2

R.
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5. Static Dependencies between l and σR and Other Connections

Quantile-oriented sensitivity indices are based on the quantile deviation l or its square
l2 while Sobol sensitivity indices are based on variance σ2

R. The subject of interest of both
quantile-oriented SA is the 0.001-quantile of R.

To better understand the essence of the computation of sensitivity indices, screening
of statistics l and σR is performed when Xi is fixed. The aim is to identify similarities and
differences between l and σR, rather than to accurately quantify sensitivity using Equations
(8), (13) and (18). Samples σR|Xi and l|Xi are plotted for 400 LHS runs of Xi, otherwise
the solution is the same as in the previous chapter. Skewness aR|Xi and kurtosis kR|Xi are
added for selected samples, see Figures 16–21.
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Figure 16. Samples of σR|X1 and l|X1 for L = 4.244 m (λ = 1.0).

Symmetry 2021, 13, x FOR PEER REVIEW 14 of 22 
 

 

5. Static Dependencies between l and R and Other Connections 

Quantile-oriented sensitivity indices are based on the quantile deviation l or its 

square l2 while Sobol sensitivity indices are based on variance
2
R . The subject of interest 

of both quantile-oriented SA is the 0.001-quantile of R. 

To better understand the essence of the computation of sensitivity indices, screening 

of statistics l and R is performed when Xi is fixed. The aim is to identify similarities and 

differences between l and R, rather than to accurately quantify sensitivity using Equa-

tions (8), (13) and (18). Samples R|Xi and l|Xi are plotted for 400 LHS runs of Xi, otherwise 

the solution is the same as in the previous chapter. Skewness aR|Xi and kurtosis kR|Xi are 

added for selected samples, see Figures 16–21. 

 

Figure 16. Samples of R|X1 and l|X1 for L = 4.244 m ( = 1.0). 

 

Figure 17. Samples of skewness aR|X3 and kurtosis kR|X3 for L = 4.244 m ( = 1.0). Figure 17. Samples of skewness aR|X3 and kurtosis kR|X3 for L = 4.244 m (λ = 1.0).

Symmetry 2021, 13, x FOR PEER REVIEW 15 of 22 
 

 

 

Figure 18. Samples of R|X2 and l|X2 for L = 4.244 m ( = 1.0). 

 

Figure 19. Samples of R|X3 and l|X3 for L = 4.244 m ( = 1.0). 

The samples in Figure 19 are symmetric due to the symmetric shape of the probability 

distribution (Gauss pdf) of input variable e0 with a mean value of zero. Only the absolute 

value of this variable is applied in Equation (20). The output R is not monotonically de-

pendent on e0. The practical consequence is that in the case of an even number of LHS 

runs, it is sufficient to compute the nested loop in Equations (8), (13) and (18) only once 

for the positive value of random realization e0, because the solution is the same for a neg-

ative value. This reduces the computational cost of estimating indices Q3, K3 and S3 by 

half. 

 

Figure 20. Samples of R|X4 and l|X4 for L = 4.244 m ( = 1.0). 

Figure 18. Samples of σR|X2 and l|X2 for L = 4.244 m (λ = 1.0).

120



Symmetry 2021, 13, 263

Symmetry 2021, 13, x FOR PEER REVIEW 15 of 22 
 

 

 

Figure 18. Samples of R|X2 and l|X2 for L = 4.244 m ( = 1.0). 

 

Figure 19. Samples of R|X3 and l|X3 for L = 4.244 m ( = 1.0). 

The samples in Figure 19 are symmetric due to the symmetric shape of the probability 

distribution (Gauss pdf) of input variable e0 with a mean value of zero. Only the absolute 

value of this variable is applied in Equation (20). The output R is not monotonically de-

pendent on e0. The practical consequence is that in the case of an even number of LHS 

runs, it is sufficient to compute the nested loop in Equations (8), (13) and (18) only once 

for the positive value of random realization e0, because the solution is the same for a neg-

ative value. This reduces the computational cost of estimating indices Q3, K3 and S3 by 

half. 

 

Figure 20. Samples of R|X4 and l|X4 for L = 4.244 m ( = 1.0). 

Figure 19. Samples of σR|X3 and l|X3 for L = 4.244 m (λ = 1.0).

Symmetry 2021, 13, x FOR PEER REVIEW 15 of 22 
 

 

 

Figure 18. Samples of R|X2 and l|X2 for L = 4.244 m ( = 1.0). 

 

Figure 19. Samples of R|X3 and l|X3 for L = 4.244 m ( = 1.0). 

The samples in Figure 19 are symmetric due to the symmetric shape of the probability 

distribution (Gauss pdf) of input variable e0 with a mean value of zero. Only the absolute 

value of this variable is applied in Equation (20). The output R is not monotonically de-

pendent on e0. The practical consequence is that in the case of an even number of LHS 

runs, it is sufficient to compute the nested loop in Equations (8), (13) and (18) only once 

for the positive value of random realization e0, because the solution is the same for a neg-

ative value. This reduces the computational cost of estimating indices Q3, K3 and S3 by 

half. 

 

Figure 20. Samples of R|X4 and l|X4 for L = 4.244 m ( = 1.0). 
Figure 20. Samples of σR|X4 and l|X4 for L = 4.244 m (λ = 1.0).

Symmetry 2021, 13, x FOR PEER REVIEW 16 of 22 
 

 

 

Figure 21. Samples of R|X5 and l|X5 for L = 4.244 m ( = 1.0). 

The smaller the estimated R|Xi, the more fixing of Xi reduces the uncertainty of the 

output in terms of variance, which measures change around μR. The smaller the estimated 

l|Xi, the more the fixing of Xi reduces the uncertainty of the output in terms of parameter 

l, which measures change around θ. Imperfection e0 (X3) has the greatest influence in both 

cases, see low values on the vertical axes in Figure 19. 

In all cases, the dependence l|Xi vs. σR|Xi is approximately linear with the exception 

of the concave course on the right in Figure 16. Pearson correlation coefficient between 

400 samples l|Xi vs. σR|Xi is approximately 0.66. The concave course and lower correlation 

(compared to other variables) is due to the conflicting influences of σR, aR and kR. By ap-

proximating R using the Hermite distribution R~H(μR, σR, aR, kR), the effects of μR, σR, aR 

and kR on l can be observed separately as follows: change in μR has no influence on l, in-

creasing σR increases l, increasing aR decreases l, increasing kR increases l, assuming small 

values of changes.  

The influence of X1 is interesting. Figure 16, on the left, shows that with increasing 

X1, σR|X1 has an approximately decreasing plot, with the exception of the beginning on 

the left. Figure 17 shows that aR|X1 has an approximately decreasing course, kR|X1 has an 

increasing course. At the beginning on the left, increasing X1 causes an increase in σR|X1, 

kR|X1 and aR|X1, which, taken together, increases l|X1 due to the dominance of the joint 

effect of σR|X1, kR|X1 and aR|X1. The region where σR|X1 starts decreasing but l still in-

creases is interesting. Although the standard deviation is an important output character-

istic, a change in the input variable can have a stronger influence on the quantile through 

skewness and kurtosis. At the opposite end (right), increasing X1 causes a decrease in 

σR|X1, a decrease in aR|X1 and an increase in kR|X1, which together reduces l|X1, because 

the decreasing sole effect of σR|X1 is dominant. The whole course of l|X1 vs. X1 is shown 

in Figure 16 in the middle. The example shows the combined effect of standard deviation, 

skewness and kurtosis on the quantile deviation l, which is the core of the computation of 

quantile-oriented sensitivity indices Qi and Ki. 

For other variables X2, X3, X4 and X5 the range of σR|Xi is significantly larger than that 

of σR|X1 (99.1 − 90.3 = 8.8 MPa) and σR|Xi has a crucial influence on l|Xi. Hence, the de-

pendences l|Xi vs. σR|Xi, i = 2, 3, 4, 5 are approximately linear. 

6. Discussion 

Low quantiles represent a significant part of the analysis of reliability of load-bearing 

structures. SA of design quantiles can be used wherever reliability can be judged by com-

paring two statistically independent variables. 

Both types of quantile-oriented sensitivity analysis identified a very similar sensitiv-

ity order to Sobol SA. Identical identification of probabilistically insignificant variables 

can serve to reliably decrease the dimension of random design space by introducing non-

Figure 21. Samples of σR|X5 and l|X5 for L = 4.244 m (λ = 1.0).

The samples in Figure 19 are symmetric due to the symmetric shape of the probability
distribution (Gauss pdf) of input variable e0 with a mean value of zero. Only the absolute
value of this variable is applied in Equation (20). The output R is not monotonically
dependent on e0. The practical consequence is that in the case of an even number of LHS
runs, it is sufficient to compute the nested loop in Equations (8), (13) and (18) only once for
the positive value of random realization e0, because the solution is the same for a negative
value. This reduces the computational cost of estimating indices Q3, K3 and S3 by half.
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The smaller the estimated σR|Xi, the more fixing of Xi reduces the uncertainty of the
output in terms of variance, which measures change around µR. The smaller the estimated
l|Xi, the more the fixing of Xi reduces the uncertainty of the output in terms of parameter l,
which measures change around θ. Imperfection e0 (X3) has the greatest influence in both
cases, see low values on the vertical axes in Figure 19.

In all cases, the dependence l|Xi vs. σR|Xi is approximately linear with the exception
of the concave course on the right in Figure 16. Pearson correlation coefficient between
400 samples l|Xi vs. σR|Xi is approximately 0.66. The concave course and lower corre-
lation (compared to other variables) is due to the conflicting influences of σR, aR and kR.
By approximating R using the Hermite distribution R~H(µR, σR, aR, kR), the effects of µR,
σR, aR and kR on l can be observed separately as follows: change in µR has no influence on
l, increasing σR increases l, increasing aR decreases l, increasing kR increases l, assuming
small values of changes.

The influence of X1 is interesting. Figure 16, on the left, shows that with increasing
X1, σR|X1 has an approximately decreasing plot, with the exception of the beginning on
the left. Figure 17 shows that aR|X1 has an approximately decreasing course, kR|X1 has
an increasing course. At the beginning on the left, increasing X1 causes an increase in
σR|X1, kR|X1 and aR|X1, which, taken together, increases l|X1 due to the dominance of
the joint effect of σR|X1, kR|X1 and aR|X1. The region where σR|X1 starts decreasing
but l still increases is interesting. Although the standard deviation is an important output
characteristic, a change in the input variable can have a stronger influence on the quantile
through skewness and kurtosis. At the opposite end (right), increasing X1 causes a decrease
in σR|X1, a decrease in aR|X1 and an increase in kR|X1, which together reduces l|X1,
because the decreasing sole effect of σR|X1 is dominant. The whole course of l|X1 vs. X1
is shown in Figure 16 in the middle. The example shows the combined effect of standard
deviation, skewness and kurtosis on the quantile deviation l, which is the core of the
computation of quantile-oriented sensitivity indices Qi and Ki.

For other variables X2, X3, X4 and X5 the range of σR|Xi is significantly larger than
that of σR|X1 (99.1 − 90.3 = 8.8 MPa) and σR|Xi has a crucial influence on l|Xi. Hence,
the dependences l|Xi vs. σR|Xi, i = 2, 3, 4, 5 are approximately linear.

6. Discussion

Low quantiles represent a significant part of the analysis of reliability of load-bearing
structures. SA of design quantiles can be used wherever reliability can be judged by
comparing two statistically independent variables.

Both types of quantile-oriented sensitivity analysis identified a very similar sensitivity
order to Sobol SA. Identical identification of probabilistically insignificant variables can
serve to reliably decrease the dimension of random design space by introducing non-
influential variables as deterministic. On the contrary, the probability distribution of
dominant variables should be identified with the greatest possible accuracy.

In all cases, the most important output information is the sensitivity order obtained
using total indices. Total indices identify approximately the same sensitivity order for all
types of SA; see Figures 11, 14 and 15b. Sobol total indices can be a good proxy of quantile-
oriented total indices in cases where changes in the quantile are primarily influenced
by changes in the variance and less by the shape of the probability distribution of the
output variable R. It can be noted that although the case of strong discrepancy between
quantile-oriented indices and Sobol indices has not yet been observed, some atypical (in
practice, less real) tasks have not yet been solved, e.g., Sobol SA with strong interaction
effects or SA of quantiles close to the mean.

Quantile-oriented contrast Q indices are based on the quantile deviation l, which
is the absolute distance of two average values of the population below and above the
quantile; see Equations (4)–(6). Quantile deviation l has the same unit and is similar to
σR, because it measures the variability of the population around the quantile. Quantile
deviation l has good resistance to outlier values around the quantile. When Xi changes
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deterministically, the quantile deviation l is found to change, but not always monotonically,
despite a monotonic variation in the standard deviation σR. The correlation between l and
σR may or may not be strong even though a dependence exists; see Figure 16.

By applying the quantile deviation l as a new measure of sensitivity, contrast Q
indices defined by Fort [63] can be rewritten in a new form; see Equations (8)–(12). By
substituting l with l2, Q indices can be rewritten as the new K indices, which are based on
the decomposition of l2, similarly to the way Sobol indices are based on the decomposition
of variance; see Equations (13)–(17).

Contrast Q indices have an unpleasantly relatively high proportion of higher-order
indices (interaction effects), which makes it difficult to interpret SA results. The new K
indices have characteristics close to Sobol indices because they have a smaller proportion
of interaction effects than Q indices. Although K and Sobol indices are similar, they are not
the same because the key variable l depends not only on the variance but also on the shape
of the distribution (variance, skewness, kurtosis).

The comparison of contrast Q indices, K indices and Sobol indices was performed
using a non-linear function R, which includes both non-linear and non-monotonic effects of
five input variables Xi on the output. In the case study, four input variables Xi, i = 2, 3, 4, 5
have approximately linear dependence l|Xi vs. σR|Xi, where l and σR are computed for
fixed Xi while the other X~i are considered as random. However, this does not apply to in-
put variable X1 (yield strength fy), which leads to a non-linear concave dependence l|Xi vs.
σR|Xi. The example shows the strong influence of the shape of the distribution (skewness
and kurtosis) on the quantile deviation l as one of the causes leading to differences in K
indices from Sobol indices.

The findings presented here correlate very well with the results of SA of a beam under
bending exposed to lateral-torsional buckling, where contrast Q indices and Sobol indices
identified very similar sensitivity rank of input random variables [78,80].

Although other types of quantile-oriented sensitivity indices exist [98–100], they are
not of a global type with the sum of all indices equal to one, so they were not used in this
paper, because mutual comparison would be difficult.

The K indices and Q indices presented here are as computationally demanding as the
sensitivity indices derived in [62], but with the advantage that they are not limited to small
and large quantiles. For small 0.001-quantile, the estimates of asymptotic QE indices [62]
are practically the same as the results published in this article; therefore, the asymptotic
form [62] does not provide any immediately apparent application advantage when the
Monte Carlo method is applied.

It can be noted that civil engineering has numerous reliability tasks in which in-
teractions can be a significant part of the design of structural members or systems, see
e.g., [101–105]. Another goal of SA may be the examination of the design quantiles of these
tasks.

7. Conclusions

Low and high quantiles represent a significant part of the analysis of reliability, not
only in the design of building structures. The sensitivity analysis of the resistance R
of the steel strut showed significant similarities and differences between both types of
quantile-oriented sensitivity analysis (SA) and classical Sobol SA.

The quantile deviation l was defined as the difference between superquantile and
subquantile. New global sensitivity measures based on the quantile deviation l of model
output were introduced. The quantile deviation l measures the statistical variability around
the quantile similarly to how standard deviation measures the statistical variability around
the mean value. By using l to the first power, it is possible to rewrite quantile-oriented
sensitivity indices subordinated to contrasts (Q indices) in a new form. The obtained results
of the presented case study established that Q indices are the least comprehensible because
they exhibit the strongest interaction effects between inputs. The results of Sobol SA are
clear; however, they are not directly oriented to design quantiles and reliability.
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With this motivation in mind, new quantile-oriented sensitivity indices (K indices) are
expressed in this paper with sensitivity measure l2 expressed in the same unit as variance,
thus approaching Sobol sensitivity indices with their properties. l2 has a significance similar
to variance, but around quantile. The unit consistency between K indices and Sobol indices
makes K indices attractive in stochastic models, where more parameters (goals) of the
probability distribution of the model output need to be analysed. Overall, the new K
indices can be considered effective in solving the effect of input random variables on
design quantiles.

The case study based on a non-linear and non-monotonic function showed that all
three types of SA give very similar conclusions when total indices are evaluated. Although
Sobol SA is based on the decomposition of only the variance of the model output, its
conclusions are in good agreement with the conclusions of both quantile-oriented SA. The
case study showed that the correlation between quantile deviation l and standard deviation
σR may or may not be strong. Although l correlates with σR, l is also related to the shape of
the probability distribution.

In general, it is always better to prioritize quantile-oriented types of global SA, which
measure the statistical variability around a quantile (e.g., quantile deviation l) rather than
around a mean value (variance), for quantile-based reliability analysis.
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Abstract: The cost, time and scope of a construction project are key parameters for its success. Thus,
predicting these indices is indispensable. Correct and accurate prediction of cost throughout the
progress of a project gives project managers the chance to identify projects that need revision in
their schedules in order to result in the maximum benefit. The aim of this study is to minimize the
shortcomings of the Earned Value Management (EVM) method using an Artificial Neural Network
(ANN) and multiple regression analysis in order to predict project cost indices more precisely. A total
of 50 road construction projects in Fars Province, Iran, were selected for analysis in this research.
An ANN model was used to predict the projects’ cost performance indices, thereby creating a more
accurate symmetry between the predicted and actual cost by considering factors that influence project
success. The input data of the ANN model were analysed in MATLAB software. A multiple regression
model was also used as another analytical tool to validate the outcome of the ANN. The results
showed that the ANN model resulted in a lower Mean Squared Error (MSE) and a greater correlation
coefficient than both the traditional EVM model and the multiple regression model.

Keywords: symmetry; earned value management (EVM); artificial neural networks (ANNs); multiple
regression analysis; road industry

1. Introduction

The number of road construction projects is increasing dramatically every year. Although project
management is being more expertly implemented, there are still problems associated with cost overruns
in projects [1]. One of the factors that increases the capital output ratio for a country’s economy is
cost overrun. Estimating the cost of projects has always been a crucial, demanding and sophisticated
challenge [2,3]. Cost estimation is a process in which the total cost of a project is predicted based on
the existing information [4]. Generally, cost estimation is conducted in order to set the initial budget
of a project, which will ideally produce symmetry between the initial estimation and the subsequent
actual cost [1]. Cost estimation presents some difficulties, such as the initial information required, the
small number of databases available for road construction project costs, the low efficiency of existing
cost estimation methods and the existence of uncertainties [5].

Earned Value Management (EVM) is a tool to help with controlling the progress of a project. EVM
is able to illustrate the current status of projects, as well as measuring current variances [6]. To assess
the progress of projects, EVM exploits three constraints: time, scope and cost. Moreover, EVM is able
to predict the future parameters of projects, including the final cost, based on existing data [7–9]. This
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comprehensive management approach has been widely used in numerous studies and in different
fields [10–14].

Artificial Neural Networks (ANNs) are an effective tool that imitates the human mind for
application in various problems [15]. The first application of ANNs in construction activities took place
in the late 1980s [16]. Adeli (2001) published the first scientific article regarding the use of ANNs in the
construction industry [17]. ANNs are widely used in various stages of a project, including design,
construction, maintenance, renovation and destruction [18]. Some examples of the use of ANNs are
presented in the following.

Albino and Garavelli (1998) applied a neural network in order to rank subcontractors in
construction firms [19]. Leung et al. (2001) exploited ANNs to predict the hoisting times of
tower cranes [20]. Cheung et al. (2006) forecasted the performance of projects using neural
networks [21]. Vouk et al. (2011) analyzed the economy of wastewater systems using neural
networks [22]. Mucenski et al. (2013) estimated the recycling capacity of multistorey buildings using
ANNs [23]. Chaphalkar et al. (2015) used a multilayer perceptron neural network in order to forecast
the outcome of construction dispute claims [24]. Golanaraghi et al. (2019) predicted formwork labor
productivity using an ANN [25]. Tijanic et al. (2019) used an ANN in order to predict costs in road
construction [26]. Readers are referred to References [27–36] for further uses of ANNs for various
applications in the construction industry, as well as in other fields of science.

Cost, time and quality are the three components of success in a construction project. In other
words, a project in which construction is finished within the predicted cost, to the required quality
and within the forecasted time can be called a successful project [37]. The cost of construction projects
usually deviates from the initial estimation due to a variety of factors [38]. In other words, the costs
in construction projects do not usually remain the same as they were predicted to be before the
construction phase. Cost increases are normal, as can be seen in most projects [39]. According to the
available literature, not many projects are finished within the forecasted cost. A lot of construction
projects face both delays and cost overruns [40]. Flyvbejerg et al. illustrated that cost underestimation
happens dramatically more frequently than cost overestimation [41]. Iran is a developing country,
and cost overruns are common in such countries. For instance, Heravi and Mohammadian (2019)
investigated 72 construction projects in Iran based on both their documentation and their actual
performance. They concluded that larger projects faced higher cost overruns and delays [42]. Although
EVM is able to illustrate the degree to which delays and cost shortages exist in a project on the basis
of the project’s previous data, it cannot provide an accurate prediction of the future status of the
project [8,9].

EVM results are obtained during and after the implementation phase. Thus, having the ability
to predict the future situation of the project during the implementation phase could be very useful
for project managers. The novelty of this study is in using an ANN, a tool that possesses the ability
to learn from existing data in order to effectively predict the future status, in order to obtain more
precise future predictions [25]. In this way, hazardous situations are less likely to happen, as they
will have been forecasted before their occurrence. There are few previous research studies that have
attempted to address the deficiency of the earned value management system in accurately predicting a
project’s future status. Moreover, as mentioned before, construction projects usually face time and
cost overruns, making it a permanent issue for all project managers [37]. For instance, Moura et al.
conducted a research study and concluded that construction projects experienced cost overruns of
20.4% to 44.7% in comparison to the initial cost estimation [43]. Thus, the significance of this study is
in enabling project managers to use ANNs instead of the traditional EVM method in order to predict a
project’s future status more accurately and to fill the mentioned gaps in the body of knowledge. In the
current study, we chose to investigate road construction projects in Fars Province, Iran, as a case study.
The findings of this study will help road construction industry members to predict cost indices more
precisely in their projects.
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2. Methodology

The methodology of the current study was determined according to the research aim. The
main purpose of this research was to improve the prediction of the traditional EVM system in
Fars road construction projects using an artificial neural network, as well as comparing it with a
multiple regression model. The abovementioned main aim can be divided into three stages. Firstly,
factors affecting the earned value of Fars road construction projects were determined using the existing
literature. An artificial neural network was built in MATLAB, and the identified factors were introduced
to the ANN model. In the next stage, the identified factors were prioritized in MATLAB using the
ANN model. Finally, multiple regression was used as the analyzing tool, and the obtained results were
compared with the ANN model. The abovementioned stages are summarized in Figure 1.
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2.1. Predicting Earned Value Using Artificial Neural Network

Intelligent dynamic systems, such as ANNs, have been under researchers’ focus recently [44–51].
ANNs are able to identify the relationship among data by analyzing them and to then exploit this
relationship in further analyses [52]. In fact, these computational intelligence-based systems attempt to
model the neurosynaptic structure of the brain and are able to contribute to estimation, prediction and
categorization problems effectively [53]. Generally, ANNs consist of three layers, namely, the input,
hidden and output layers. Each of the abovementioned layers possesses its own neurons. It is important
to mention that the number of hidden layers may be more than one according to the problem. In the
current study, a multilayer perceptron network was used.

2.1.1. Input Data

Variables affecting the status of the project must be identified in order to investigate its future
status. In fact, these variables are the input data of the artificial neural network. In this study, 14
factors affecting a project’s success were identified by investigating the existing literature, including
books, journal papers and documents from the Fars State Road Administration. Due to the high
sensitivity of this paper’s topic, the authors were not able to reduce the abovementioned number of
factors. Some of the variables possessed numerical values, such as inflation rate. The inflation rate was
derived from the Central Bank of Iran. However, there were variables that were not numerical, such as
the qualification of the project management team. The abovementioned data were then quantified
by scoring the variables from 1 to 5, where 1 and 5 stand for the worst and best status of a variable,
respectively. In order to make it clearer, the qualitive status of a variable and its corresponding
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quantitative value are illustrated in Table 1. Ten questionnaires were filled out by experts for each
project. Thus, 500 questionnaires were used for data gathering.

Table 1. Qualitive status of a variable and its corresponding value for analysis.

Qualitive Status Quantitative Value

Critical 1
Very unsuitable 2

Unsuitable 3
Suitable 4

Very Suitable 5

Using Microsoft Project files of the studied projects, the Cost Performance Index (CPI) of each
project was extracted. Then, using Microsoft Excel, Mean Squared Error (MSE) was calculated. This
error was used to compare the results of the ANN, multiple regression and the traditional EVM method.
The BOX-COX method was used in order to normalize data using SPSS software. Then, the obtained
data were exported to MATLAB software for further stages. CPI and MSE formulas are presented as
follows [1,8,54,55]:

MSE =

∑
(desired output− predicted output)2

no o f data
(1)

CPI =
BCWP
ACWP

(2)

where BCWP and ACWP stand for the actual cost of the work performed and the budgeted cost of the
work performed, respectively.

2.1.2. Architecture of the Network

In this stage, the network’s architecture must be determined. In order to do so, the number of
input, hidden and output layers should be specified [15]. In this study, an MLP (Multilayer perceptron)
network is used in which the output of each layer is considered the input vector for the next layer.
Each layer’s neurons have connections with the previous layer’s neurons. Each neuron’s duty is to
calculate the net layer’s weight and pass data through a function called the transfer function. Sigmoid
Tangent is regarded as one of the most useful functions in this case and has been widely used by
experts [56–61]. Thus, the abovementioned function was used as the transfer function. The final
network in this research constitutes a multilayer perceptron neural network with 14 input variables in
an input layer, a hidden layer and an output layer. The schematic structure of the designed neural
network is illustrated in Figure 2.

2.2. Determination and Prioritization of Factors Using ANN

After training the network, output coefficients of introduced variables can be extracted from
MATLAB software. As the artificial neural network considers all the introduced factors important, the
prioritization of factors is conducted according to the coefficients.
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2.3. Earned Value Prediction Using Multiple Regression Method

The correlation among dependent and independent variables can be determined using the multiple
regression method [62]. There are four methods to enter input data into the model. These methods are
the entering method (direct method), backward method, forward method and step-wise method [63].
In this study, the direct entering method was selected to be exploited. The linear relationship among
the variables is illustrated below:

yi = b0 + b1xi1 + · · ·+ bpxip + ei (3)

where p is the number of predictions, b j is the value of the jth coefficient, xi j is the ith value of the jth
prediction, and ei is the error of the ith value. Furthermore, the matrix form of the model is presented
as follows:

Y = Xβ+ ε (4)

where β is the vector of regression coefficients, ε is the matrix of fitting errors, Y is the vector of the
dependent variable, and X is the matrix of independent variables.

In order to determine and rank factors affecting the earned value of the studied projects, outputs
of SPSS analyses were used. Variables with a significance of less than 0.05 were selected as effective
factors. Furthermore, according to their significance value, variables were prioritized.

Finally, the ANN and the multiple regression model were compared according to the correlation
coefficient and mean squared error of each model. The model possessing the higher correlation
coefficient, as well as the lower MSE, was introduced as the preferable model [64].
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2.4. Data Collection

In order to collect data, information regarding 50 road construction projects in Fars Province was
extracted from documents. Then, besides other literature sources, data were turned into matrices
and analyzed. As all factors affecting the cost of the abovementioned projects had to be considered,
14 factors were finally selected.

3. Results and Discussion

3.1. Predicting Earned Value Using Artificial Neural Network

3.1.1. Gathering the MLP Network’s Data

Data regarding road construction projects in Fars Province from 2010 to 2020 were gathered by
conducting a vast study on documents from Fars Road Administration. Then, data were turned into
matrices. In order to determine the best pattern of network input, all the probable factors affecting
the cost of projects were determined. Thus, as input, 14 neurons were formed. These neurons were
the identified factors, namely, “Payment status (F1)”, “Climate (F2)”, “Conflicts (F3)”, “Plans (F4)”,
“Accessibility of materials and appliances (F5)”, “Fortuitous events (F6)”, “Delivery of land (F7)”,
“Minor contractors (F8)”, “Project schedule (F9)”, “Qualification of project management team (F10)”,
“Inflation rate (F11)”, “Risk management (F12)”, “Relationship among project’s parties (F13)” and
“Initial geotechnical studies (F14)”. Moreover, the output layer of the ANN was determined, i.e., the
cost performance index of the projects.

3.1.2. Normalizing Data

Using SPSS software, data were normalized in a range between −1 and 1. It seems necessary
to mention that the ANN’s output can be returned to the initial format using the reverse algorithm.
Normalized data are illustrated in Table 2.

Table 2. Normalized ANN input data.

Project
No. F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12 F13 F14

1 0.70 0.90 0.50 0.50 0.63 0.63 0.63 0.70 0.50 0.70 0.21 0.70 0.70 0.70
2 0.30 0.90 0.10 0.70 0.90 0.63 0.37 0.50 0.90 0.90 0.61 0.30 0.90 0.70
3 0.70 0.63 0.10 0.70 0.63 0.90 0.10 0.90 0.90 0.70 0.31 0.70 0.70 0.90
4 0.30 0.10 0.30 0.50 0.37 0.37 0.63 0.50 0.70 0.30 0.49 0.50 0.50 0.90
5 0.10 0.37 0.70 0.10 0.10 0.63 0.37 0.90 0.90 0.70 0.31 0.70 0.70 0.70
6 0.10 0.10 0.70 0.50 0.37 0.63 0.37 0.90 0.30 0.50 0.49 0.50 0.30 0.90
7 0.70 0.63 0.30 0.70 0.37 0.37 0.63 0.30 0.10 0.30 0.39 0.10 0.50 0.30
8 0.70 0.37 0.90 0.30 0.90 0.10 0.90 0.10 0.10 0.70 0.39 0.30 0.70 0.30
9 0.50 0.10 0.10 0.50 0.37 0.90 0.63 0.30 0.70 0.70 0.90 0.50 0.90 0.70

10 0.50 0.37 0.70 0.10 0.37 0.63 0.10 0.50 0.10 0.70 0.39 0.70 0.30 0.70
11 0.10 0.37 0.10 0.90 0.90 0.37 0.63 0.50 0.90 0.90 0.49 0.70 0.50 0.70
12 0.50 0.10 0.30 0.70 0.10 0.37 0.10 0.30 0.90 0.70 0.31 0.30 0.50 0.50
13 0.10 0.90 0.10 0.70 0.63 0.63 0.63 0.50 0.30 0.70 0.31 0.90 0.10 0.50
14 0.70 0.63 0.70 0.90 0.10 0.37 0.63 0.10 0.50 0.90 0.49 0.30 0.30 0.90
15 0.50 0.37 0.70 0.30 0.37 0.90 0.37 0.70 0.50 0.50 0.49 0.90 0.10 0.10
16 0.70 0.10 0.50 0.90 0.90 0.37 0.37 0.90 0.90 0.50 0.49 0.30 0.70 0.70
17 0.50 0.37 0.50 0.90 0.63 0.90 0.10 0.50 0.10 0.50 0.77 0.30 0.10 0.10
18 0.90 0.90 0.50 0.30 0.10 0.63 0.90 0.90 0.70 0.90 0.49 0.50 0.70 0.30
19 0.30 0.37 0.50 0.70 0.63 0.63 0.90 0.90 0.50 0.50 0.77 0.30 0.50 0.10
20 0.90 0.37 0.70 0.30 0.37 0.90 0.37 0.50 0.70 0.30 0.19 0.70 0.30 0.90
21 0.70 0.90 0.50 0.90 0.63 0.63 0.90 0.70 0.30 0.30 0.31 0.10 0.10 0.70
22 0.70 0.37 0.70 0.50 0.63 0.63 0.90 0.10 0.50 0.70 0.12 0.90 0.70 0.30
23 0.90 0.90 0.50 0.50 0.63 0.37 0.90 0.90 0.50 0.90 0.39 0.70 0.50 0.50
24 0.90 0.37 0.70 0.70 0.63 0.63 0.63 0.70 0.90 0.90 0.39 0.90 0.50 0.50
25 0.90 0.37 0.50 0.30 0.90 0.90 0.37 0.70 0.70 0.30 0.49 0.50 0.70 0.30
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Table 2. Cont.

Project
No. F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 F11 F12 F13 F14

26 0.90 0.90 0.50 0.90 0.63 0.63 0.90 0.90 0.30 0.70 0.19 0.50 0.50 0.50
27 0.10 0.10 0.50 0.70 0.63 0.63 0.37 0.30 0.50 0.70 0.49 0.70 0.90 0.50
28 0.10 0.63 0.50 0.70 0.10 0.63 0.37 0.90 0.70 0.10 0.10 0.30 0.50 0.50
29 0.50 0.63 0.90 0.30 0.90 0.90 0.90 0.50 0.30 0.50 0.10 0.50 0.70 0.10
30 0.10 0.37 0.30 0.50 0.37 0.63 0.37 0.10 0.50 0.50 0.49 0.30 0.90 0.30
31 0.50 0.10 0.70 0.70 0.63 0.37 0.90 0.70 0.30 0.30 0.61 0.30 0.10 0.90
32 0.50 0.37 0.30 0.30 0.37 0.90 0.90 0.50 0.70 0.30 0.49 0.10 0.30 0.50
33 0.10 0.63 0.50 0.70 0.10 0.90 0.10 0.90 0.90 0.30 0.16 0.50 0.30 0.10
34 0.50 0.37 0.50 0.50 0.90 0.63 0.63 0.70 0.30 0.90 0.49 0.30 0.90 0.50
35 0.90 0.10 0.10 0.50 0.63 0.37 0.63 0.70 0.70 0.70 0.12 0.90 0.50 0.70
36 0.30 0.37 0.70 0.70 0.37 0.90 0.63 0.30 0.70 0.50 0.49 0.50 0.50 0.10
37 0.10 0.63 0.10 0.50 0.90 0.37 0.37 0.70 0.30 0.50 0.90 0.90 0.90 0.30
38 0.30 0.90 0.30 0.90 0.63 0.63 0.63 0.50 0.70 0.70 0.39 0.70 0.90 0.10
39 0.30 0.90 0.50 0.50 0.37 0.90 0.63 0.90 0.30 0.50 0.31 0.10 0.10 0.30
40 0.70 0.10 0.50 0.10 0.90 0.90 0.37 0.90 0.90 0.70 0.49 0.90 0.50 0.30
41 0.70 0.63 0.30 0.50 0.37 0.63 0.90 0.50 0.70 0.30 0.78 0.30 0.70 0.50
42 0.30 0.90 0.50 0.30 0.10 0.63 0.10 0.50 0.30 0.30 0.78 0.50 0.10 0.30
43 0.70 0.10 0.10 0.30 0.37 0.90 0.63 0.10 0.70 0.30 0.49 0.70 0.70 0.90
44 0.50 0.37 0.90 0.70 0.63 0.90 0.37 0.50 0.30 0.30 0.39 0.10 0.50 0.50
45 0.30 0.37 0.10 0.30 0.37 0.63 0.63 0.90 0.50 0.70 0.10 0.70 0.50 0.90
46 0.90 0.63 0.70 0.10 0.37 0.37 0.63 0.90 0.70 0.50 0.39 0.50 0.30 0.10
47 0.30 0.37 0.10 0.50 0.37 0.90 0.63 0.50 0.70 0.10 0.21 0.30 0.70 0.50
48 0.10 0.37 0.30 0.50 0.63 0.37 0.37 0.30 0.90 0.90 0.49 0.30 0.90 0.30
49 0.90 0.37 0.30 0.70 0.37 0.90 0.37 0.50 0.70 0.90 0.31 0.30 0.90 0.50
50 0.10 0.63 0.10 0.30 0.90 0.63 0.90 0.30 0.50 0.70 0.90 0.70 0.50 0.10

3.1.3. Determining Hidden Layers of ANN

It is best for the number of hidden layers to be as low as possible. One hidden layer is initially
considered for an ANN. Then, after training the ANN, the number of layers will be increased if the
output is not suitable. Furthermore, there are a number of functions that can be used to produce
the network’s outcome. In this study, the Sigmoid Tangent function was exploited. The network
introduced into MATLAB software included 14 neurons in its input layer and 3 neurons in its hidden
layer. The structure of the network is illustrated in Figure 3.
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Figure 3. ANN introduced into MATLAB. Figure 3. ANN introduced into MATLAB.

3.1.4. Training of the ANN

The introduced network in this study is an MLP network with back propagation error. The
selected training function for the network was the Levenberg–Marquardt function due to its ability to
converge fast. The transfer function was selected by trial and error, until the MSE reached the lowest
value in both the training set and testing set. The data set was randomly divided into three groups.
Seventy percent of the data was used for acquisition of the network, fifteen percent was used for testing

135



Symmetry 2020, 12, 1745

the data, and fifteen percent was used for validation. The settings of the training ANN in MATLAB
are demonstrated in Figure 4. The number of epochs was selected as 1000. As a result, the network
reached its lowest acquisition error after 15 epochs. The network’s gradient function performance,
MSE graph and regression graphs are shown in Figures 5–7, respectively.
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As a sample, one of the studied project’s Status Curve (S-Curve) was drawn using the trained ANN
and was compared with the traditional EVM’s S-Curve. Improvement of the S-Curve is clearly seen in
the figures below. Figures 8 and 9 illustrate the traditional model and ANN’s S-Curves, respectively.
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3.2. Determination and Prioritization of Factors Affecting Earned Value in the ANN

After training of the ANN in MATLAB, each variable is given a unique coefficient. Coefficients
for the identified factors are illustrated in Table 3.

According to the factors’ coefficients, the ANN’s function to predict the aim is obtained as follows:

n = (0.81)F1 +(0.65)F2− (0.58)F3 + (0.42)F4 + (0.4)F5 + (0.38)F6− (0.33)F7
+(0.24)F8 + (0.21)F9 + (0.2)F10 + (0.14)F11 + (0.12)F12
+(0.1)F13− (0.017)F14

(5)

Then, the final equation is obtained as follows:

CPI = tan sig(n) =
2

1 + exp(−2n)
(6)
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Table 3. Prioritization and importance coefficients of the study factors using ANN.

Priority Sign Factor Factor’s Coefficient

1 F1 Project Schedule 0.81
2 F2 Payment status 0.65
3 F3 Inflation rate −0.58
4 F4 Fortuitous events 0.42
5 F5 Qualification of project management team 0.4
6 F6 Delivery of land 0.38
7 F7 Conflicts −0.33
8 F8 Climate 0.24
9 F9 Minor contractors 0.21
10 F10 Plans 0.20
11 F11 Relationship among project’s parties 0.14
12 F12 Risk management 0.12
13 F13 Accessibility of materials and appliances 0.1
14 F14 Initial geotechnical studies −0.017

3.3. Determination and Prioritization of Factors Affecting Earned Value Using Multiple Regression Method and
Comparison with the ANN Model for Data Validation

3.3.1. Investigating the Condition of Using Multiple Regression Analysis

In this stage, SPSS software was exploited. The first condition if using linear regression is having
normal data of earned value. Thus, a Kolmogorov–Smirnov test was conducted on the data in order to
determine whether they were normal. The results illustrated that the data were not normal. Table 4
and Figure 10 illustrate the information regarding the abovementioned test.

Table 4. Kolmogorov–Smirnov test for initial data.

Tests of Normality

Kolmogorov–Smirnov

Statistic df Sig.

CPI 0.519 51 0.000
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3.3.2. Analysis of Multiple Regression Model

Data analysis was conducted in order to validate the ANN results by comparing them with
the multiple regression results. The correlation coefficient and determination coefficient of this
study’s fitted multiple regression were 0.864 and 0.747, respectively. This means that about 74% of
the dependent variable’s variance is determined according to the model’s independent variables.
Information regarding the mentioned coefficients and the model analysis results is illustrated in
Tables 5 and 6, respectively.

Table 5. Determination and correlation coefficients of the multiple regression model.

Model R R Square Adjusted R Square

1 0.864 0.747 0.646

Table 6. Multiple regression model’s results.

Factor Sign
Unstandardized Coefficients

Sig
Standardized Coefficients

B Std. Error β

(Constant) −4.999 1.154 0.000
Payment status F2 0.155 0.065 0.022 0.230

Climate F8 0.098 0.098 0.324 0.105
Conflicts F7 0.201 0.084 0.023 0.254

Plans F10 0.263 0.081 0.003 0.321
Accessibility of materials and appliances F13 −0.031 0.105 0.766 −0.032

Fortuitous events F4 −0.031 0.113 0.784 −0.026
Delivery of land F6 0.062 0.096 0.523 0.062

Minor contractors F9 0.208 0.072 0.007 0.283
Project schedule F1 0.238 0.084 0.008 0.311

Qualification of project management team F5 0.060 0.089 0.505 0.072
Inflation rate F3 −0.029 0.014 0.040 −0.206

Risk management F12 0.259 0.081 0.003 0.333
Relationship among project’s parties F11 0.222 0.082 0.011 0.297

Initial geotechnical studies F14 0.061 0.072 0.400 0.085

In Table 6, B andβ stand for unstandardized coefficients and standardized coefficients, respectively.
Although it is easier to write the multiple regression model’s equation using unstandardized coefficients,
using standardized coefficients enables researchers to compare variables more easily. In other words,
a higher value of the coefficient means that the variable can predict the outcome more effectively.
According to the results, “Risk management”, “Plans”, “Project schedule”, “Relationship among
project’s parties” and “Conflicts” are the most important factors.

In this study, an artificial neural network model for road construction projects was used in order
to improve the prediction of the earned value. Moreover, a multiple regression model was used to
validate the ANN results. The ANN and multiple regression models’ calculated mean squared errors
and the real values of projects are illustrated in Table 7. As it is easily seen, both the ANN model and
the multiple regression model possess low errors. Moreover, the ANN model not only had the lowest
error, but also possessed the most effective prediction coefficient.

Table 7. Comparison of the ANN and multiple regression models.

MSE R Model

0.0152 0.727 Traditional EVM
0.00206 0.896 ANN

0.012 0.864 Multiple regression
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4. Conclusions

Perceptron neural networks, especially multilayer perceptron networks, are considered to be some
of the best neural networks. In this study, it was observed that these networks were able to perform a
non-linear mapping with desirable accuracy by selecting a suitable number of layers and neurons. As
these neural networks possess the two main features of experimental data-based learning and parallel
generalization ability, they are highly suitable for sophisticated systems that are impossible or difficult
to model. Artificial neural networks are more accurate in comparison to other methods due to their
usage of proven mathematical formulas possessing the lowest possible errors. One of the aspects that
limit the usage of artificial neural networks is the difficulty faced when training them. These networks
produce better results when they receive a large group of data. However, adjusting the parameters of
network training is a difficult task that requires experience and a lot of trial and error. Furthermore,
convergence to an incorrect answer, keeping internal information instead of learning it, and requiring
a lot of time for training are other difficulties associated with using artificial neural networks.

In this research, two different models, i.e., an artificial neural network model and a multiple
regression model, were designed and analyzed in order to improve the traditional earned value
management system. The latter model was used as a validation test for the ANN model. Road
construction projects in Fars Province, Iran, between 2010 and 2020 were investigated as a case study.
Fourteen factors affecting the earned value of these projects were identified. According to the ANN
results, “Project plan”, “Payment status”, “Inflation rate”, “Fortuitous events” and “Qualification
of project management team” with coefficients of 0.81, 0.65, −0.58, 0.42 and 0.4 were the top five
influencing factors, respectively. On the other hand, according to the multiple regression model
results, “Risk management”, “Plans”, “Project schedule”, “Relationship among project’s parties” and
“Conflicts” with standardized coefficients of 0.333, 0.321, 0.311, 0.297 and 0.254, respectively, were the
most important factors. A comparison of the two models illustrated that both models result in better
results in comparison to the traditional EVM method. Moreover, the ANN model with an MSE of
0.00206 and an R value of 0.896 was selected as the best model.

The methods used in this study could also be used to tackle other problems in the construction
industry. The results obtained in this study will help road construction industry members to predict the
earned value of future projects more precisely. ANN models are highly recommended by the authors
for use in other construction problems. Furthermore, it is suggested that prospective researchers
focus on more complex construction projects in order to investigate the performance criteria more
deeply [65].
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Abstract: To assess the risk of project cost overrun, it is necessary to consider large amounts
of symmetric and asymmetric data. This paper proposes a cost overrun risk prediction model,
the structure of which is based on the fuzzy inference model of Mamdani. The model consists of
numerous inputs and one output (multi-input-single-output (MISO)), based on processes running
consecutively in three blocks (the fuzzy block, the interference block, and the block of sharpening the
representative output value). The input variables of the model include the share of element costs
in the building costs (SE), predicted changes in the number of works (WC), and expected changes
in the unit price (PC). For the input variable SE, it is proposed to adjust the fuzzy set shapes to the
type of building object. Single-family residential buildings, multi-family residential buildings, office
buildings, highways, expressways, and sports fields were analyzed. The initial variable is the value
of the risk of exceeding the costs of a given element of a construction investment project (R). In all,
27 rules were assumed in the interference block. Considering the possibility of applying sharpening
methods in the cost overrun risk prediction model, the following defuzzification methods were
investigated: the first of maxima, middle of maxima, and last of maxima method, the center of gravity
method, and the bisector area method. Considering the advantages and disadvantages, the authors
assumed that the correct and basic defuzzification method in the cost overrun risk prediction model
was the center of gravity method. In order to check the correctness of the assumption made at the
stage of designing the rule database, result diagrams were generated for the relationships between
the variable (R) and the input variables of individual types of buildings. The results obtained confirm
the correctness of the assumed assumptions and allow to consider the input variable (SE), adjusted
individually to the model for each type of construction object, as crucial in the context of the impact
on the output value of the output variable (R).

Keywords: cost overrun; construction project; fuzzy sets

1. Introduction

Cost overruns in construction projects are a common phenomenon, occurring in different market
and legal conditions and, unfortunately, often negatively influencing the achievement of project goals.
Numerous research results indicate the scale of this problem. For instance, Love et al. [1] analyzed cost
overruns from 276 construction and engineering projects. The research revealed a mean cost overrun of
12.22%. According to research performed by Andrić et al. [2] on cost overruns in infrastructure projects
in Asia, the mean value of cost overrun is 26.24%. Senouci et al. [3] in their study on the increase in
term cost in 122 construction contracts in Qatari showed that 54% had their costs increased and 72%
their deadlines increased. Larsen et al. [4] established that more than half of Malaysian construction
projects (55%) experienced cost overruns.

Different types of construction investments can be specified in various stages of their
implementation, and these are characterized by different technological, organizational, and economic
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specificities. When determining the risk of cost overruns, this specificity and different symmetry and
asymmetry data must be taken into account. However, when attempting to determine the risk of
exceeding the costs of a given element of a facility, one should consider, for instance, the share of a given
element in the total cost of the facility, the risk of changes in the number of works, as well as exposure
of a given type of works to changes in the unit price, including the price of construction materials [5].

In the literature, various approaches have been described to estimate the real costs of construction
projects, including the value of cost overrun. The novelty of the proposed methodology is the
assumption of the analysis of individual works included in the project, which allows for a more
detailed analysis of the cost overrun risk. The model takes into account the impact of three elements
on the risk of cost overrun for a given construction work, which are input variables, namely share of
element costs in the building costs (SE), predicted changes in the number of works (WC), and expected
changes in the unit price (PC). For each of the variables, a fuzzy interpretation was proposed. The first
variable depends on the type of the building and is therefore the most difficult to describe. The authors
decided to analyze different types of buildings in the context of determining for each of the them a
fuzzy interpretation of the linguistic input variable SE. This can greatly simplify the use of the model
in practice.

The aim of the paper is to present a model allowing to assess the risk of exceeding the costs of
individual stages of a construction project, adapted to various construction investments.

2. Literature Review

The problem often discussed in the literature are the factors influencing cost overruns in
construction projects. According to [2], the main reasons of cost overruns are the increasing cost
of resources (labor, materials, machinery), changes in design specifications, land acquisition and
resettlement as well as changes in currency exchange. Chen and Hu [6] identified the following
main reasons of cost overruns: delay in construction period, engineering quantity increase, and lack
of technical skill and experience. Cantarelli et al. [7] investigated the causes of cost overruns in
construction projects and categorized them into four main explanations for cost overruns, i.e., technical,
economic, psychological, and political. Specific examples of factors were identified for each of these
categories. The results of research performed by Phama et al. [8] show that four factors—risks, resources,
incompetence of parties, and components, transportation, and machinery cost—are important. Firm
policies, project policies, and poor collaboration of parties are not very important for cost overrun.
Shaikh [9] identified five main factors as common in causing time and cost overrun in megaprojects
in Pakistan. These main factors are financial issues, weather conditions, political approach, design
changes, and owner interference. In [10], the authors concluded that the most significant cost
overrun factors are schedule delay (47%), improper planning and scheduling (47%), frequent design
changes (45%), frequent changes to the scope of work (43%), and inaccurate time and cost estimates of the
project (42%). In [11], the authors identified 44 factors affecting cost overrun. Of these, 11 have a decisive
influence. Sohu et al. [12] identified nine major causes of cost overrun from professionals working
with contractors in highway projects in Pakistan. Catalão et al. [13] presented a methodology using
the existing methods but taking into account political, legal, regulatory, and economic determinants.
The analysis suggests that these factors have been underestimated in the literature but are of great
importance in understanding cost overruns.

Many authors draw attention to the complexity of cost overruns, emphasizing that the factors
causing overrun can only be understood by looking at the whole project system in which it occurs and
how several variables dynamically interact with each other [14]. The relationships between the different
characteristics of the project and cost overrun were studied, for example, in [15–20]. Many authors also
analyze the generating process of cost overruns along the various phases of the project life cycle [21–23].

Another extremely important issue is the possibility of predicting the risk of cost overruns and the
amount of such overruns. The risk of cost overruns is dynamic, interdependent, complex, subjective,
and fuzzy, especially in large and complex projects [24]. This is the reason why many researchers have
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attempted to apply fuzzy set theory to solve problems related to cost overrun. Sharma and Goyal [25]
proposed a fuzzy-based model to estimate the risk magnitude of the same factors influencing cost
overrun. Fuzzy sets were also applied by Marzouk and Amin [26], Knight and Robinson-Fayek [27],
and Plebankiewicz [5].

Ghazal and Hammad [28] proposed a Knowledge Discovery in Databases (KDD) model, which may
supplement the traditional estimation methods and provide more reliable final cost forecasting to
overcome the cost overrun problem. In [29], the authors developed a method for estimating the impact
of project management maturity (PMM) on project performance. The proposed method uses Bayesian
networks to formalize the knowledge of project management experts and to extract knowledge from
a database of previous projects. The operation of the method is shown using the example of a large
project in the oil and gas industry.

Other approaches used for the analysis of cost overrun problems include statistical methods,
such as multiple regression analysis (MRA) [30], a regression and ANN models [31], and case-based
reasoning (CBR) [32,33].

3. Concept of a Cost Overrun Risk Prediction Model

3.1. Main Assumptions of the Model

The construction of the cost overrun risk prediction model was based on the fuzzy inference
model of Mamdani. This model has been frequently used in the field of construction management,
for instance, to build fuzzy risk inference models, in the context of assessing:

• exceeding the time and cost of construction investments [34],
• exceeding the time, cost, and impact on quality and other technical considerations in the

implementation of construction projects [35,36],
• occupational risks on construction sites [37],
• level of safety of construction workers [38],
• technological, financial, political, environmental, and legal risk factors in the life cycle of

buildings [39],
• technological risk factors for old buildings [40].

A cost overrun risk prediction model is a model with multiple inputs and one output
(multi-input-single-output (MISO)), based on processes that run sequentially in three blocks (the fuzzy
block, the interference block, and the block of sharpening the representative output value). Share of
element costs in the building costs (SE), predicted changes in the number of works (WC), and expected
changes in the unit price (PC) are the input variables of the model. The database of 27 individually
designed rules supports the inference process in the interference block, and the level of risk of exceeding
the costs of a given element of a construction project (R) is an output variable (y).

To construct a cost overrun risk prediction model, the authors decided to choose the theory
of possibilities and fuzzy logic, because the risk is related to the so-called measurable uncertainty.
Its measurable character results also from the fact that the risk is quantifiable and can be directly
translated into the size of parameters necessary, for example, to determine the value of the risk of cost
overrun. In practice, it often happens that an expert who evaluates risk does not have a sufficient
number of historical data to perform statistical research that would result in a probabilistic distribution,
and thus determines subjectively the size of parameters necessary for risk assessment.

3.2. Block of Fuzzification

The input variables, namely share of element costs in the building costs (SE), predicted changes in
the number of works (WC), and expected changes in the unit price (PC), are described with appropriate
linguistic terms (fuzzy sets) in the consideration spaces on the so-called universes X1, X2, and X3.
The domain (range of arguments) of the universes was determined as a percentage within the interval
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[0; 100%] for each input variable, with the model using the decimal notation corresponding to the
interval [0; 1]. In defining the X consideration spaces, for all variables described by the linguistic terms
“high”, “average”, and “low”, it was assumed that the adjacent fuzzy sets (representing consecutive
linguistic terms) would overlap. According to Hovde and Moser [41], only this modelling of the
linguistic terms for the input variables gives a favorable effect in the inference process.

Table 1 represents the fuzzy sets for the linguistic terms L(X2) and L(X3), that is, for the input
variables WC and PC. For the description of linguistic terms, membership functions with line graphs
were used (triangular functions and classes Γ and L). The qualitative definition of fuzzy sets was
based on the selection of appropriate types of membership functions. The quantitative definition
was performed on the basis of the selection of the values of parameters characterizing the functional
curves, which made it possible to precisely determine the degrees of membership of individual fuzzy
sets. Degrees of membership for fuzzy sets are described in Table 1 (in the last column) by means
of four numbers {α1, α2, α3, α4}. These parameters indicate, respectively, the intervals of achieving
the value of membership degree 1.0 {α2, α3} and the left or right width of the distribution of the
membership function to the value of the membership degree 0.0 {α1, α4}. It was assumed that linguistic
values for both input variables (WC and PC) would remain unchanged regardless of the type of the
building object.

Table 1. Fuzzy interpretations of the linguistic input variables “predicted changes in the number of
works” (WC) or expected changes in the unit price (PC).

Fuzzy Set of Linguistic Values for
WC or PC

Description of the
Variables x2 or x3

Fuzzy Evaluation of
Membership µ(x2) or µ(x3)

High Hi About or above 75.0% (0.5; 0.75; 1.0; 1.0)
Average Av About 50.0% (0.25; 0.5; 0.5; 075)

Low Lo About or below 25.0% (0.0; 0.0; 0.25; 0.5)

The data presented in Table 1 correspond to the graphic interpretation of fuzzy sets of linguistic
values for WC and PC, which is illustrated in Figure 1.
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Input variable: share of element costs in the building costs (SE) should be subject to the process
of adjusting the shapes of fuzzy sets described by the linguistic terms “high”, “average”, and “low”
individually, depending on the type of the building object. The authors decided to analyze the
following types of building objects in the context of determining the parameters denoting the intervals
of attaining the value of the membership degree of 1.0 and the left or right width of the distribution of
the membership function to the value of the membership degree 0.0. The following types of buildings
were analyzed:

• single-family residential buildings,
• multi-family residential buildings,
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• office buildings,
• highways and expressways,
• sports fields.

Each of the buildings was divided according to cost elements following the tables of billing
elements for an average of five buildings of each type. Table 2 presents the range of cost elements for
cubature facilities, highways and expressways, as well as sports fields.

Table 2. Range of cost elements for individual buildings.

Type of Building Cost Elements

Cubature facilities (single-
and multi-family

residential buildings,
office buildings)

Earthworks, foundations (including walls and insulation of the ground
floor of the building), ground walls, ceilings, stairs, partition walls, roof

(construction and covering), sleepers and canals inside the building,
insulation of the ground, plaster and interior cladding, windows and

doors, painting work, floors (with layer), facades with works outside the
building, water and sewage installations, central heating installations

and electrical installations.

Highways and
expressways

Preparatory works, earthworks, drainage of road body, substructures,
surfaces, finishing works, traffic safety equipment, street and road

elements and other works.

Sports fields Site preparation and earthworks, substructures, sports surfaces,
landscaping and equipment.

For each building object, based on the data from an average of five objects, the average percentage
of each cost component was determined. Then, the values of quartiles Q1 and Q3 and the median were
calculated using statistical measures. The results are presented in Table 3.

Table 3. Values of statistical measures for cost elements of building objects.

Type of Building Quartile Q1 Median Quartile Q3

Single-family residential buildings 3 6 9
Multi-family residential buildings 3 5 8

Office buildings 2 5 8
Highways and expressways 2 6 21

Sports fields 6 18 51

It should be noted that the research sample (five objects) is relatively small. However, it can
be concluded that for standard material and technological solutions, the deviations from the results
obtained for a given type of building are small. In the case of non-standard solutions, the share of
component costs should be modified, taking into account the specificity of a given building object.

On the basis of the data presented in Table 3, a fuzzy interpretation of the linguistic input variable
SE for each of the buildings was proposed. It was assumed that for fuzzy sets:

• “high”—description of the variable would relate to the value “about or above quartile Q3”,
• “average”—description of the variable would relate to the value “about median”,
• “low”—description of the variable would relate to the value “about or below quartile Q1”.

Table 4 depicts a fuzzy interpretation of the linguistic input variable SE for all types of buildings.
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Table 4. Fuzzy interpretation of the linguistic input variable share of element costs in the building
costs (SE).

Fuzzy Set of Linguistic Values for SE Description
of the Variable x1

Fuzzy Evaluation
of Membership µ(x1)

Single-family residential buildings

High Hi About or above 9.0% (0.06; 0.09; 1.0; 1.0)
Average Av About 6.0% (0.0; 0.06; 0.06; 0.09)

Low Lo About or below 3.0% (0.0; 0.0; 0.03; 0.06)

Multi-family residential buildings

High Hi About or above 8.0% (0.05; 0.08; 1.0; 1.0)
Average Av About 5.0% (0.0; 0.05; 0.05; 0.08)

Low Lo About or below 3.0% (0.0; 0.0; 0.03; 0.05)

Office buildings

High Hi About or above 8.0% (0.05; 0.08; 1.0; 1.0)
Average Av About 5.0% (0.0; 0.05; 0.05; 0.08)

Low Lo About or below 2.0% (0.0; 0.0; 0.02; 0.05)

Highways and expressways

High Hi About or above 21.0% (0.06; 0.21; 1.0; 1.0)
Average Av About 6.0% (0.0; 0.06; 0.06; 0.21)

Low Lo About or below 2.0% (0.0; 0.0; 0.02; 0.06)

Sports fields

High Hi About or above 51.0% (0.08; 0.51; 1.0; 1.0)
Average Av About 8.0% (0.0; 0.08; 0.08; 0.51)

Low Lo About or below 6.0% (0.0; 0.0; 0.06; 0.08)

In Figures 2–6, graphical interpretations of the input variable consideration space are presented
for the subsequent types of buildings subjected to analysis. These interpretations accurately reproduce
the fuzzy sets for linguistic terms “high”, “average”, and “low”, which are described in Table 4.
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3.3. Block of Inference

In the inference block in the fuzzy inference model of Mamdani of the MISO type, the resulting
membership function is calculated for the output variable µ(y). Its calculation is based on the values of
the degree of membership of the sharp input variables µ(x1), µ(x2), and µ(x3) for individual fuzzy sets
of linguistic values. The resulting function often has a complex shape and its calculation is done by the
so-called inference (inference process). The inference block consists of two basic elements, namely
the rule base and the inference mechanism, the operation of which is based on the three following
consecutive mathematical operations: aggregation of simple premises, implications of fuzzy inference
rules, and aggregation of conclusions of all rules.

The designed base of rules in the cost overrun risk prediction model has a conjunctive form
due to the logical conjunction “and” used in conditional sentences, which combines all three simple
premises. he model proposes five result conclusions that inform about the size of the calculated risk of
cost overruns, i.e., “very low” (Vl), “quite low” (Ql), “average” (Av), “quite high” (Qh), and “very
high” (Vh).
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For the purpose of developing the rule base, the authors assumed that with an increase in the
share of element costs in the building costs (SE), predicted changes in the number of works (WC),
and expected changes in the unit price (PC), the value of the risk level of exceeding the costs of a given
element in the construction project (R) will naturally and smoothly increase. For this purpose, it was
decided to examine the quantities of the products of all combinations of input variables in a set of all
27 possible rules, and then to assign the results to five possible result conclusions on the assumption
that the minimum quantities correspond to the “very low” conclusion, the maximum—to the “very
high” conclusion, and the intermediate—to the “quite low”, “average”, and “quite high” conclusions,
respectively and proportionally. The following weights were assumed for the linguistic input variables
SE, WC, and PC: 1 for “low”, 2 for “average”, and 3 for “high”. Table 5 illustrates the rule base of
the inference block consisting of 27 rules, for which equal degrees of fuzzy relationship validity are
assumed to be 1.0.

In the interference block, the processes of premise aggregation and rule conclusion aggregation
are performed. Aggregation of simple premises consists in calculating the degree of belonging
(truthfulness) of the fuzzy rule created by these premises. Due to the fact that in the conditional
sentences the logical conjunction “and” was used, which in fuzzy logic is represented by the concept of
intersection (product) of the fuzzy sets, the operation of premise aggregation was reduced to searching
for the value of the degree of membership to the fuzzy relationship (FR). This value was determined by
applying the Mamdani fuzzy implication rule (T-norm), calculated according to the following formula:

TM = min(µ(x1),µ(x2),µ(x3)) (1)

The final stage of the inference block is the aggregation of the conclusions of all running fuzzy rules
(the so-called output aggregation). This procedure consists of summing up the conclusions of activated
rules that are responsible for the shape of the resulting membership function µ(y). According to the
calculation algorithm, the first step is to define separately the modified membership functions of the
fuzzy sets of the output variable for the rules involved in the inference, and then sum up these fuzzy
sets based on one of the formulas for S-norm. In the cost overrun risk prediction model, the basic
S-norm is the following formula of Mamdani:

SM = max(µ(x1),µ(x2),µ(x3)) (2)

Output variable (y) is described in space (universe) Y. The scope of the Y universe was determined
as a percentage [0; 100%]. As in the case of all input variables, the record of the argument domain
in the decimal interval was adopted [0; 1]. Sets correspond to the resultant conclusions in the rule
database (“very low”, “quite low”, “average”, “quite high”, and “very high”).

Fuzzy sets for the final result conclusions (“very low” and “very high”) and the intermediate
internal conclusion (“average”) were attempted to be parameterized in such a way that the membership
function graphs did not interpenetrate, but were continuous in the full scope of the Y universe.
For internal relative conclusions (“quite low” and “quite high”), the same procedure was followed,
where the fuzzy sets were entered symmetrically between the extreme (final) and internal (intermediate)
conclusions. The parameterization was performed in such a way that the adjacent fuzzy sets overlapped
with the membership degree for intermediate elements equal to µ(0.2) = µ(0.4) = µ(0.6) = µ(0.8) = 0.5.
Table 6 presents sets of linguistic terms L(Y) for the output variable (y). The membership of all fuzzy
sets was defined as in the case of the input variables, that is, using four numbers {α1, α2, α3, α4}.

Figure 7 presents a graphic interpretation of the consideration space of the output variable (y),
which is represented by the fuzzy sets of all five result conclusions, described in Table 6.
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Table 5. Rule base of the inference block.

Rule No.
If (SE) And (WC) And (PC) Then (R)

LV Weight LV Weight LV Weight Product Concl.

1 Lo 1 Lo 1 Lo 1 1 Vl
2 Lo 1 Lo 1 Av 2 2 Vl
3 Lo 1 Lo 1 Hi 3 3 Ql
4 Lo 1 Av 2 Lo 1 2 Vl
5 Lo 1 Av 2 Av 2 4 Ql
6 Lo 1 Av 2 Hi 3 6 Av
7 Lo 1 Hi 3 Lo 1 3 Ql
8 Lo 1 Hi 3 Av 2 6 Av
9 Lo 1 Hi 3 Hi 3 9 Qh

10 Av 2 Lo 1 Lo 1 2 Vl
11 Av 2 Lo 1 Av 2 4 Ql
12 Av 2 Lo 1 Hi 3 6 Av
13 Av 2 Av 2 Lo 1 4 Ql
14 Av 2 Av 2 Av 2 8 Av
15 Av 2 Av 2 Hi 3 12 Qh
16 Av 2 Hi 3 Lo 1 6 Av
17 Av 2 Hi 3 Av 2 12 Qh
18 Av 2 Hi 3 Hi 3 18 Vh
19 Hi 3 Lo 1 Lo 1 3 Ql
20 Hi 3 Lo 1 Av 2 6 Av
21 Hi 3 Lo 1 Hi 3 9 Qh
22 Hi 3 Av 2 Lo 1 6 Av
23 Hi 3 Av 2 Av 2 12 Qh
24 Hi 3 Av 2 Hi 3 18 Vh
25 Hi 3 Hi 3 Lo 1 9 Qh
26 Hi 3 Hi 3 Av 2 18 Vh
27 Hi 3 Hi 3 Hi 3 27 Vh

where LV—fuzzy set of linguistic values (fuzzy sets in accordance with Tables 1 and 4), Concl—resulting conclusion
for the output variable risk of exceeding the costs of a given element of a construction investment project (R).
Vl, very low; Ql, quite low; Av, average; Qh, quite high; Vh, very high.

Table 6. Fuzzy interpretation of the linguistic output variable R.

Fuzzy Set of Linguistic Values for R Description of the
Variable y

Fuzzy Evaluation of
Membership µ(y)

Very high Vh About or above 0.9 (0.7; 0.9; 1.0; 1.0)
Quite high Qh About 0.7 (0.5; 0.7; 0.7; 0.9)

Average Av About 0.5 (0.3; 0.5; 0.5; 0.7)
Quite low Ql About 0.3 (0.1; 0.3; 0.3; 0.5)
Very low Vl About or below 0.1 (0.0; 0.0; 0.1; 0.3)
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3.4. Block of Defuzzification

The defuzzification process is a mathematical operation performed on the resultant membership
function shape (the resulting fuzzy set) obtained after aggregating the conclusions of all inference rules.
This operation aims to determine one sharp value of the variable (y) that will appropriately represent
the output fuzzy set and indicate unambiguously the result conclusion.

Considering the possibility of using sharpening methods in the cost overrun risk prediction
model, the following defuzzification methods were investigated: the first of maxima, middle of
maxima, and last of maxima method, the center of gravity method, and the bisector area method.
The advantages and disadvantages, as well as the conditions for the application of individual methods,
were highlighted. The suggestions and observations contained in [42] were especially taken into
account, according to which the methods of maxima:

• are not able to implement the assumption adopted for the purposes of building the rule base,
that with the increase in the share of element costs in the building costs (SE), predicted changes in
the number of works (WC), and expected changes in the unit price (PC), the value of the risk level
of exceeding the costs of a given element of the construction investment (R) will naturally and
smoothly increase,

• result in sharp values, which will not in every case adequately represent the output fuzzy set,
which is caused by the impact on the sharp result of only the most activated fuzzy set of the
output variable.

Figure 8 confirms the observations described above with regard to the use of the last of maxima
defuzzification method. On the left, there is the result surface for the output variable (R) due to the
influence of the input variables PC and SE. The result surface is analogous for the set of input variables
WC and SE. On the right, the same result area is shown, but in terms of the input variables PC and WC.
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Taking into account the above observations, it was assumed that the proper and basic
defuzzification method in the cost overrun risk prediction model would be the center of gravity method.

4. Discussion

A cost overrun risk prediction model was developed for each type of construction site separately
using the “Fuzzy Logic Designer” application that is available in the MATLAB R2013a software package
(The MathWorks, Inc., Natick, MA, USA) for scientific and engineering calculations.

In order to investigate the correctness of the assumption made at the design stage of the rule base
(i.e., that as the share of element costs in the building costs (SE), predicted changes in the number of
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works (WC) and expected changes in the unit price (PC) increase, the value of the risk level of exceeding
the costs of a given element of the construction project (R) will increase naturally and smoothly) and
also to examine the impact of the change of the membership function for the input variable (i.e., share
of element costs in the building costs (SE) for individual types of building objects on the value of the
results obtained for the output variable (R)), the following result diagrams were generated for the
relationships between the variable R and the input variables:

• diagrams of the result area for the output variable (R) due to the influence of the input variables PC
and SE in the cross-section, when WC = 0.5, and WC and SE in the cross-section, when PC = 0.5,

• diagrams of the result area for the output variable (R) taking into account the set of input variables
PC and WC in the cross-section, when SE = 0.5,

• flat diagrams of the resultant curves for the output variable (R) due to the influence of PC input
variables in the cross-section, when WC = SE = 0.5, WC in the cross-section, when PC = SE = 0.5,
and SE in the cross-section, when PC = WC = 0.5.

The following figures show flat and spatial diagrams for the relationships between the output
variable (R) and the input variables (SE, WC, and PC) for all types of buildings under analysis (single-
and multi-family residential buildings, office buildings, highways and expressways, and sports fields).
Figure 9 shows the result area for the output variable (R) in terms of PC and WC variables (left diagram)
and the relationship between the output variable (R) and the PC input variable (right diagram).
It should be noted that both the result areas as well as dependencies on the output variable (R) are
analogous for each type of building object because, in the cost overrun risk prediction model, it was
assumed that PC and WC input variables would remain the same for all buildings.Symmetry 2020, 12, x FOR PEER REVIEW 12 of 17 
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Figures 10–14 show the result area for the output variable (R) in terms of the variables PC and
SE (diagrams on the left, respectively) and the relationships between the output variable (R) and the
input variable SE (diagrams on the right, respectively). It should be noted that both the result area and
the dependencies with respect to the output variable (R) are analogous for the set of input variables
WC and SE.

Diagrams of the result areas and of the relationship between the output variable (R) and the input
variables confirm the correctness of the assumptions made when designing the rule base of the cost
overrun risk prediction model. Figures 9–14 indicate unequivocally that with an increase in the share of
element costs in the building costs (SE), predicted changes in the number of works (WC), and expected
changes in the unit price (PC), the value of the risk level of exceeding the costs of a given element of a
construction investment (R) increases naturally and smoothly.
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In contrast, the diagrams of the dependence between the output variable (R) and the input variable
SE in the cross-section were superimposed on Figure 15 when WC = PC = 0.5 for all five types of
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From the comparison of flat dependence diagrams (Figure 15), the input variable share of element
costs in the building costs (SE), adjusted individually to the model for each building type, should be
considered crucial in the context of the impact on the result value of the output variable (R). The lower the
membership for the values of the arguments of the X1 universe domain for the linguistic terms “average”
and “high” of the SE variable, the more the resulting value of the risk of construction investment
cost overrun (R) increases for the arguments of the X1 variable universe with smaller values—the SE
interval approximately [0.1; 0.3]. This conclusion is confirmed in particular by the comparison of the
course of the result curves for office buildings (blue line) and sports fields (purple line).

5. Conclusions

The phenomenon of exceeding planned investment costs is often encountered in the construction
industry, and the determination of the risk associated with it may be of key importance for achieving the
objectives of the project. This paper discusses a cost overrun risk prediction model, the development
of which was based on the fuzzy inference model of Mamdani. The model input variables include
the following: share of element costs in the building costs (SE), predicted changes in the number of
works (WC), and expected changes in the unit price (PC). The basic problem is to adjust the shape
of the fuzzy sets for a given input SE to the type of building object. The paper proposes a shape for
cubature buildings (residential and office ones), highways and expressways, and sports fields.

In order to check the correctness of the assumption made of the rule database, result diagrams
were generated for the relationships between the variable R and the input variables of individual types
of buildings. The obtained results confirm the correctness of the assumptions. With an increase in input
variables, the value of the risk level of exceeding the costs increases naturally and smoothly. The results
prove that the input variable SE, adjusted individually to the model for each type of construction object,
is crucial in the context of influencing the output value. The lower the membership for the values
of the arguments of the X1 universe domain for the linguistic terms “average” and “high” of the SE
variable, the more the resulting value of the risk of construction investment cost overrun (R) increases
for the arguments of the X1 variable universe with smaller values.

The model requires further research, both in terms of the input data taken into account and the
diversity of the analyzed construction projects. Further testing of the model on actual construction
projects will confirm its usefulness in determining the risk of cost overruns.
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2. Andrić, J.M.; Mahamadu, A.; Wang, J.; Zou, P.X.W.; Zhong, R. The cost performance and causes of overruns
in infrastructure development projects in Asia. J. Civ. Eng. Manag. 2019, 25, 203–214. [CrossRef]

3. Senouci, A.; Ismail, A.; Eldin, N. Time Delay and Cost Overrun in Qatari Public Construction Projects.
Procedia Eng. 2016, 164, 368–375. [CrossRef]

4. Larsen, J.K.; Shen, G.Q.; Lindhard, S.M.; Ditlev, T. Factors Affecting Schedule Delay, Cost Overrun, and Quality
Level in Public Construction Projects. J. Manag. Eng. 2016, 32, 04015032. [CrossRef]

5. Plebankiewicz, E. Model of predicting cost overrun in construction projects. Sustainability 2018, 10, 4387.
[CrossRef]

6. Chen, Y.; Hu, Z. Exploring the properties of cost overrun risk propagation network (CORPN) for promoting
cost management. J. Civ. Eng. Manag. 2019, 25, 1–18. [CrossRef]

158



Symmetry 2020, 12, 1739

7. Cantarelli, C.C.; Flyvbjerg, B.; Molin, J.E.E.; van Wee, B. Cost Overruns in Large-Scale Transportation
Infrastructure Projects: Explanations and their Theoretical Embeddedness. Eur. J. Transp. Infrastruct. Res.
2010, 10, 21.

8. Phama, H.; Luub, T.-V.; Kimc, S.-Y.; Viend, D.-T. Assessing the Impact of Cost Overrun Causes in Transmission
Lines Construction Projects. Ksce J. Civ. Eng. 2020, 24, 1029–1036. [CrossRef]

9. Shaikh, F.A. Financial Mismanagement: A Leading Cause of Time and Cost Overrun in Mega Construction
Projects in Pakistan. Eng. Technol. Appl. Sci. Res. 2020, 10, 5247–5250.

10. Gunduz, M.; Maki, O.L. Assessing the risk perception of cost overrun through importance rating. Technol. Econ.
Dev. Econ. 2018, 24, 1829–1844. [CrossRef]

11. El-Kholy, A.M. Predicting Cost Overrun in Construction Projects. Int. J. Constr. Eng. Manag. 2015, 4, 95–105.
12. Sohu, S.; Abdullah, A.H.; Nagapan, S.; Rind, T.A.; Jhatial, A.A. Controlling Measures for Cost Overrun

Causes in Highway Projects of Sindh Province Engineering. Technol. Appl. Sci. Res. 2019, 9, 4276–4280.
13. Catalão, F.P.; Cruz, C.O.; Sarmento, J.M. The determinants of cost deviations and overruns in transport

projects, an endogenous models approach. Transp. Policy 2019, 74, 224–238. [CrossRef]
14. Ahiaga-Dagbui, D.D.; Gordon, R.; Love, P.E.D.; Smith, S.D.; Ackermann, F. Toward a Systemic View to Cost

Overrun Causation in Infrastructure Projects: A Review and Implications for Research. Proj. Manag. J. 2017,
48, 88–98. [CrossRef]

15. Huo, T.; Ren, H.; Cai, W.; Shen, G.Q.; Liu, B.; Zhu, M.; Wu, H. Measurement and dependence analysis of
cost overruns in megatransport infrastructure projects: Case study in Hong Kong. J. Constr. Eng. Manag.
2018, 144, 05018001. [CrossRef]

16. França, A.; Haddad, A. Causes of Construction Projects Cost Overrun in Brazil. Int. J. Sustain. Constr.
Eng. Technol. 2018, 9, 69–83. [CrossRef]

17. Johnson, J. Comparing the Effects of ABC and BIM in Construction Projects and Choose the Best Solution to
Minimise the Delay and Cost Overrun Using MADMA. PM World J. 2019, 8, 1–18.

18. Keng, T.C.; Mansor, N.; Ching, Y.K. An Exploration of Cost Overrun in Building Construction Projects.
Glob. Bus. Manag. Res. Int. J. 2018, 10, 638–646.

19. Mahamid, I. Study of relationship between cost overrun and labour productivity in road construction projects.
Int. J. Product. Qual. Manag. 2018, 24, 143–164. [CrossRef]

20. Akinradewo, O.; Aghimien, D.; Aigbavboa, C. Comparative Analysis of Cost Overrun on Road Construction
Projects Executed by Indigenous and Expatriate Contractors. In Proceedings of the International Conference
on Industrial Engineering and Operations Management, Dubai, United Arab Emirates, 10–12 March 2020.

21. Cavalieri, M.; Cristaudo, R.; Guccio, C. On the magnitude of cost overruns throughout the project life-cycle:
An assessment for the Italian transport infrastructure projects. Transp. Policy 2019, 79, 21–36. [CrossRef]

22. Derakhshanalavijeh, R.; Teixeira, J.M.C. Cost overrun in construction projects in developing countries,
Gas-Oil industry of Iran as a case study. J. Civ. Eng. Manag. 2017, 23, 125–136. [CrossRef]

23. Cantarelli, C.C.; Molin, E.J.E.; van Wee, B.; Flyvbjerg, B. Characteristics of cost overruns for Dutch transport
infrastructure projects and the importance of the decision to build and project phases. Transp. Policy 2012,
22, 49–56. [CrossRef]

24. Islam, M.S.; Nepal, M.P.; Skitmore, M.; Kabir, G. A knowledge-based expert system to assess power plant
project cost overrun risks. Expert Syst. Appl. 2019, 136, 12–32.

25. Sharma, S.; Goyal, P.K. Fuzzy assessment of the risk factors causing cost overrun in construction industry.
Evol. Intell. 2019, 1–13. [CrossRef]

26. Marzouk, M.; Amin, A. Predicting Construction materials prices using fuzzy logic and neural networks.
J. Constr. Eng. Manag. 2013, 139, 1190–1198. [CrossRef]

27. Knight, K.; Robinson-Fayek, A. Use of fuzzy logic of predicting design cost overruns on building projects.
J. Constr. Eng. Manag. 2002, 128, 503–512. [CrossRef]

28. Ghazal, M.M.; Hammad, A.M. Data Acquisition Model for Analyzing Cost Overrun in Construction Projects
using KDD. In Proceedings of the International Conference on Industrial Engineering and Operations
Management, Bandung, Indonesia, 6–8 March 2018; pp. 2255–2266.

29. Sanchez, F.; Bonjour, E.; Micaelli, J.-P.; Monticolo, D. An Approach Based on Bayesian Network for Improving
Project Management Maturity: An Application to Reduce Cost Overrun Risks in Engineering Projects.
Comput. Ind. 2020, 119, 103227. [CrossRef]

159



Symmetry 2020, 12, 1739

30. Abu Hammad, A.A.; Ali, S.M.A.; Sweis, G.J.; Basher, A. Prediction Model for Construction Cost and Duration
in Jordan. Jordan J. Civ. Eng. 2008, 2, 250–266.
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Abstract: In structural reliability analysis, sensitivity analysis (SA) can be used to measure how an
input variable influences the failure probability Pf of a structure. Although the reliability is usually
expressed via Pf, Eurocode building design standards assess the reliability using design quantiles
of resistance and load. The presented case study showed that quantile-oriented SA can provide
the same sensitivity ranking as Pf-oriented SA or local SA based on Pf derivatives. The first two
SAs are global, so the input variables are ranked based on total sensitivity indices subordinated to
contrasts. The presented studies were performed for Pf ranging from 9.35 × 10−8 to 1–1.51 × 10−8.
The use of quantile-oriented global SA can be significant in engineering tasks, especially for very
small Pf. The proposed concept provided an opportunity to go much further. Left-right symmetry of
contrast functions and sensitivity indices were observed. The article presents a new view of contrasts
associated with quantiles as the distance between the average value of the population before and
after the quantile. This distance has symmetric hyperbola asymptotes for small and large quantiles of
any probability distribution. Following this idea, new quantile-oriented sensitivity indices based on
measuring the distance between a quantile and the average value of the model output are formulated
in this article.

Keywords: sensitivity analysis; reliability; failure probability; quantile; civil engineering; limit states;
mathematical model; uncertainty

1. Introduction

The reliability of building structures is influenced by inherent uncertainties associated with
the material properties, geometry, and structural load variables to which the reliability measure is
sensitive [1]. A common measure of reliability is the failure probability Pf, which is estimated using
stochastic models [2]. Failure occurs when the load action is greater than the resistance. In this respect,
the key issue is the identification of the significance of input random variables with regard to Pf.

Reliability-oriented sensitivity analysis (ROSA) consists of computing the sensitivity ranking of
input variables ranked according to the amount of influence each has on Pf. It is argued that sensitivity
analysis (SA) should be used “in tandem” with uncertainty analysis and the latter should precede the
former in practical applications [3]. This can encumber the entire computational process, especially in
cases of very small Pf.

Alternatively, the assessment of reliability can be performed by comparing the design quantiles
of load and resistance [4,5]. A structure is reliable if the design resistance is greater than the design
load action. One might ask, if the reliability assessment based on Pf can be replaced by a reliability
assessment based on design quantiles, can the SA of Pf be replaced by the SA of design quantiles?
For this purpose, new types of sensitivity indices oriented to both design quantiles and Pf can be
investigated in engineering applications.

In civil engineering, classical Sobol SA (SSA) [6,7] is applied in the research of structural
responses [8–16] or responses in geotechnical applications [17,18]. SSA is attractive for a number of
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reasons, e.g., it measures sensitivity across the whole input space (i.e., it is a global method), and it
is capable of dealing with non-linear responses, as well as measuring the effect of interactions in
non-additive models. However, SSA is based on the decomposition of variance of the model output,
without a direct reference (only with partial empathy) to reliability [19].

Sobol indices in the context of ROSA can be derived as in [20], by introducing the binary random
variable 1 (failure) or 0 (success) as the quantity of interest [21], where the basis of this transformation
is the importance measure between Pf and conditional Pf defined in [22]. Indices can be derived in
different variants, depending on whether the square of the importance measure [20] or the absolute
value of the importance measure [23,24] is considered, but only the variant [20] after Sobol is based on
decomposition, with the sum of all indices equal to one.

Both classical Sobol indices [6,7] and Sobol indices in the context of ROSA [20] are a subset of
sensitivity indices subordinated to contrasts [25] (in short, Fort contrast indices). The general idea of
Fort contrast indices [25] is that the importance of an input variable may vary, depending on what
the quantity of interest is. Fort contrast indices define different types of indices based on a common
platform, thus providing new perspectives on solving reliability tasks of different types.

It can be shown that Sobol indices in the context of ROSA [20] are Fort contrast indices [25]
associated with Pf (referred to as contrast Pf indices in this article). Furthermore, it can be shown
that the classical Sobol indices [6,7] are Fort contrast indices [25] associated with variance. In general,
the type of Fort contrast index [25] varies, according to the type of contrast used. Contrast functions
permit the estimation of various parameters associated with a probability distribution. By changing the
contrast, SA can change its key quantity of interest. The contrast may or may not be reliability-oriented.

Fort contrast indices can be considered as global since they are based on changes of the key
quantity of interest (Pf, α-quantile, variance, etc.) with regard to the variability of the inputs over their
entire distribution ranges and they provide the interaction effect between different input variables.
On the other hand, contrast functions account for the variability of the inputs regionally, according to
the type of key quantity of interest, e.g., changes around the mean value are important for variance,
changes around the quantile are important for the quantile, etc.

Standard [4] establishes the basis that sets out the way in which Eurocodes can be used for
structural design. Although the concept of the probability-based assessment of structural reliability
has been known about for a long time [5], new types of quantile-oriented SA have not yet been
examined, in the context of structural reliability, at an appropriate depth. It can be expected that
many of the reliability principles applied in [4] can be applied symmetrically in ROSA using new
types of sensitivity indices to find new relationships. The introduced ROSA may be connected to
decision-oriented methods [26] in areas of civil engineering, where decision-making under uncertainty
is presently uncommon.

2. Probability-Based Assessment of Structural Reliability

Let the reliability of building structures be a one-dimensional random variable Z:

Z = g(X) = g(X1, X2, . . . , XM), (1)

where X1, X2, . . . , XM are random variables employed for its computation. The classical theory of
structural reliability [27] expresses Equation (1) as a limit state using two statistically independent
random variables, the load effect (action F), and the load-carrying capacity of the structure (resistance R).

Z = R− F ≥ 0 (2)
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The variable that unambiguously quantifies reliability or unreliability is the probability that
inequality (2) will not be satisfied. If Z is normally distributed, reliability index β is given as

β =
µZ

σZ
, (3)

where µZ is the mean value of Z and σZ is its standard deviation. By modifying Equation (3), we can
express µZ −β·σZ = 0. The failure probability Pf can then be expressed as

Pf = P(Z < 0) = P(Z < µZ − β · σZ) = ΦU(−β), (4)

where ΦU(·) is the cumulative distribution function of the normalized Gaussian probability density
function (pdf). Reliability is defined as Ps = (1 − Pf). For other distributions of Z, β is merely a
conventional measure of reliability. Equation (3) can be modified for normally distributed Z, F,
and R as

β =
µZ

σZ
=

µR − µF√
σ2

R + σ2
F

=
µR − µF

σ2
R√

σ2
R+σ

2
F

+
σ2

F√
σ2

R+σ
2
F

=
µR − µF

αR · σR + αF · σF
, (5)

where αF and αR are values of the first-order reliability method (FORM) sensitivity factors.

αR =
σR√

σ2
R + σ2

F

, αF =
σF√

σ2
R + σ2

F

,with |α| ≤ 1 (6)

It can be noted that Sobol’s first-order indices are equal to the squares of αF and αR: SF = α2
F

and SR = α2
R, respectively [19]. By applying αF and αR according to Equation (6), Equation (5) can be

written with formally separated random variables as

µF + αF · β · σF = µR − αR · β · σR. (7)

Equation (7) is a function of the four statistical characteristics of µF, σF, µR, and σR, from which β,
αF, and αR are computed. The left side in Equation (7) is the design load Fd (upper quantile) and the
right side is the design resistance Rd (lower quantile).

Standard [4] verifies the reliability by comparing the obtained reliability index β with the target
reliability index βd, according to the equation β ≥ βd, which transforms Equation (7) into the design
condition of reliability:

µF + αF · βd · σF ≤ µR − αR · βd · σR, (8)

where αF and αR may be considered as 0.7 and 0.8, respectively [4].

3. Sensitivity Analysis

In structural reliability, the key quantities of interest are the failure probability Pf and the design
quantiles Fd and Rd. In order to analyse the reliability, ROSA must be focused on the same key quantity
of interest: Pf, Fd, and Rd. Local and global types of ROSA are applied in this article.

3.1. Local ROSA

The partial derivative δPf/δµxi with respect to the mean value µ of the input variable Xi presents a
classical measure of change in Pf (see, e.g., [28–32]). The derivative-based approach has the advantage
of being very efficient in terms of the computation time. There are two main disadvantages of using
the derivative as an indicator of sensitivity.

The first disadvantage is that the derivative measures only change at the point (local SA) where it
is numerically realized. If the algorithms on the computer are of the “black-box” type, then only a
numerical evaluation of the derivative is possible. The second disadvantage is that a large absolute
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value of the derivative does not necessarily mean a large influence of the input on the output if the
distribution range of the input variable is small compared to other variables.

A better proportional degree of sensitivity is obtained when the derivative is multiplied by the
standard deviation σXi of the input variable.

Di =
∂P f

∂µXi

σXi (9)

The advantage of using Equation (9) is the inclusion of σXi and the possibility of introducing a
correlation between the input random variables. A limitation of the derivative-based approach occurs
when the analysed variable is of an unknown linearity.

Regarding quantiles, the use of partial derivatives as an indicator of sensitivity analogously
to Equation (9) is not offered. For example, for the additive model X1 + X2, the derivative of the
quantile with respect to the mean value is always equal to one. Conversely, in non-additive models,
the derivative of the quantile with respect to the mean value may give very high or low values, and thus,
the derivative of the quantile does not appear to be a useful measure of sensitivity.

3.2. Global ROSA

Global ROSA can be computed using Fort contrast indices [25], which implicitly depend on
parameters associated with the probability distribution. In engineering applications, it is primarily the
probability Pf [33,34], the design quantiles Fd and Rd [35], or the median [36].

Sensitivity indices subordinated to contrasts associated with probability (in short, contrast Pf
indices) are based on quadratic-type contrast functions [25]. However, contrast Pf indices can be
defined more easily based on the probability of failure and the conditional probabilities of failure [19].
A formula that does not require the evaluation of contrast functions can be used for practical
computation. For practical use, the first-order probability contrast index Ci can be rewritten in the
form of [19]

Ci =
P f

(
1− P f

)
− E

((
P f |Xi

)(
1− P f |Xi

))

P f
(
1− P f

) . (10)

The sensitivity index Ci measures, on average, the effect of fixing Xi on Pf, where Pf = P(Z < 0)
is the failure probability and Pf|Xi = P((Z|Xi) < 0) is the conditional failure probability. The mean
value E[·] is taken over Xi. In Equation (10), the term Pf(1 − Pf) is derived for probability estimator
θ* = Argmin ψ(θ) = Pf from the minimum of contrast min

θ
ψ(θ):

min
θ
ψ(θ) = min

θ
E(ψ(Z,θ)) = min

θ
E(1Z<0 − θ)2 = V(1Z<0) = P f

(
1− P f

)
, (11)

where V (1Z<0) is the variance in the case where there are only two outcomes of 0 and 1, with one
having a probability of Pf. The largest variance occurs if Pf = 0.5, with each outcome given an equal
chance. The contrast function ψ(θ) = E(1Z<0 − θ)2 vs. θ is convex and symmetrical in the interval
across the vertical axis θ*. The plot of Pf(1 − Pf) vs. Pf is a concave function with left-right symmetry.
The contrast for conditional probability is expressed in a similar manner as (Pf|Xi)(1 − Pf|Xi).

The second-order sensitivity index Cij is computed similarly:

Ci j =
P f

(
1− P f

)
− E

((
P f

∣∣∣Xi, X j
)(

1− P f
∣∣∣Xi, X j

))

P f
(
1− P f

) −Ci −C j, (12)
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where Pf|Xi,Xj = P((Z|Xi,Xj) < 0) is the conditional failure probability for fixed Xi and Xj. E[·] is taken
over Xi and Xj. The index Cij measures the joint effect of Xi and Xj on Pf minus the first-order effects of
the same factors. The third-order sensitivity index Cijk is computed similarly:

Ci jk =
P f

(
1− P f

)
− E

((
P f

∣∣∣Xi, X j, Xk
)(

1− P f
∣∣∣Xi, X j, Xk

))

P f
(
1− P f

) −Ci −C j −Ck −Ci j −Cik −C jk, (13)

where Pf|Xi,Xj,Xk = P((Z|Xi,Xj,Xk) < 0) is the conditional failure probability for fixed triples Xi, Xj,
and Xk. The other indices are computed analogously. All input random variables are considered
statistically independent. The sum of all indices must be equal to one:

∑

i

Ci +
∑

i

∑

j>i

Ci j +
∑

i

∑

j>i

∑

k> j

Ci jk + . . .+ C123...M = 1. (14)

Contrast Pf indices can also be derived by rewriting Sobol indices in the context of ROSA [21].
Estimating all sensitivity indices in Equation (14) can be highly computationally challenging and
difficult to evaluate. For a large number of input variables, it may be better to analyse the effects of
input variables using the total effect index (in short, the total index) CTi.

CTi = 1−
P f

(
1− P f

)
− E

((
P f |X∼i

)(
1− P f |X∼i

))

P f
(
1− P f

) (15)

Pf|X~i = P((Z|X~i) < 0) is the conditional failure probability evaluated for a input random variable
Xi and fixed variables (X1, X2, . . . , Xi–1, Xi+1, . . . , XM). The total index CTi measures the contribution
of input variable Xi, including all of the effects caused by its interactions, of any order, with any other
input variable. The total index CTi can also be computed if all sensitivity indices in Equation (14) are
computed. For example, CT1 for M = 3 can be written as CT1 = C1 + C12 + C13 + C123.

The structural reliability can also be assessed using design quantiles (see, e.g., [37]). Sensitivity
indices subordinated to contrasts associated with the α-quantile [25] (in short, contrast Q indices) are
based on contrast functions of the linear type. The contrast function ψ associated with the α-quantile
can be written with parameter θ as [25]

ψ(θ) = E(ψ(Y,θ)) = E((Y − θ)(α− 1Y<θ)), (16)

where Y is scalar (here, F or R). Equation (16) reaches the minimum if the argument θ is the α-quantile
estimator θ* (here, Fd or Rd). The plot of contrast function ψ(θ) vs. θ is convex and, with some
exceptions, asymmetric.

Equation (16) is not quadratic like the contrast associated with Pf, because the distance (Y − θ) is
considered linear. The first-order contrast Q index is defined, on the basis of Equation (16), as

Qi =
min
θ
ψ(θ) − E

(
minE
θ

(ψ(Y,θ)|Xi )
)

min
θ
ψ(θ)

, (17)

where the first term in the numerator (and denominator) is the contrast computed for the estimator of
α-quantile θ* = Argmin ψ(θ). The second term in the numerator is computed analogously, but with
the provision that Xi is fixed. E[·] is taken over Xi.
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The second-order α-quantile contrast index Qij is computed analogously, but with the fixing of
pairs Xi and Xj:

Qi j =
min
θ
ψ(θ) − E

(
minE
θ

(
ψ(Y,θ)

∣∣∣Xi, X j
))

min
θ
ψ(θ)

−Qi −Q j. (18)

The third-order sensitivity index Qijk is computed similarly:

Qi jk =
min
θ
ψ(θ) − E

(
minE
θ

(
ψ(Y,θ)

∣∣∣Xi, X j, Xk
))

min
θ
ψ(θ)

−Qi −Q j −Qk −Qi j −Qik −Q jk. (19)

All input random variables are considered statistically independent. The sum of all indices must
be equal to one: ∑

i

Qi +
∑

i

∑

j>i

Qi j +
∑

i

∑

j>i

∑

k> j

Qi jk + . . .+ Q123...M = 1. (20)

The total index QTi can be written analogously to Equation (15) as:

QTi = 1−
min
θ
ψ(θ) − E

(
minE
θ

(ψ(Y,θ)|X∼i )
)

min
θ
ψ(θ)

, (21)

where the second term in the numerator contains the conditional contrast evaluated for input random
variable Xi and fixed variables (X1, X2, . . . , Xi–1, Xi+1, . . . , XM). Equation (21) is analogous to
Equation (15), but for the quantile.

3.3. Specific Properties of Contrasts Associated with Quantiles

Can contrast indices Q be estimated more easily, without having to evaluate the contrast function
from Equation (16)? Let us study Equation (16) using a simple case study, where Y has a Gaussian pdf:

φ(y, µ, σ) =
1

σ
√

2π
e−

(y−µ)2
2σ . (22)

Figure 1 depicts an example of the evaluation of the contrast function for the 0.4-quantile of the
normalized Gaussian pdf—Y ~ N(0, 1)—where the 0.4-quantile is θ* ≈ −0.253. The estimation of
contrast functionψ(θ*) is based on the dichotomy of the pdf into two parts, separated by the α-quantile.
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Figure 1. Example of the evaluation of Equation (16) for the 0.4-quantile of the Gaussian pdf.

The value of the contrast function in Equation (16) is ψ(−0.253) = E((Y − (−0.253))(0.4−1Y<−0.253))
= 0.386, where the weight 0.6 favors the minority population over the 0.4-quantile and the weight
0.4 puts the majority population after the 0.4-quantile at a disadvantage. In this specific example, it can
be observed that the function ψ(θ*) vs. θ* has an N(0, 1) course and therefore, ψ(−0.253) = φ(−0.253,
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0, 1) = 0.386. In the case of the general Gaussian pdf Y ~ N(µ, σ2), function ψ(θ*) can be written in a
specific form:

ψ(θ∗) = σ2 ·φ(θ∗, µ, σ) =
σ√
2π

e−
(θ∗−µ)2

2σ . (23)

Equation (23) can only be used for estimates of contrast Q indices if Y has a Gaussian pdf;
otherwise, Equation (23) has the form of an approximate relation. Another form of the sensitivity
indices in Equation (20) derived from Equation (23) would be very practical; however, the conditional
Gaussian pdf of Y, Gaussian pdf of Y|Xi, etc., makes the use of Equation (23) problematic in black box
tasks, where skewness and kurtosis can have non-Gaussian values.

Due to the left-right symmetry of the Gaussian pdf in Figure 1, the same contrast function value
can be obtained for the 0.6-quantile (see Figure 2).
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The following approach is more powerful. The value of contrast function ψ(θ*) can be expressed
using the centers of gravity of the green and yellow areas (see Figure 3).
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In the specific case of Y ~ N(0, 1), the dependence between l and θ* is a hyperbola l2 − (θ*)2 ≈ 1.62

with asymptotes l = ±θ* (see Figure 4). In a more general case of Y ~ N(µ, σ2), the dependence between
l and θ* is a hyperbola l2 − (θ* − µ)2 ≈ σ2·1.62 with asymptotes l = ±(θ* − µ). The intersection of
two asymptotes is at the center of symmetry of the hyperbola, which is the mean value µ = E(Y).
The skewness and kurtosis (departure from the Gaussian pdf) lead to asymmetric and symmetric
deviations from this hyperbola, but asymptotes of such a curve remain l = ±(θ* − µ). Figure 4 illustrates
an example with the so-called Hermite pdf with a mean value of 0, standard deviation of 1, skewness of
0.9, and kurtosis of 2.9. Although deviations from the hyperbola are significant around the mean value,
the dependence l vs. θ* approaches the asymptotes l = ±(θ* − µ) in the regions of design quantiles
(see Figure 4b). The observation can be generalized to any pdf or histogram of Y.
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Figure 4. Plot of parameter l and function ψ(θ*) vs. the α-quantile θ*: (a) The Gaussian and
non-Gaussian pdf; (b) The same asymptotes of hyperbolic and non-hyperbolic function.

For any pdf of f (y) of Y, an alternative form of the contrast function to Equation (16) can be derived
in a new form:

ψ(θ∗) = l · α · (1− α), (24)

where l is the distance of the centers of gravity of the two areas before and after the α-quantile (see the
example in Figure 3). Sensitivity indices reflect change around the α-quantile estimator θ* using l
while α is constant. Equation (24) is general for any pdf and offers new possibilities for evaluating
contrast via l.

l =

∞∫

θ∗

y · f (y)dy−
θ∗∫

−∞
y · f (y)dy (25)

In general, SSA is relevant to the mean value of Y, while the SA of the quantile (QSA) is relevant
to the α-quantile of Y. However, in many cases, there is a strong similarity between the conclusions of
QSA and SSA if all or at least the total sensitivity indices are examined. It can be shown in a simple
example of Y = X1 + X2 that corr(Q(Y|Xi), E(Y|Xi)) ≈ 1, where Q(Y|Xi) is the conditional α-quantile
and E(Y|Xi) is the conditional mean value. Changing Xi causes synchronous changes in the α-quantile
Q(Y|Xi) and mean value E(Y|Xi).

Although contrasts are of a different type, similarities between the results of QSA and SSA
have been observed in the task of SA of the resistance of a building load-bearing element [35].
Other numerical illustrations of contrast Q indices are presented in [38,39].

4. Case Study of the Ultimate Limit State

Probability-based reliability analysis considers a stochastic model of an ultimate limit state of a
bar under tension (see Figure 5a). The structural member is safe when the sum of loads is less than the
relevant resistance.

168



Symmetry 2020, 12, 1720

Symmetry 2020, 12, x FOR PEER REVIEW 8 of 20 

 

In general, SSA is relevant to the mean value of Y, while the SA of the quantile (QSA) is relevant 

to the α-quantile of Y. However, in many cases, there is a strong similarity between the conclusions 

of QSA and SSA if all or at least the total sensitivity indices are examined. It can be shown in a simple 

example of Y = X1 + X2 that corr(Q(Y|Xi), E(Y|Xi)) ≈ 1, where Q(Y|Xi) is the conditional α-quantile 

and E(Y|Xi) is the conditional mean value. Changing Xi causes synchronous changes in the α-quantile 

Q(Y|Xi) and mean value E(Y|Xi). 

Although contrasts are of a different type, similarities between the results of QSA and SSA have 

been observed in the task of SA of the resistance of a building load-bearing element [35]. Other 

numerical illustrations of contrast Q indices are presented in [38,39]. 

4. Case Study of the Ultimate Limit State 

Probability-based reliability analysis considers a stochastic model of an ultimate limit state of a 

bar under tension (see Figure 5a). The structural member is safe when the sum of loads is less than 

the relevant resistance. 

 
 

(a) (b) 

Figure 5. Static model: (a) Bar under tension and (b) probability density functions of R, F1, and F2 for 

μp = 0. 

The bar is loaded by two statistically independent forces F1 and F2, both of which have a 

Gaussian pdf (see Figure 5b and Table 1). Parameter μP changes the mean value of the axial load of 

the bar, while the standard deviation of F is constant. The resulting force F = F1 + F2 has a Gaussian 

pdf with a mean value of F =
1F  + 

2F = 309.56 kN + μP and standard deviation F = ( 2
1F + 2

2F )0.5 = 

33.94 kN. 

Table 1. The input random variables on the load action side. 

Characteristic Index Symbol 
Mean Value 

μ (kN) 
Standard Deviation σ 

Load Action 1 F1 241.4 + 0.5·μP 24.14 kN 

Load Action 2 F2 68.16 + 0.5·μP 23.86 kN 

The stochastic computational model for the evaluation of the static resistance R is a function of 

three statistically independent random variables: The yield strength fy; plate thickness t; and plate 

width b [40]: 

btfR y  , (26) 

Figure 5. Static model: (a) Bar under tension and (b) probability density functions of R, F1, and F2 for
µp = 0.

The bar is loaded by two statistically independent forces F1 and F2, both of which have a Gaussian
pdf (see Figure 5b and Table 1). Parameter µP changes the mean value of the axial load of the bar,
while the standard deviation of F is constant. The resulting force F = F1 + F2 has a Gaussian pdf with a
mean value of µF = µF1 + µF2 = 309.56 kN + µP and standard deviation σF = (σ2

F1
+ σ2

F2
)0.5 = 33.94 kN.

Table 1. The input random variables on the load action side.

Characteristic Index Symbol Mean Value
µ (kN) Standard Deviation σ

Load Action 1 F1 241.4 + 0.5·µP 24.14 kN
Load Action 2 F2 68.16 + 0.5·µP 23.86 kN

The stochastic computational model for the evaluation of the static resistance R is a function of
three statistically independent random variables: The yield strength fy; plate thickness t; and plate
width b [40]:

R = fy · t · b, (26)

where t·b is the cross-sectional area. The resistance R is a function of material and geometric
characteristics fy, t, and b, whose random variabilities are considered according to the results of
experimental research [41,42]. Random variables fy, t, and b are statistically independent and are
introduced with Gaussian pdfs (see Table 2).

Table 2. The input random variables on the resistance side.

Characteristic Index Symbol Mean Value µ Standard Deviation σ

Yield strength 3 fy 412.68 MPa 27.941 MPa
Thickness 4 t 10 mm 0.46 mm

Width 5 b 100 mm 1 mm

The arithmetic mean µR, standard deviation σR, and standard skewness aR of resistance R can be
expressed using equations (see [40]), based on arithmetic means µfy, µt, and µb and standard deviations
σfy, σt, and σb presented in Table 2.
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The mean value of R can be written as

µR = µ f y · µt · µb. (27)

The standard deviation of R can be written as

σR =

√
µ2

f y ·
(
µ2

t · σ2
b + σ2

t ·
(
µ2

b + σ2
b

))
+ µ2

t · σ2
f y ·

(
µ2

b + σ2
b

)
+ σ2

f y · σ2
t ·

(
µ2

b + σ2
b

)
. (28)

The standard skewness of R can be written as

aR = 6 · µR

σ3
R

·
(
µ2

f y · σ2
t · σ2

b + σ2
f y · µ2

t · σ2
b + σ2

f y · σ2
t · µ2

b + 4 · σ2
f y · σ2

t · σ2
b

)
. (29)

For example, for input random variables from Table 2, we can write µR = 412.68 kN, σR = 34.057 kN,
and aR = 0.111.

Goodness-of-fit and comparison tests [40] have shown that probabilities down to 1 × 10−19 are
estimated relatively accurately using the approximation of probability density R by a three-parameter
lognormal pdf with parameters µR, σR, and aR. This approximation is also suitable when one variable
in Equation (26) is fixed. Fixing two variables leads to R with a Gaussian pdf with parameters µR
and σR.

In SA, the failure probability P f = P(Z < 0) = P(R < F) can be computed using distributions
F (Gaussian) and R (three-parameter lognormal or Gaussian) as the integral:

P f =

∞∫

−∞
ΦR(y)ϕF(y)dy, (30)

where ϕF(y) is the pdf of load action, ΦR(y) is the distribution function of resistance, and y denotes
a general point of the force (the observed variable) with the unit of Newton. The integration in
Equation (30) is performed in the case study numerically using Simpson’s rule, with more than ten
thousand integration steps over the interval [µZ − 10σZ, µZ + 10σZ].

5. Computation of Sensitivity Indices

The aim of SA in the presented case study is to assess the influence of input quantities F1, F2, fy, t,
and b on the failure probability Pf or design quantiles Fd and Rd.

The numerical parameter of the case study is µP, which changes with the step ∆µP = 10 kN.
Although µP is the computation parameter, sensitivity indices are preferably plotted, depending on
Pf, because Pf has a clear relevance to reliability. The transformation of µP to Pf is expressed using
Equation (30) (see Figure 6a).
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In practice, the procedure is as follows: The value of µP is selected, the sensitivity indices and Pf
are computed, and the indices vs. Pf are then plotted. If the design quantiles are the key quantities
of interest, then the dependency between Pf and the probabilities of the design quantiles can be
considered, according to Figure 6b.

In Figure 6b, the probability of design quantiles Fd and Rd is considered under the condition Fd = Rd
in Equation (7) and σF = σR. Perfect biaxial symmetry of the curves in Figure 6b is only observed
for perfect σF = σR; otherwise, the curve of the variable with the smaller standard deviation has a
steeper slope. In the case study, for β = 3.8 (Pf = 7.2 × 10−5), P(F < Fd) = 0.9963, and P(R < Rd) = 0.0036,
where Fd = Rd = 321.01 kN (µF = 229.97 kN, µR = 412.68 kN, and σF = 33.94 kN ≈ σR = 34.057 kN).

5.1. Local ROSA—Sensitivity Indices Based on Derivatives

Figure 7a shows the partial derivatives of Pf with respect to the mean values µxi. Although the
partial derivative of Pf with respect to µt has the greatest value, t is not the most influential input
variable in terms of the absolute change of Pf due to the uncertainty (variance) of the input variable
t. A better measure of sensitivity is obtained by multiplying the partial derivatives by the standard
deviations of the respective input variables (see Figure 7b). Ranking according to Di gives the sensitivity
ranking of input variables as fy, F1, F2, t, and b.
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The plots in Figure 7 are approximately symmetrical about the vertical axis, but not perfectly
symmetrical. The small amount of asymmetry is due to the small skewness of resistance R in Equation
(1) (see Equation (29)). Perfect symmetry of the curves would occur if F and R had zero skewness
(symmetric pdfs of both F and R).

A small amount of asymmetry is graphically visible upon mirroring the solid curves to the
dashed curves (see Figure 8). The dashed curves are artificial, showing the left-right asymmetry of the
solid curves.Symmetry 2020, 12, x FOR PEER REVIEW 11 of 20 
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In Figure 8a, the dashed curves are lower than the solid curves on the left side of the graph. On the
right side of the graph, the opposite is true. The same is observed in Figure 8b. A small amount of
asymmetry occurs due to the small positive skewness of R. If R had a (theoretically) negative skewness,
then the dashed curves would be higher than the solid curves on the left sides of each graph, and the
opposite would be true on the right sides of the graphs.

5.2. Global ROSA—Contrast Pf Indices

For the case study, contrast Pf indices are depicted in Figures 9–13. All contrast Pf indices were
computed numerically using Equation (30) for the interval Pf ∈ [9.35 × 10−8, 1–1.51 × 10−8].
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In the interval Pf ∈[0.1, 0.9], the plot of Ci is a concave function with approximately left-right
symmetry. The sum of indices C1 + C2 is the same as what would have been obtained had we
introduced only one random variable for F with a Gaussian pdf with a mean value of µF = 309.56 kN
+µP and standard deviation of σF = 33.94 kN: C2 + C1 = CF. The sum of indices C3 + C4 + C5 is the
same as what would have been obtained had we introduced only one random variable for R with a
three-parameter lognormal pdf with parameters µR = 412.68 kN, σR = 34.057 kN, and aR = 0.111: C3 +

C4 + C5 = CR.
The slight asymmetry of the indices is of the same type as was described in the previous chapter for

indices Di. For example, for Pf = 0.3, indices C1, C2, and C12 (load action) have slightly smaller values
and indices C3, C4, C5, C34, C35, C45, and C345 (resistance) have slightly higher values, compared to the
perfect symmetry. For the other indices, there is a mix of both influences.

In the interval Pf ∈[0.1, 0.9], the first-, fourth-, and fifth-order indices generally have higher values
than the second- and third-order indices.

In civil engineering, the target values of Pf for reliability classes RC1, RC2, and RC3 taken from [4]
are 8.5 × 10−6, 7.2 × 10−5, and 4.8 × 10−4 (also see [19]). Figure 11b shows the contribution of all 31
indices for target value Pf = 7.2× 10−5. First-order indices are represented minimally, where

∑
Si = 0.017.

On the contrary, the representation of higher-order indices is significant, especially those related to fy,
F1, and F2 (see Figure 11b).

In Figure 11, fy occurs in all significant parts of the graph, but the same is true for F1 or F2.
Determining the order of importance of input variables using 31 indices can be difficult. The use
of total indices CTi is more practical. Input variables are ranked based on CTi as fy, F1, F2, t, and b
(see Figure 12). This is the same ranking as was found using index Di (Figure 7b).

Figure 12b shows the total sensitivity indices for small Pf, which are relevant for the design of
building structures. Figure 13 shows the local extremes of some sensitivity indices in the interval of
small Pf. Interestingly, the sensitivity indices of small Pf have plots that are not obvious (cannot be
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extrapolated) from the plots in the interval Pf ∈ [0.1, 0.9]. Similar local extremes as in Figure 13 were
not observed for Di in Figure 7.

5.3. Global ROSA—Contrast Q Indices

In the case study, contrast Q indices were estimated using the Latin Hypercube Sampling (LHS)
method [43,44], according to the procedure in [35]. Indices Qi were estimated from Equation (17) using
double-nested-loop computation. In the outer loop, E[·] was computed using one thousand runs of the
LHS method. In the nested loop, conditional contrast values were computed using four million runs
of the LHS method. The unconditional contrast value in the denominator was computed using four
million runs of the LHS method. Higher-order indices were estimated similarly.

The target value Pf = 7.2 × 10−5 is considered according to [4]. In Equation (7), the design value
of resistance Rd is considered as the 0.0036-quantile and the design load value Fd is considered as
the 0.9963-quantile (see Figure 6). Sensitivity analysis is performed for R with a three-parameter
lognormal pdf when no or one variable in Equation (26) is fixed; otherwise, a Gaussian pdf is used in
the stochastic model.

It can be noted that standard design quantiles Fd = Rd = 321.01 kN computed using Equation (7)
consider F and R with a Gaussian pdf. However, the design resistance value computed using a
three-parameter lognormal pdf (stochastic model) is 325.00 kN. The small difference is because the
skewness aR = 0.111 was neglected in Equation (7).

The SA results of the 0.9963-quantile of F are depicted in Figure 14a. Input random variables for
F are considered according to Table 1, where the value of µP for Pf = 7.2 × 10−5 is µP = −79.592 kN.
Input random variables for R are considered according to Table 2. The results of SA of the 0.0036-quantile
of R are depicted in Figure 14b.
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Figure 14. Contrast Q indices: (a) 0.9963-quantile of F and (b) 0.0036-quantile of R.

By computing total indices QT1 = 0.71, QT2 = 0.70 and QT3 = 0.86, QT4 = 0.59, and QT5 = 0.13,
the order of importance of input variables can be determined as F1 and F2 and fy, t, and b. Variables F
and R have the same weight in Equation (2) and therefore, the order of importance of all five input
variables can be determined as fy, F1, F2, t, and b, based on the estimates of all QTi.

This is a typical example of how the ranking of input parameters based on total indices can give
reliable results. The results are satisfactory, although ROSA is not evaluated directly using Pf; it is
“only” based on the SA of design quantiles Rd and Fd.

In the presented study, the results for other values of the α-quantile are the same as in Figure 14.
In practice, this means that the change in µP (generally a change in µF) is not reflected in the results of
contrast Q indices.
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6. New Sensitivity Indices of Small and Large Design Quantiles

6.1. The Asymptotic Form of Contrast Q Indices for Small and Large Quantiles

For small and large (design) quantiles, contrast Q indices can be rewritten using Equation (24)
and the asymptotes of hyperbolic functions described in Chapter 3.3. The first-order contrast Q index
can be rewritten as

Qi =
l · α · (1− α) − E((l|Xi ) · α · (1− α))

l · α · (1− α) =
l− E(l|Xi )

l
. (31)

By substituting the hyperbolic function l2 − (θ* − µ)2 = σ2·l20 for l, we can obtain an approximate
relation for Qi:

Qi ≈

√
V(Y) · l0 + (Q(Y) − E(Y))2 − E

(√
V(Y|Xi ) · (l0|Xi ) + (Q(Y|Xi ) − E(Y|Xi ))

2
)

√
V(Y) · l0 + (Q(Y) − E(Y))2

, (32)

where Q(Y) = θ*, E(Y) = µ, and V(Y) = σ2. The non-dimensional parameter l0 can be calculated from
Equation (25) as l0 = l2/σ2 at the point θ* = µ. However, the precise value of l0 is not important if
|Q(Y)-E(Y)| is large and l0 does not affect the asymptotes. By substituting the hyperbolic functions with
their asymptotes, Equation (31) can be simplified as

Qi =
l− E(l|Xi )

l
≈

∣∣∣Q(Y) − E(Y)
∣∣∣− E

(∣∣∣Q(Y|Xi ) − E(Y|Xi )
∣∣∣
)

∣∣∣Q(Y) − E(Y)
∣∣∣

. (33)

Using asymptotes, the index is independent of variance and l0. The second-order probability Q
index can be rewritten analogously:

Qi j ≈
∣∣∣Q(Y) − E(Y)

∣∣∣− E
(∣∣∣∣Q

(
Y
∣∣∣Xi, X j

)
− E

(
Y
∣∣∣Xi, X j

)∣∣∣∣
)

∣∣∣Q(Y) − E(Y)
∣∣∣

−Qi −Q j. (34)

The third-order probability Q index can be rewritten analogously:

Qi jk ≈
∣∣∣Q(Y) − E(Y)

∣∣∣− E
(∣∣∣∣Q

(
Y
∣∣∣Xi, X j , Xk

)
− E

(
Y
∣∣∣Xi, X j, Xk

)∣∣∣∣
)

∣∣∣Q(Y) − E(Y)
∣∣∣

−Qi −Q j −Qk −Qi j −Qik −Q jk (35)

Equations (33)–(35) represent an asymptotic form of contrast Q indices that can be used for SAs of
low and high quantiles. Higher-order contrast Q indices can be rewritten analogously. The sum of all
indices thus estimated is equal to one.

In civil engineering, the design quantile of resistance tends to be less than the 0.01-quantile and
the design quantile of resistance tends to be greater than the 0.99-quantile [4]. The asymptotic form
of contrast Q indices reveals the degree of sensitivity as the distance between the quantile and the
average value.

In the case study presented here, the use of Equation (33)–(35) leads to practically the same results
as shown in Figure 14b, but only when low and high quantiles are analysed; otherwise, the formulas
cannot be used. The computation of indices eliminates the repeated evaluation of contrast functions in
the second loop.
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6.2. New Quantile-Oriented Sensitivity Indices for Small and Large Quantiles: QE Indices

In Equation (33) to (35), replacing the absolute values with squares (Q(Y) − E(Y))2, (Q(Y|Xi) −
E(Y|Xi))2, etc., leads to new sensitivity indices, which we denote as QE indices. The new first-order
quantile-oriented index is defined as

Ki =
(Q(Y) − E(Y))2 − E

(
(Q(Y|Xi ) − E(Y|Xi ))

2
)

(Q(Y) − E(Y))2 . (36)

The new second-order QE index is defined as

Ki j =
(Q(Y) − E(Y))2 − E

((
Q
(
Y
∣∣∣Xi, X j

)
− E

(
Y
∣∣∣Xi, X j

))2
)

(Q(Y) − E(Y))2 −Ki −K j. (37)

The new third-order QE index is defined as

Ki jk = 1−
E
((

Q
(
Y
∣∣∣Xi, X j , Xk

)
− E

(
Y
∣∣∣Xi, X j, Xk

))2
)

(Q(Y) − E(Y))2 −Ki −K j −Kk −Ki j −Kik −K jk. (38)

Sensitivity indices Ki, Kij, and Kijk were formulated via analogies to Equations (33)–(35) and
were tested by numerical experiments using linear and non-linear Y functions and LHS simulations.
Only low and high quantiles can be studied. The sum of the indices of all orders was equal to one in all
cases. The total index KTi can be formulated analogously to Equation (21).

The new sensitivity indices can be explained using an analogy to Sobol sensitivity indices.
The classical Sobol’s first-order sensitivity index has the form

Si =
V(Y) − E(V(Y|Xi ))

V(Y)
. (39)

Equation (36) can be interpreted using Equation (39). The key idea is to introduce l2 as a variance.
Equation (36) can be rewritten analogously to Equation (39) in the form

Ki =
l2 − E

(
(l|Xi )

2
)

l2
, (40)

where l is the standard deviation of the “artificial” two-point probability mass function (pmf) having
left-right symmetry around quantile Q(Y) (see Figure 15). Half of the population is mirrored behind
the quantile Q(Y) and replaced by a dot on each side of Q(Y). In SA, only low and high quantiles of Y
can be analysed, indicating high l and low σY in unconditional and conditional pdfs.
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Let µP = −79.592 kN (Pf = 7.2 × 10−5). In the case study, QE indices were obtained on the load
action side as K1 = 0.50, K2 = 0.49, and K12 = 0.01 and on the resistance side as K3 = 0.65, K4 = 0.25,
K5 = 0.01, K34 = 0.08, K35 = 0.00, K35 = 0.00, and K345 = 0.01 (see Figure 16). By computing the total
indices QT1 = 0.51, QT2 = 0.50 and QT3 = 0.74, QT4 = 0.34, and QT5 = 0.02, the order of importance of
input variables can be determined as F1 and F2 and fy, t, and b. The sensitivity ranking based on all
five QTi is fy, F1, F2, t, and b.
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7. Discussion

In the case study, input variables were listed in decreasing order of sensitivity as fy, F1, F2, t, and b.
Although the values of sensitivity indices of the different ROSA types vary, each ROSA gives the same
sensitivity ranking:

• QT3 = 0.86 > QT1 = 0.71 > QT2 = 0.70 > QT4 = 0.59 > QT5 = 0.13;
• CT3 = 0.92 < CT1 = 0.892 < CT2 = 0.887 < CT4 = 0.69 < CT5 = 0.16;
• |D3| = 1.64 × 10−4 > |D1| = 1.52 × 10−4 > |D2| = 1.50 × 10−4 > |D4| = 1.02 × 10−4 > |D5| = 0.21 × 10−4;
• KT3 = 0.74 > KT1 = 0.51 > KT2 = 0.50 > KT4 = 0.34 > KT5 = 0.02.

These results were obtained for Pf = 7.2× 10−5 and the corresponding design quantiles (see previous
sections). Contrast Q and Pf indices of higher-orders have a significant share in both types of ROSA;
therefore, key information is provided by total indices. Regarding the sensitivity ranking, the total
indices of design quantiles are a good proxy of the total indices of Pf. However, the result cannot be
generalized beyond the Gaussian (or approximately Gaussian) design reliability conditions.

The proposed SA concept is applicable in tasks where the reliability can be assessed by comparing
two α-quantiles of two statistically independent variables analogous to R and F (see Equation (2)).
The pdfs of R and F should be close to Gaussian (see Equation (8)), with condition σF ≈ σR. Then, ROSA
can be effectively evaluated using the SA of design quantiles Rd and Fd, without having to analyse
either Pf or the interactions between R and F. This is advantageous because estimates of contrast Q
indices are usually numerically easier than estimates of contrast Pf indices, especially for small values
of Pf.

For inequalities σF , σR, the total indices of design quantiles should be corrected using weights
based on the sensitivity factors αF and αR from Equation (6). For example, if σF→ 0, then αF→ 0 and
αR→ 1. When the influence of input variables on the load action side approaches zero, the reliability is
only influenced by the variables on the resistance side. In the presented case study, the corrections
of QTi indices are as follows: αF·QT1, αF·QT2, αR·QT3, αR·QT4, and αR·QT5. The correction of indices
KTi can be performed similarly. If σF = σR, corrections are not necessary because αF = αF = 0.7071.
Initial studies have shown the rationality of this approach; however, further analysis is necessary.
Corrections of indices CTi are not performed. If σF → 0, then CTi of the variables on the load action
side approaches zero naturally. If an extreme value distribution is used, such as a Gumbel or Weibull
pdf [45,46], then the proposed concept cannot be used.
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Contrast Q indices are based on measuring the fluctuations around the quantile, which is the
distance l between the average value of the population before and after the quantile (see Figure 3).
For low and high quantiles, contrast Q indices can be rewritten using asymptotes l = ±θ* of hyperbolic
functions (see Figure 4). Although contrast Q indices do not have an analogy to the variance
decomposition offered by Sobol’s indices through the Hoeffding theorem, studies of contrasts in
applications [35,36] show some similarities between contrast Q indices and Sobol’s indices. The new
QE indices and Sobol’s indices have formulas based on the squares of the distances from the average
value and therefore, their comparison may be interesting in further work.

It can be noted that QE indices Ki, Kij, and Kijk give significant values of first-order indices Ki
(compared to Qi) and relatively small values of higher-order indices, which is also a property observed
in Sobol’s indices in the case study [35]. QE indices are based on quadratic measures of sensitivity like
Sobol, but associated with quantiles. This domain deserves much more work in order to make QE
indices a useful and practical tool.

All of the presented techniques are appropriate for SA of the stochastic model type considered
in this article. For a general model, an important criterion is also the ease with which the SA can
be performed. The most fundamental aspect of sensitivity techniques is local SA based on partial
derivatives for computing the rate of change in Pf with respect to a given input parameter. Although
the sensitivity ranking determined on the basis of Di is the same as from CTi, QTi, or KTi, this conclusion
cannot be generalized, and Di is not suitable for application in every task. The one-at-a-time techniques
are only valid for small variabilities in parameter values or linear computation models; otherwise,
the partials must be recalculated for each change in the base-case scenario. In contrast, contrast-based
SA does not have these limitations because computational models can generally be non-linear and
sensitivity indices take into account the variability of inputs throughout their distribution range and
provide interaction effects between different input variables.

The results of ROSA can be compared with traditional SA techniques, such as the correlation
between input Xi and output Z. Spearman’s rank correlation coefficients are computed using one
million LHS runs as corr(X1, Z) = −0.49, corr(X2, Z) = −0.48, corr(X3, Z) = 0.56, corr(X4, Z) = 0.38,
and corr(X5, Z) = 0.08. The second traditional SA technique is SSA. Sobol’s first-order indices Si are
computed according to Equation (39), using double-nested-loop computation [35], whereas the inner
loop has four million runs and the outer loop ten thousand runs. The model output is Z. The values of
Si are S1 = 0.25, S2 = 0.24, S3 = 0.34, S4 = 0.16, and S5 = 0.01. Sobol’s higher-order sensitivity indices are
negligible. Both the correlation and SSA give the same sensitivity ranking as ROSA: fy, F1, F2, t, and b.
The case study shows that the normalization of the newly proposed indices KTi leads to the classical Si,
i.e., KTi/2.11 ≈ Si. Although correlations and Sobol’s indices are commonly used in SA of the limit states
of structures, neither is directly reliability-oriented [19]. Further analysis of the relationship between
the new QE indices and traditional Sobol indices is needed because it can provide new insights into
the use of SSA in reliability tasks.

The dominance of the yield strength is an important finding for static tensile tests of steel specimens
in the laboratory. In structural systems, the slender members under compression may be influenced
by other initial imperfections, such as bow and out-of-plumb imperfections [9,10]. In a general steel
structure, these imperfections can change the order of importance of the input random variables.

Symmetry is an important part of sensitivity indices and contrast functions (see, e.g., Equation (11) or
Equation (24)). Reliability P~f = (1 − Pf) or unreliability Pf leads to the same contrast Pf indices, because
Pf(1 − Pf) = P~f(1 − P~f). In the case study, the plots of the sensitivity indices were slightly asymmetric
due to the small values of skewness of R. The plots of sensitivity indices vs. Pf would be perfectly
symmetric in the case of a perfectly symmetric pdf of R and F, with zero skewness.

In the presented study, conclusions were made using SA subordinated to a contrast [25] and SA
based on partial derivatives of Pf and new types of QE indices. Other types of SA of Pf like [47] or
SA of the quantile [48] have not been studied. Numerous other types of sensitivity measures exist,
such as [49–59], and it cannot be expected that the conclusions would be confirmed using any sensitivity
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index. The advantage of SA subordinated to a contrast is the use of a single platform (contrast) for the
analysis of different parameters associated with a probability distribution.

8. Conclusions

This article has examined the relationships between the principles of semi-probabilistic reliability
assessment of building structures according to the EN1990 standard and reliability-oriented sensitivity
analysis (ROSA). The probability distributions of load and resistance close to Gaussian have
been considered.

The article proposes new tools for performing ROSA. It has been shown that ROSA can be credibly
evaluated using total indices of quantiles of resistance and load action, without the need to study the
failure probability. ROSA of design quantiles gives the same sensitivity ranking as the two types of
ROSA oriented to failure probability. Although this conclusion has been established based on one case
study, the initial results suggest the possibility of using quantile-oriented ROSA in structural reliability
studies. It should be interesting to develop a general approach for determining how to combine the
various known indices, and in what order, in order to tackle a reliability task.

New quantile-oriented sensitivity indices denoted as QE indices have been formulated in the
article. The first study showed that the distance between the quantile and the average value can be a
very interesting measure of sensitivity, with the possibility of further development.

The apparent efforts to develop new types of sensitivity analyses show that the scientific
community is still looking for the right combination of computational methods to solve specific
problems. An important problem in structural reliability analysis is how to reduce the failure
probability. Research focused on design quantities complements the development of failure probability
estimation methods.

In engineering applications, the inclusion of quantile-oriented sensitivity analysis among the
tools for assessing the effects of input variables on reliability makes it possible to effectively reduce
the computational cost of sensitivity analysis of reliability with numerically demanding models.
An example is the sensitivity analysis of design quantiles of numerous load cases, where the design
quantile of the resistance of a structure only needs to be analysed once. It is worth noting that the
specification of which parameters constantly appear close to the top of the list with the order of
sensitivity is more important than the actual ranking. In practice, we can neglect the discrepancy
between rankings for less important variables because these variables have a minimal or no effect on
the reliability of structures.
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Abstract: The constantly rising number of limb stroke survivors and amputees has motivated
the development of intelligent prosthetic/rehabilitation devices for their arm function restoration.
The device often integrates a pattern recognition (PR) algorithm that decodes amputees’ limb
movement intent from electromyogram (EMG) signals, characterized by neural information and
symmetric distribution. However, the control performance of the prostheses mostly rely on the
interrelations among multiple dynamic factors of feature set, windowing parameters, and signal
conditioning that have rarely been jointly investigated to date. This study systematically investigated
the interaction effects of these dynamic factors on the performance of EMG-PR system towards
constructing optimal parameters for accurately robust movement intent decoding in the context of
prosthetic control. In this regard, the interaction effects of various features across window lengths
(50 ms~300 ms), increments (50 ms~125 ms), robustness to external interferences and sensor channels
(2 ch~6 ch), were examined using EMG signals obtained from twelve subjects through a symmetrical
movement elicitation protocol. Compared to single features, multiple features consistently achieved
minimum decoding error below 10% across optimal windowing parameters of 250 ms/100 ms.
Also, the multiple features showed high robustness to additive noise with obvious trade-offs
between accuracy and computation time. Consequently, our findings may provide proper insight
for appropriate parameter selection in the context of robust PR-based control strategy for intelligent
rehabilitation device.

Keywords: rehabilitation device; electromyogram; symmetry; window parameters; feature extraction;
pattern recognition

1. Introduction

Individuals with limb amputation or congenital limb deficits or stroke often have difficulty in
performing simple and complex daily life activities that involve the use of their upper extremity (UE).
They often depend on the healthy part of their body to compensate for a lost limb, which can greatly
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affect body posture and symmetry alignment. They also experience phantom limb sensation (which is
usually painful), fatigue, and depression among others, which can cause emotional and psychological
damage. In addition, majority of individuals with UE disability normally feel inferior or perhaps
rejected in the society because they can hardly cope with certain physical daily life activities [1–3].

Re-integrating this category of persons into the society would require the development of a smart
and intelligent rehabilitation robotic system [2–5]. Such intelligent robotic system normally incorporate
less computational control algorithms that operate on symmetric principle and attract low memory
and processor requirement, thus, aiding the realization of portable rehabilitation device that could be
worn by amputees to help restore their arm functions [3–6]. Notably, such symmetrical principle play
a significant role when it comes to the dynamics of controlling the prosthetic device during activities of
daily living [7]. At the forefront of this technology is the pattern recognition based prostheses that
seamlessly decode multiple patterns of targeted limb movements from measured bioelectrical data and
provide multiple degrees of freedom arm function in an intuitive fashion [1,3,4]. Typically, the pattern
recognition strategy involves extraction of highly informative feature sets from the measured surface
electromyogram (sEMG) data, which are applied to a machine learning model for limb movement
intent decoding.

Afterwards, the deciphered movement intents are coded into control commands that drives
the intelligently smart prostheses in a way similar to the natural human arm [6–10]. The pattern
recognition based control strategy consist of sequentially connected phases in which the machine
learning algorithm and feature extraction phases are well-thought-out as important with the latter
being the most significant. Hence, the feature extraction approach adopted would either potentially
improve or degrade the overall performance of device, and it has been proven by several previous
studies [5,11,12]. In other words, developing an intelligently smart pattern recognition based prostheses
would require the integration of appropriate feature extraction technique. Moreover, extracting features
from segmented sEMG data as against the entire length of measured data would expedite the response
rate of the prosthetic device in real-life applications, and the sliding window segmentation technique
has been widely employed due to its dense decision stream attribute [13]. Integral elements of the
sliding window segmentation scheme includes the window length and increment parameters, which
would normally influence the characteristics of the extracted feature set (in terms of stability and
accuracy) [12,13]. These parameters have direct impact on the extracted features and as well influence
the characteristics of the prostheses controller in terms of its delay, since the delay is a function of the
computation time associated with the extracted features [14,15]. Therefore, the overall effect of the
feature extraction scheme and windowing parameters should not be underestimated if the goal is
to realize an intelligently smart prostheses that would be clinically viable. Towards addressing the
above highlighted problem, Menon et al. examined the effect of sliding window segmentation on
classification accuracy using sEMG data measured from different groups of participants (able-bodied,
partial hand and transhumeral participants). They found that the impact of window length on
classification performance does not depend on the number of electrodes channels irrespective of the
participants group. It was also discovered that the window increment has no direct effect on the
classification accuracy regardless of the window length, number of electrode channels considered and
the amputation status of participants, [16]. Meanwhile, in the Englehart and Hudgins study, they
demonstrated the relationship between the analysis window length and classification error and it was
realized that the mean classification error increase with short window length [13]. Smith et al. in
their work investigated the relationship between window length, classification accuracy and controller
delay and their result showed that the choice of window length is an important factor that could,
either improve or degrade the performance of pattern recognition based prostheses control [14]. Other
researchers demonstrated that to realize acceptable accuracy with reasonable controller delay, window
lengths in the range of 100 ms~125 ms should be considered and that the controller delay in real-time
operation should be lower than 200 ms. Also, window lengths between the range of 100 ms~300 ms [12],
and 300 ms~400 ms [13] were previously recommended [17–21]. However, no singular study has
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considered investigating the interrelation effects amongst classification accuracy, computation time,
robustness to external noise, and number of electrode channels, across different window parameters
and multiple feature sets for EMG-Pattern recognition (EMG-PR) systems. In other words, it is unclear
how these multiple dynamic factors would influence movement intent decoding, which represent an
essential control input for intelligently smart EMG-PR based prostheses. Additionally, investigations
on the tradeoff amongst these factors across combinations of window parameters and feature sets
has seldom been considered particularly when using sEMG recordings from amputees for movement
intent decoding, thus, constituting a core research gap in the field of intelligently smart prostheses.

In this study, we systematically investigated the interrelations and impact of various windowing
parameters on a range of feature sets when applied to decode multiple-patterns of targeted limb
movement intents across amputees (who are the final users of the prosthetic device) and healthy
subjects. Afterwards, the performance evaluation of the extracted features were carried out with
respect to classification error, computation time, robustness to external noise and number of recording
channels, in the context of machine learning based EMG-PR movement intent classifier.

Interestingly, the experiment and analyses were conducted using sEMG data acquired from both
able-bodied-subjects, transradial, and transhumeral amputees, which would ensure the potential
application of the study outcomes in clinical and commercial settings. The main contributions of this
study are in three folds:

1. Towards providing a standard guideline that would aid the development of intelligently intuitive
and symmetric prosthesis for upper limb amputees, this study systematically investigated the
interrelations of multiple dynamic factors (windowing parameters, signal conditioning, and
feature sets) on the movement intent decoding performance of EMG-PR system based on Linear
Discriminant Analysis (LDA). It is worth noting that this issue has rarely been investigated
to date.

2. A framework for optimal feature set and windowing parameter (window length and increment)
construction in context of movement intent decoding was established. This enables the
identification of features with low computation and high discrimination capability alongside
their corresponding windowing parameters for both amputees and healthy subjects.

3. Further, the tradeoff between the decoding accuracy of a range of feature sets and their
computational complexity across a combination of window parameters was examined with the
aim of triggering positive development in the field of smart prosthetic control system and other
pattern recognition-based systems that focus on providing smart healthcare services.

In summary, the outcomes of this study are capable of providing researchers and developers
with proper insight on how to best select features and/or windowing parameters to achieve optimal
movement intent decoding in EMG pattern recognition systems. Furthermore, it may spur potential
advancement in smart prosthetic control system and other areas that employs pattern recognition
based concept for the provision of smart healthcare services [22–24].

2. Materials and Methods

The EMG-PR framework, adopted in this study, is shown in Figure 1. The process begins with the
acquisition of the EMG signals, followed by the preprocessing of the signals to remove motion artifacts
and power line interference. The resulting filtered EMG signal is segmented using a sliding analysis
window technique. This step is often recommended to improve the efficiency of the subsequent
processes which typical involves feature extraction and classification. Thereafter, each feature extraction
method, considered in this study, is extracted from the analysis window, and the classifier is employed
to decode the motion intent based on the extracted features.
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Figure 1. The block diagram of the electromyogram based pattern recognition control model.

2.1. Participant Information

In this study, a total of twelve subjects participated in the sEMG data measurement experiments.
Five out of the recruited participants are fully-limbed subjects also referred to as able-bodied subjects
while the remaining seven are arm amputees. Their ages range between 20~28 years and they all
right-hand dominated. For the seven amputees, five of them had transradial amputation while the
other two had transhumeral amputation. Prior to their inclusion in the study, their residual limbs were
carefully examined to ensure appropriate conformity with the study objectives. Firstly, their residual
limb muscles were carefully checked to ensure that they had no neuromuscular disorder. Secondly,
the amputees were asked to perform a number targeted limb movements in a random sequence during
which the myoelectric activities of their residual muscles were visualized, and afterwards certifies
as being okay. Meanwhile, the amputees all have unilateral amputation with three of them having
core experience in the usage of myoelectrically driven prostheses. Prior to the commencement of
this experiment, the subjects were made to understand the aim of study, and they all consented and
gave permission for the publication of their photographs/data for scientific purposes. Afterwards,
the study protocol was approved by the Shenzhen Institutes of Advanced Technology Institutional
Review Board, Chinese Academy of Sciences, China.

2.2. EMG Data Measurement

The commonly utilized sEMG data recording device known as Trigno wireless recording system
(Developed by Delsys Inc., a company based in Boston, MA, USA) was employed for the acquisition of
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the required sEMG signals. To determine the number of needed sEMG electrodes, we firstly examined
different electrode configurations that involved the placement of 4~8 sensors on the forearm region.
Afterwards, we realized that a total of six sensors would be sufficient to acquire high-quality recordings
from which multiple-patterns of targeted limb movements could be adequately decoded. Each of the
sensor contains 4 silver-bars that integrates three-axis accelerometer to capture arm dynamics and
mechanomyogram signals. Meanwhile, the six sensors were configured to measure only sEMG without
capturing the eighteen-channel mechanomyogram data, since we are only interested in analyzing
the participants’ limb movement intent from the sEMG signals. Although, there are other EMG
measurement devices, but we decided to use the Trigno wireless recording system because it easy to
use, it allows the recorded signals to be visualized in real-time which enables us to assess the signal
quality, and it has wireless capability, that does not constrain the subjects during the experiment.

Haven determined the electrode configurations, the placement of the sensors was preceded
by palpation of the remaining arm muscles in the amputee subjects to locate their belly and length
as indicated in previous studies [24,25]. Afterwards, the sensors were placed over the skin area
underlying the identified arm muscles in a symmetrical manner across both arms with the aid of
adhesive (Figure 2a). That is, two out of the six sEMG sensors were placed on the extensor and
flexor arm muscles while the remaining four sensors were positioned about 2–3 cm around the elbow
crease as shown in Figure 2a,b. Notably, the symmetrical concept adopted in placing the electrode
across both arms would enable the participant’s intact arm to guide the amputated arm in adequately
eliciting their movement intent during the experiment, which would lead to the recording of EMG
signals with high neural information for movement intent decoding (Figure 2a). Prior to the sensor
placement, the sensor sites mapped out on the participants’ skin surface were thoroughly wiped using
alcohol pads that takes off dry-dermis and skin-oil, which may affect the recorded signal’s quality.
For participants with unduly dry skin, the skin cells were extricated via tapping of the site with
medical tapes to guarantee good electrode-skin contact. After ensuring proper electrode placement
and good experimental condition, the subjects were presented with an audio prompt to guide them
in performing all the classes of targeted upper-limb movements in a sequential order that includes:
wrist movements (wrist flexion/extension/pronation/supination), hand movements (hand close/open)
as shown in Figure 2c.
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Figure 2. Pre-experimental settings showing the placement of surface EMG electrodes on the residual
limb of a representative amputee and healthy subject’s limb alongside the active limb movement classes
considered in the study. (a) Symmetrical placement of the wireless EMG signal sensors on the intact
and amputated arm muscles of a representative amputee, (b) EMG electrode placement on the forearm
of a representative healthy subject, (c) The classes of active targeted limb movements considered
in the study. Note that: HO, HC, WF, WE, WP, WS, denotes hand open, hand close, wrist flexion,
wrist extension, wrist pronation, and wrist supination, respectively.
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Following the audio prompt, the subjects were required to perform muscle contractions conforming
to the above described classes of targeted arm movements in which each movement was maintained
for 5 s. And a rest session of 5 s was introduced between two consecutive classes of active movements
to prevent the subjects from having fatigue. Meanwhile, each movement class got repeated five times,
leading to 25 s of active EMG signal recordings and 20 s of rest session per experimental trial.

2.3. Preprocessing of the Measure sEMG Data

The sEMG data were obtained during the experimental sessions at a sampling frequency of 1024
Hz, and then stored for further processing. The raw signals were firstly filtered using a 5th-Order
Butterworth band pass filter designed with frequency in the range of 20 Hz~500 Hz to enable the
extraction of useful components of the signals. Also, power line interferences were eliminated from
the filtered signal using 50 Hz notch filter. It should be noted that recorded sEMG signals for all the
subjects were preprocessed and analyzed offline using MATLAB version R2017b (Mathworks, Natick,
MA, USA) programming tool.

Considering each class of movement, the recorded myoelectric signal is made up of five trials.
With a careful observation, the signals were partitioned into contraction/non-contraction segments
for each class of targeted movement. To accomplish this task, signals from channels that have clear
muscular activities, with respect to the baseline, were visually chosen and combined to obtain an
average data stream, which would be needed in the subsequent stage. This process was realized based
on the onset and offset times of each muscular activity from a representative channel that is applied to
the signals of the other 5 channels.

2.4. Windowing Technique

The EMG data segmentation is one of the important processes used to improve the performance
and response time of EMG based pattern recognition control strategy and in this study, overlapping
window technique introduced by [13] was adopted to segment the EMG signal into different analysis
window. This technique is associated with windowing parameters (length and window increment),
where a part of the new analysis window data overlaps with the current window data, and all analysis
windows increase with processing time as shown in Figure 3.
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processing time.

The processing time is the time require to extract feature sets and the classification algorithm
to decode the motion intent. It is worth noting that the window increment is usually shorter than
the window length, ideally it is equivalent to the processing time [14]. According to Englehart and
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Hudgins [13], a longer window length allows more features to be extracted, resulting in higher
classification accuracy, but results in a slower response time of the prosthetic controller, while
classification performance reduces with shorter window length but with a faster controller response.

Considering the fact that the utilized windowing parameters would influence the extracted feature
characteristics, it is important to determine the optimal windowing parameters that will result in
the extraction of accurately robust feature set for multi-class limb movement intent decoding [14,17].
Although, different combinations of windowing parameters have been reported in previous studies
with little or no justification in the selection of these parameters. Hence, overlapping analysis window
technique with combination of window lengths raging between 100 ms~300 ms and increments from
50 ms–125 ms were examined in this study as shown in Table 1.

Table 1. The combinations of window lengths and increments considered.

S/No. Window Lengths Window Increments

1 100 50 75 - -
2 150 50 75 100 125
3 200 50 75 100 125
4 250 50 75 100 125
5 300 50 75 100 125

2.5. Feature Extraction Procedure

In this study, a total of sixteen feature extraction methods (including two feature sets proposed
previously by our research group) that have been applied for characterizing multi-classes of targeted
limb movement intent were selected from four functional EMG feature groups namely: time-domain,
frequency-domain, time-series domain, and the statistical features. Furthermore, four feature sets are
based on EMG signal amplitude, five are based on nonlinear complexity and frequency information,
two are based on time-series modelling, and the remaining five are based on combination of feature
sets (Table 2).

Table 2. Time-frequency based features adopted for EMG signal characterization.

Feature Extraction Methods

S/N Features Description Mathematical Expression

1

Root Mean Square (RMS): It is modeled as
amplitude modulated Gaussian random
process whose relates to constant force and
non-fatiguing contraction [11,26].

√
1
k
∑k

n=1 xn2

2
Waveform Length (WL): This is the aggregate
length of the EMG waveform in an analysis
window [27,28].

∑k−1
n=1

[
f
(∣∣∣xn+1 − xn

∣∣∣
)]

3
Mean Absolute Value (MAV): is an average of
absolute value of the EMG signal in an analysis
time window [12,27].

1
k
∑k

n=1|xn|

4 Variance (VAR): measures the power of the
EMG signal [12,29].

1
N−1

N∑
k=1

x2k

5

Mean Frequency (MNF): is this feature is
calculated as the sum of product of the EMG
power spectrum and frequency divided by the
total sum of spectrum intensity [27,30].

∑m
j=1

∑
f jP j/∑m

j=1
∑

P j

6

PSR: Power Spectral Ratio(PSR)as ratio
between the energy P0 which is nearby the
maximum value of the EMG power spectrum
and the energy P which is the whole energy of
the EMG power spectrum: [31]

P0
P :

∑f0+n
j=f0−n P j/

∑∞
j=−∞ P j

189



Symmetry 2020, 12, 1710

Table 2. Cont.

Feature Extraction Methods

S/N Features Description Mathematical Expression

7 TTP: Total Power (TTP): computes the total
EMG signal power spectrum: [30,32]

∑M
j=1 P j : SMO

8 PKF: Peak Frequency (PKF): this is a frequency
at which the maximal power take place [32] PKF = max

(
P j

)
, j = 1, . . . , M

9
Median Frequency (MDF):is a frequency at
which the spectrum is divided into two regions
with equal amplitude [27]

∑MDF
j=1 P j =

∑M
j=MDF P j = 1

2
∑M

j=1 P j

10

4th order Autoregressive Coefficient (AR4): The
feature model the signal by previous data point
of the EMG signal and as well gives information
about the state of muscle contraction [24,27,28].

∑k
n=1 anxk−i + ek, an = 4

11 6th order Autoregressive Coefficient
(AR6): [11,12,29].

∑k
n=1 anxk−i + ek, an= 6

12

TD2: Summation of Square root (ASS) and
absolute value of Summation of exponent root
and Mean (ASM) of the data in a given analysis
window [6]

ASS =
∣∣∣∣
∑k

n=1 (xn)
1/2

∣∣∣∣’ ASM =

∣∣∣∣∣
∑k

n=1 (xn)
exp

k

∣∣∣∣∣ ,

13

Time Domain Power Spectral Descriptor
(TD-PSD): this feature sets estimate a set of
power spectrum characteristics directly from
the time-domain: [33,34]

f1 = log(m0), f2 = log(m0 −m2)

f3 = log(m0 −m4), f5 = m2√
m0m4

, f6 = log
( ∑N−1

j=0 |∆x|
∑N−1

j=0 |∆2x|
)

14 Four time Domain and AR6 (TDAR6):
Combination of RMS and AR6 [23,24,26,27] RMS and AR6

15

Five time Domain and AR6 (TD5AR6):
combination of MAV, RMS, WL, ZC, SSC and
AR6(ZC: Zero Crossing, SSC: Slope Sign
Change) [11,12,26–29,35]

MAV, RMS, WL, ZC, SSC, AR6
ZC =

∑k−1
n=2[f(xn − xn−1) ∗ (xn − xn+1)]

SSC =
∑k−1

n=1[sgn(xn ∗xn+1)∩ (xn − xn+1) ≥ Thr.]

16

Novel Time Domain Feature Set (NTDFS), that
combined neuromuscular information for
adequate characterization of EMG signal
patterns even in the presence of co-founding
factors [36]

SISxn =
∑N−1

n=0 x[n]2, normRSdx1 =
1
N

∑N−1
n=0 dx1[n]

2, normRSDx2 =
1
N

∑N−1
n=0 dx2[n]

2, normLogDet. =

norm(e
1
N

∑N−1
n=0 log (x[n])), mMSR, and mASM

It should be noted that features from the above described categories were considered to adequately
account for all possible types of meaningful information associated with EMG signal classification [5].
Meanwhile, the accuracy, computational complexity, and robustness of the feature extraction methods
were systematically investigated for each combination of window length and increment presented in
Table 1 using a number of evaluation metrics described in the Section 2.6.

2.6. Evaluation Metrics

To effectively evaluate the performance of the feature extraction methods, in terms of characterizing
multiple-classes of movement intents in the context of EMG-PR system, four different metrics were
utilized which are described as follows.

1. The commonly applied metric know as classification error (CE) which represent the number
of non-correctly identified samples over the sum of all samples (Equation (1)) was utilized to
evaluate the classification accuracy of the feature extracted methods:

CE =
Number of incorrectly classified samples

Total number of testing samples
∗ 100 (1)
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2. The F1_score was utilized to further validate the performance of the extracted feature sets.
This metric was computed as the weighted average of precision and recall (Equations (2) and
(3)) [37]. Basically, the F1_score reveals the performance of the classifier in classifying the data
points of a particular feature set compared to others,

Precision =
TP

TP + FP
, Recall =

TP
TP + FN

(2)

F1score =
2 ∗Recall ∗ Precision
Recall + Precision

(3)

where TP is the count of true positives, TN is the count of true negatives, FP represent number of
false positives, and FN is the number of false negatives obtained from a confusion matrix. It is
worth noting that F1_score reaches its best value at 1 and worst at 0.

3. In principle, the computation time of a feature set would generally influence the response time of
the microprocessor-based controller embedded in the prosthesis socket [15]. In this regard, the
computation time of each extracted feature set presented in Table 2 was investigated by adopting
the formulae in Equation (4) that was proposed by Weir and Farell [15],

D =
1
2

WL +
1
2

Winc + PT (4)

where D is the delay, WL is the window length, Winc is the window increment and PT is the signal
processing time. It should be noted that the configuration of the system utilized for this study is
Microsoft window 7 professional with 64-bit operating system, Intel(R) Core(TM) i7 processor
with processing speed of 3.6 GHz and 8 GB random access memory.

4. In the context of EMG-based pattern recognition system, an ideal feature extraction method
would normally be influenced/affected by unwanted disturbances that may degrade the decoding
of the user’s intended limb movement. Therefore, it is important to quantify the robustness of
a feature in other to guarantee that the features would be consistently stable when applied in
real-life applications. In this regard, the stability index (SIndex) metrics adopted in a previous
study [38], which is defined by Equation (5) was applied to examine the robustness of the feature
extraction methods in the presence of noise,

SIndex =
1
N

∑N
i=1 CAi

[ 1
N−1

∑N
i=1 (CAi − 1

N
∑N

i=1 CAi)
2
]
∝
2

(5)

where the numerator is the average classification performance, the denominator is the scaled
standard deviation, ∝ is the scaled value and is set to 0.1 and N is the sample size. The value of ∝
was chosen after many trials.

2.7. Machine Learning Classification Technique

To decode the subjects’ limb movement intent from the constructed feature matrix, two machine
learning based classification algorithms including support vector machine (SVM) and linear
discriminant analysis (LDA) were utilized. Meanwhile, five-fold cross validation technique was
employed for the partitioning of the extracted feature matrix into training and testing sets. The rationale
behind considering these classification schemes is that their performances are relatively good, especially
when considering multi-class problems [1,10,36]. Therefore, we built an SVM classifiers driven by
radial basis function, and compared its classification performance with that of the LDA classifiers.
Notably, we found that SVM achieved an overall accuracy that is slightly lower in comparison to the
LDA. Meanwhile, the LDA classification scheme runs much faster than its SVM counterpart. Also due
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to its relatively simple structure, and easy implemented in real-time, it was adopted in the current
study [6,8,10].

3. Results

3.1. Analysis of the Feature Sets Based on Classification Error across Windowing Parameters

In this section, the properties of the different extracted feature sets were studied in terms of
their classification error (CE) across combinations of window lengths and increments (Table 1) for
movement intent decoding based on the LDA algorithm. The obtained results across subjects and
movement classes is presented using the Heatmap plot shown in Figure 4. This analysis shows the
average CE across subjects (amputees and able-bodied subjects) and movement classes, where the
columns represent the different extracted features and the rows denote the combinations of windowing
parameters utilized in this study.
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It is worth noting that preliminary analysis showed that the symmetrical movement intent
elicitation experiment protocol (Figure 2a) adopted in this study was helpful in aiding the amputee
subjects perform seven of the pre-defined classes of movements with their amputated limbs. Meanwhile,
all the results presented in this study are based on the recordings from the amputated limb, and not
both limbs.

From Figure 4, it could be observed that the PKF and MDF features achieved the lowest classification
performances with an average CE value of 45.23 ± 4.95% and 26.95 ± 2.33% while the NTDFS, TD-PSD,
and TD5AR6 recorded an average CE of 1.07 ± 0.35%, 3.52 ± 0.83%, and 4.70 ± 1.08%, respectively,
which were much better than the other feature extracted methods.

In summary, by critically analyzing the results shown in Figure 4, it was found that keeping the
window length constant and varying the increment parameter does not meaningfully influence the
classification performance of the extracted feature sets. On the other hand, varying the window length
with a relatively constant increment would have more influence on the classification performance of
the extracted feature sets. For instance, considering the RMS feature, when the increment parameter
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is fixed at 50ms, average decoding errors of 14.05%, 12.34%, 11.46%, and 10.35% were recorded for
150 ms, 200 ms, 250 ms, and 300 ms window lengths, respectively. Meanwhile, when the window
length was kept constant at 200 ms, average decoding errors of 11.46%, 11.50%, 11.60%, 11.55% were
obtained for 50 ms, 75 ms, 100 ms, and 125 ms increments, respectively. Overall it could be deduced
that most features achieved the least CE at window increment of 100 ms, hence the subsequent analysis
were conducted using a window increment of 100 ms.

3.2. Analysis of the Feature Sets Based on Computation Time across Windowing Parameters

In this section, the characteristics of the feature sets were further studied based on their computation
time (CT) across different combination of window lengths and increments, and the analysis was done
based on sEMG data from both category of subjects, as shown in the Heatmap plot presented in
Figure 5. The columns represent all the considered features extraction methods while the rows depicts
the different combination of window lengths and window increments.
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By closely analyzing the CT of each feature extraction method across different combinations of
window lengths and increments (Figure 5), it could be seen that WL and TD2 features achieved the
smallest CT of approximately 152.3 ms and 158.1 ms, while NTDFS and TD5AR6 features recorded
relatively higher average CT of 385.1 ms and 226.9 ms, respectively. One possible explanation for the
high computation time recorded by the NTDFS and TD5AR6 descriptors may be because they both
consist of a combination of features, thus, leading to a correspondingly higher dimension compared to
the other feature extraction methods.

Fundamentally, the higher the dimension of the extracted feature set, the more the computation
time. In summary, it was observed that the smaller the difference between the window length and
increment, the lesser the computation time, which would lead to the realization of a prosthesis controller
with relatively faster response time. On the contrary, the larger the difference between the window
length and its increment, the more the computation time, leading to a prosthesis controller with slower
response time although it would result in higher classification performance. Hence, such tradeoff

could be taking into consideration by prostheses manufacturers. Importantly, this phenomenon has
rarely been reported till date and this phenomenon could be observed with the other feature extraction
methods investigated in this study.
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3.3. Analysis of the Feature Sets’ Data Point Characterization Using F1-Score Metric

In this section, the performance of the feature sets in terms of data point characterization were
also examined by computing the F1-score values for both the amputees and able-bodied subjects across
all the movement classes and the obtained results are presented in Tables 3 and 4 as follows using
window length ranging from 150 to 300 ms with 100 ms increment. It could be seen from the results
presented in Table 3 that the NTDFS, TD-PSD, and TD5AR6 features achieved relatively high F1-scores
of approximately 0.99 ± 0.003%, 0.97 ± 0.005%, and 0.96 ± 0.005%, respectively, as against the PKF and
MDF features that recorded the lowest accuracy of 0.58 ± 0.03%, and 0.72 ± 0.04%, across subjects.

Table 3. Average motion classification accuracies based on F1_score metric for able-bodied subject.

S/No.
Window Length
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Table 4. Average motion classification accuracies based on F1_score metric for amputee subject. 

S/No. 
Window Length 
Feature Sets 

150 200 250 300 Mean ± SD 

1 RMS 0.8816 0.8912 0.8948 0.9014 0.8922 ± 0.0083 
2 MAV 0.8852 0.8931 0.8979 0.9034 0.8949 ± 0.0077 
3 MNP 0.9366 0.9422 0.9461 0.9497 0.9436 ± 0.0056 
4 PSR 0.8761 0.8870 0.8919 0.8755 0.8826 ± 0.0081 
5 TTP 0.8958 0.9057 0.9097 0.9143 0.9064 ± 0.0079 
6 VAR 0.8819 0.8919 0.8960 0.9013 0.8928 ± 0.0082 
7 AR4 0.9262 0.9384 0.9458 0.9514 0.9405 ± 0.0109 
8 AR6 0.9065 0.9198 0.9287 0.9346 0.9224 ± 0.0122 
9 WL 0.9100 0.9100 0.9200 0.9200 0.9150 ± 0.0058 

10 MDF 0.6703 0.7199 0.7415 0.7671 0.7247 ± 0.0411 
11 PKF 0.5495 0.5743 0.5835 0.6141 0.5804 ± 0.0267 
12 TD2 0.9123 0.9184 0.9221 0.9256 0.9196 ± 0.0057 
13 TDAR6 0.9449 0.9517 0.9559 0.9604 0.9532 ± 0.0066 
14 TD5AR6 0.9516 0.9583 0.9612 0.9643 0.9589 ± 0.0054 
15 TD-PSD 0.9622 0.9656 0.9694 0.9730 0.9676 ± 0.0047 
16 NTDFS 0.9830 0.9863 0.9877 0.9895 0.9866 ± 0.0028 

Also for the amputee subjects, similar trend was observed regarding the features performance 
with no significant differences across the varying window lengths. Taking a closer look at the F1-
score results for both the able-bodied subjects and amputees, it could be seen that the abled-bodied 
subjects recorded relatively higher values, basically because the amputees had limited residual 
muscle and could not provide sufficient EMG information for accurate decoding of their targeted 
limb movement intents. This phenomenon has also been verified by a number of previous studies 
[14,16]. Overall, the characteristics of the feature extraction methods based on the F1-score metric is 
also found to be consistent with the previous two metrics, which further confirms the validity of our 
findings, thus far. 

Feature Sets
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Also for the amputee subjects, similar trend was observed regarding the features performance
with no significant differences across the varying window lengths. Taking a closer look at the F1-score
results for both the able-bodied subjects and amputees, it could be seen that the abled-bodied subjects
recorded relatively higher values, basically because the amputees had limited residual muscle and
could not provide sufficient EMG information for accurate decoding of their targeted limb movement

194



Symmetry 2020, 12, 1710

intents. This phenomenon has also been verified by a number of previous studies [14,16]. Overall,
the characteristics of the feature extraction methods based on the F1-score metric is also found to be
consistent with the previous two metrics, which further confirms the validity of our findings, thus far.

3.4. Effect of Disturbance on the Feature Set Performance

The robustness of the individual feature extraction methods were examined by introducing specific
amount of random noise into the sEMG signals and then using each of the selected feature extraction
methods to characterize the participants’ limb movement intents. Thus, a statistically driven stability
index (S_Index) metric defined in Section 2.6 (Equation (5)) was utilized to evaluate the robustness of
the feature sets considered and the obtained results for the able-bodied and amputee subjects were
presented in Figures 6 and 7 respectively.
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Figure 6. Mean classification error of the features in terms of their robustness to external noise across
varying window length at window increment of 100 ms for abled-bodied subjects.
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Figure 7. Mean classification error of the features in terms of their robustness to external NOISE across
varying window length at window increment of 100 ms for amputee subjects.
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From the result illustrated in Figures 6 and 7, it could be seen that the CE of the feature sets
decreased with increase in window length, which is consistent with previous results. Furthermore,
the results show that multi-features are more robust to disturbance compared to single features. As the
noise was introduced, NTDFS feature recorded the least CE values ranging between 4.19%~5.94% for
both able-bodied and amputee subjects, correspondingly across window lengths (150 ms~300 ms)
compared to other feature sets. Meanwhile, the PKF and MDF are mostly affected by the noise, thus
recording CE between 47.51%~54.14%, and 46.30%~37.41%, respectively, indicating high-level of
instability in the presence of noise.

Additionally, the standard error bars in Figure 6 were observed to be relatively lower than those
in Figure 7 across subjects and window lengths, thus, indicating that the able-bodied subjects’ data
resulted in a better S_Index compared to the amputee subjects. In other words, the amputee subjects are
more susceptible to the disturbance compared to the able-bodied subjects. Since the amputee subjects
are the end-user of the myoelectric device, there is a need to employ a robust feature sets that could
enhance movement intent decoding task needed for the EMG-PR control system regardless of the
windowing parameters adopted.

3.5. The Effect of Number of Channels on the Feature Sets across Windowing Parameters

Finally, we investigated the influence of the number of electrode channels on limb movement
intent classification across window length (150 ms~300 ms) with a window increment of 100 ms for
all the feature sets using sEMG recordings from 2, 4, and 6 channels, and the obtained results are
presented in Figure 8a–f for both the able-bodied and amputee subjects. Figure 8a,b represent the
classification performances of all the features using two channels. Therefore, the CE of all the feature
sets (except PKF) decreased with increasing window length and this trend was consistent with the
other results obtained when sEMG recordings from 4 and 6 channels were utilized (Figure 8c–f) for
both able-bodied and amputee subjects. In other word, the CE reduces with increasing window length
and number of channels regardless of the kind of feature set employed.

In like manner, the classification performances of the feature extraction methods were again
observed to be better for the able-bodied subjects compared to the amputee subjects (Figure 8a–f) when
sEMG recordings from the same number of electrode channels were utilized. In other words, it could
be seen that the PKF (able-bodied: 65.65 ± 1.58%, amputee: 72.90 ± 0.72%) and MDF (able-bodied:
52.65 ± 3.02%, amputee: 56.21 ± 3.21%) features recorded the highest CE values for 2-channel sEMG
recordings regardless of the type of participants, while the NTDF (able-bodied: 4.05 ± 0.83%, amputee:
6.15 ± 1.54%) and TD-PSD (able-bodied: 16.54 ± 1.78%, amputee: 22.81 ± 2.55%) features achieved the
least CE values.

In similar trend, the same phenomenon was observed for 4-channels and 6-channels sEMG
recording though with slight decrease in CE values. In general, utilizing sEMG recordings from
6-channels achieved the lowest CE for all the feature sets. Hence, such variability indicate that the
number channels utilized may influence the classification performance of EMG-PR classifiers. It is
important to note that the computation time of all the features across varying window length increases
with increasing number of electrode channels, indicating a trade-off between number of electrode
channels and computation time.
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Figure 8. Mean classification error across varying window length at window increment of 100 ms for (a)
2-channel recording of able-bodied subjects; (b) 2-channel recording of amputee subjects (c) 4-channel
recording of able-bodied subjects; (d) 4-channel recording of amputee subjects (e) 6-channel recording
of able-bodied subjects (f) 6-channel recording of amputee subjects.

4. Discussion

A detailed analysis of the experimental results obtained from this study revealed that multiple
factors, including windowing parameters, choice of feature sets, and number of electrode channels
would influence the overall performance of myoelectric pattern recognition system that adopts linear
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discriminant analysis classifier. A few previous works recognized the need for such study and they
had attempted to investigate the effect of window length and increment on myoelectric controller delay
though in the context of limited factors [12–14,16,38]. Remarkably, this study considered additional
critical factors by investigating the effect and interactions amongst windowing parameters and feature
sets with respect to classification error, computational time, robustness to noise and number of electrode
channels on the overall performance of pattern recognition system. Investigation on the interaction
of these factors towards realizing a consistently stable and accurate EMG-PR scheme for multi-class
movement intent decoding has rarely been considered till date. It is worth noting that this investigation
may be adopted in other fields of study [39,40].

More precisely, the results presented in Figure 4 demonstrate the effect of windowing parameters
(window length and window increment) on the sixteen feature sets and their resultant influence on the
classification performance of the EMG-PR classifier across movement classes and subjects. In general,
for all the considered feature sets, the classification error reduces as the window length increases,
however we found that window increment do not have direct effect on the classification performance
which corroborate the findings from a previous study [14]. Additionally, the multi-feature sets of
NTDFS, TD-PSD, and TD5AR6 achieved the minimum average classification errors and deviations of
1.07 ± 0.36%, 3.52 ± 0.83%, and 4.70 ± 1.07%, across subjects compared to the single features selected
from the four EMG feature functional groups presented in Table 2. One possible reason for the improved
performance observed for the multiple feature sets of NTDFS, TD-PSD, and TD5AR6 should be because
they integrate neuromuscular information from multiple dimensions, thereby aggregating rich set of
information for the movement intent decoding tasks compared to the other single features. From the
perspective of the single feature set, AR6 and MNP were observed to have achieved better performance
than other single features by recording classification error as low as 5.70 ± 1.45%, and 6.52 ± 1.33%,
respectively. One core benefit of this findings is that the classification performance of EMG-PR system
can be improved by using a combination of features from the four EMG feature functional groups
presented in Table 2, rather than considering single feature set. Therefore, this findings corroborates
the report of a previous study [39].

Generally, the least classification error across features was achieved at window length of 300 ms
and increment of 100 ms and it could be seen that window increment do not have direct influence
on the classification performance. Most features recorded the least classification error at window
increment of 100 ms hence it was adopted for subsequent results presented in this study. Analysis of
computation time of the feature sets across varying window length and increments was also reported
in Figure 5. Here, we observed from the result that the multi-features attracts high computation time,
compared to the single features. From the angle of computational complexity, the multiple NTDFS
feature set that recorded the lowest movement intent decoding error was observed to have had the
highest average computation time (385.1 ms) followed by the TD5AR6 multiple feature (226.9 ms).
In addition, increasing the analysis window length resulted to corresponding increase in computation
time, indicating a trade-off between classification performance and computation time. Therefore, this
further provided us with the insight that it may be beneficial to consider features with relatively lower
classification error and slightly higher computation time if the goal is to achieve a classifier with high
performance in terms of accuracy that could also output its decision within a reasonable time-frame.

The performances of the feature sets were examined across varying window length of
150 ms–300 ms at a window increment 100 ms based on the feature data points in the feature
space using F1-score metric, and the outcome was presented in Tables 3 and 4 for both able-bodied and
amputee subjects. From detailed analysis based on EMG recordings from both categories of subjects
(amputees and able-bodied individuals), it was observed that the NTDFS and TD-PSD (multiple
features) recorded the highest accuracies as against the PKF and MDF (single features) that recorded the
lowest accuracies. Also, Tables 3 and 4 showed that there is no significant difference in the classification
accuracy across the varying window length, while the F1-score results were consistent with the results
presented in Figure 1, thereby further supporting our findings.
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Furthermore, we investigated the performances of the feature sets in the presence of a disturbance,
by introducing random noise into the EMG recording signal and the features’ performances were
evaluated using the stability index metric across subjects and window lengths (150 ms–300 ms) as
shown in Figures 6 and 7. In this investigation, we found that the multi features, such as NTDFS,
TD-PSD, and TD5AR6 recorded the least classification error, while PKF, MDF, and WL features recorded
the highest classification error for both able-bodied and amputee subjects. Interestingly, this result
further proves that multi features would be more robust to external interferences (noise) compared to
the single features irrespective of the windowing parameters considered. Also, we observed that the
effect of the introduced noise was much obvious on the sEMG recordings of the amputees compared to
the able-bodied, which could be attributed to the fact that the residual arm muscles of the amputees may
produce less-rich information than those of the able-bodied subjects in an ideal situation. Therefore,
considering the fact that amputees are the end-users of the myoelectric device, there is need to employ
a robust feature sets that will help to enhance classification performance of EMG-PR control system
regardless of the windowing parameters adopted.

Lastly, we examined the effect of the number of channels on the extracted features across varying
window parameters and we found that the classification error of the features reduces with increasing
number of channels for both able-bodied and amputee subjects. (Figure 8a–f). In similar trends with
other results, the multi-features outperformed the single features when 2-channels, 4-channels and
6-channels were considered. Finally, by critically analyzing of our results, we discovered that when
classification error, computation time, and number of electrodes were considered together, most feature
sets achieved good classification performance with optimal windowing parameters of 250 ms/100 ms.
Also, discoveries from this study through the systematic approach adopted can facilitate positive
development in other areas where optimal features and machine learning driven approaches are
required [41–50]. Last, one limitation of the current work is that the EMG pattern recognition system
for movement intent decoding was analyzed in an off-line mode, and we hope to conduct online and
real-time analysis in our future work. By doing so, it would further broaden the applicability of the
current study in real-life applications.

5. Conclusions

In developing intelligent multifunctional prostheses where symmetrical limb motion intent
elicitation protocol was adopted, this study systematically investigated the characteristics of a range
of features across varying windowing parameters when applied for movement intent decoding in
the context of pattern recognition system,. The interrelation and impact of different windowing
parameters on the performances of the feature sets were extensively explored with respect to accuracy,
computation complexity, robustness to additive random noise and number of electrode channels.
From the experimental results, we found that a combination of features mostly achieved high
classification performance with correspondingly higher computation time compared with their
individual counterparts (single features) that had lower computation time and high classification error.
Interestingly, this phenomenon explains the trade-off that exist between accuracy and controller delay
in the practical use of upper limb prosthesis in real-life applications. Furthermore, we discovered that
the combinations of features are more robust to noise, compared to single features, and with lesser
channels they can still achieved relative good classification performance across varying windowing
parameters regardless of the subject category. Particularly, NTDFS, TD-PSD, and TD5AR6 features
exhibited consistent stability, robustness, and accuracy across all the windowing parameters for both,
able-bodied and amputee subjects compared to the other features. Findings from this study would
provide researchers and engineers with a framework for proper selection of appropriate feature set,
windowing parameters, and signal conditioning, required to develop a computationally efficient
PR-based control strategy for intelligently smart prostheses and other PR based systems aimed at
providing smart health care services.
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Abstract: Data symmetry and asymmetry might cause difficulties in various areas including criteria
weighting approaches. Preference elicitation is an integral part of the multicriteria decision-making
process. Weighting approaches differ in terms of accuracy, ease of use, complexity, and theoretical
foundations. When the opinions of the wider audience are needed, electronic surveys with the
matrix questions consisting of the visual analogue scales (VAS) might be employed as the easily
understandable data collection tool. The novel criteria weighting technique VASMA weighting
(VAS Matrix for the criteria weighting) is presented in this paper. It respects the psychometric features
of the VAS scales and analyzes the uncertainties caused by the survey-based preference elicitation.
VASMA weighting integrates WASPAS-SVNS for the determination of the subjective weights and
Shannon entropy for the calculation of the objective weights. Numerical example analyzing the
importance of the criteria that affect parents’ decisions regarding the choice of the kindergarten
institution was performed as the practical application. Comparison of the VASMA weighting and the
direct rating (DR) methodologies was done. It revealed that VASMA weighting is able to overcome
the main disadvantages of the DR technique—the high biases of the collected data and the low
variation of the criteria weights.

Keywords: visual analogue scales (VAS); criteria weighting; matrix question; survey; WASPAS-SVNS;
entropy; direct rating

1. Introduction

Criteria weighting is an integral part of the multicriteria decision making (MCDM) models,
that are widely applied in economics [1], service quality [2], talent identification process [3], robotics [4],
healthcare [5], social studies [6], and other areas. Differences in the preference elicitations methodologies,
transparency of the evaluation process, diversity of the opinions, and the competence of the
decision-makers (DM) are the important factors affecting the final values of the criteria weights [7].
People participating in the decision-making processes tend to have not only a different understanding
of the problem addressed but also to the factors associated with it. Moreover, the increasing interest in
public participation activities enlightened differences between expert evaluations and public opinion [8].
Community involvement in the decision-making processes is particularly important when social,
educational, environmental, and economic issues are addressed [9]. Non-symmetry in the reflection of
the public opinion might cause not only inaccuracies in the preference elicitation results but also the
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repulsive reactions to the decisions based on them. In these circumstances, the increased interest in the
criteria weighting approaches that respect opinions of the wider audience was recently observed.

1.1. Survey-Based Data Collection

Face-to-face interviews and workshops are the most common practices to collect opinions of
the target groups. When it is impossible or too expensive to interview respondents through the
direct meeting, online surveys might be especially helpful [10,11]. However, survey-based preference
elicitation should be carefully organized, since criteria weighting results might be meaningfully affected
by the survey structure, construction of the questions, or even by the visual means of the measurement
scales. When contrasting unrelated questions are assessed, different survey items should be presented
on separate pages [12,13]. If the respondents are asked to give ratings concerning the different aspects
of a single latent variable, all the survey items should be intentionally presented on the same (web)
page [14]. This particular way to present multiple, related items is called semantic differentials [15].

Semantic differentials are typically expressed as the matrix questions, where preferences are
presented on the matrix side, and the response scale is presented on the top of it. Due to the ability to
place multiple estimates on a single page, these structures are commonly used to collect public opinions
on the quality, satisfaction, and the importance of the analyzed items [14]. Moreover, since humans are
much better at making comparative judgments than the absolute ones [16,17], matrix questions might
be valuable to increase the accuracy of the direct weighting techniques.

1.2. Matrix Questions and the Response Scales

Matrix questions are usually constructed when several questions about a similar idea should be
assessed using the chosen measurement scale. Likert-type scales are typically expressed as the set of
radio buttons, representing five or more discrete categories dedicated to revealing respondents’ current
state, feelings, or traits [18]. Since Likert-type scales are easily understandable, they are frequently
met in the online surveys. However, the ambiguous number of response categories is the important
disadvantage of these scales. Moreover, intervals between values cannot be presumed to be equal,
and the biases induced by the ordinal data points might cause adversative effects on the calculations of
the statistical measures like mean, covariance, correlations, or the reliability coefficients [19].

Issues inherent from the Likert-type measurement increased scientists’ interests in the alternative
scales [17]. Research on the historical origin of the semantic differentials revealed that they were
initially made from the continuous scales, also known as the visual analogue scales (VAS). A VAS
is typically presented as a horizontal line, anchored with two verbal descriptors at the extremes.
A respondent indicates his opinion by placing a marker at the most appropriate point. Since VAS uses
a line continuum to measure latent traits and to obtain data measurements, they are able to present
weighting results without the constraints raised by the limited number of the response categories [20,21].
Fine-grained responses aid in reducing measurement error for both the value-based and the rank-based
valuations. Since VAS scales produce interval-level measurement data, they are also better suited for
statistical and mathematical algorithms [22].

VAS matrix is a set of the VAS scales placed in a single question. Since twofold data like the
importance value and the ranking information can be gathered from a single VAS matrix, it might be
successfully exploited for the preference elicitation tasks [23]. Besides, the high degree of details in the
VAS scales is exceptionally beneficial when small differences can be detected between the evaluated
subjects [24]. For instance, if 13 criteria ought to be assessed on the 7-point Likert scales, criteria of
the different importance might fall into the same category making them indistinguishable from one
another (Figure 1).
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Figure 1. Matrix questions where the same set of criteria is assessed with the visual analogue scales
(VAS) matrix (a) and with 7-point Likert-scales (b).

As can be seen, VAS scales are highly sensitive to the respondent’s opinion. Due to this sensitivity,
VAS scales are widely applied in medical studies and other areas where small differences might
be significant.

1.3. Uncertainty of the Collected Data

VAS scales are easy to understand, administer, and score when implemented in online surveys [25].
Survey-based weighting processes are typically accompanied by the biases of the evaluators and
the uncertainty of the experimental conditions. End-aversion bias and the positive skew are also the
companions of the VAS scales [26]. End-aversion bias refers to the respondents’ reluctance to use
extreme categories such as “extremely important” or “absolutely unimportant”. It does not affect the
mean values of the respondent group, but it reduces the variance of the recorded scores [27]. Positive
skew refers to the data distribution situation when the responses are not evenly distributed over the
range of the scale but show a positive skew towards the favorable end [28].

Both the end-aversion bias and the positive skew suppose that data points belonging to the different
ranges of the VAS scales should be treated unequally. Cautious attitude toward the psychometric
features of the response scales and the uncertainty of the collected data is required to ensure the
accuracy of the criteria weighting results. A new preference elicitation technique that uses the VAS
Matrix for the survey-based data collection and employs the appropriate data processing approach to
reduce the uncertainties of the collected data is going to be presented in this paper.

2. Criteria Weighting Approaches

Determination of the criteria weights is an important step of the decision-making processes related
to the current state of the economic, social, or environmental aspects [5,29]. Since there is no unique
classification of the criteria weighting methods, preference elicitation can be divided into statistical
and algebraic, direct and indirect, subjective and objective, compensatory and non-compensatory
techniques [30].

2.1. Subjective and Objective Techniques

Subjective, objective, and integrated approaches are widely used for preference elicitation.
Subjective weights are determined solely according to the preference of the decision-makers. This type
of preference elicitation is mostly based on pairwise comparison methods like AHP (Analytic
Hierarchy Process) [31], DEMATEL (Decision-making Trial and Evaluation Laboratory) [32], SWARA
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(Step-Wise Weight Assessment Ratio Analysis) [33], or PIPRECIA (Pivot Pairwise Relative Criteria
Importance Assessment) [34]. Objective weights are typically applied then the influence of the
individual decision-makers should be reduced. The most well-known objective weighting approaches
are the entropy method [35], CRITIC (Criteria Importance Through Intercriteria Correlation) [36],
FANMA methods [37].

Since the subjective judgments are noticeably affected by the knowledge and experience of the
decision-makers, most of the time, weights determined by subjective approaches neglect the objective
information [38]. The integrated preference elicitation approaches can be used to achieve the more
accurate values of the criteria weights [39]. These approaches focus on the principle of integrating the
subjective weights based on the expert’s opinion and the information gathered from the criteria data in a
mathematical form. For instance, Wang and Lee [40] proposed to integrate objective weights calculated
by Shannon’s entropy [35] and the subjective weights determined directly by the decision-makers.
Saad et al. [41] proposed to weight the criteria combining the Fuzzy Shannon entropy and the subjective
weights calculated as the averages of the direct valuations gathered from three decision-makers.
The integrated approach that combines objective and subjective weights calculated from the same
survey data will be presented in this paper.

2.2. Direct Weighting Approaches

Most of the currently used subjective approaches are based on the opinions of the specially trained
experts [39]. Subjective weights calculation from the survey data is much rarer.

Theoretically, the VAS matrix might be exploited to collect data for the preference elicitation based
on the pairwise comparisons. PIPRECIA-E [34] is an example of the pairwise comparison technique
that might be used to obtain the attitudes of the respondents that were not specially trained for the
criteria weighting. However, it should be mentioned that pairwise comparison is highly sensitive to
the data loss caused by the respondent’s unwillingness to assess all the criteria. Since a high level of
the missing data is normally generated in the survey-based preference elicitation, application of the
pairwise comparisons techniques might be especially challenging. Due to the nature of the pairwise
comparison, responses, where at least one criterion is not weighed, should be omitted. Such a data
cleaning procedure drastically reduces the number of responses; therefore, it might be an important
disadvantage of its exploitation for the survey-based criteria weighting.

Direct weighting techniques are the most commonly used for online preference elicitation. In the
direct methods, the decision-maker compares criteria by using a ratio scale, whereas, in indirect
methods, criteria weights are calculated based on the preferences of the decision-maker [30]. Direct
weighting approaches like the SWING [42], SMARTS [43], SMARTER [43], direct rating [44], and the
point allocation [44] were recently used in a survey-based preference elicitation [9,45,46].

SWING method implies the construction of the extreme hypothetical scenarios, where initially a
hypothetical worst-case scenario is presented, and then the criterion that might be enhanced to improve
the overall situation the most is identified as the most important criterion which gets 100 points.
All other criteria are weighted in a similar manner and get the point values less than 100 points.

In SMART (Simple Multi-Attribute Rating Technique) the order of the criteria importance is
determined primarily and then, starting from the least important criterion, the relative importance of
the criteria is assigned in the ascending order. SMARTS and SMARTER are elaborated versions of
SMART [43]. SMARTS imply the procedure for determining criteria weights by comparing criteria
with the best and the worst criterion from a defined set of criteria. SMARTER (SMART Exploiting
Ranks) uses the centroid method to determine criteria weights [47].

Point allocation (PA) and direct rating (DR) are two relatively simple techniques that have lots
in common but produce systematically different weighting results [44]. Decision-makers are asked
to allocate 100 points among the analyzed criteria when the PA is applied. In the DR methodology,
each object is separately assessed on a scale from 0 to 100. Since DR weights do not add up to 1 (100%),
they should be normalized at the final stage of the preference elicitation. Direct rating is highly
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recommended when the performance evaluation relies on a large number of the criteria and when
a respondent does not feel comfortable using complex weighting methods. Moreover, the weights
elicited by DR are more reliable than those elicited by PA [44]. However, a little variation of the
averaged weights is repeatedly identified as the downside of the straightforward DR technique [48].

2.3. VAS Matrix for the Criteria Weighting

VAS matrix can be used as the data collection tool in the survey-based decision. For instance, VAS
scales are implemented in the SEIQoL methodology, which is widely used to nominate, weight, and rate
different aspects of life quality [49]. SEIQoL with a direct weighting technique (SEIQoL-DW) is an
interview-based tool that involves the interviewer to manage the evaluation process. The respondents
are asked to nominate the five most important areas of their life (domains) in these semistructured
interviews. For the evaluation of the importance of these domains, point allocation weighting is applied.
Vertical VAS matrix with five adjacent VAS scales is used to assess the current functioning in the chosen
domains. Finally, five separate indexes are calculated summing up the products of the functioning
level and the relative weights.

Such a methodology is widely applied in various studies [50]. However, experiments with
the SEIQoL-DW revealed that looking at the VAS matrix respondents comprehends the task as the
assessment of the domain importance rather than the scoring of their functioning at the research
moment [49].

Burckhardt et al. [46] proposed to employ VAS scales and the direct weighting for both the scoring
and the weighting of the chosen domains. He also excluded the interviewer from the experiment
and used a self-explanatory paper questionnaire to collect the data. In total, 100 participants were
involved in this research. Since the averaged values of the VAS based DR technique showed a tendency
toward the low variability of the domain weights, the usefulness of the improved methodology was
highly questioned. Nevertheless, it must be noted that neither the subjectivity of the respondents nor
the psychometric features of the VAS scales were analyzed in the domain importance assessments.
We strongly believe that these aspects should be cautiously analyzed when the survey-based criteria
weighting is performed.

3. VASMA Weighting Methodology

VASMA weighting (VAS Matrix for criteria weighting) is an easy to apply survey-based criteria
weighting technique. It employs WASPAS-SVNS for the determination of the subjective weights and
analyzes information entropy for the determination of the objective weights. VASMA weighting is
constructed to decrease the uncertainties noticed in the survey-based criteria evaluation preserving the
simplicity of the DR alike data collection. The overall VASMA weighting methodology is presented in
Figure 2.

Answers provided by the respondents of the online survey are extracted from the survey database
and saved in the data matrix R consisting of the values rnl:

R =




r11 r12 . . . r1l
r21 r22 . . . r2l
...

rn1

...
rn2

. . .
· · ·

...
rnl



, (1)

Here l = 1, 2, . . . L denote the number of the criteria and n = 1, 2, . . . N denote the number of
the respondents.
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All the evaluations are automatically transformed from the VAS scales to the integer numbers.
The linguistic value at the negative anchor (“Absolutely unimportant”) is determined as 1, and the
linguistic value at the positive anchor (“Extremely important”) is determined as 100. Other values are
calculated as the distance between these two values. If the respondent n did not move a marker from
the default position and left it in the middle of the VAS scales, we assume that he did not express his
opinion on the specific criterion l, therefore the rnl = 0. Finally, the simple data cleaning procedure
must be done deleting the entries where the respondent n did not evaluate either of the criteria l.

Data saved in the matrix R is later exploited to construct two different matrixes P and X. Decision
matrix P is used to calculate the entropy weights; the decision matrix X is constructed to calculate
subjective weights via the WASPAS-SVNS approach. The matrixes R and X and their usage for the
VASMA weighting will be explicitly described in the following subsections.

3.1. Entropy Weights Calculation

In most of the survey-based research, respondent characteristics are assumed to be constant across
respondents. This assumption should be critically accepted since it is just hypothetically possible
that all the respondents would be able to read and interpret survey items unanimously. Since such
uncertainty might meaningfully affect the quantity of information in the responses, VASMA weighting
is constructed in a specific way, ensuring that valuations providing different amounts of information
would be treated differently [51]. In 2016, Friesner et al. [52] made an extensive analysis of how
entropy-based information theory might be applied to evaluate survey items with multiple-choice
responses. A similar methodology is going to be applied to calculate entropy weights and to deal with
the ambiguity among respondents.

3.1.1. Construction of the Decision Matrix

Data from the data matrix R should be transformed into the decision matrix P, where pkl is the
proportion of response k for the criteria l:

P =




p11 · · · p1l
...

. . .
...

pk1 · · · pkl



. (2)
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For each of the possible responses k, pkl is calculated by Equation (3):

pkl =

∑N
i=1 Dkli

N
, for each k = 1, 2, . . . 100. (3)

Here N is the number of the non-zero assessments for the criterion l. Dkl is a binary indicator
that gives a value of 1 if the respondent n gave the response k for the criteria l, otherwise Dkl = 0.
Consistent with most statistical principles, the proportions of the responses should follow three rules:
0 ≤ pkl ≤ 1 and

∑K
k=1 pkl = 1 and pkllog2(pkl) = 0 when pkl = 0.

3.1.2. The Degree of the Information Entropy

Information entropy El(p) is calculated for each of the pkl elements and aggregated through the
set of possible responses:

El(p) = −
∑K

k=1
pkllog2(pkl). (4)

Normalization of the El(p) is performed dividing the El(p) by the maximum entropy attainable
over the L possible survey items. For every value k entropy is maximized when pk = 1

K . Therefore,
the normalized entropy is calculated by Equation (5):

Ẽl(p) = −
El(p)

log2
(

1
K

) ; l = 1, 2, . . . L, 0 ≤ Ẽl(p) ≤ 1. (5)

3.1.3. The Entropy Weights

Finally, the entropy weights Wl are calculated as the level of change in each criterion l:

Wl = 1− Ẽl(p); l = 1, 2, . . . L, 0 ≤Wl ≤ 1. (6)

By focusing on the distribution of responses, the entropy measure simultaneously encompasses
measures of central tendency and the data variability.

3.2. WASPAS-SVNS for the Calculation of Subjective Weights

The uncertainty caused by the psychometric features of the VAS scales is going to be reduced,
employing the Weighted Aggregated Sum Product Assessment extended by single-valued neutrosophic
sets (WASPAS-SVNS). WASPAS was initially presented by Zavadskas et al. [53] and later extended
by single-valued neutrosophic sets (WASPAS-SVNS) that are the extension of the intuitionistic fuzzy
sets. WASPAS and its modifications are widely used for various multicriteria decision-making
tasks [29,54–56]. We believe that WASPAS-SVNS also might be valuable to deal with the uncertainty
caused by the end aversion and the positive skew of the VAS based preference elicitation. To the
best of our knowledge, there is not any research where WASPAS would be applied in the criteria
weighting process.

3.2.1. Construction of the Decision Matrix

Decision matrix X, where xi j is the number of mth variable and l is the number of the criteria
(i = 1, 2, . . . m; j = 1, 2, . . . l)has to be constructed prior to the other steps of the WASPAS-SVNS approach:

X =




x11 x12 . . . x1l
x21 x22 . . . x2l

...
xm1

...
xm2

. . .
· · ·

...
xml



. (7)
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Six variables m are determined to assess each of the preferences l. Five variables analyze the
nominal aspects of the collected data, and the sixth of them examines the ordinal information extracted
from the matrix R.

Nominal variables. Nominal variable for the criterion l is expressed as the frequency of the values
rnl belonging to the predefined interval [a,b]. Dnl is a binary indicator that gives a value of 1 if rnlε[a, b].
Otherwise, Dnl = 0. Nominal variables V1–V5 for each of the criterions l are determined as the matrix
X elements xml via the Equation (8).

xml =

∑N
n=1 Dnl

Nl
, for each m = 1, 2, . . . , 5; (8)

here N is the total number of the respondents participated in the survey, Nl is the amount of the
non-zero assessments rnl for the criterion l.

Ranges [a,b] for the nominal variables V1–V5 were determined based on the medical research
where VAS scales are widely used in pain studies. The physical manifestation of the pain is measured
as the linear distance in the VAS scales of 100 mm length. It was revealed that VAS ratings of 0–4 mm
might be considered as no pain; 5–44 mm—mild pain; 45–74 mm—moderate pain; 75–100 mm—severe
pain, and 100 mm means the worst imaginable pain [57]. Similar intervals were determined as the five
importance groups of the VAS scales (Table 1).

Table 1. Variables and their weights determined for the WASPAS-SVNS criteria weighting.

Data Type Variable
Name Variable Description SMART

Weight
Normalized

Weight Optimum

Nominal values

V1 Frequency of the rnl values ⊂ [1–10] 90 0.161 Min
V2 Frequency of the rnl values ⊂ [11–49] 50 0.089 Min
V3 Frequency of the rnl values ⊂ [50–74] 10 0.018 Max
V4 Frequency of the rnl values ⊂ [75–94] 30 0.054 Max
V5 Frequency of the rnl values ⊂ [95–100] 100 0.179 Max

Ordinal values V6 Overanking level 280 0.500 Max

Ordinal variable. VAS matrix provides a possibility to rank the several latent criteria visually.
Scientific research proved that respondents actively use this feature and increase the precision of their
answers. For instance, if the pointer of the VAS scales presenting the criterion l is moved to the right
side more comparing with the others (Figure 1), it can be understood as criterion l is the most important
for the respondent n. This concept can be used to determine the new variable called Overanking level
(OVL). The OVL level for the criterion l is calculated individually for all the respondents n by the
following algorithm:

Let OVLnl = 0; j = 1 and Cnl = rnl. (9)

While j ≤ l :

if
(
Cnl > rnj

)
and

(
rnj , 0

)
, OVLnl = OVLnl + 1, (10)

j = j + 1. (11)

Return OVLnl

The ordinal variable V6 of the criterion l (Table 1) is calculated as the average of the OVLnl
aggregated through the total amount of respondents:

x6l =

∑N
n=1 OVLnl

Nl
, (12)

here Nl is the amount of the non-zero values rnl for the criterion l.
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The final set of the predefined variables and their optimums for the MCDM process is presented
in Table 1.

3.2.2. The Weighting of the Predefined Variables

Three experts working as the data analysts were introduced with the different aspects of the VAS
matrix. Then they were asked to weight all the variables according to the SMARTS methodology.
At first, all the experts found a consensus that both the cardinal and ordinal information is equally
important for the final decision, therefore the sum of the weights for the variables V1–V5 should be
equal to the variable V6.

At the next step, experts ranked all the cardinal variables according to their importance for the
criteria weighting and the psychometric features of the VAS scales. Due to the positive skew that can
be typically observed in the VAS based valuations, the lowest importance was set to the preference
valuations where rnl ∈ [50− 74]. The highest importance was determined for the VAS values when
rnl ∈ [95− 100]. Due to the tendency towards the positive assessment, critical opinions encountered in
the variables V1 and V2 were considered more important than the positive ones (V3, V4). The final
ranking order of the nominal variables was determined as V3 < V4 < V2 < V1 < V5. The relative scores
were assigned to V4, V2, and V1 considering their trade-off to the variables V3 and V5.

3.2.3. Preference elicitation by the WASPAS-SVNS Approach

The WASPAS-SVNS approach can be deconstructed into several steps [54]:

1. Construction of the decision matrix X where xi j (i = 1, 2, . . . m; j = 1, 2, . . . , n) is the value of
the of jth variable for the ith ithalternative (criteria).

2. Vector normalization of the element x̃i j:

x̃i j =
xi j√∑m

i=1 (xi j)
2

, (13)

3. The neutrosophication and calculation of the neutrosophic decision matrix X̃n. Matrix X̃n is

composed of the single-valued neutrosophic numbers x̃n
ij =

(
ti j, ii j, fi j

)
, where t means the

membership degree, I is indeterminacy degree, and f is a non-membership degree. Standard
conversion between crisp normalized values x̃i j and neutrosophic numbers x̃n

ij was applied [29].

4. Calculation of the first decision component Q̃(1)
i is done by formula:

Q̃(1)
i =

∑Lmax

j=1
x̃n
+i j·w+ j +




Lmin∑

j=1

x̃n
−i j·w− j




c

. (14)

The sum of the total relative importance of the ith alternative is used to calculate Q̃(1)
i . The x̃n

+i j
and w+ j are the values related with the criteria that should be maximized; x̃n

−i j and w− j are associated
to the criteria that should be minimized. Criteria weights w+ j and w− j are the arbitrary positive real
numbers, Lmax and Lmin are the amount of the maximized and minimized criteria. The following algebra
operations should be applied for the single-valued neutrosophic numbers:

x̃n
1 ⊕ x̃n

2 = (t1 + t2 − t1t2, i1i2, f1 f2), (15)

x̃n
1 ⊗ x̃n

2 = (t1t2, i1 + i2 − i1i2, f1 + f2 − f1 f2), (16)

wx̃n
1 =

(
1− (1− t1)

w, iw1 , f w
1

)
, w > 0, (17)
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x̃n
1

w =
(
tw
1 , 1− (1− i1)

w, 1− (1− f1)
w
)
, w > 0, (18)

x̃n
1

c = ( f1, 1− i1, t1), (19)

here x̃n
1 = (t1, i1, f1) and x̃n

2 = (t2, i2, f2).

5. Calculation of the second decision component Q̃(2)
i is done by the formula:

Q̃(2)
i =

∏Lmax

j=1

(
x̃n
+i j

)w+ j ·
(∏Lmin

j=1

(
x̃n
−i j

)w− j
)c

. (20)

Q̃(2)
i value is based on the product of total relative importance in the ith alternative

6. Joint generalized criteria is computed by:

Q̃i = 0.5Q̃(1)
i + 0.5Q̃(2)

i . (21)

7. The final weights of the criteria importance are determined considering the descending order of

the score function S
(
Q̃i

)
, which is used for the deneutrosophication of the joint generalized criteria:

S
(
Q̃i

)
=

3 + ti − 2ii − fi
4

. (22)

3.3. VASMA Weights

VASMA weights w j are calculated as the combination of the entropy weights W j and the
WASPAS-SVNS weights S j:

w j =
S jW j

∑l
j=1 S jW j

. (23)

here j =1, 2 . . . , l is the index of the analyzed criterion.

4. Numeric Example

Children’s care always has been the focus of governmental institutions since early childhood
education is recognized as the basis for lifelong learning and development. Nowadays, kindergartens
not only provide childcare but also perform protective, emotional, socializing, and educational
functions [58]. Since parent’s contribution to their child’s education is increasingly growing, parental
opinion and understanding of the kindergarten quality is becoming an important topic. Besides, a clear
understanding of parents’ opinions might help public authorities not only to improve the provision
of services but also to ensure proper distribution of the public investments. Since organizing of the
parental meetings is a time-consuming and human-intensive process, online surveys are the easiest
way to find out what parents think.

4.1. Survey Construction and Distribution

The online survey consisting of 15 separate questions was prepared to find out parents’ opinions
on the quality of state kindergartens operating in Vilnius (capital of Lithuania). VAS Matrix was placed
as the sixth question, where respondents were asked to indicate how important the analyzed criteria
are for the search of the most suitable kindergarten for their children. Thirteen criteria adapted from
the research of Malović [58] were presented in the VAS matrix. Continuous bipolar VAS scales with
the single tick mark at the center of the scales were used. The anchors were named as “Extremely
important” and “Absolutely unimportant” (Figure 1). All the texts were provided in Lithuanian, which is
the national language of most of the respondents. The target audience was reached through the parents’
groups already existing in the social networks. The survey took place just before the start of the new
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school year (at the end of August 2019). Since the survey had to be completed online, respondents
were free to choose at what time of day to conduct the survey.

A total of 133 individuals completed the online survey. The results of three respondents were
excluded from further study because they did not move any of the sliders in the VAS matrix.
The demographic profile of all the rest of the respondents is presented in Table 2.

Table 2. Demographic profile of the respondents.

Variable Category (%)

Gender
Female 97.69
Male 2.31

Age

24–28 16.5
29–34 49.4

35–40 29.8
41–older 4.3

Degree of study

Secondary 4.3
Professional 6.1

Bachelor 43.3
Masters 43.9
Doctor 1.2

Another option 1.2

Language spoken at home

Lithuanian 82.68
Polish 3.94

Russian 11.81
English 1.57

4.2. Data Extraction from the Survey Database

Data collected with the VAS matrix was automatically converted to the data matrix R, where
columns denote the set of criteria, and rows denote the ID of the respondent (Table 3). Records where
rnl = 0 depict situations when neither of the VAS markers were moved from their default position.
We assumed these cases as non-response values.

Table 3. Criteria assessments converted from the VAS matrix to the data matrix R.

ID C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13

1 100 98 99 100 100 58 82 81 93 100 7 19 0
2 91 95 71 0 95 0 97 98 37 97 13 21 10
3 30 69 64 65 0 68 65 68 69 90 13 83 78
4 73 97 0 0 71 93 86 90 60 80 5 84 0
5 0 0 0 11 0 21 0 0 0 0 0 0 92
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
126 33 95 96 88 93 74 82 94 7 98 51 0 8
127 71 0 13 20 100 0 0 0 4 98 5 3 49
128 97 100 100 100 0 64 77 0 84 83 1 0 0
129 76 94 34 97 0 0 0 76 80 95 5 30 96
130 99 97 95 97 97 3 4 4 10 5 6 7 6

Descriptive statistics of the data collected via the preference elicitation process performed by the
VAS Matrix are presented in Table 4. None of the criteria were assessed by all of the 130 respondents
analyzed in the study.
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Table 4. Descriptive statistics of the criteria weighting performed by the VAS Matrix.

No. Criteria Descriptions Count of Responses Mean SD Median Cronbach’s Alfa

C1 Reputation among parents 117 78.26 24.94 88 0.9381
C2 Skills of the kindergarten teachers 112 82.16 21.44 90 0.9199
C3 Modernity of the teaching methods 104 76.70 26.64 86.5 0.9256
C4 Cooperation with parents 109 77.08 26.41 88 0.9266
C5 Free spaces in the proper age groups 102 74.25 28.50 85 0.9486
C6 Toys and equipment 100 71.19 27.00 79 0.9217
C7 Indoor safety and hygiene 106 78.30 24.01 85 0.9167
C8 Outdoor safety and hygiene 108 79.04 23.11 85 0.9189
C9 Opening hours 113 76.19 25.71 82 0.9311

C10 Distance from home 119 83.83 22.72 93 0.9435
C11 Distance from the bus stop 103 36.73 36.59 18 0.9493
C12 Tolerance for different cultures 81 49.89 38.88 52 0.9491
C13 Price 83 61.17 36.01 78 0.9494

4.3. Reliability of the Collected Data

Analysis of the collected data also revealed that only a quarter (27.16%) of the respondents moved
all 13 sliders provided in the VAS matrix. It means that three-quarters of the respondents evaluated
less than 13 criteria during the experiment. Since all the responses where single and more criteria are
assessed contribute in the construction of the data matrix R (Equation (1)), it is necessary to make sure
that the data collected during the survey can be trusted.

Both the Cronbach’s Alpha and the Split-Half techniques (with Spearman and Brown correction)
were employed to determine the internal reliability of the collected data. The calculated value for the
Split-Half technique was 0.9772, and the total Cronbach’s Alpha reliability coefficient was 0.9861 (Table 4).
It means that the overall internal reliability of the collected data is very high. Cronbach’s Alpha for
all the 13 criteria also showed very high reliability (0.9189 to 0.9494). It is assumed that internal data
reliability is appropriate if the value of the Alpha coefficient/ is at least 0.7.

4.4. Calculation of the Entropy Weights

The objective part of the VASMA weights was calculated applying the principles of the information
entropy. Decision matrix P, where columns denote the set of criteria and rows denote the possible
values k of the VAS scales (k = 1 . . . 100) was constructed from the data matrix R (Table 3).

Values pkl presented in Table 5 describe the proportion of responses k for the analyzed criterion
l (0 ≤ pkl ≤ 1 and

∑100
k=1 pkl = 1). The calculation of the entropy weights presented in Table 6 is explicitly

described in Section 3.2.

Table 5. Decision matrix P for the entropy weighting.

k C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13

1 0.009 0.009 0.010 0.009 0.020 0.010 0.009 0.009 0.018 0.000 0.058 0.049 0.048
2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.009 0.000 0.000 0.010 0.025 0.012
3 0.000 0.009 0.010 0.000 0.000 0.030 0.009 0.000 0.018 0.000 0.058 0.074 0.000
4 0.000 0.000 0.000 0.009 0.000 0.000 0.009 0.009 0.009 0.000 0.049 0.049 0.000
5 0.026 0.000 0.019 0.000 0.000 0.000 0.000 0.000 0.000 0.017 0.097 0.012 0.012
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
95 0.034 0.045 0.038 0.018 0.029 0.020 0.028 0.009 0.035 0.059 0.039 0.049 0.036
96 0.051 0.036 0.038 0.055 0.059 0.010 0.028 0.083 0.018 0.143 0.010 0.025 0.084
97 0.026 0.054 0.067 0.073 0.039 0.040 0.085 0.037 0.053 0.092 0.010 0.025 0.048
98 0.060 0.143 0.087 0.064 0.039 0.050 0.113 0.065 0.062 0.067 0.029 0.037 0.036
99 0.077 0.071 0.048 0.064 0.029 0.020 0.038 0.046 0.035 0.034 0.000 0.000 0.000
100 0.043 0.027 0.029 0.037 0.069 0.020 0.009 0.019 0.018 0.050 0.010 0.025 0.024
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Table 6. Entropy weights calculated from the survey data.

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13

Ẽl(p) 0.7886 0.7395 0.7935 0.7935 0.7828 0.8173 0.7660 0.7641 0.7768 0.7082 0.7813 0.7777 0.7654
Wl 0.2114 0.2605 0.2065 * 0.2065 * 0.2172 0.1827 0.2340 0.2359 0.2232 0.2918 0.2187 0.2223 0.2346

Rank 10 2 11 12 9 13 5 3 6 1 8 7 4

* The more precise weight value for the criterion C3 is 0.20652 and for the criterion C4 is 0.20648.

4.5. Calculation of the WASPAS-SVNS Weights

The subjective part of the VASMA weights was calculated as the MCDM task where WASPAS-SVNS
is involved for the preference elicitation. Decision matrix X (Table 7), where columns denote variables
V1–V6 and rows denote the analyzed preferences, was also constructed from the data matrix R (Table 3).
Construction of the decision matrix X and the variables V1–V6 are explicitly described in the Section 3.2.

Table 7. Decision matrix X for the WASPAS-SVNS criteria weighting.

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13

V1 3.42 1.79 5.77 2.75 4.90 5.00 3.77 3.70 6.19 4.20 39.81 29.63 16.87
V2 8.55 6.25 7.69 12.84 14.71 15.00 7.55 4.63 6.19 4.20 25.24 19.75 20.48
V3 17.09 16.96 21.15 13.76 11.76 19.00 18.87 20.37 17.70 9.24 6.80 8.64 7.23
V4 41.88 37.50 34.62 39.45 42.16 45.00 39.62 45.37 47.79 37.82 18.45 25.93 32.53
V5 29.06 37.50 30.77 31.19 26.47 16.00 30.19 25.93 22.12 44.54 9.71 16.05 22.89
V6 4.69 5.82 5.12 5.19 4.76 3.95 5.27 5.29 4.75 6.08 1.99 3.12 4.15

WASPAS-SVNS weights calculated as the score function for deneutrosophication of the joint
generalized criteria are presented in Table 8.

Table 8. WASPAS-SVNS weights calculated from the survey data.

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13

S
(
Q̃i

)
0.8492 0.8843 0.8239 0.8402 0.803 0.7935 0.8477 0.8565 0.8205 0.8596 0.3971 0.5381 0.6889

Rank 4 1 7 6 9 10 5 3 8 2 13 12 11

4.6. Calculation of the VASMA Weights

VASMA weights were calculated from the entropy weights W j and the subjective weights S
(
Q̃i

)

by the Equation (23). The final VASMA weights and their ranks are presented in Table 9.

Table 9. Final VASMA weights.

No. Criteria Description VASMA Weight Rank

C1 Reputation among parents 0.0789 6
C2 Skills of the kindergarten teachers 0.1013 2
C3 Modernity of the teaching methods 0.0748 9
C4 Cooperation with parents 0.0762 8
C5 Free spaces in the proper age groups 0.0767 7
C6 Toys and equipment 0.0637 11
C7 Indoor safety and hygiene 0.0872 4
C8 Outdoor safety and hygiene 0.0888 3
C9 Opening hours 0.0805 5

C10 Distance from home 0.1102 1
C11 Distance from the bus stop 0.0382 13
C12 Tolerance for different cultures 0.0526 12
C13 Price 0.0710 10
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As can be seen, Distance from home (C10) and the Skills of the kindergarten teachers (C2) were
detected as the most important aspects of the kindergarten selection process in Vilnius. Tolerance
for different cultures (C12) and the Distance from the bus stop (C11) were identified as the least
important criteria.

5. Results and Discussion

VAS matrix is a set of the VAS scales placed in a single question. Since multiple data like the
importance value and the ranking information can be gathered from a single survey question, the VAS
matrix might be successfully exploited for the survey-based criteria weighting tasks. However, biases of
the respondents and the psychometric features of the VAS scales should be carefully treated to avoid
uncertainties in the preference elicitation results.

Scatterplots of the two criteria with the highest mean value and with the lowest mean value were
generated to illustrate the tendencies in the data collected with the VAS matrix (Figure 3). Analysis of
the data distribution shows that the majority of estimates are in the range of 60–100. This is in line
with the research showing that direct weighting performed with the Likert-scales or the VAS-scales
shows a tendency towards the positive skew of the collected data. On the cognitive side, this may
also suppose that parents have a tendency to say that most of the analyzed aspects are important for
assessing the quality of kindergartens.
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Figure 3. Scatterplots of the VAS values for the criteria that were determined as the most important
(a,b), and the least important (c,d). Lines determines intervals for the five importance groups:
(0–10)—not important at all, (10–50)—unimportant, (50–75)—important, (75–95)—very important,
(95–100)–extremely important.
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It is also noteworthy to observe that assessments ranging from 40 to 60 were hardly ever provided
by the respondents. It might be related to the design of the VAS scales, where the default position
of the marker is placed in the middle between the two linguistic anchors. A non-moved marker can
be understood either as the non-response situation, or as the cognitive answer that the criteria is
neither important nor unimportant (value = 50). To prevent the uncertainties caused by the erroneous
interpretation, we consider this situation as the missing data.

In the numerical example presented in this paper, missing data is noticed in 72.84% of the answers.
The accuracy of the survey results is usually sought to be improved by ensuring an appropriate sample
of the responses. However, recently the significant decrease in the response rate of the online polls
can be noticed [59]. In these circumstances, the opinion of each respondent becomes increasingly
important. Pairwise comparison approaches like AHP or SWARA are not able to deal with the missing
data, but it is not an issue for the VASMA weighting. On the contrary, VASMA weighting exploits the
non-response values to achieve the greater accuracy of the preference elicitation results.

5.1. Comparison of the Direct Rating and VASMA Weights

Direct weighting approaches like point allocation, direct rating, SMART, and SMARTER might be
considered as the simplest criteria elicitation methods [48]. Direct rating (DR) is probably the easiest of
them since criteria weights are assessed by purely asking the respondents to assign absolute values
of the criteria. Since DR does not require any prior learning on the preference elicitation process,
it might also be easily applied for the survey-based criteria weighting [9]. However, two important
disadvantages are recurrently associated with the direct rating methodology: the high potential for
biased information [46] and the tendency towards the low variance of the criteria weights [9,44].
A comparison of the DR and VASMA approaches was performed to reveal how the data processing
technique integrated into the VASMA weighting methodology affects both the variability and the
accuracy of the criteria weights. Both the direct rating and the VASMA weighting techniques employ
VAS Matrix as the data collection technique, but the distinctive data processing procedures. While DR
simply calculates the averages of the criteria weights proposed by the respondents, VASMA calculates
both the subjective and objective weights for the preference elicitation. The criteria weights calculated
with the direct rating and VASMA weighting approaches are compared in Figure 4.
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Results presented in Figure 4 support the idea that DR is typically associated with the low variation
of the criteria weights. DR weights calculated for the criteria C1–C10 slightly vary in the interval
(0.0770, 0.0906), while the range of the VASMA weights is much wider (0.0637, 0.1104). Respect for the
psychometric properties of the VAS scales and the awareness on the uncertainty of the collected data
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showed that VASMA weighting demonstrates the positive effect for both the equal weighting and the
high bias issues that are the vast disadvantages of the DR technique.

5.2. Sensitivity Analysis

The sensitivity analysis was performed to study the consistency of the obtained ranking. Ranks of
the two direct weighting techniques (point allocation and direct rating) and VASMA weighting were
determined and compared (Figure 5). Two popular direct weighting techniques SMART and SWING
were not included in the comparison because of the methodological differences in the data collection
procedure [9].
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A comparison of the criteria ranks reveals differences between the point allocation (PA), direct
rating (DR), and the VASMA weighting approaches (Figure 5). Due to the different direct weighting
methodologies, PA and DR techniques give significantly different results. Greater stability can be
observed between the criteria ranks determined by the direct rating and the VASMA weighting
approaches. However, the weight values calculated by the DR and VASMA weighting techniques
noticeably differ. Since a little variation of the weight values is repeatedly identified as the downside
of the straightforward DR technique, VASMA weighting can be chosen as the solution to this issue.
Results presented in the Figure 4 prove that the variance of the weighting values for the criterions C10
(Distance from home), C2 (Skills of kindergarten teachers), C8 (Outdoor safety and hygiene), and C7
(Indoor safety and hygiene) are considerably wider when the novel preference elicitation technique
VASMA weighting is applied.

6. Conclusions

Criteria weighting is an integral part of the multicriteria decision-making process. When the
opinions of the wider audience are needed, electronic surveys may be successfully employed to
collect data for the preference elicitation procedure. Since both the psychologists and psychometricians
agree that humans are much better at making comparative judgments than at making absolute
judgments, visual analogue scales (VAS) have been proposed as the affective data collection tool
for the assessment of the respondents’ traits. However, survey-based criteria weighting processes
are typically accompanied by the biases of the evaluators and the uncertainty of the experimental
conditions. Besides, end-aversion bias and the positive skew are also the companions of the VAS
based preference elicitation. The novel criteria weighting technique VASMA weighting respects the
psychometric features of the VAS scales and analyzes the uncertainties caused by the survey-based
criteria weighting. It is achieved by integrating the WASPAS-SVNS multicriteria decision making
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approach for the determination of the subjective weights and Shannon entropy for the calculation of
the objective weights.

A numerical example analyzing the importance of the criteria that affect parents’ decisions
regarding the choice of the kindergarten institution was performed to reveal the practicalities
of the proposed methodology. The experiment presented in this paper revealed that the data
processing technique integrated into the VASMA weighting methodology is able to overcome the
main disadvantages of the direct rating technique—the high biases of the collected data and the low
variation of the criteria weights.

In the future, it would be interesting to analyze why the last three criterions presented in the
VAS matrix got significantly lower weights than the rest of them. Is it an accidental situation, or is
it associated with their position in the VAS Matrix? An optimal number of the criteria that can be
weighted with the VASMA weighting methodology also should be analyzed in the future. It would be
also interesting to disclose how the number of respondents and their homogeneity affects VASMA
weighting values.
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Abstract: The present study deals with the modification of Wilson’s formulation by taking into
account changes in the supply chain represented by the parameters of the model, namely varying
delivery costs and price of goods stored. The four different models are presented. The proposed
models avoid the main drawbacks of Wilson’s formulation—the constant price and reordering
time—and discuss the case where varying parameters are used alongside discounting. The proposed
models render lower costs under particular settings.
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1. Introduction

Sustainable business decisions require taking into account a wide range of factors and
methodologies [1–4]. Therefore, a number of models have been proposed for efficient inventory
management. In 1913, Harris introduced an economic order quantity concept to solve this problem in
the form of a static formula (and started static inventory management models vein).

However, typical static economic order quantity (EOQ) models [5,6] do not satisfy practitioners
because of their incapacity to consider changing consumer demand, requiring constant orders in equal
periods of time [7]. Unpredictable and constantly changing demands, affecting the size and frequency
of orders, lead to situations in which classical inventory management models become unfit for solving
practical inventory management problems and motivate a search for new or modified alternatives.
In the last decade, we observed increased scientific interest in solving this problem. Firstly, Sana [8]
proposed an EOQ model for perishable goods reacting to retail price changes, although practical
implementation is restricted by neglecting the minimizing effect of a negative power function of
price, which generates high sensibility in consumer’s demand. Later, Dobson et al. [9] proposed that
perishable goods, with the demand rate as a linearly decreasing function of the age of the products, act
similarly to nonperishable goods with the unit holding cost equal to the ratio of contribution margin to
lifetime. In their model, they obtain traditional nonperishable Economic Order Quantity (EOQ)-like
lower and upper bounds on the cycle length and the profit and show that they lead to near-optimal
results for typical examples, like grocery items. Zeng et al. [10] formulate an extension to Wilson’s
model varying quantity of order and different ordering periods. Their model generates a substantial
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economic effect when a significant change in consumer demand is noticed and (or) a long period of
planning the logistics process must be ensured.

Conventional models for inventory management with uncertain demand, such as variations of
Harris formulation [11–13], Markov equation-based ones [14,15], and Wilson’s formulation [16–19]
are designed to minimize the expected costs of replenishment and stock-outs. They assume that
complete satisfaction of uncertain and hardly predictable demand is too expensive or even deemed
impossible. All these models are designed under the constant order quantity principle, where the
size of the following order is based on the objective to minimize the whole cost of a company’s
inventory management.

The problem of economic order quantity (EOQ) is quite well-known and has been widely discussed
in the scientific literature [20–24]. Determination of the EOQ has a particular importance in trade and
retail activities. The optimal ordering plan allows for the companies to achieve smooth operation and
competitive advantage [25–27].

In the context of steady economic growth, the EOQ models assuming steady demand for perishable
consumer goods are suitable for determining the lot size [28–30]. There has been research on the EOQ
with respect to the credit market [31] and stock dynamic sizing optimization under the Logistic 4.0
environment for material management of a very high-speed train [32].

However, the fluctuations in the demand and lead time have not been taken into account. Indeed,
such fluctuations become more important during disruptions of the supply chains (e.g., due to
pandemic events). The emergence of trade barriers requires retailers to reconsider the optimal lot size.
This issue is further aggravated by fluctuations in the market prices of particular products. Indeed, the
crisis affects the consumer behavior and demand for particular goods [33–35]. The changes in demand
are reflected by the prices of the products retailed [36,37]. Therefore, one needs to adjust decisions
to order and store goods. Even without facing serious crisis, changes in pricing occur over time in
terms of both retail market and storage costs. Thus, a mathematical model capable of determining
the optimal economic order quantity under varying reordering time and price parameters is obvious.
Although there has been a wide range of models proposed for determining the lot sizes (Table 1), none
of them are able to handle the varying stock quantity based on varying price and reordering time.

Table 1. Overview of the existing economic order quantity (EOQ) models.

No. Reference Model

1. Sebatjane & Adetunji [38]. Costs per cycle are multiplied by the number of
cycles. Discounting is not applied.

2. Khan, Jaber & Bonney, M. [39]

Optimal order quantity in the presence of defective
items in the order and with various options for
defect detection: no implications to changing price
parameters of an order are provided.

3. Birbil, Ş. İ., Bülbül, K., Frenk, H., & Mulder, H. M.
[40]

The demand and unit price are assumed to be
constant.

4. Taleizadeh, A. A. [41] Divided payments are considered assuming
constant parameters of the model.

5. Molamohamadi, Z., Arshizadeh, R., Ismail, N., &
Azizi, A. [42]

The delay of payment is allowed (it may be
considered as a proxy for changing price
parameters of the order). The objective is
optimizing trade credit terms rather than the lot
size.
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Table 1. Cont.

No. Reference Model

6. El-Kassar, A. N., Salameh, M., & Bitar, M. [43]
The model allows for identifying faulty
intermediate consumption items rather than
determining the optimal lot size.

7. Tungalag, N., Erdenebat, M., & Enkhbat, R. [44] EOQ extended with the Euler–Lagrange equation
without varying price parameters.

8. Jaggi, C. K., & Mittal, M. [45] EOQ model with a focus on the lot size with
regards to defected items and deterioration time.

9. Elyasi, M., Khoshalhan, F., & Khanmirzaee, M.
[46] The EOQ model with constant price and lead time.

10. Widyadana, G. A., Cárdenas-Barrón, L. E., & Wee,
H. M. [47] The model for deteriorating items.

11. Shanshan, L. & Yong, H. [1] Focus on mitigating effects of an already occurred
stock out.

12. Inprasit, T. & Tanachutiwat, S. [48]
A combination of machine learning and neural
networks for determining a reordering point but
not an EOQ.

This paper presents a model for determining the optimal lot size with fluctuating price building
on the classical Wilson’s formulation following extensions by Slesarenko and Nestorenko [49] and
by Zeng et al. [10]. The proposed model optimizes the discounted costs of all orders rather than the
costs per order. Due to this fundamental difference, our model is more relevant to economic decision
making and ensures symmetry in the decision process. Presenting practical application of models with
different parameters, we also show how this model performs in real-life situations.

2. The Proposed Model of Lot Management with Time-Variant Cost Parameters

Inventory management is understood as the definition of optimal controllable parameters (time
between deliveries ts (time set up) and q (quantity, or optimal order size)) of logistics processes, at
which the minimum total costs (TC) for the purchase, delivery, and storage of goods is achieved for a
certain planned time interval [0, T]. If the uncontrollable parameters of the logistics process (purchase
price p, delivery cost cs, (cost set up) daily demand µ, and daily interest rate i (r = i/100%) are known
and constant throughout the entire planning interval, this problem can be solved by using Wilson
economic-mathematical model EOQ (Economic Order Quantity):

TC(ts) = pD +
csT
ts

+
1
2

chDts (1)

where D is the demand for the period (time interval) [0, T] (D = µT) and ch is the cost of storing a unit
of goods per day (holding cost).

The optimal time between deliveries (tso) and optimal order quantity (qo) are found according to
the Wilson formula:

tso = tw =

√
2csT
chD

(2)

qo = µtso (3)

Slesarenko and Nestorenko [49], and Nestorenko et al. [50] proposed the modified EOQ model:

TC(ts) = (cs + pµts)
(1 + r)ts

(
(1 + r)T − 1

)

(1 + r)ts − 1
(4)
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The optimal time between deliveries is found by the following formula:

tso =

√
2cs

rpµ
(5)

The formula coincides with Wilson’s Formula (2) if the storage cost is expressed as a percentage of
the unit price (ch = pµ).

If the parameters of the logistic process change, the optimal solution is recalculated using Wilson’s
Formula (5), taking into account the changes. Based on the available information, it is possible to build
forecasts for further economic processes of behavior. The use of this information in economic and
mathematical models leads to an increase in their adequacy and accuracy.

Zeng et al. [10] proposed models of inventory management that allow for determining the
optimal values of parameters in the case when it is known that daily demand has a linear trend
(µ(t) = µ+ ωt, t ∈ [0, T]). To find those parameters, it is necessary to use Wilson’s Formula (5),
replacing the constant value of daily demand µ with the arithmetic mean of daily demand µ for the
planning period [0, T] (µ = µ+ 0.5ωT).

We further construct economic and mathematical models of inventory management that allow for
determining the values of optimal controlled parameters in the case when it is known that uncontrolled
cost parameters (delivery cost and/or price) have uniform relative trends (cs(t) = cs(1 + ρc)

t, p(t) =

p
(
1 + ρp

)t
, t ∈ [0, T]).

Model 1. The inventory management model with a simultaneous equal percentage change in the costs of delivery
and prices (inflationary model).

In the EOQ model, the uncontrollable cost parameters as the cost of delivery (cs = const) and
price (p = const) for the period [0, T] will be replaced by the assumption that the cost of delivery and
the price simultaneously change uniformly with equal percentage change (cs(t) = cs(1 + ρ)t, p(t) =
p(1 + ρ)t, t ∈ [0, T]). It is an inflationary process when ρ > 0 and a deflationary one when ρ < 0.

The logistics process of purchasing, delivering, and storing goods with constant time between
deliveries can be described by the following formula:

TC(ts) = (cs + pµts)(1 + r)nts +
(
cs(1 + ρ)ts + p(1 + ρ)tsµts

)
(1 + r)(n−1)ts + · · ·

+
(
cs(1 + ρ)(n−1)ts + p(1 + ρ)(n−1)tsµts

)
(1 + r)ts

(6)

where n is the number of deliveries of consignments of goods for the period [0, T] (n = T/ts). Replacing
it, we get the following:

(1 + r) jts = eln (1+r) jts , (1 + ρ) jts = eln (1+ρ) jts , j = 1, n

After performing arithmetic transformations, we get the following:

TC(ts) = (cs + pµts)eln (1+r)T
(
1 + e(ln (1+ρ)−ln (1+r))ts + · · ·+ e(n−1)(ln (1+ρ)−ln (1+r))ts

)
(7)

Using the formula for the sum of the first members of a geometric progression, we get the formula
for total costs:

TC(ts) = (cs + pµts)
(eln (1+r)−ln (1+ρ))T − 1)eln (1+ρ)T

e(ln (1+r)−ln (1+ρ))ts − 1
(8)
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The minimum total cost is obtained as follows:

dTC(ts)
dts

= pµ (e(ln (1+r)−ln (1+ρ))T−1)eln (1+ρ)T

e(ln (1+r)−ln (1+ρ))ts−1
− (ln(1 + r)

− ln(1 + ρ))(cs + pµts)
e(ln (1+r)−ln (1+ρ))ts (e(ln (1+r)−ln (1+ρ))T−1)eln (1+ρ)T

(e(ln (1+r)−ln (1+ρ))ts−1)
2

= 0

(9)

After transformations, the equation is as follows:

e(ln (1+r)−ln (1+ρ))ts − 1 = (ln(1 + r) − ln(1 + ρ))

(
cs

pµ
+ ts

)
(10)

The optimal time between deliveries of consignments of goods tso is found from solving the
nonlinear Equation (10). In order to find an approximate solution to Equation (10), we use the first
three terms of the Maclaurin series [51] of the expansion of the function y = ex ≈ 1 + x + 0.5x2 and the
first term of the Maclaurin series of the expansion of the function y = ln(1 + r) ≈ r.

tso = ts =

√
2cs

(r− ρ)pµ (11)

Therefore, to determine the optimal time between deliveries of consignments of goods tso, one can
use Wilson’s Formula (5), replacing r with the difference r − ρ.

Let α = ln(1 + ρ)/ ln(1 + r) ≈ ρ/r. Then, Equation (11) can be written as follows:

tso =
tw√
1− α

(12)

The dependence of the optimal time between deliveries of consignments of goods tso on α is

shown in Figure 1. When α ≥ αmax = 1− t2
w

T2 , it is necessary to purchase in the volume qo = µT and to
deliver the goods once for the entire planning period of the logistic process. When α ≤ αmin = 1− t2

w, it
is necessary to purchase and deliver goods every day in the amount of qo = µ. When αmin < α < αmax,
it is necessary to purchase and deliver goods in tso =

tw√
1−α days and in volume qo =

µtw√
1−α =

qw√
1−α .
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Figure 1. Dependence of the optimal time between deliveries of consignments of goods tso on α.

Change in the dependence of total costs TC(ts, α) on the time between deliveries of consignments
of goods ts for different values of α as well as the dependence of the minimum total costs TC(tso, α) on
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the optimal time between deliveries of consignments of goods tso for different values of α (black line
and black squares) are shown in Figure 2.Symmetry 2020, 12, x FOR PEER REVIEW 6 of 19 
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𝑑𝑇𝐶(𝑡𝑠)

𝑑𝑡𝑠

= 𝑝𝜇
𝑒ln(1+𝑟)𝑡𝑠(𝑒ln(1+𝑟)𝑇 − 1)

𝑒ln(1+𝑟)𝑡𝑠 − 1
− ln(1 + 𝑟) 𝑝𝜇𝑡𝑠

𝑒ln(1+𝑟))𝑡𝑠(𝑒ln(1+𝑟)𝑇 − 1)

(𝑒ln(1+𝑟)𝑡𝑠 − 1)2

− 𝑐𝑠

(ln(1 + 𝑟) − ln(1 + 𝜌с)) 𝑒(ln(1+𝑟)−ln(1+𝜌с))𝑡𝑠(𝑒ln(1+𝑟)𝑇 − 𝑒ln(1+𝜌с)𝑇)

(𝑒(ln(1+𝑟)−ln(1+𝜌с))𝑡𝑠 − 1)2
= 0 

(17) 

Figure 2. Dependence of total costs TC(ts, α) on the time between deliveries of consignments of goods
ts for different α values; dependence of the minimum total costs TC(tso, α) on the optimal time between
deliveries of consignments of goods tso for different values α; and the value of the total costs TC(tw, α)
for the time between deliveries of the consignment tw for different α values.

Note: If we determine the values of the controlled parameters at i moment (i = 1, 2, 3 . . .) of
decision-making according to Wilson’s Formula (5), we get the same time between deliveries equal to tw:

tsi =

√√
2cs(1 + ρ)tsi

rp(1 + ρ)tsiµ
=

√
2cs

rpµ
= tw, i = 1, 2, 3 . . . (13)

This option on making decision is not optimal (differs from (11)). The result of using this option
for different values of α (white squares) is also shown in Figure 2

Model 2. The inventory management model with the percentage change in the cost of delivery.

In the EOQ model, the assumption about constancy of the uncontrolled parameter delivery cost
(cs = const) for the period [0, T] is replaced by the assumption in which the delivery cost changes
uniformly according to the regularity cs(t) = cs(1 + ρc)

t, t ∈ [0, T]. If ρc > 0, there is an increase in the
cost of delivery; if ρc < 0, there is a decrease.

Then, the logistics process of purchasing, delivering, and storing goods with constant time
between deliveries can be described by the following formula:

TC(ts) = (cs + pµts)(1 + r)nts +
(
cs(1 + ρc)

ts + pµts
)
(1 + r)(n−1)ts + · · ·

+
(
cs(1 + ρc)

(n−1)ts + pµts
)
(1 + r)ts

(14)

where n is the number of deliveries of consignments of goods for the period [0, T] (n = T/ts).
Replacing it, we get the following:

(1 + r) jts = eln (1+r) jts , (1 + ρc)
jts = eln (1+ρc) jts , j = 1, n
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After performing arithmetic transformations, we get the following:

TC(ts) = eln (1+r)T(cs(1 + e(ln (1+ρc)−ln (1+r))ts + · · ·+ e(n−1)(ln (1+ρc)−ln (1+r))ts)

+pµts(1 + e− ln (1+r)ts + · · ·+ e− ln (1+r)(n−1)ts))
(15)

Using the formula for the sum of the first members of a geometric progression, we get the formula
for total costs:

TC(ts) = cs
e(ln (1+r)−ln (1+ρc))ts

(
eln (1+r)T − eln (1+ρc)T

)

e(ln (1+r)−ln (1+ρc))ts − 1
+ pµts

eln (1+r)ts
(
eln (1+r)T − 1

)

eln (1+r)ts − 1
(16)

The minimum total costs is as follows:

dTC(ts)
dts

= pµ
eln (1+r)ts(eln (1+r)T−1)

eln (1+r)ts−1
− ln(1 + r)pµts

eln (1+r))ts(eln (1+r)T−1)

(eln (1+r)ts−1)
2

−cs
(ln(1+r)−ln(1+ρc))e(ln (1+r)−ln (1+ρc))ts(eln (1+r)T−eln (1+ρc)T)

(e(ln (1+r)−ln (1+ρc))ts−1)
2 = 0

(17)

After transformations, the equation is as follows:

eln (1+r)ts − 1− ln(1 + r)ts

= cs
pµ

(ln(1+r)−ln(1+ρc))(eln (1+r)ts−1)
2

eln (1+ρc)(e(ln (1+r)−ln (1+ρc))ts−1)
2
(eln (1+r)T−eln (1+ρc)T)

(eln (1+r)T−1)
(18)

In model 2, the optimal time between deliveries of consignments of goods tso is also found from the
solution of the nonlinear Equation (18). In order to find an approximate solution of Equation (18), we
use the first three terms of the Maclaurin series of the expansion of the function y = ex ≈ 1 + x + 0.5x2

and the first term of the Maclaurin series of the expansion of the function y = ln(1 + r) ≈ r.

tso = ts =

√√
2cs(1 + ρc)

1
2 T

rpµ
(19)

Consequently, to determine the optimal time between deliveries of consignments of goods tso, one
can use Wilson’s Formula (5), replacing the constant value of the delivery cost cs with the geometric

mean of the delivery cost cs for the planning period [0, T] (cs =

√
cscs(1 + ρc)

T = cs(1 + ρc)
1
2 T).

tso = (1 + ρc)
1
4 Ttw (20)

Let αc = ln(1 + ρc)/ ln(1 + r); then Equation (20) can be represented in this form:

tso = (1 + r)
1
4αcTtw (21)

The dependence of the optimal time between deliveries of consignments of goods tso on αc is
shown in Figure 3.
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Figure 3. The dependence of optimal time between deliveries of consignments of goods tso on αc.

The change in the dependence of total costs TC(ts, αc) on the time between deliveries of
consignments of goods ts for different αc values as well as the dependence of the minimum total costs
TC(tso, αc) on the optimal time between deliveries of consignments of goods tso for different αc values
(black line and black squares) are shown in Figure 4.Symmetry 2020, 12, x FOR PEER REVIEW 8 of 19 
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After transformations, the equation is as follows: 

Figure 4. The dependence of total costs TC(ts, αc) on the time between deliveries of consignments
of goods ts for different αc values and the dependence of the minimum total costs TC(tso, αc) on the
optimal time between deliveries of consignments of goods tso for different αc values (black line and
black squares).

Model 3. Inventory management model with a percentage change in the price of goods.

In the EOQ model, the assumption of the constancy of the uncontrollable parameter of the product
price (p = const) for the period [0, T] is replaced by the assumption that the price of the product changes

uniformly according to the order that p(t) = cp
(
1 + ρp

)t
, t ∈ [0, T]). If ρp > 0, there is an increase in the

price of goods, and if ρp < 0, there is a decrease.
To construct model 3, we will use the results from constructing model 1 (8) and model 2 (16).

We represent the change (increase/decrease) in the price as a combination of two processes—the
change (increase/decrease) in the price and delivery cost (model 1) and the simultaneous change
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(decrease/increase) in the delivery cost (model 2) by the same number of times. A change in the price
and delivery cost, according to model 1, will lead to the replacement of ln(1 + r) to ln(1 + r)− ln

(
1 + ρp

)

in Formula (16) and will be multiplied by eln (1+ρp)T. To compensate for the change in the cost of
delivery, according to model 2, we make a replacement 1 + ρc = 1/(1 + ρp):

TC(ts) =cs
eln (1+r)ts

(
eln (1+r)T − 1

)

eln (1+r)ts − 1

+pµts
e(ln (1+r)−ln (1+ρp))ts

(
e(ln (1+r)−ln (1+ρp))T − 1

)
eln (1+ρp)T

e(ln (1+r)−ln (1+ρp))ts − 1

(22)

The minimum total cost is found as follows:

dTC(ts)
dts

= −cs
ln(1+r)eln (1+r)ts(eln (1+r)T−1)

(eln (1+r)ts−1)
2

+pµ
e(ln (1+r)−ln (1+ρp))ts

(
e(ln (1+r)−ln (1+ρp))T−1

)
eln (1+ρp)T

e(ln (1+r)−ln (1+ρp))ts−1

−pµts
(ln(1+r)−ln(1+ρp))e(ln (1+r)−ln (1+ρp))ts

(
e(ln (1+r)−ln (1+ρp))T−1

)
eln (1+ρp)T

(
e(ln (1+r)−ln (1+ρp))ts−1

)2

= 0

(23)

After transformations, the equation is as follows:

e(ln (1+r)−ln (1+ρp))ts−1− (ln(1 + r) − ln
(
1 + ρp

)
)ts

=
cs

pµ

ln(1 + r)eln (1+ρp)ts
(
e(ln (1+r)−ln (1+ρp))ts − 1

)2(
eln (1+r)T − 1

)

(
eln (1+r)ts − 1

)2(
e(ln (1+r)−ln (1+ρp))T − 1

)
eln (1+ρp)T

(24)

We repeat the previously mentioned procedure: the optimal time between deliveries of
consignments of goods tso is found from the solution of the nonlinear Equation (24). In order
to find an approximate solution of Equation (24), we use the first three terms of the Maclaurin series of
the expansion of the function y = ex ≈ 1 + x + 0.5x2 and the first term of the Maclaurin series of the
expansion of the function y = ln(1 + r) ≈ r.

ts =

√
2cs(

r− ρp
)
pe

1
2 ln (1+ρp)Tµ

(25)

Consequently, to determine the optimal time between deliveries of consignments of goods tso,
one can use Wilson’s Formula (5), replacing r by the difference r − ρ and the constant value of the
price of goods p with the geometric mean of the price of goods p for the planning period [0, T]

(p =

√
pp

(
1 + ρp

)T
= p

(
1 + ρp

) 1
2 T

).

Let αp = ln
(
1 + ρp

)
/ ln(1 + r); then Equation (25) can be represented as follows:

tso =
tw

(
1 + ρp

) 1
4 T √

1− αp

(26)

or
tso =

tw

(1 + r)
1
4αpT √

1− αp

(27)
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The dependence of the optimal time between deliveries of consignments of goods tso on αc is
shown in Figure 5.
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𝑒(ln(1+𝑟)−ln(1+𝜌𝑝))𝑡𝑠(𝑒(ln(1+𝑟)−ln(1+𝜌𝑝))𝑇 − 1)𝑒ln(1+𝜌𝑝)𝑇

𝑒(ln(1+𝑟)−ln(1+𝜌𝑝))𝑡𝑠 − 1
 

(28) 

The minimum total costs are found as follows: 
𝑑𝑇𝐶(𝑡𝑠)

𝑑𝑡𝑠

= 𝑝𝜇
𝑒(ln(1+𝑟)−ln(1+𝜌𝑝))𝑡𝑠(𝑒(ln(1+𝑟)−ln(1+𝜌𝑝))𝑇 − 1)𝑒ln(1+𝜌𝑝)𝑇

𝑒(ln(1+𝑟)−ln(1+𝜌𝑝))𝑡𝑠 − 1

− 𝑐𝑠

(ln(1 + 𝑟) − ln(1 + 𝜌с))𝑒(ln(1+𝑟)−ln(1+𝜌с))𝑡𝑠(𝑒(ln(1+𝑟)−ln(1+𝜌с))𝑇 − 1)𝑒ln(1+𝜌с)𝑇

(𝑒(ln(1+𝑟)−ln(1+𝜌с))𝑡𝑠 − 1)2

−  𝑝𝜇𝑡𝑠

(ln(1 + 𝑟) − ln(1 + 𝜌𝑝))𝑒(ln(1+𝑟)−ln(1+𝜌𝑝))𝑡𝑠(𝑒(ln(1+𝑟)−ln(1+𝜌𝑝))𝑇 − 1)𝑒ln(1+𝜌𝑝)𝑇

(𝑒(ln(1+𝑟)−ln(1+𝜌𝑝))𝑡𝑠 − 1)2
= 0 

(29) 

After transformations, the equation appears as follows: 

𝑒(ln(1+𝑟)−ln(1+𝜌𝑝))𝑡𝑠 − 1 − (ln(1 + 𝑟) − ln(1 + 𝜌𝑝))𝑡𝑠

=
𝑐𝑠

𝑝𝜇

(ln(1 + 𝑟) − ln(1 + 𝜌с))𝑒(ln(1+𝜌𝑝)−ln(1+𝜌с))𝑡𝑠(𝑒(ln(1+𝑟)−ln(1+𝜌𝑝))𝑡𝑠 − 1)2(𝑒ln(1+𝑟)𝑇 − 𝑒ln(1+𝜌с)𝑇)

(𝑒(ln(1+𝑟)−ln(1+𝜌с))𝑡𝑠 − 1)2(𝑒ln(1+𝑟)𝑇 − 𝑒ln(1+𝜌𝑝)𝑇)
 
(30) 

Figure 6. The dependence of total costs TC
(
ts, αp

)
on the time between deliveries of consignments

of goods ts for different αp values and the dependence of the minimum total costs TC
(
tso, αp

)
on the

optimal time between deliveries of consignments of goods tso for different αp values (black line and
black squares).

Model 4. Inventory management model with a different percentage change in the price of goods.

In the EOQ model, the assumption of the constancy of the uncontrollable parameter of the product
price (p = const) for the period [0, T] is replaced by the assumption that the price of the product changes
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uniformly according to the order that p(t) = cp
(
1 + ρp

)t
, t ∈ [0, T]). If ρp > 0, there is an increase in the

price of goods, and if ρp < 0, there is a decrease.
To construct model 4, we will use the results from constructing model 1 (8) and model 2 (16).

We represent the change (increase/decrease) in the price as a combination of two processes—the
change (increase/decrease) in the price and delivery cost (model 1) and the simultaneous change
(decrease/increase) in the delivery cost by a certain number of times. A change in the price and delivery
cost, according to model 1, will lead to the replacement of ln(1 + r) to ln(1 + r)− ln

(
1 + ρp

)
in Formula

(16) and will be multiplied by eln (1+ρp)T. The change in the cost of delivery, according to model 2, we
will receive by replacement of 1 + ρc = (1 + ρc)/(1 + ρp):

TC(ts) =cs
e(ln (1+r)−ln (1+ρc))ts

(
e(ln (1+r)−ln (1+ρc))T − 1

)
eln (1+ρc)T

e(ln (1+r)−ln (1+ρc))ts − 1

+pµts
e(ln (1+r)−ln (1+ρp))ts

(
e(ln (1+r)−ln (1+ρp))T − 1

)
eln (1+ρp)T

e(ln (1+r)−ln (1+ρp))ts − 1

(28)

The minimum total costs are found as follows:

dTC(ts)
dts

= pµ
e(ln (1+r)−ln (1+ρp))ts

(
e(ln (1+r)−ln (1+ρp))T−1

)
eln (1+ρp)T

e(ln (1+r)−ln (1+ρp))ts−1

−cs
(ln(1+r)−ln(1+ρc))e(ln (1+r)−ln (1+ρc))ts(e(ln (1+r)−ln (1+ρc))T−1)eln (1+ρc)T

(e(ln (1+r)−ln (1+ρc))ts−1)
2

pµts
(ln(1+r)−ln(1+ρp))e(ln (1+r)−ln (1+ρp))ts

(
e(ln (1+r)−ln (1+ρp))T−1

)
eln (1+ρp)T

(
e(ln (1+r)−ln (1+ρp))ts−1

)2 = 0

(29)

After transformations, the equation appears as follows:

e(ln (1+r)−ln (1+ρp))ts − 1−
(
ln(1 + r) − ln

(
1 + ρp

))
ts

= Cs
pµ

(ln(1+r)−ln(1+ρc))e(ln (1+ρp)−ln (1+ρc))ts
(
e(ln (1+r)−ln (1+ρp))ts−1

)2
(eln (1+r)T−eln (1+ρc)T)

(e(ln (1+r)−ln (1+ρc))ts−1)
2(

eln (1+r)T−eln (ρp)T
)

(30)

The optimal time between deliveries of consignments of goods tso is found from the solution of
the nonlinear Equation (30). In order to find an approximate solution of Equation (30), we use the first
three terms of the Maclaurin series of the expansion of the function y = ex ≈ 1 + x + 0.5x2 and the first
term of the Maclaurin series of the expansion of the function y = ln(1 + r) ≈ r.

tso = ts =

√√√√√√ 2cs(1 + ρc)
1
2 T

(
r− ρp

)
p
(
1 + ρp

) 1
2 T
µ

(31)

Consequently, to determine the optimal time between deliveries of consignments of goods tso,
one can use Wilson’s Formula (5), replacing r by the difference r − ρ and the constant value of the
price of goods p with the geometric mean of the price of goods p for the planning period [0, T]

(p =

√
pp

(
1 + ρp

)T
= p

(
1 + ρp

) 1
2 T

) and the constant value of the product price cs by geometric mean

value of the product price cs for the planning period [0, T] (cs =

√
cscs(1 + ρc)

T = cs(1 + ρc)
1
2 T).

Let αp = ln
(
1 + ρp

)
/ ln(1 + r) and αc = ln(1 + ρc)/ ln(1 + r); then Equation (31) can be

represented as follows:

tso =
(1 + ρc)

1
4 T

(
1 + ρp

) 1
4 T

tw√
1− αp

(32)
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or
tso = (1 + r)

1
4 (αc−αp)T tw√

1− αp
(33)

The dependence of the optimal time between deliveries of consignments of goods tso on αc and αp

is shown in Figure 7.
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Figure 7. The dependence of the optimal time between deliveries of consignments of goods tso on αc
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The change in the dependence of the total costs TC
(
ts, αc = −3, αp

)
with a decrease in the cost of

delivery (αc = −3) on the time between deliveries of consignments of goods ts at different αp values as
well as the dependence of the minimum total costs TC

(
tso, αc = −3,αp

)
on the optimal time between

deliveries of consignments of goods tso for different αp values (black line and black squares) are shown
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Figure 8. The dependence of the total costs TC
(
ts, αc = −3, αp

)
with a decrease in the cost of delivery

(αc = −3) on the time between deliveries of consignments of goods ts at different αp values and the
dependence of the minimum total costs TC

(
tso, αc = −3,αp

)
on the optimal time between deliveries of

consignments of goods tso for different αp values (black line and black squares).
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The change in the dependence of total costs TC
(
ts, αc = 0, αp

)
at constant delivery cost (αc = 0)

on the time between deliveries of consignments of goods ts for different αp values as well as the
dependence of the minimum total costs TC

(
tso, αc = 0,αp

)
on the optimal time between deliveries of

consignments of goods tso for different αp values (black line and black squares) are shown in Figure 6.
The change in the dependence of total costs TC

(
ts, αc = 3, αp

)
with an increase in the cost of

delivery (αc = 3) on the time between deliveries of consignments of goods ts for different αp values as
well as the dependence of the minimum total costs TC

(
tso, αc = 3,αp

)
on the optimal time between

deliveries of consignments of goods tso for different αp values (black line and black squares) are shown
in Figure 9.
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Figure 9. The dependence of total costs TC
(
ts, αc = 3, αp

)
with an increase in the cost of delivery
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Model 4 is a generalization of models 1–3:

for αc = αp we obtain model 1;
for αp = 0 we obtain model 2; and
for αc = 0 we obtain model 3.

Further, we provide some examples of the differences that arise when using models 1–4 and the
modified EOQ model.

3. Empirical illustration

Model 1

If at the beginning of the period [0, T], uncontrollable parameters of the logistic process such
as T = 400 days, r = 0.001, and µ = 25 units/day are known and the cost of delivery and the
price increases equally during the period [0, T] with ρ = 0.00075, then the growth pattern will be
cs(t) = 400 ∗ 1.00075t, p(t) = 20 ∗ 1.00075t, t ∈ [0, T](α = 0.75).

When using the EOQ model, excluding the increase in delivery costs and prices, the time between
deliveries will be the following:

tw =

√
2 ∗ 400

0.001 ∗ 20 ∗ 25
= 40 days
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The total purchase, delivery, and storage costs for 400 days are as follows:

TCw = (400 + 20 ∗ 25 ∗ 40) ∗ 1.001400 + (400 ∗ 1.0007540 + 20 ∗ 1.0007540 ∗ 25∗
40) ∗ 1.001360 + · · ·+

(
400 ∗ 1.00075360 + 20 ∗ 1.00075360 ∗ 25 ∗ 40

)
∗ 1.00140 =

290911 EUR

When applying model 1, the time between deliveries is found by Formula (12):

tso =
40√

1− 0.75
= 80 days

The total purchase, delivery, and storage costs for 400 days are as follows:

TCo = (400 + 20 ∗ 25 ∗ 80) ∗ 1.001400 + (400 ∗ 1.0007580 + 20 ∗ 1.0007580 ∗ 25∗
80) ∗ 1.001320 + · · ·+ (400 ∗ 1.00075320 + 20 ∗ 1.00075320 ∗ 25 ∗ 80) ∗ 1.00180 =

289600 EUR

The savings will be as follows:

∆TC = 290911− 289600 = 1311 EUR

If the cost of delivery and the price decrease equally during the period [0, T] with ρ = −0.003, the
growth pattern has the following form: cs(t) = 400 ∗ 0.997t, p(t) = 20 ∗ 0.997t, t ∈ [0, T] (α = −3).

When using the EOQ model, excluding the reduction in delivery costs and prices, the time
between deliveries will be tw = 40 days.

The total purchase, delivery, and storage costs for 400 days are as follows:

TCw = (400 + 20 ∗ 25 ∗ 40) ∗ 1.001400 + (400 ∗ 0.99740 + 20 ∗ 0.99740 ∗ 25 ∗ 40)∗
1.001360 + · · ·+ (400 ∗ 0.997360 + 20 ∗ 0.997360 ∗ 25 ∗ 40) ∗ 1.00140 = 164156 EUR

When applying model 1, the time between deliveries is found by Formula (12):

tso =
40√
1 + 3

= 20 days

The total purchase, delivery, and storage costs for 400 days are as follows:

TCo = (400 + 20 ∗ 25 ∗ 20) ∗ 1.001400 + (400 ∗ 0.99720 + 20 ∗ 0.99720 ∗ 25 ∗ 20)∗
1.001380 + · · ·+ (400 ∗ 0.997380 + 20 ∗ 0.997380 ∗ 25 ∗ 20) ∗ 1.00120 = 160934 EUR

The savings will be as follows:

∆TC = 164156− 160934 = 3222 EUR

Model 2

If at the beginning of the period [0, T] uncontrollable parameters of the logistic process such as T =

400 days, r = 0.001, µ = 25 units/day, and p = 20 EUR/unit are known and the cost of delivery increases
during the period [0, T] with ρ = 0.00075, then the growth pattern will be cs(t) = 400 ∗ 1.0023t, t ∈ [0, T]
(αc = 2.3).

When using the EOQ model, excluding the increase in delivery costs, the time between deliveries
will be tw = 40 days.
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The total purchase, delivery, and storage costs for 400 days are as follows:

TCw = (400 + 20 ∗ 25 ∗ 40) ∗ 1.001400 + (400 ∗ 1.002240 + 20 ∗ 25 ∗ 40∗
1.001360 + · · ·+ (400 ∗ 1.0022360 + 20 ∗ 25 ∗ 40) ∗ 1.00140 = 258365 EUR

When applying model 2, the time between deliveries is found by Formula (20):

tso = 1.0023100 ∗ 40 = 50 days

The total purchase, delivery, and storage costs for 400 days are as follows:

TCo = (400 + 20 ∗ 25 ∗ 50) ∗ 1.001400 + (400 ∗ 1.002250 + 20 ∗ 25 ∗ 50)∗
1.001350 + · · ·+ (400 ∗ 1.0022320 + 20 ∗ 25 ∗ 50) ∗ 1.00150 = 258068 EUR

The savings will be as follows:

∆TC = 258365− 258068 = 297EUR

If the cost of delivery decreases during the period [0, T] with ρc = −0.0018, the growth pattern
has the form cs(t) = 400 ∗ 0.9982t, t ∈ [0, T] (αc = −1.8).

When using the EOQ model, excluding delivery cost reduction, the time between deliveries will
be tw = 40 days.

The total purchase, delivery, and storage costs for 400 days are as follows:

TCw = (400 + 20 ∗ 25 ∗ 40) ∗ 1.001400 + (400 ∗ 0.998240 + 20 ∗ 25 ∗ 40)∗
1.001360 + · · ·+ (400 ∗ 0.9982360 + 20 ∗ 25 ∗ 40) ∗ 1.00140 = 254627 EUR

When applying model 2, the time between deliveries is found by Formula (20):

tso = 0.9982100 ∗ 40 = 33 days

The total purchase, delivery, and storage costs for 400 days are as follows:

TCo = (400 + 20 ∗ 25 ∗ 33) ∗ 1.001400 + (400 ∗ 0.998233 + 20 ∗ 25 ∗ 33)

∗1.001367 + · · ·+ (400 ∗ 0.9982367 + 20 ∗ 25 ∗ 33) ∗ 1.00133 = 254513 EUR

The savings will be as follows:

∆TC = 254627− 254513 = 114 EUR.

Model 3

If at the beginning of the period [0, T] uncontrollable parameters of the logistic process such as
T = 400 days, r = 0.001, µ = 25 units/day, and cs = 25EUR are known and the price increases during
the period [0, T] with ρp = 0.000786, then the growth pattern will be p(t) = 20 ∗ 1.000786t, t ∈ [0, T]
(αp = 0.786).

When using the EOQ model without considering the price increase, the time between deliveries
will be tw = 40 days.

The total purchase, delivery, and storage costs for 400 days are as follows:

TCw = (400 + 20 ∗ 25 ∗ 40) ∗ 1.001400 + (400 + 20 ∗ 1.00078640 ∗ 25 ∗ 40)∗
1.001360 + · · ·+ (400 + 20 ∗ 1.000786360 ∗ 25 ∗ 40) ∗ 1.00140 = 292146 EUR
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When applying model 3, the time between deliveries is found by Formula (26):

tso =
40

1.000786100
√

1− 0.786
= 80 days

The total purchase, delivery, and storage costs for 400 days are as follows:

TCo = (400 + 20 ∗ 25 ∗ 80) ∗ 1.001400 + (400 + 20 ∗ 1.00078680 ∗ 25 ∗ 80)∗
1.001320 + · · ·+ (400 + 20 ∗ 1.000786320 ∗ 25 ∗ 80) ∗ 1.00180 = 290915 EUR

The savings will be as follows:

∆TC = 292146− 290915 = 1331 EUR

If the price decreases during the period [0, T] with ρp = −0.003, the growth pattern has the form
p(t) = 20 ∗ 0.997t, t ∈ [0, T] (αp = −3).

With the EOQ model, excluding price reductions, the time between deliveries will be tw = 40 days.
The total purchase, delivery, and storage costs for 400 days are as follows:

TCw = (400 + 20 ∗ 25 ∗ 40) ∗ 1.001400 + (400 + 20 ∗ 0.99740 ∗ 25 ∗ 40) ∗ 1.001360+

· · ·+ (400 + 20 ∗ 0.997360 ∗ 25 ∗ 40) ∗ 1.00140 = 165954 EUR

When applying model 3, the time between deliveries is found by Formula (26):

tso =
40

0.997100
√

1 + 3
= 25 days

The total purchase, delivery, and storage costs for 400 days are as follows:

TCo = (400 + 20 ∗ 25 ∗ 25) ∗ 1.001400 + (400 + 20 ∗ 0.99725 ∗ 25 ∗ 25) ∗ 1.001375+

· · ·+ (400 + 20 ∗ 0.997375 ∗ 25 ∗ 25) ∗ 1.00125 = 164244 EUR

The savings will be as follows:

∆TC = 165954− 164244 = 1730 EUR

Model 4

If at the beginning of the period [0, T] uncontrollable parameters of the logistic process such
as T = 400 days, r = 0.001, and µ = 25 units/day are known and the cost of delivery and the price
increase during the period [0, T] with ρc = 0.003, ρp = 0.00075, then the growth pattern will be
cs(t) = 400 ∗ 1.003t, p(t) = 20 ∗ 1.00075t, t ∈ [0, T] (αc = 3, αp = 0.75).

When using the EOQ model, excluding the increase in delivery costs and prices, the time between
deliveries will be tw = 40 days.

The total purchase, delivery, and storage costs for 400 days are as follows:

TCw = (400 + 20 ∗ 25 ∗ 40) ∗ 1.001400 + (400 ∗ 1.00340 + 20 ∗ 1.0007540 ∗ 25∗
40) ∗ 1.001360 + · · ·+ (400 ∗ 1.003360 + 20 ∗ 1.00075360 ∗ 25 ∗ 40) ∗ 1.00140

= 294083 EUR

When applying model 4, the time between deliveries is found by Formula (32):

tso =
1.003100

1.00075100
40√

1− 0.75
= 100 days
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The total purchase, delivery, and storage costs for 400 days are as follows:

TC0 = (400 + 20 ∗ 25 ∗ 100) ∗ 1.001400 + (400 ∗ 1.003100 + 20 ∗ 1.00075100 ∗ 25∗
80) ∗ 1.001300 + · · ·+ (400 ∗ 1.003300 + 20 ∗ 1.00075300 ∗ 25 ∗ 80) ∗ 1.001100 =

290748 EUR

The savings will be as follows:

∆TC = 294083− 290748 = 3335 EUR

If the cost of delivery decreases and the price increases during the period [0, T] with ρc =

−0.0039, ρp = 0.00075, the growth pattern has the form cs(t) = 400 ∗ 0.9961t, p(t) = 20 ∗ 1.00075t, t ∈
[0, T] (αc = −3.9, αp = 0.75).

When using the EOQ model, excluding the reduction in delivery costs and the increase in prices,
the time between deliveries will be tw = 40 days.

The total purchase, delivery, and storage costs for 400 days are as follows:

TCw = (400 + 20 ∗ 25 ∗ 40) ∗ 1.001400 + (400 ∗ 0.996140 + 20 ∗ 1.0007540 ∗ 25∗
40) ∗ 1.001360 + · · ·+ (400 ∗ 0.9961360 + 20 ∗ 1.00075360 ∗ 25 ∗ 40) ∗ 1.00140 =

288180 EUR

When applying model 4, the time between deliveries is found by Formula (32):

tso =
0.9961100

1.00075100
40√

1− 0.75
= 50 days

The total purchase, delivery, and storage costs for 400 days are as follows:

TCo = (400 + 20 ∗ 25 ∗ 50) ∗ 1.001400 + (400 ∗ 0.996150 + 20 ∗ 1.0007550 ∗ 25∗
50) ∗ 1.001350 + · · ·+ (400 ∗ 0.9961350 + 20 ∗ 1.00075350 ∗ 25 ∗ 50) ∗ 1.00150 =

288015 EUR

The savings will be as follows:

∆TC = 288180− 288015 = 165 EUR

If the cost of delivery increases and the price decreases during the period [0, T] with ρc =

0.002, ρp = −0.003, the growth pattern has the form cs(t) = 400 ∗ 1.002t, p(t) = 20 ∗ 0.997t, t ∈ [0, T]
(αc = 2, αp = −3).

When using the EOQ model, excluding the increase in the cost of delivery and the decrease in the
price, the time between deliveries will be tw = 40 days.

The total purchase, delivery, and storage costs for 400 days are as follows:

TCw = (400 + 20 ∗ 25 ∗ 40) ∗ 1.001400 + (400 ∗ 1.00240 + 20 ∗ 0.99740 ∗ 25 ∗ 40)∗
1.001360 + · · ·+ (400 ∗ 1.002360 + 20 ∗ 0.997360 ∗ 25 ∗ 40) ∗ 1.00140 =

168249 EUR

When applying model 4, the time between deliveries is found by Formula (32):

tso =
1.002100

0.997100
40√
1 + 3

= 33 days
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The total purchase, delivery, and storage costs for 400 days are as follows:

TC0 = (400 + 20 ∗ 25 ∗ 33) ∗ 1.001400 + (400 ∗ 1.00233 + 20 ∗ 0.99733 ∗ 25 ∗ 33)∗
1.001367 + · · ·+ (400 ∗ 1.002367 + 20 ∗ 0.997367 ∗ 25 ∗ 33) ∗ 1.00133 =

167620 EUR

The savings will be as follows:

∆TC = 168249− 167620 = 629 EUR

If uncontrollable parameters of the logistic process such as T = 400 days, r = 0.001, and µ = 25
units/day are known at the beginning of the period [0, T] and the cost of delivery and the price are
reduced during the period [0, T] with ρc = −0.001, ρp = −0.003, then the growth pattern will be:
cs(t) = 400 ∗ 0.999t, p(t) = 20 ∗ 0.997t, t ∈ [0, T] (αc = −1, αp = −3).

When using the EOQ model, excluding the reduction in delivery costs and prices, the time
between deliveries will be tw = 40 days.

The total purchase, delivery and storage costs for 400 days are as follows:

TCw = (400 + 20 ∗ 25 ∗ 40) ∗ 1.001400 + (400 ∗ 0.99940 + 20 ∗ 0.99740 ∗ 25 ∗ 40)∗
1.001360 + · · ·+ (400 ∗ 0.999360 + 20 ∗ 0.997360 ∗ 25 ∗ 40) ∗ 1.00140 =

165335 EUR

When applying model 4, the time between deliveries is found by Formula (32):

tso =
0.999100

0.997100
40√
1 + 3

= 25 days

The total purchase, delivery, and storage costs for 400 days are as follows:

TCo = (400 + 20 ∗ 25 ∗ 25) ∗ 1.001400 + (400 ∗ 0.99925 + 20 ∗ 0.99725 ∗ 25 ∗ 25)∗
1.001375 + · · ·+ (400 ∗ 0.999375 + 20 ∗ 0.997375 ∗ 25 ∗ 25) ∗ 1.00125 =

163141 EUR

The savings will be as follows:

∆TC = 165335− 163141 = 2194 EUR

4. Conclusions

There is an abundance of EOQ models based on Wilson’s formulation. Although differing in
purpose, application type, or calculation principles and providing quite precise predictions for a
demand per selected time interval, all these models contain the same drawback. Being based on a
logic of calculating costs per one order and multiplying it by number of orders, they all fail to meet the
current needs of business environments in order to be applied in practice.

We propose the modification of EOQ based on a different calculation technique which shows
significant savings in warehouses costs under particular conditions.

From the proposed models, the most significant savings were observed using the 2nd variation
of the first proposed model and accounted for approximately 2% of all inventory costs. The highest
potential for application in practice shows the first and second variations of a fourth model due to the
ability to cope with the most uncontrolled variables as the retail sector is characterized by constant
shifts in demand and supply which are reflected in prices in a nonlinear manner [52]. The savings in
this case would amount to 0.4% when the price of stored goods increases under particular conditions
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(first variation of a fourth model) and to 1.3% when price decreases (second variation of a fourth model)
under researched conditions.

The limitations of our proposed models are comprised of delivery costs and price for goods to
be described by uniform trend. Thus, in the future, the model could be extended to investigate the
inventory management where exogenous parameters do not follow any uniform trend.
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Abstract: Robotic exoskeletons are a trending topic in both robotics and rehabilitation therapy.
The research presented in this paper is a summary of robotic exoskeleton development and testing
for a human hand, having application in motor rehabilitation treatment. The mechanical design of
the robotic hand exoskeleton implements a novel asymmetric underactuated system and takes into
consideration a number of advantages and disadvantages that arose in the literature in previous
mechanical design, regarding hand exoskeleton design and also aspects related to the symmetric and
asymmetric geometry and behavior of the biological hand. The technology used for the manufacturing
and prototyping of the mechanical design is 3D printing. A comprehensive study of the exoskeleton
has been done with and without the wearer’s hand in the exoskeleton, where multiple feedback
sources are used to determine symmetric and asymmetric behaviors related to torque, position,
trajectory, and laws of motion. Observations collected during the experimental testing proved to be
valuable information in the field of augmenting the human body with robotic devices.

Keywords: asymmetric underactuated; rehabilitation; robotic exoskeleton; symmetric and asymmetric
trajectory; Bowden cable; video processing data

1. Introduction

This paper presents research and advances in the field of medical robotics, with a focus on data
analysis of the symmetrical and asymmetrical mechanical behavior of the human hand during motor
therapy rehabilitation using a novel robotic exoskeleton. As seen in numerous works regarding rigid
exoskeleton applications for the human hand [1,2], there are a wide range of applications in this
field that include medical [3–5], military, aerospace [6], and industrial uses. The need to augment
the human body is driven by recent advances in technology [7,8] and the increasing automation of
daily living [9]. Robotic exoskeletons as sometimes seen in movies have transitioned from the science
fiction realm to real world applications due to recent advances [10] in a number of multidisciplinary
fields such as mechatronics, artificial intelligence, bioengineering, medical robotics, and many more.
Robotic exoskeletons continue to advance [11] and soon will become a big part in our daily lives, be it
for medical rehabilitation, motor assistance for elder citizens, enhanced strength for military operations,
or safer and easier work conditions in the modern factory environment. These types of robotic systems
are slowly becoming an integral part of society [12], as a result, human–robot interfacing needs to be
researched and understood in detail in order to improve the user experience, efficiency, and design of
these devices. The human body is one of the most complex systems to attach to and augment with
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robotic devices [13–15]. The biomechanical nature of the human body contains both symmetric as well
as asymmetric elements from a geometric point of view [16,17] and also generates symmetric and
asymmetric trajectories and behaviors [18,19].

This paper aims to develop a new concept of a rigid robotic exoskeleton that adapts to the
symmetric and asymmetric geometry and behavior of the human hand for research purposes in the
field of medical robotics. The developed exoskeleton can also potentially be derived and optimized for
a series of applications in areas other than medical rehabilitation such as the areas mentioned above.

The goal of the developed device is to provide an improved quality of life for people who suffer
from motor impairment disability. The presented work discusses the development and research
of a rigid robotic exoskeleton for rehabilitation therapy, mainly for people who had suffered a
cerebrovascular accident, also known as stroke. The research data presented covers the development
of a new concept of a rigid robotic hand exoskeleton and the symmetrical and asymmetrical behavior
of the robot–human interaction during functional testing. The system integration and testing carried
out are presented in a comprehensive study based on data generated from video processing software
and sensors.

2. Materials and Methods

2.1. General Considerations

Taking into consideration a multitude of existing developed robotic hand exoskeletons, there are
a few design factors that need to be taken into account. There are a number of structural designs that
can be implemented in order to transmit motion to human fingers. These designs can be divided into
three types, one of which is based on rigid structures that implement classical mechanical actuation.
The second one is based on soft robotics [20,21], a new field of robotics that uses various types of soft
actuators [22–25], and the third type, is based on hybrid actuation, which implements a combination
of rigid, soft, and compliant [26] actuation systems [24,27–29]. In this paper, the structural type used
belongs in the rigid structure category. This type of construction using a rigid exoskeleton implies
that some parts must be customized for each wearer [30], in other words, a good design would
permit interchangeable components to be easily swapped out and reconfigured. One alternative for
customizing for each wearer is to use standard sizes similar to clothing and footwear. Having a kit of
standardized sizes of elements for the fingers and palm region can speed up the process of configuring
the exoskeleton for the wearer.

The device’s level of complexity is increased due to the asymmetric distribution of the fingers since
each finger has a unique set of anthropometric dimensions. Not only does each finger have unique
anthropometric dimensions, but also the phalanges have unique anthropometric dimensions for each
of the subjects, following a Fibonacci dimensional ratio [31–33]. As seen in Figure 1, a visual rendering
of the human hand mechanical model is presented, where the asymmetric nature of the human hand
can be observed. The phalange area represents the finger segments that comprise the thumb, index,
middle, ring, and little finger. The blue segments represent the phalanges of the fingers, while the red
segments represent the joints of the fingers, where the cylindrical joints have one degree of mobility
(DOM) (comprised of 1 rotation) and the universal joint has two DOM (comprised of two rotations).

Considering a variety of mechanical designs present in this field of research [34], there are a
few distinct constructive types that stand out. A solution with direct matching of the finger joint
centers (DMFJC) was developed by Chiri et al. [6] which can be observed in Figure 2a. This type
of design is a good type of construction due to its behavioral similarities to the biomechanics of the
human hand. A limitation for this design is that the direct matching of the joints is possible on the
Distal Interphalangeal (DIP) and Proximal Interphalangeal (PIP) joints, but mechanically it cannot be
implemented on the Metacarpophalangeal (MCP) joint due to the hand anatomy. For the MCP joint,
there are a number of other solutions that rely on more complex mechanisms to obtain an actuated or
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underactuated movement. The example shown in Figure 2a is an implementation of an underactuated
MCP joint using a rotation translation mechanism controlled by a single actuator.

Figure 1. Proximal Interphalangeal (PIP), Distal Interphalangeal (DIP) and Metacarpophalangeal (MCP)
connected to Metacarpals I joint have one axis of rotation, while the MCPs connected to Metacarpals
II-V and Carpo-Metacarpal (CMC) joints have two axes of rotation.

Figure 2. (a) Direct matching of the finger joint centers by Chiri et al. (b) Linkages for remote center of
rotation (Shields et al.). (c) Underactuated redundant linkage (Wege et al.).

A significant issue that is critical to an exoskeleton mechanical structure is the orthotic shell.
One of the most crucial dimensional characteristics is the thickness in the lateral areas of the fingers
that is coaxial to the finger joints. This dimension is highly dependent on the wearer and the hand
anthropometrics. In other words, a wearer that has thinner and longer fingers will have more space
between the fingers, which will permit the mounting of an exoskeleton. In comparison, a wearer that
has thicker and shorter fingers will have less space between the fingers, thus resulting in the need for a
thinner orthotic shell. The finger segments of the exoskeleton must be designed in such a way as to not
hinder the natural motion of the finger or even produce discomfort.

Another type of construction, developed by Shields et al. [35], implements a more complex
structure based on a mechanism with linkages for remote center of rotation (LRCR), as seen in Figure 2b.
Although it seems like a bulky design, considering the large and complex mechanism, it has the
considerable advantage of saving a lot of space between the fingers, an essential factor to take into
account when designing the orthotic shell of the exoskeleton fingers.

The hand compliance is also an important factor, so to produce a flexion and extension motion of
the biological fingers some designer such as Wege et al. [36] utilized an underactuated mechanism for
all joints by implementing an underactuated redundant linkage (URL) structure as seen in Figure 2c.
The size of the mechanism is considerably larger than the one implementing a mechanism with the
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direct matching of the joints. While this design does not have the precise control of each phalange
individually as the mechanism with LRCR structure [35], it has the advantages that it can be operated
using fewer actuators and can provide a more natural movement of the wearer’s hand due to its
underactuated mechanism and the compliance of the biological hand.

2.2. Cable Drive Transmission

Cable-driven transmission in the literature of mechanics can refer to more than one type
of mechanical transmission [37,38]. In this paper, two types of cable transmission are used,
namely pulley-cable transmission [39] and Bowden cable transmission [40]. A Bowden cable is
a type of flexible cable used in applications where there is a need to transmit mechanical force or
energy, implementing the movement of an inner cable relative to a hollow outer cable housing known
as a sheath. In the area of robotics, this form of actuation is usually applied for remote actuation of a
robotic joint; force is delivered to the remote joint by means of mechanical displacement between the
cable and the outer sheath.

The main factors influencing the cable efficiency are the normal forces on the cable, which are
determined by cable tension or preload, the friction coefficients resulting between material combinations,
and velocity of the inner wire. Friction between the internal cable and the external sheath
usually has an impact on the entire assembly efficiency. Losses and inefficiencies of the Bowden
transmission are mainly a result of the complex and non-linear friction phenomena. As described by
Kaneko [41], Coulomb friction, viscous friction, stiction, and stick-slip may occur in Bowden cable
transmission systems.

The main geometric parameter influencing friction between the sheath and the cable is the total
wrap angle of the cable system, illustrated in Figure 3c. A simplified representation of the friction
losses of a Bowden cables system can be represented by analogy to sliding a cable over a fixed cylinder
at a constant velocity, as indicated in Figure 3a. For this simplified representation, the friction can be
expressed by using the expression [42]:

Fin
Fout

= e−µθ (1)

where:

1. Fin/Fout is the ratio of input to output forces,
2. µ is the kinetic coefficient of friction between sheath and cable,
3. θ is the total wrap angle.

Figure 3. (a) Simplified equivalent representation of friction in a bowden transmission.
(b) Representation of friction in a Bowden transmission. (c) Total wrap angle θ of the cable system.

The total wrap angle θ of the cable system represented in Figure 3c is defined by the equation [43]:

θ = θ1 + θ2 =
n∑

i=1

θi (2)

248



Symmetry 2020, 12, 1470

In Figure 4, a model for determining the cable tensions at any point along the mechanism of
the Bowden cable system is presented. A model based on Coulomb friction is considered since
the system does not use lubricants, and the device can be generally considered on a macro scale.
The current version of the prototype is designed to develop speeds and torques higher than needed for
rehabilitation purposes. As a result, the frictions generated in the system are not a major challenge for
the closed-loop control system [44]. However, at some later point in the project’s development and
optimization, other friction models may be required. Later optimizations such as reducing the scale of
the actuation system may require a more thorough study regarding multiple or even more precise
friction models [45,46]. For the current research, the work of Kaneko [41] is considered as the starting
point for the Bowden cable transmission mechanism model. The normal force originating from the
curved sheath creates friction force between the sheath and the cable. The friction force that appears in
the mechanism has a nonlinear tension distribution along the wire. The equations that describe this
phenomenon can be expressed using the following equations [41]:

T(p) =


Tinexp

(
−<µ>R p·sign(ν)

)
(p < L1)

T0 (L1 ≤ p)
(3)

sign(ν) =


1 (ν ≥ 0)

−1 (ν < 0)
(4)

L1 = min
{
p ∈ T(p) = T0

}
(5)

Tin = T(p = 0)
Tout = T(p = L)

(6)

where:

1. T(p) represents the tension of the cable at position p,
2. µ is the kinetic friction coefficient between sheath and cable,
3. θ is the summation of the bent angle of each segment,
4. ν (noted as ξ in some works) is the velocity of the cable relative to the sheath,
5. dγ is the angle subtended by the arc of length dx,
6. R is the radius of the sheath curvature,
7. T0 tendon preload,
8. L is the total length of the sheath,
9. Tout output tension,
10. Tin input tension.

Figure 4. Cable tension model parameters of the Bowden cable system.
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Numerous studies focus on determining and compensating the friction in a Bowden system.
One method utilizes closed-loop feedback of the output tension [47–49]. The compensation is done
by monitoring the stress of the cable on the output side, controlling the actuator in such a way that
the output tension follows the reference set point. Other studies utilize position-based impedance
feedback [41,50,51] combined with a decrease of pre-tension with a slack prevention actuation
mechanism to reduce the effect of the friction [52]. For this paper, the friction compensation method
relies on the position and current feedback of the system as described in a previous paper [44].

3. Results

3.1. Mechanical Concept

After observing several mechanical designs, it was determined that the links that comprise
the exoskeleton segments corresponding to the finger phalanges do not need to be controlled
individually [36]. A better solution is to rely on the body’s natural compliance while actuating
the exoskeleton. This structure, in turn, generates a natural asymmetric law of motion of the fingers
that otherwise would be more difficult to recreate by directly controlling the individual links. As seen
in anthropometric studies [53], the human hand’s law of motion can have drastic differences from one
person to another. According to the asymmetric law of motion, the flexion trajectory and extension
trajectory are not symmetrical. As a result, an underactuated [54] mechanical structure is considered in
developing the robotic exoskeleton presented and studied in this paper. One actuator is considered for
each finger. In Figure 5a representation of the mechanism is given for one finger.

Figure 5. Finger actuation mechanism concept. (a) Action wheel wire mounting, rotation to translation
conversion mechanism, front view. (b) Rotation to translation conversion mechanism, top view.
(c) Cable transmission in the orthotic shell, lateral view.

The actuation is done using a DC motor mounted with a 31:1 ratio gearbox reduction. Position and
displacement feedback are achieved using a Hall effect-based quadrature encoder [44]. The motion is
transmitted from the motor output shaft (after the gearbox) to the finger, using a mixed transmission
mechanism that contains cable-pulley transmission segments and Bowden cable transmission segments,
also referred to as tendon-sheath transmission. The angle of the sheath curvature is fixed. As seen
in Figure 5a,b, the motor actuates the action wheel, which in turn produces a symmetrical push/pull
movement on the transmission cable that is guided further via ball bearing pulleys.

As represented in Figure 5a, the direction of the action wheel rotation produces a pulling motion
on one end of the cable, while on the other, it creates a symmetrically pushing motion. The two ends of
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the wire are connected further in the mechanism; one end noted as A—Transmission Cable in Figure 5,
is guided over the finger to produce the extension movement when tensioned. At the other end,
the cable noted as B—Transmission Cable is guided under the finger to provide the flexion movement
when tensioned. Most of the direction and angle changes of the translation of the cable is done by
implementing ball bearing pulleys. The exception is the region between the two bearings from the
flexion side of the cable, noted as C—Curved Bowden Sheath in Figure 5c; here a fixed Bowden sheath
is used to guide the cable.

3.2. Mechanical Design

The mechanical design of the system is done using CATIA V5 R18. The assembly follows the
concept described earlier in the paper. The mechanical concept is applied on all four fingers and
taking into consideration a series of anthropometric measurements gathered in previous work [53].
The assembly of the system can be seen in Figure 6 where the distribution of the Bowden cable system
can be observed.

Figure 6. Mechanical design of the exoskeleton and the distribution of the Bowden cable transmission.

3.3. Manufacturing

The prototype is manufactured using 3D printing technology. In this case, the FDM (fused filament
manufacturing) is the preferred 3D printing method. The material used for all parts is standard PLA
(polylactic acid). The reason for choosing this material is the fact that it is biodegradable, eco-friendly,
and it is easy to use in almost all 3D printers.

Figure 7. 3D-manufactured parts of the exoskeleton assembly.
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The manufactured and assembled exoskeleton parts, as seen in Figure 7, were made on three
separate 3D printers, two of which were Makerbot clones, while the third was a Whanhao i3 Plus.
As with any prototyping process, the design had several iterations due to the optimization of the
mechanical design.

3.4. Experimental Testing

Testing was carried out using measurements provided by the exoskeleton electronics and by
video processing and recognition software. Electronics used for the exoskeleton were specifically
designed and manufactured for this application. The data provided by the on-board electronics
(as described in previous work) [44] were transferred via RS232 communication protocol onto a PC.
The video recognition software was applied to determine trajectories and laws of motion of key points
on the exoskeleton. A high-speed camera is required to capture the fast movement of the mechanical
components. In the experimental section of this paper, a camera with 240 frames per second was used
to capture the video data. The motion of one exoskeleton finger was studied with and without the
operator’s hand in the device.

3.4.1. Exoskeleton Testing without Wearer’s Hand

The mechanical behavior of the exoskeleton was analyzed using Kinovea video processing
software. The trajectories of key points were tracked via a high frame-rate camera for determining the
workspace of the exoskeleton finger. The procedure used to capture and process the video via Kinovea
software was described in a previous paper where the software was used to study and determine the
anthropometric parameters of the human hand [53]. In Figure 8a the key points and their notations are
illustrated. After studying the mechanical behavior of the system, it was observed that the joints rarely
moved simultaneously in relation to one another; this phenomenon is simply explained by the friction
differences from one joint to another and the friction variable of the cable on the contact guiding surface.
As a result of this phenomenon, the joints of the exoskeleton will move sequentially one joint at a time.
This phenomenon does not constitute a disadvantage since it offers a good indication for the positions
where the system encounters greater frictions and it can be traced back to optimize the mechanism.
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aspect to point out is that although the order of the joint movements for this cycle of flexion/extension 
is as expected, the system is still an underactuated mechanism. Given the right conditions, the order 
of the joint movements will not always be the same. Small variations of friction from the joints or 
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Figure 8. Joint phase steps of one flexion/extension cycle. (a) Key points and their notations. (b) Initial
state of the exoskeleton. (c) The first phase of actuation—DIP joint flexion movement (d) The
second phase of actuation—PIP joint flexion movement. (e) The third phase of actuation—MCP joint
flexion movement. (f) The first phase of actuation—PIP joint extension movement. (g) The second
phase of actuation—PIP joint extension movement. (h) The third phase of actuation—MCP joint
extension movement.
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In Figure 8 the phases of a flexion/extension cycle are detailed. In Figure 8c, it is observed that in
the first phase of the finger actuation, the DIP joint is the first to move. The movement of the PIP joint,
as seen in Figure 8d, characterizes the second phase. The third phase is the rotation of the MCP remote
point, as seen in Figure 8e. The behavior observed is as expected, since the DIP and PIP joints each have
two ball bearings, while the MCP remote center of rotation utilizes a more complex mechanism with
multiple joints that will inherently encounter more significant friction forces. Based on the same logic,
the extension’s phase steps will be dependent on each joint’s friction. As seen in Figure 8f, the first
joint in the sequence to move is the PIP joint, followed by the DIP, as seen in Figure 8g. The final
movement is again the MCP remote center of rotation, as seen in Figure 8h. An essential aspect
to point out is that although the order of the joint movements for this cycle of flexion/extension is
as expected, the system is still an underactuated mechanism. Given the right conditions, the order
of the joint movements will not always be the same. Small variations of friction from the joints or
cable can result in a different order in the joint movements, producing an asymmetric trajectory cycle
during flexion/extension exercises. The next step in the analysis is generating the trajectory of the key
points and the exoskeleton’s workspace. Based on the captured motion of the key points over several
flexion/extension exercises, the workspace seen in Figure 9 is generated.

Figure 9. Exoskeleton key point asymmetric trajectory cycle and workspace analysis without
operator’s hand.

A more detailed analysis of the mechanical behavior is illustrated in Figure 10a, where the
processed video data is used to generate a graphical representation of the laws of motion for each key
point on the X and Y-axis.
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Figure 10. (a) Graphical representation of the law of motion of each key point when the wearer’s hand
is not mounted on the exoskeleton. (b) Influence of the joints’ actuation order on the law of motion
and torque.

The chosen example for generating the graph in Figure 10a, confirms that not all flexion/extension
cycles have the same order of actuation of the joints when the human hand is not interfaced in the
exoskeleton. It is observed that the first four cycles follow the sequence of steps described in Figure 8,
while the next three cycles show a noticeable difference, which is the result of a different order of
the joints’ actuation. The difference is at the flexion part of the cycle, where the first four cycles
follow the order DIP, PIP for flexion, and then MCP, while the remaining cycles follow the order DIP,
MPC, and then PIP. This change in the joints’ order of actuation is also observed in torque, as seen in
Figure 10b, where the torque is significantly smaller after the change in the joints’ actuation order.

3.4.2. Exoskeleton Testing with Wearer’s Hand

Similar to previous tests, a trajectory was determined for the key measurement points. In this test,
the human hand is interfaced with the exoskeleton. The generated path can be observed in Figure 11,
where seven flexion/extension cycles were used to generate the data. An important observation is that,
compared with the previous experiments, the mechanical behavior, such as the order of joint actuation,
has changed. The first thing that was noticed is that the trajectory of the key points has changed in a
way that the flexion/extension exercises tend to produce a more symmetrical pattern with the wearer’s
hand in the exoskeleton. While experimenting without the wearer’s hand in the exoskeleton, the joint
actuation was generally done one joint at a time. With the wearer’s hand in the exoskeleton, the joints
are actuated simultaneously, most of the time. This behavior is due to the reaction forces and friction
forces introduced in the system by the biological finger, and its interactions with the exoskeleton’s
orthotic shell. In Figure 12a detailed graphical representation of the law of motion of the key points
with the operator’s hand in the exoskeleton is presented.
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Figure 11. Exoskeleton key point trajectory analysis with operator’s hand.

Figure 12. (a) Graphical representation of each key point’s law of motion, while the operator’s hand is
mounted. (b) Torque variations as resulted from operator finger alignment in the exoskeleton.

A comparison of the cable displacement and torque is made for the seven cycles of flexion/extension,
as seen in Figure 12b. Another interesting phenomenon that appeared in this experiment is that
the torque values measured decreased after a random number of cycles, as seen in Figure 12b;
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this phenomenon was investigated further to determine the cause. After extensive experimenting
and comparing the data, it was observed that this phenomenon happens in almost every experiment
iteration with the wearer’s hand in the exoskeleton.

As seen in Figure 13, the torque and also cable displacement start to display a more regular
pattern after 200 measurement samples. Extensive testing concluded that the decrease in torque
occurs due to the finger self-alignment in the orthotic shell after several flexion/extension cycles.
Although the mechanism functions, the biological articulation of the finger and the mechanical joints of
the exoskeleton do not match perfectly at the start of exercise, due to coaxial offsets. This phenomenon
produces an asymmetric behavior at the start of the exercises and after the biological and mechanical
axis auto-align, the behavior tends to become symmetrical. This logical explanation corresponds to the
irregular behavior of the system at the beginning and during the first flexion/extension cycles.

Figure 13. Torque and cable displacement stabilization due to the biological finger self-alignment in
the orthotic shell of the exoskeleton.

4. Discussion

The proposed new exoskeleton design has been developed, starting from a thorough analysis of
existing exoskeletons. The device is aimed at solving the mechanical problem in a way that adapts to
the geometrical and behavioral parameters of the biological hand. The analysis of a variety of designs
based on a rigid mechanical structure present in this field of research [1,4,5,20,27,28,45], showed some
remarkably distinct types of construction. The solution developed by Chiri et al. [6], considering the
direct matching of the finger joint centers, is a good one, due to its compliance with the asymmetric
behavior of the human hand’s biomechanics. A limitation for this design appears at the MCP joint,
where direct matching of the joint cannot be implemented due to the hand anatomy. In most designs
of hand exoskeletons, the DIP and PIP joints are easy to actuate via an exoskeleton mechanism,
while the MCP joint presents a bigger challenge to actuate properly. For the MCP joint, there are several
alternative solutions, based on more complex mechanisms for generating actuated or underactuated
movement. Another type of construction, developed by Shields et al. [35], implements a more complex
structure based on a mechanism with linkages for remote centers of rotation. Although it seems like a
bulky design, considering the large and complex mechanism, it has a huge advantage considering
that it saves a lot of space between the fingers, an important design factor in developing a compliant
orthotic shell for the exoskeleton fingers. Comparing the design proposed in this work to the actual
state of the art in the field, a series of advantages and disadvantages can be identified. In the first place,
it has to be mentioned that the device presented in the paper benefits from the advantages offered
by an underactuated mechanism, as a result of a low number of actuators. Another advantage of
the proposed device is due to the fact that the actuators are not placed on the fingers’ orthotic shell.
Therefore, this device has the ability to present easily changeable components based on the person’s
anthropological measurements. Another advantage resides in a more compact design for DIP and PIP
joints, compared to other underactuated models (as well as some fully-actuated models) such as those
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of Shields et al. [35], Wege et al. [36], and Zhang et al. [55]. One can mention, among advantages, that
the proposed design offers a specified center of rotation for the MPC joint, in contrast to the solutions
proposed by Chiri et al. [6]. It can be said that the current design can offer a natural movement of the
wearer’s hand, compared to other fully-actuated exoskeleton models, such as those presented in Zhang
et al. [55], where each joint is independently actuated, thus involving a highly complicated control
algorithm, due to the fact that the exoskeleton does not adapt very well to different anthropological
dimensions and behaviors. On the other hand, one can mention as disadvantages the lack of certainty
for each of the joints’ positions, which obviously is a negative characteristic. Even though numerous
advantages of the designed device are evident, a notable disadvantage is still present in this solution:
the mechanism with the remote center of rotation implemented on the MPC joint is still a relatively
large one. Further research has to be undertaken to optimize the device’s dimensions. It was noted that
the new exoskeleton adapts itself to the wearer’s fingers, thus producing a compliant actuation, because
of the underactuated mechanism implemented in the exoskeleton design. A notable difference in
testing the exoskeleton with and without the wearer’s hand is that while the device is being used with
the wearer’s hand, it produces trajectories that tend to be symmetrical between flexion and extension
cycles. In contrast, in testing without the hand, the exoskeleton tends to produce asymmetrical
flexion/extension cycles.

5. Conclusions

Based on the research results presented in this paper, the functionality of the proposed
robotic exoskeleton device is tested and studied. Observations such as mechanical symmetrical
and asymmetrical behavior determined in this paper will further benefit research regarding the
augmentation of the human body with robotic exoskeletons. The study presented contains valuable
data and observations that can be used not only for medical rehabilitation applications, but can
potentially extend to other areas of application such as civil use, industrial or home environment, or
even military and aerospace applications. Even though the study presented in this paper consists
of only initial tests of the exoskeleton prototype, the system proved itself to be a good platform
for experimental research. As for the development level of the device, it can be approximated that
the device is still a prototype. The final aim of the project is to develop an adequate design for a
commercial product. There is plenty of space for future research regarding optimization, such as,
for example, size reduction, implementation of soft actuating systems, compliant systems, or hybrid
systems, as well as studies related to robustness and device resilience [56]. In future research, we plan
to extend the device’s functionality, adding upgrades, including more feedback sources and integration
of electromyography (EMG) signals with human brain interfaces to monitor rehabilitation progress
during automated occupational therapy procedures. Other future updates are oriented towards
increasing the device’s autonomy in familiar environments, considering integrating elements such
as batteries, internal data storage, wireless communication, and easy-to-use user interface software.
Although the friction model related to the actuating system presented in the paper is a good starting
point in research related to the proposed device, friction compensation control and optimization are
broad subjects in themselves [45,46]. They deserve a dedicated and complete study, which may be
taken into account in future developments of this project.
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Abstract: When threatened with catastrophic political or economic fluctuations, a firm might be
forced to consider relocating their supply chain to reduce the risk. Such a relocation necessitates
a series of changes, so making the right decision is crucial for sustainable development of the company.
In the past, various models have been developed to help managers to select the optimal location.
However, most of these considered the factors independently but in the real world, these factors have
a mutually influential relationship. This study purposes a hybrid multiple criteria decision making
(MCDM) model to provide decision makers with a comprehensive framework to evaluate the best
strategies to solve relocation problems, which also considers the interdependency between criteria.
The model incorporates the DANP (Decision Making Trial and Evaluation Laboratory-based Analytic
Network Process) model (subjective weight) and entropy method (objective weight) to determine
the weights of the criteria. Then, the modified VIKOR (VIšekriterijumsko Kompromisno Rangiranje)
method is applied to select the optimal alternative for relocation. The usefulness of the model is
demonstrated by taking an electronics manufacturing company with a global supply chain as an
example. The results indicate that the proposed hybrid model can assist companies in choosing
the best locations for their supply chains for sustained development.

Keywords: supply chain; location selection; DANP-mV model; MCDM; performance analysis

1. Introduction

With the development of globalization, the establishment of a stable supply chain has become
one of the important strategies for the sustained development of an enterprise. However, sometimes,
due to the catastrophic economic or political fluctuations, some county or region will lose its original
advantages, forcing companies to transfer their supply chain to other countries to reduce the possible
risk. Faced with these types of disruptive challenges, companies need to respond rapidly and in
a timely manner to retain their competitive advantages. How to transfer the original supply chain and
select the best alternatives are critical decisions for managers. In the past, it has been suggested that
production processes and supply chains can be adjusted to respond with decentralized production [1–4].
Some researchers believe that relocating the supply chain can strengthen an enterprise’s competitive
advantage [5,6]. Many studies have confirmed that the choice of production line is one of the most
important strategic decisions for corporate development, directly affecting the costs and benefits of
corporate operations [7–9]. The choice of supply chain also plays a very important role in building
a company’s competitive advantage and ensuring its sustainable development. The relocation of
production lines plays a key in sustainable supply chain management in today’s competitive markets.
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In prior research on manufacturing, considerations for location selection include economies and
markets, government and governance, business efficiency, infrastructure, human capital and education
in the evaluation framework [7,9–11]. However, few studies have incorporated the concepts of
sustainability and innovation as criteria in the evaluation system or systematically discussed the entire
evaluation framework. Wang et al. [12] pointed out that environmental regulations will certainly
have an impact on some locations and will have different effects on different types of industries.
Mudambi et al. [13] found that site selection decisions are related to creative activities and the resources
required to carry these out, which can create new assets and lay the ground work for a competitive
advantage. Therefore, it is necessary to include the dimensions of sustainability and innovation in
the study of location selection.

Many studies have used statistical models to explore the issues of location selection. For example,
Ye et al. [14] surveyed 3558 new foreign manufacturing enterprises in China’s Pearl River Delta and
found that the heterogeneity of the enterprise interacts with location selection. Zheng and Shi [15] found
that industrial land supply and allocation policies interact with corporate site selection. Industrial
land allocation policies have positive effects on corporate site selection. On the other hand, multiple
criteria decision making (MCDM) models have already been used to explore the issue of location
selection. For example, Liu [6] used a fuzzy Delphi method combined with a Decision Making Trial
and Evaluation Laboratory (DEMATEL) method to evaluate the choice of investment location and
output an impact diagram. Marinković et al. [11] used the two round Delphi method to confirm
decision indicators combined with an Analytic Hierarchy Process (AHP) method to facilitate location
selection for new sectors in the Information and Communication Technology (ICT) industry. Although
qualitative or quantitative methods have been used in many studies to confirm the relationship between
the factors or criteria, the applied models often overlook the interdependency between criteria [12,14–17].
The DANP-mV (DEMATEL-based ANP- modified VIKOR) model is very appropriate for handling
the problem of interdependency and easy to operate compared with the original DANP model [18].
However, decisions on location selection, due to the complexity and interaction of the evaluation
criteria, often involve lead to a dilemma between rationality and sensitivity. Chang and Lin [19] pointed
out that location selection is usually based solely on the subjective preferences of senior managers,
so decisions are normally biased. To avoid the subjective weight problem of the DANP-mV model,
this study incorporates the entropy method to obtain objective weights for inclusion in the model.
Then, the modified VIKOR (VIšekriterijumsko Kompromisno Rangiranje) method is applied to select
the optimal alternatives for the relocation of a production line [20–23]. Finally, an empirical analysis by
implementing the proposed DANP-mV model is conducted onto an electronic product manufacturer
that is suffering from the impact of international economics and trade. The company’s supply chain
has a global layout and has 175 service spots. The company has a goal of being sustainability. For this
vision, this study focuses on the relocation of manufacturing plants for the sustainable development.

The contribution of this study is that the method should help managers to evaluate possible
locations, solving the problem through a comprehensive and scientific process, so the results can be
closer to reality. The following improvements are made:

1. A complete innovative evaluation framework is proposed, which differs from those used in
the past because it integrates the dimensions of sustainability and innovation into the evaluation.

2. The proposed model considers the evaluation framework as an integrated system and transforms
the causality of a complex evaluation system into a visualization analysis. In also integrates both
subjective and objective weights obtained by the DANP and entropy method, which remedies
the reliance in prior models on the experts’ subjective opinions.

The rest of the paper is organized as follows—a systematic review of the research on location
selection problems is given in Section 2. The revised DANP-mV model is introduced in Section 3.
An empirical example is illustrated in Section 4 and the results and management implications are
presented in Section 5. Finally, Section 6 provides the findings and future research directions.
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2. Literature Review on Location Selection

The sustainable development of supply chains has been a hot topic in recent years. In the past,
a lot of research has focused on the discussion of supply chain management framework and evaluation
methods [24–27]. Kusi-Sarpong et al. [25] raised the viewpoints of sustainable innovation to discuss
supply chain management and believed that the sustainability of supply chain management will
depend on innovation. Other scholars held different opinions, discussing the location and sustainability
of production plants and finally determined that environmental, social and economic perspectives
are important factors influencing location decisions [28–30]. The choice of location is an important
company level decision-making problem. It can be divided into two parts—“how” (ownership and
governance strategies) and “where” (location strategy) [31]. This study will focus on the analysis of
the “where” part, specifically by design in a framework for the “selection of the best geographical
location” for manufacturing plants. Past methods used for analyzing location selection can roughly be
divided into two categories—qualitative and quantitative models. Most of the quantitative models
are based on statistical or economic models. For example, Reference [32] used an economic model to
analyze the factors affecting location selection. They found that per capita gross domestic product
(GDP), GDP growth rate, agglomeration and government spending have a significant influence on
location selection. Some studies argue that institutional quality and natural resources are also important
factors influencing location selection [33]. Shuyan and Fabuš [34] used the spatial economic model
to analyze the problem of location selection and found that market size and investment freedom
were the most important factors for Chinese companies investing in the EU. In addition, the market
size, technical level and investment freedom of the host country all have significant influences on
location selection for China’s foreign direct investment in the EU. He and Romanos [35] used regional
taxation as the basis of analysis via regression models of the companies’ location preferences and
explored influence relationships in vertical and horizontal industrial linkages. The results indicate that
both types of links have significant positive impacts. They also found that high taxation will hinder
companies from choosing locations in these areas. Wyrwa [36] constructed a theoretical model based
on structural equation modeling to explore influence of market size, labor costs, workforce quality and
workforce availability on site selection. In contrast, the number of studies using qualitative methods
have been relatively few. Wang et al. [37] used triangulation data collection combined with a qualitative
research method to explore the determinants of location selection for enterprises in the biotechnology
industry from the perspective of market expansion. Rahman and Kabir [38] used the Geographic
Information System (GIS) to analyze the location pattern, then applied qualitative analysis to discuss
the causes of forming clusters or localization for the manufacturing industry.

The above quantitative models which rely upon data collection, economic or statistical model
analysis and hypothesis testing need long term and massive data collection, which might not be
practical or reflective of rapid changes in the markets. In the past few decades, the MCDM method has
been applied in the location selection problems. The advantages of MCDM are that it is—(1) simple
to operate and suitable for complex practical problems; (2) can provide decision makers with clear
information for reference; (3) more comprehensive in relation to the level of consideration and criteria,
which is helpful to recognize the problem status; (4) supports the evaluation of multiple alternatives
with qualitative or quantitative data [39–42].

The most popular MCDM method is Satty’s AHP. Marinković et al. [11] used a two stage
Delphi and AHP methodology to analyze and formulate the determinants for location selection
for the ICT industry and confirmed the relative significance of these factors. They found human
resource availability to be the primary factor, followed by the political and economic environment.
Some have used the Delphi, AHP, Preference ranking organization method for enrichment evaluation
(PROMETHEE) methods to select the location of manufacturing factories, with consideration of factors
such as skilled workers, expansion possibilities, availability of required materials, investment costs
and on-site risk assessment [7]. Wang et al. [43] given the consideration of human semantic ambiguity,
used fuzzy Analytic Network Process (ANP) to explore the issue of location selection and found

263



Symmetry 2020, 12, 1418

that small and medium-sized enterprises give priority to costs over regulations and communities,
while large enterprises give priority to regulations over costs and community.

AHP and ANP are quite mature in the application of MCDM field. Although these methods
can evaluate a complicate system based on the pairwise comparisons between the criteria, it is
a time-consuming process and not easy to obtain the consistent results. Therefore, in recent years,
there have been many advantages by using Best-worst method (BWM) [25,44]. This method selects
the best and worst criteria first and then compares them with other criteria in pairs, effectively reducing
the number of pairwise comparisons and obtaining better consistent results. In addition, some scholars
use different methods. For example, Rocha et al. [45] used evolutionary game theory and input–output
analysis to evaluate a company’s strategic location selection. They considered many exogenous
factors—potential markets, local productive interdependence, tax incentives and macroeconomic
stability. Studies have found that a location in a tax-free market is not necessarily the best choice and
that there is a direct relationship between government incentives and regional attractiveness. Liu [6]
applied the DEMATEL technology to analyze the causality and discuss the key factors for location
selection. Their results showed production costs to be the most influential and industry characteristics
to be the least influential factor.

Although the methods discussed above perform well, most of them ignore the fact that the criteria
are actually interactive in the real world [42,46]. The DANP-mV model is suitable for improving
this weakness and has been applied in many fields [47–52]. However, the DANP-mV is based on
the subjective opinions of decision-makers. To remedy this shortcoming, the entropy method can be
combined with the DANP method, thereby effectively reducing the limitation of subjective weighting
in the DANP method. In practice, one also can adjust the ratio between subjective and objective weights
based on decision needs. Therefore, the new model has the merit of being closer to the real environment.

3. Proposed Model

This section introduces the advantages of the DANP-mV model, its limitations and the calculation
steps, for a detailed list of symbols, see Table A1 in Appendix A.

3.1. Advantages of the Hybrid Weights

The DANP-mV model is derived from the integration of DEMATEL, DANP and modified VIKOR,
three models. It has a strong comprehensive effect due to the synergy of these three methods. Recently,
the effectiveness of the DANP-mV model has been proven in many studies in different fields [47–52].
The model has several advantages such as consideration of the interdependencies between the criteria,
needing fewer pairwise comparisons and ease of calculation. The DANP-mV model can be applied to
solve decision problems in the real world, treating the process of decision-making as a whole evaluation
system and focusing on the fundamental cause of the problem. Although the DANP-mV model has
some advantages, it still relies on the subjective opinions of experts. Zavadskas and Podvezko [53]
pointed out that the criterion weight is critical in MCDM problems. If the criterion weights are only
dependent on expert judgements, there will be potential uncertainty which affects the results [20,54].
Therefore, some have proposed the use of objective weights in the decision models [21–23,55].

Among the methods for determining objective weights, the entropy method has a solid theoretical
foundation and has proven to be suitable for decision-making problems in different fields. The criterion
weight is mainly determined based on the relationship between the original data and does not need
decision-maker opinions [20,21,23,54].

During the process of decision-making, if only relies on subjective preferences of make decisions,
the final decision-making results are easily influenced by subjective preferences and lose objectivity [19].
The empirical case of this study is to choose the manufacturing location of the factory. In the past,
the company only relied on the subjective preferences of senior management to make decisions.
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Thus, in this study, the entropy method is combined with the DANP method, to effectively reduce
the limitation of subjective weighting in the DANP method. In practice, we can also adjust the ratio
between subjective and objective weights based on decision needs.

The DANP-mV model proposed in this study retains the characteristics and advantages of
the original DANP-mV model and at the same time considers the objective weights into the system.
Therefore, the proposed model will be applicable to real-world decision-making. However, this study
assumes that the integrated strategy coefficient of the combined weight is 0.5, which means that
subjective and objective preferences are considered equally important.

3.2. Proposed DANP-mV Model

The proposed DANP-mV model is a hybrid research tool that contains the followed
methods—DANP, entropy and modified VIKOR. DANP is used to evaluate the network relationship
between the criteria and the influential weights of the criteria. The entropy method is mainly used
for confirmation of the objective weights and the modified VIKOR method is applied for alternative
selection. The complete operating process illustrated in Figure 1 can be divided into four phases:

1. Pairwise comparisons between criteria through experts’ judgements for constructing the network
relationship by the DEMATEL method to draw the influential network relationship map (INRM).

2. Application of the DANP model to derive subjective weights and calculation of the objective
weights based on the entropy method.

3. Decide upon the coefficient, then combine the subjective and objective weights.
4. Use the modified VIKOR method to select the best alternative.
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3.2.1. Phase 1: Construct the Network Relationship

Step 1: Establish the initial direct influence relationship matrix E

This step encodes the data obtained from the questionnaire responses of the K experts to get an
initial direct influence relationship matrix E (Equation (1)) for each expert. Data collection is conducted
through interviews with experts. The questionnaire scale is evaluated using scores from 0 to 4—(0) no
influence, 1 (low influence), 2 (medium influence), 3 (high influence), 4 (extremely high influence).
Experts are asked to specify the degree of influence between all criteria through pairwise comparisons.
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The initial direct influence matrix is expressed as EK =
[
ek

i j

]

n×n
f or k = 1, 2, · · · , k:

E =




e11 · · · e1 j · · · e1n
...

...
...

ei1 · · · ei j · · · ein
...

...
...

en1 · · · enj · · · enn




. (1)

Step 2: Calculate the average direct influence relationship matrix A

The direct influence relationship matrixes for the K experts are aggregated and divided by K to
obtain the average direct influence relationship matrix A as shown in Equation (2).

A = EAVG = ai j =
1
k

k∑

k=1

ek
i j =




a11 · · · a1 j · · · a1n
...

...
...

ai1 · · · ai j · · · ain
...

...
...

an1 · · · anj · · · ann




. (2)

Step 3: Calculate the normalized directly influence relationship matrix Nd

The average direct influence relationship matrix is normalized to obtain the normalized direct
influence relationship matrix Nd as shown in Equation (3).

Nd = A/x (3)

x = max


max

1≤i≤n

n∑

j=1

ai j,max
1≤ j≤n

n∑

i=1

ai j


. (4)

Step 4: Derive total influence relationship matrix T

Use the normalized direct influence relationship matrix to obtain the total influence relationship
matrix T (Equation (5)). The total influence relation matrix is an n by n matrix, T = TC =

[
ti j

]
n×n

f or i, j =
1, 2, · · · , n.

T = A + A2 + · · ·+ AZ = A(I−A)−1 f or lim
z→∞AZ = [0]n×n. (5)

Step 5: Build (criteria/dimension) total influence relationship matrix TC and TD

From the total influence relationship matrix T, the total influence relationship matrix of the criterion
TC and the total influence relationship matrix of the dimensions TD can be obtained. The calculation
of the total influence relationship matrix for criterion TC is expressed as in Equation (6), where Dm is
the m-th dimension (cluster); cmm is the m-th criterion in the m-th dimension; ti j

c is the sub-matrix of
the criterion influence relationship obtained by comparing the i-th dimension with the j-th dimension.
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TC =

D1

...

Di

...

Dm

c11

c12
...

c1m1
...

ci1
ci2
...

cimi
...

cm1

cm2
...

cmmm

D1 D j Dm

c11···c1m1 · · · c j1···c jm j
· · · cm1···cmmm




t11
C · · · t1 j

C · · · t1m
C

...
...

...
ti1
C · · · ti j

C · · · tim
C

...
...

...
tm1
C · · · tmj

C · · · tmm
C




m j×m j |m<n,
∑m

j=1 m j=n

. (6)

The total influence relationship matrix of the dimension TD is shown in Equation (7).

TD =




t11 · · · t1 j · · · t1m
...

...
...

ti1 · · · ti j · · · tim
...

...
...

tm1 · · · tmj · · · tmm




m×m

. (7)

Step 6: Degree of influence and the degree it is influenced between systems

The total influence relationship matrix is summed up to obtain the degree of influence and
the degree it is influenced between systems. As shown in Equations (8) and (9), ri represents the sum of
the rows on the i-th row of matrix T, which means the sum of the direct and indirect effects of criterion
i on the other criteria; cj represents the sum of the columns in the j-th column of matrix T which means
the sum of the direct and indirect influence on criterion j of the other criteria.

r = (r1, · · · , ri, · · · , rn)
′ = (ri)n×1 =




n∑

j=1

ri j




n×1

f or i, j = 1, 2, · · · , n. (8)

c = (c1, · · · , c j, · · · , cn)
′ = (c j)n×1 = (c j)

′
1×n =




n∑

i=1

ci j



′

n×1

f or i, j = 1, 2, · · · , n. (9)

Finally, the degree of influence to and from the dimensions are calculated for the total influence
relation matrix (TD).

Step 7: Draw the influence relationship map INRM

The degree of influence to and from are marked in coordinates to obtain the influence relationship
map. Here, (ri + ci) represents the sum of the influence of the criterion and the influence, which is
also called the total influence degree which represents the importance of criterion i in the entire system.
The (ri − ci) represents the difference between the degree of influence of the criteria minus the degree
it is influenced or the degree of net influence. This index represents the causal relationship between
the criteria. Taking (ri + ci) as the x axis and (ri − ci) as the y axis, we can draw the INRM.
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3.2.2. Phase 2: Derive the Subjective and Objective Weights

Step 1: Define the unweighted super matrix S

The total influence relationship matrix of the criterion is normalized and transposed to generate
an unweighted super matrix S. The normalization is expressed as in Equation (10) and the unweighted
super matrix S is shown in Equation (11).

TβC =

D1

...

Di

...

Dm

c11

c12
...

c1m1
...

ci1
ci2
...

cimi
...

cm1

cm2
...

cmmm

D1 D j Dm

c11···c1m1 . . . c j1···c jm j · · · cn1···cmmm


Tβ11
C · · · Tβ1 j

C · · · Tβ1m
C

...
...

...
Tβi1

C · · · Tβi j
C · · · Tβim

C
...

...
...

Tβm1
C · · · Tβmj

C · · · Tβmm
C




m j×m j |m<n,
∑m

j=1 m j=n

. (10)

S = (TβC)
′ =

D1

...

D j

...

Dm

c11

c
12
...

c
1m1

...
c j1

c
j2
...

c
jm j

...
cm1

c
m2

...
cmmm

D1 Di Dm

c11···c1m1 . . . ci1···cimi · · · cm1···cmmm


s11 · · · si1 · · · sm1

...
...

...
s1 j · · · si j · · · smj

...
...

...
s1m, · · · sim · · · smm




n×n|m<n,
∑m

j=1 m j=n

. (11)

Step 2: Construct a weighted super matrix Sw

First, normalize the total influence relationship matrix of the dimensions. Normalization is done
by dividing each element by di, as shown in Equation (12).
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TβD =




tβD
11 · · · tβD

1 j · · · tβD
1m

...
...

...
tβD
i1 · · · tβD

ij · · · tβD
im

...
...

...
tβD
m1 · · · tβD

mj · · · tβD
mm




m×m

=




t11
D /d1 · · · t1 j

D /d1 · · · t1m
D /d1

...
...

...
ti1
D/di · · · ti j

D/di · · · tim
D /di

...
...

...
tm1
D /dm · · · tmj

D /dm · · · tmm
D /dm




m×m

. (12)

Next, calculate the weighted super matrix sw (Equation (13)).

Sw = TβDS =

D1

...

D j

...

Dm

c11

c 12
...

c 1m1
...

c j1
c j2

...
c jm j

...
cm1

c m2
...

cmmm

D1 Di Dm

c11···c1m1 . . . ci1···cimi · · · cm1···cmmm


tβD
11 × s11 · · · tβD

i1 × si1 · · · tβD
m1 × sm1

...
...

...
tβD
1 j × s1 j · · · tβD

ij × si j · · · tβD
mj × smj

...
...

...
tβD
1m × s1m · · · tβD

im × sim · · · tβD
mm × smm




. (13)

Step 3: Derive the influence weight of the entire system WIWS

Limit the derivation of the weighted super matrix Sw to obtain the overall influence weight WIWS

as shown in Equation (14). The matrix will eventually become stable and a set of overall priority
vectors wiw

1 , · · · , wiw
2 , · · · , wiw

3 obtained, which is called the influential weight WIWS.

WIWS = lim
q→∞(s

w)q. (14)

Step 4: Establish the performance evaluation matrix F

Extract performance data from the database to obtain a performance evaluation matrix F as shown
in Equation (15).

F =

a1
...
ai
...

aq

C1 · · · C j · · · Cn


f11 · · · f1 j · · · f1n
...

...
...

f1i · · · fi j · · · fin
...

...
...

fm1 · · · fmj · · · fmn




. (15)

Step 5: Calculate the normalized performance evaluation matrix Ne
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Normalize the performance evaluation matrix to obtain the normalized performance evaluation
matrix Ne as shown in Equation (16).

Ne = ne
i j =

fi j
m∑

i=1
fi j

. (16)

Step 6: Derive the variation degree of the criterion e j

The normalized performance evaluation matrix is deduced from the variation degree to obtain
the entropy value e j for the degree of variation for each criterion (Equation (17). The p is a constant.
Let p = (ln(q))−1 be used to ensure that e j( j = 1, 2, · · · , n) belongs from 0 to 1.

e j = −p
n∑

j=1

ne
i j ln ne

i j. (17)

Step 7: Calculate the degree of the divergence coefficient e j

The entropy vector is used to calculate the degree of deviation and each degree of the divergence
coefficient e j is obtained, as shown in Equation (18). The e j( j = 1, 2, · · · , n) represents the inherent
intensity of contrast between j criteria. The higher the value of e j in the criteria, the greater the relative
importance of the role it plays in the whole system.

e j = 1− e j. (18)

Step 8: Derive the objective weight of the entire system WOWS

The divergence coefficient e j is deduced by simple additive normalization to obtain the objective
weight WOWS of the entire system as shown in Equation (19).

WOWS = e j/
n∑

k=1

e j. (19)

3.2.3. Phase 3: Integrate the Subjective and Objective Weight w∗

The influential weight and the objective weight are combined to obtain the integrated weight
w∗ of the entire system. As shown in Equation (20), the µ is a strategic coefficient which can be
adjusted according to different cases. The preset value is 0.5, which indicates equal importance between
the subjective and objective weights.

w∗ = µWIWS + (1− µ)WOWS. (20)

3.2.4. Phase 4: Use the Modified VIKOR to Perform the Evaluation

The concept of VIKOR originated from the problem of multi-objective planning [56]. Opricovic [57]
applied it to the research of civil engineering. Opricovic and Tzeng [58] made a comparison between
VIKOR and TOPSIS and their results showed that performance evaluation using VIKOR would be
more reasonable and effective. For the detailed operation processes of original VIKOR, please refer to
References [58–60]. In this study, modified VIKOR will be used as the following steps:

Step 1: Define the aspiration level and the worst value

Decision-makers define the aspiration level and the worst value based on their expectations.
In past performance evaluation methods using the positive and negative ideal solutions as the basis
for evaluation, one may be caught in the dilemma of finding a good apple in a barrel of rotten apples.
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Therefore, it is better to replace those “ideal” solutions with the aspiration level and the worst value.
In this study, the scales range from 0 to 100, where fasp = 100 indicates the aspiration level and
the fwst = 0 is set as the worst value.

Step 2: Calculate the normalized performance evaluation matrix Nv

Normalize the performance evaluation matrix to obtain the normalized performance evaluation
matrix Nv as shown in Equation (21). Normalize the performance of j criteria in q alternatives and
calculate the distance between each performance and the aspiration level at the same time.

Nv =
(∣∣∣∣fasp − fqj

∣∣∣∣
)
/
(∣∣∣fasp − fwst

∣∣∣
)
. (21)

Step 3: Evaluate the overall performance of each alternative

The normalized performance evaluation matrix is weighted to obtain the overall benefit evaluation
matrix G and the average group utility vector rqj as shown in Equations (22) and (23). Hence,
the normalized performance evaluation matrix means the difference between each criterion and
the aspiration level for each alternative. The w∗j is the integrated weight and the overall performance
evaluation will be generated through the interaction of the two matrices.

G = Nvw∗ (22)

rqj =
n∑

j=1

Nv. (23)

The original VIKOR considers two types of differences, the average group utility and the maximum
regret. Since the purpose of the DANP-mV model is to focus on the decision-making process it can
incorporate more references. The model uses the mean group utility rqj only. Here,rqj means
the comprehensive difference between the various alternatives and the aspiration level, this difference
will be based on the average group utility.

4. Empirical Example

The data collected and the analytical process are introduced below. Furthermore, based on
the INRM and performance evaluation results, we provide some strategic suggestions for supply
chain layout.

4.1. Description of the Problem

The case company is one of the world’s leading manufacturers of electronics. Its products include
energy-saving equipment, hardware for automation facilities and ICT infrastructure. The company has
long been concerned with environmental protection, so continues to develop innovative energy-saving
products and solutions and constantly strives to improve the energy conversion efficiency of its products.
Headquartered in Taiwan, it is committed to innovation and research and development. It has locations
all over the world including China, Japan, Singapore, Thailand, the United States and Europe. It has
175 operating locations, 37 production locations and 69 research and development centers.

In March 2018, US President Trump signed the “Section 301 Investigation” officially launching
the China-US trade war, which has caused a lot of turbulence and had a major impact on manufacturing
in Asia and around the world [61]. Shocked companies have had to consider countermeasures in
advance, to strategically adjust the layout of their global supply chain, speed up automation, accelerate
mergers and acquisitions and supply chain transfers and strengthen cross-border management
capabilities in order to reduce the negative impact of trade friction [62]. The major production lines
of the case company have been heavily influenced by the impact of international economics and
trade. To respond to the rapidly changing international trade situation and keep its core competitive
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advantage, the company set up a relevant project working group to conduct an evaluation and
selection of possible transfer locations. The company has some experience and certain standards for
the evaluation of such locations. First, global competitiveness indexes were used to evaluate the possible
alternatives. After several rounds of discussion and field surveys, five potential locations for final
decision were made, which included Croatia (HRV), India (IND), Taiwan (TWN), Uganda (UGA)
and Vietnam (VNM). The company is now faced with how to make the choice of a new location that
will affect the business performance of the enterprise and ultimately whether development can be
sustained. It should be noted that the selected five possible locations were based on the needs of
the case company. The other company might have other alternatives due to their specified requirements
and operational environments.

4.2. Identification Criteria for Location Selection

The criteria for location selection have been discussed in many studies. They mainly depend
on the characteristics of the enterprise and the operational environment. Therefore, the working
group of the case company considered its needs and situation and identified 16 evaluation criteria.
The evaluation criteria are summarized and divided into 5 dimensions, which include Economy
and Market, Government and Governance, Business Dynamism, Infrastructure, Sustainability and
Innovation (Table 1).

Table 1. Dimensions and criteria for the evaluation system.

Dimensions/Criteria Explanation References

Economy and Market (D1)

Macroeconomic stability (C1) Refers to the overall evaluation of local inflation and debt dynamics. [6,11,37,43,63,64]

Financial system (C2) Refers to the overall evaluation of local systems and the depth and stability of
the financial system. [6,10,11,43]

Product market (C3) Refers to the overall evaluation of local and domestic market competition, trade
openness, market size. [6,10,11,37,63,64]

Government and Governance (D2)

Security (C4) Refers to the overall evaluation of local organized crime, homicide rate, terrorist
incidents and reliability of police services. [6,9,43,65]

Institutions (C5) Refers to the overall evaluation of local budget transparency, judicial independence,
legal fairness and press freedom. [6,7,11,63,64]

Property (C6) Refers to the overall evaluation of local inflation and debt dynamics, protection and
management of ownership. [6,43]

Corporate governance (C7) Refers to the overall evaluation of local corporate governance. [6,64]

Business dynamism (D3)

Administrative requirements (C8) Refers to the overall evaluation of local entrepreneurial costs, entrepreneurial time,
bankruptcy recovery rate and bankruptcy supervision framework. [6,10,37,43,63,64]

Entrepreneurial culture (C9) Refers to the overall evaluation of local attitudes towards entrepreneurial risk,
willingness to delegate authority. [6,7,9,10,63,64]

Infrastructure (D4)

Transportation system (C10) Refers to the overall evaluation of local road, railroad, air and sea transport. [6,9,43,65]
Utility infrastructure system (C11) Refers to the overall evaluation of local electricity and water supply. [6,9,43,65]

ICT adoption (C12)
Refers to the overall evaluation of local mobile-cellular telephone subscriptions,
mobile-broadband subscriptions, fixed-broadband internet subscriptions, fiber internet
subscriptions, internet usage.

[6,11,43]

Skill (C13) Refers to the overall evaluation of the current and future local workforce. [6,7,10,63,64]

Labor market (C14) Refers to the overall evaluation of local labor market flexibility, meritocracy and
incentivization. [6,7,63,64]

Sustainability and Innovation(D5)

Sustainable planning (C15)
Refers to the overall evaluation of local government’s long-term vision, energy
efficiency regulation, renewable energy regulation, environment-related treaties
in force.

[6,9,10,64]

Innovation foundation (C16)

Refers to the overall evaluation of local labor market flexibility, meritocracy and
incentivization, diversity and collaboration, research and development,
commercialization, growth of innovative companies, companies embracing disruptive
ideas, etc.

[6–8,63]

The “economic and market” dimension refers to the local economy, prices, exchange rates,
financial system, market share and market openness. We will evaluate the macroeconomic stability,
financial system and product market of the country or region. The “government and governance”
dimension refers to the evaluation of the political stability and local security of the country or region.
The assessment of the “business dynamism” dimension refers to the assessment of the administrative
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costs of the country, local administrative efficiency, operational risks, regulatory systems and
corporate culture. “Infrastructure” refers to the assessment of the completeness of infrastructure
construction, which includes local transportation infrastructure, water and electricity supply systems,
ICT communications and labor adequacy. “Sustainability and innovation” refers to the attitude of
the country or region dedicated to sustainable development and leading innovation development.
Local sustainability policies/regulations and the cultivation of innovative resources have a significant
impact on the sustainable development of enterprises.

4.3. Data Collection, Analysis and Results

The data were collected in two parts from expert opinions and public databases.
Since the importance of the evaluating criteria reflects the company’s needs, the opinions of the working
group must be included in the survey to obtain the influential weights. In the survey, experts were
asked to make pairwise comparisons of the degree of influence from criterion i to j. After the survey,
a 16 by 16 matrix was obtained based on each expert’s opinions, called the direct relationship matrix
E. All the experts’ results were calculated using Equation (2) to obtain the average direct impact
relationship matrix EAVG. Table 2 shows the average direct-influence relationship matrix. It can
be found that C4 and C5 have a maximum impact (4 points) on C1, which shows that Security and
Institutions have a high degree of impact on Macroeconomic stability.

Table 2. Average direct-influence relation matrix of each criteria.

EAVG C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15 C16

C1 0 0.333 0.667 3.000 2.000 0.333 1.333 1.000 1.333 0.667 0.667 1.000 0.333 1.000 0.667 1.000
C2 0.333 0 2.000 0.333 0.333 1.333 0.667 1.667 0.667 0.000 0.000 0.333 1.000 0.333 0.667 0.333
C3 0.667 2.667 0 0.667 0.667 0.667 0.333 1.333 0.333 0.667 1.000 0.667 0.000 0.000 0.333 0.667
C4 4.000 0.333 0.667 0 2.000 0.333 1.333 1.000 1.333 0.667 0.667 1.000 0.333 1.000 0.667 1.000
C5 4.000 0.333 0.667 3.000 0 0.333 1.333 1.000 1.333 0.667 0.667 1.000 0.333 1.000 0.667 1.000
C6 0.333 4.000 2.000 0.333 0.333 0 0.667 1.667 0.667 0.000 0.000 0.333 1.000 0.333 0.667 0.333
C7 1.333 0.667 0.333 1.333 1.333 0.667 0 1.333 1.667 1.000 1.000 2.667 1.333 2.333 1.000 0.667
C8 1.000 3.000 2.000 1.000 1.000 1.000 1.000 0 0.667 0.000 0.000 1.000 0.333 1.333 0.667 0.333
C9 1.333 0.667 0.333 1.333 1.333 0.667 3.333 1.333 0 1.000 1.000 2.667 1.333 2.333 1.000 0.667
C10 0.667 0.000 1.333 0.667 0.667 0.000 1.000 0.000 1.000 0 3.667 1.333 2.000 0.667 1.000 0.667
C11 0.667 0.000 1.333 0.667 0.667 0.000 1.000 0.000 1.000 2.000 0 1.333 2.000 0.667 1.000 0.667
C12 2.000 0.333 0.667 1.667 1.333 0.333 3.333 1.000 2.000 1.333 1.333 0 1.000 1.667 0.667 1.000
C13 0.333 1.333 0.000 0.333 0.333 0.667 1.333 0.333 1.333 1.333 2.667 1.000 0 1.000 1.333 0.333
C14 1.000 0.333 0.000 1.000 1.000 0.333 1.667 1.000 1.333 1.333 2.667 1.667 2.333 0 1.333 0.333
C15 0.667 1.667 0.333 0.667 0.667 1.000 3.000 0.667 1.667 1.000 1.000 2.000 2.000 1.333 0 0.667
C16 3.000 0.333 1.667 2.333 1.667 0.333 0.667 0.333 0.667 1.000 1.333 1.000 0.333 0.333 0.667 0

The scales 0, 1, 2, 3 and 4 represent the range from “no influence (0)” to “extremely high influence (4)”, respondents
by experts.

In the second part of the data collection process, data for the five potential locations were collected
from the public database of the World Economic Forum (see Table 3). The data shows that Taiwan has
the highest score on Macroeconomic. Prior studies have also found that Macroeconomic stability has
significant impact on foreign investment [66]. Therefore, Macroeconomic stability is one of Taiwan’s
important advantages in attracting foreign investment.

Tables 3 and 4 show the input data of analysis used by the proposed DANP-mV model. Following
the steps outlined in Section 3, five outputs are obtained—(1) the INRM; (2) influential weights (IWs);
(3) objective weights (OWs); (4) combination weights (CWs); (5) comparison and ranking of alternatives.
DEMATEL can be used to derive the INRM (Figure 2) which provides a visual basis to help decision
makers formulate sustainable development strategies for improvement. An examination of Figure 2
shows that Sustainability and Innovation (D5) and Business dynamism (D3) are causal factors in
the whole system, whereas Government and Governance (D2), Infrastructure (D4) and Economy and
Market (D1) are affected factors. In addition, this study finds that Government and Governance (D2)
has the greatest influence on the entire evaluation system, which is similar to the results of Janssen
and Van Der Voort [67]. This also shows that the quality of local governance plays an important role.
A stable, more credible and effective and less corrupt system will affect the choice of this location for
foreign investors.
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Table 3. Performance of five potential alternatives.

F Criteria HRV IND TWN UGA VNM

C1
Macroeconomic

stability 90.000 90.000 100.000 74.159 75.000

C2 Financial system 61.918 69.478 88.438 50.297 63.865
C3 Product market 53.164 50.389 66.339 49.064 53.994
C4 Security 78.710 56.377 85.836 63.544 77.217
C5 Institutions 35.772 66.376 62.609 50.165 50.661
C6 Property 60.429 44.729 82.566 39.159 46.014
C7 Corporate governance 60.699 74.160 77.203 51.846 51.064

C8
Administrative
requirements 71.762 64.592 85.902 59.846 62.567

C9 Entrepreneurial culture 37.530 55.479 60.219 52.854 50.433
C10 Transportation system 62.054 66.429 79.359 48.488 52.208

C11
Utility infrastructure

system 94.393 69.757 94.021 47.273 79.641

C12 ICT adoption 60.686 32.106 82.294 29.351 69.034
C13 Skill 63.470 50.455 76.220 42.258 56.957
C14 Labor market 55.958 53.907 72.738 59.959 58.243
C15 Sustainable planning 60.392 69.332 72.045 50.941 64.262
C16 Innovation foundation 34.913 55.200 61.620 40.648 45.429

The scale will be between 0 and 100, with higher values indicating better performance. 2 Data base at www.weforum.
org/gcr/rankings [68].

Table 4. Combination weights based on influence weights and objective weights.

Code Dimensions/Criteria Influential Weights Objective Weights Combination Weights (CWs)
Global Weight Local Weight

D1 Economy and Market 0.063 0.097 0.142
C1 Macroeconomic stability 0.028 0.022 0.054 0.376
C2 Financial system 0.017 0.055 0.055 0.383
C3 Product market 0.018 0.020 0.034 0.241

D2
Government and
Governance 0.267 0.280 0.253

C4 Security 0.094 0.037 0.051 0.201
C5 Institutions 0.072 0.069 0.062 0.247
C6 Property 0.024 0.125 0.077 0.306
C7 Corporate governance 0.077 0.049 0.062 0.246
D3 Business dynamism 0.268 0.066 0.140

C8
Administrative
requirements 0.116 0.029 0.062 0.443

C9 Entrepreneurial culture 0.152 0.038 0.078 0.557
D4 Infrastructure 0.221 0.467 0.344
C10 Transportation system 0.037 0.050 0.043 0.124

C11
Utility infrastructure
system 0.045 0.090 0.067 0.196

C12 ICT adoption 0.055 0.244 0.149 0.433
C13 Skill 0.036 0.064 0.053 0.154
C14 Labor market 0.049 0.019 0.032 0.093

D5
Sustainability and
Innovation 0.179 0.090 0.121

C15 Sustainable planning 0.089 0.023 0.053 0.440
C16 Innovation foundation 0.090 0.067 0.068 0.560

Combination weights will be obtained using Equation (20) and the strategy coefficient µ = 0.5.

From the Sustainability and Innovation (D5) and Business dynamism (D3) dimensions, Sustainable
planning (C15), Innovation foundation (C16) and Entrepreneurial culture (C9) are the causal criteria,
whereas Administrative requirements (C8) is the affected criteria. Given that factors have an interactive
relationship, managers should first focus attention on the causal dimensions such as Sustainability and
Innovation and Business dynamism. Improving these causal factors will eventually remedy problems
with the affected factors. Similarly, at the criterion level, manager should focus on Planning (C15),
Innovation foundation (C16) and Entrepreneurial culture (C9) for improvement.
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The proposed DANP model integrates the objective weights to avoid reliance upon the subjective
preferences of decision-makers. The entropy method is used to calculate the objective weights.
The calculation is based on the performance of alternatives. The objective weights of the criteria can
be calculated based on the deviation of performance among alternatives using Equations (15)–(19).
The combined weights are then found using Equation (20) as indicated in Table 4. It is worth noting
that the ratio between the subjective and objective weights can be adjusted according to the needs
of the company. After discussion with the working group of the case company, this study proposes
setting the strategy coefficient µ to 0.5, indicating equal importance between the subjective and
objective weights.

To visualize the results, the dimension and criterion weights are shown in Figure 3. The order
of the dimensions found is Infrastructure (D4) (0.344), Government and Governance (D2) (0.253),
Economy and Market (D1) (0.142), Business dynamism (D3) (0.140), Sustainability and Innovation (D5)
(0.121). In other words, if the company wants to effectively grasp the geographical advantages, it must
give priority to the local Infrastructure followed by Government and Governance (D2), Economy
and Market (D1), Business dynamism (D3), Sustainability and Innovation (D5). At the criterion level,
the top three criteria are ICT adoption (C12) (0.149), Entrepreneurial culture (C9) (0.078) and Property
(C6) (0.077). This result is consistent with the results of expert interviews. The ICT adoption and
Entrepreneurial culture are essential factors for selection the manufacturing location because these are
necessary infrastructures for sustainable development.

Table 5 lists the gaps for each alternative as determined by Equations (21)–(23). The results
show that TWN’s has a total gap 0.217, followed by HRV at 0.391, VNM at 0.398, IND at 0.421
and UGA at 0.519. In other words, the optimal location is Taiwan, followed by Croatia, Viet Nam,
India and finally Uganda. It is worth noting that TWN performs best in the Economy and Market
(D1) dimension at 0.006, followed by Infrastructure (D4) at 0.012, Government and Governance (D2)
at 0.015, Business dynamism (D3) at 0.020 and Sustainability and Innovation (D5) at 0.021. Taiwan
has better macroeconomic stability and financial system and relatively good transportation system,
utility infrastructure system and labor market. Although Taiwan is the best choice, more attention
should be paid to the performance of Entrepreneurial culture, ICT adoption and Innovation foundation,
which have larger aspiration gaps. The foundation of Taiwan’s economics is dominated by small and
medium-sized enterprises. The decentralization of power by individual businesses and family-owned
businesses is often insufficient. In recent years, the international community has been continuously

275



Symmetry 2020, 12, 1418

committed to the promotion of 5G communication technology but Taiwan’s population and market
size restrictions will not be conducive to the development of ICT adoption. Therefore, Taiwan still has
limited disruptive ideas, so Innovation foundation still has much room for improvement.Symmetry 2020, 12, x FOR PEER REVIEW 15 of 23 
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Table 5. Gap analysis for the possible alternatives.

Code Dimensions/Criteria CWs
HRV IND TWN UGA VNM

Gap Rank Gap Rank Gap Rank Gap Rank Gap Rank

D1 Economy and Market 0.142 0.014 1 0.013 1 0.006 1 0.019 1 0.016 1
C1 Macroeconomic stability 0.054 0.005 2 0.005 1 0.000 1 0.014 2 0.013 3
C2 Financial system 0.055 0.021 9 0.017 6 0.006 3 0.027 8 0.020 7
C3 Product market 0.034 0.016 5 0.017 7 0.012 8 0.017 3 0.016 5
D2 Government and Governance 0.253 0.026 3 0.025 3 0.015 3 0.032 3 0.029 4
C4 Security 0.051 0.011 3 0.022 11 0.007 4 0.019 4 0.012 1
C5 Institutions 0.062 0.040 13 0.021 9 0.023 13 0.031 11 0.031 12
C6 Property 0.077 0.031 12 0.043 15 0.013 10 0.047 15 0.042 15
C7 Corporate governance 0.062 0.024 11 0.016 4 0.014 11 0.030 9 0.030 11
D3 Business dynamism 0.140 0.033 5 0.028 4 0.020 4 0.031 2 0.031 5
C8 Administrative requirements 0.062 0.017 7 0.022 10 0.009 6 0.025 6 0.023 10
C9 Entrepreneurial culture 0.078 0.049 15 0.035 14 0.031 16 0.037 13 0.039 14
D4 Infrastructure 0.344 0.022 2 0.035 5 0.012 2 0.041 5 0.023 2
C10 Transportation system 0.043 0.016 6 0.014 2 0.009 7 0.022 5 0.020 8
C11 Utility infrastructure system 0.067 0.004 1 0.020 8 0.004 2 0.036 12 0.014 4
C12 ICT adoption 0.149 0.059 16 0.101 16 0.026 15 0.105 16 0.046 16
C13 Skill 0.053 0.019 8 0.026 12 0.013 9 0.030 10 0.023 9
C14 Labor market 0.032 0.014 4 0.015 3 0.009 5 0.013 1 0.013 2
D5 Sustainability and Innovation 0.121 0.033 4 0.023 2 0.021 5 0.033 4 0.028 3
C15 Sustainable planning 0.053 0.021 10 0.016 5 0.015 12 0.026 7 0.019 6
C16 Innovation foundation 0.068 0.044 14 0.030 13 0.026 14 0.040 14 0.037 13

Total 0.391 0.421 0.217 0.519 0.398

Rank 2 4 1 5 3

Croatia is another feasible choice if improvements can be made to the local Entrepreneurial culture
and ICT adoption. For Viet Nam, the local Entrepreneurial culture and ICT adoption are the two critical
items which need to be improved. India has good performance in the Economy and Market dimension
but needs to pay attention to local ICT adoption and Entrepreneurial culture. Uganda should improve
its innovation foundation.

5. Discussion

The proposed DANP mV model adds a combination weight assessment to the traditional model
foundation. The combination weights (CWs) are set according to different strategic requirements and
will eventually produce different assessment results. The influential weights (IWs), objective weights
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(OWs) and combination weights (CWs) for each dimension are shown on the left side of Table 6,
while the results of the evaluation based on the different weights are shown on the right-hand side.
The order of the influential weights, from highest to lowest, is Government and Governance (D2),
Infrastructure (D4), Business dynamism (D3), Economy and Market (D1) and finally Sustainability and
Innovation (D5). The order of the objective weights (OWs) from highest to lowest is Infrastructure
(D4), Government and Governance (D2), Economy and Market (D1), Sustainability and Innovation (D5)
and Business dynamism (D3). The order of the combination weights (CWs) from highest to lowest is
Infrastructure (D4), Government and Governance (D2), Economy and Market (D1), Business dynamism
(D3) and Sustainability and Innovation (D5).

Table 6. Comparison of weights and ranking.

Dimensions
Weight

Alternative
IWs OWs CWs

DANP Entropy Combination rkj RANK rkj RANK rkj RANK

D1 0.188 4 0.097 3 0.142 3 TWN 0.227 1 0.208 1 0.217 1
D2 0.226 1 0.28 2 0.253 2 HRV 0.393 3 0.39 2 0.391 2
D3 0.213 3 0.066 5 0.140 4 VNM 0.399 4 0.396 3 0.398 3
D4 0.220 2 0.467 1 0.344 1 IND 0.378 2 0.464 4 0.421 4
D5 0.153 5 0.09 4 0.121 5 UGA 0.477 5 0.561 5 0.519 5

As indicated in Table 6, the final selection order is TWN, HRV, VNM, IND, UGA based on
the combined weights. However, if only the DANP weight is considered, the final selection order
will become TWN, IND, HRV, VNM and UGA. The results reveal that adding the objective weights
to the model has a significant effect on the results. This is consistent with the study of Chang and
Lin [19]. If the final evaluation decision is only dependent on subjective weights, the results will be
easily influenced by the subjective preferences of senior managers.

Figure 4 shows the weight distribution among the dimensions and criteria and the gaps from
the aspiration level for each alternative. From the DANP weight distribution, we can see that the most
important dimension is Government and Governance (D2) and Infrastructure (D4), which is consistent
with the opinions of the experts as given during the interview process. The greatest incentives
for the case company to invest in China would be the various policy subsidies in the Hercynian
Special Economic Zone and the large amount of cheap labor and the stable water and electricity
supply. However, the greatest risk would be the uncertainty of the government’s authoritarian regime
and regulations.

It is worth noting that Infrastructure (D4) dominates the importance of the dimensions, regardless
of whether for DANP or entropy analysis, where ICT adoption is the most important criterion in
the Infrastructure dimension. The development of ICT infrastructure is essential for the governments
of various countries who have been actively promoting Industry 4.0 and smart manufacturing in recent
years. This results also show that the levels of ICT adoption have a critical effect on firms considering
relocation of their production lines. Although the results indicate that TWN should be given the first
priority, various gaps to the aspiration level remain in each dimension or criterion.

This study compares the original and modified VIKOR and the results are shown in Figure 5.
The left side of the panel is the total gap of five countries. Orange is the modified calculation result
and black is the original calculation result. It can be found that if using the original VIKOR, Taiwan’s
total Gap is only 0.008, which means almost perfect performance. From the right side of the panel,
the results of original VIKOR have zero gap in each criterion except in C5 Institutions with 0.008.
This result might not reflect the real situation. Our proposed model can fix this problem. There are
different gaps in each criterion to reach the aspiration level.

The case company should formulate and choose the supply chain layout in a more systematic
way, to move towards the goal of sustainable operations. Based on the analysis, the assessed sites can
be divided into a primary group (TWN, HRV) and a secondary group (VNM, IND, UGA). Although
the countries in the primary group have the higher priority, there is still much room for improvement
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in their entrepreneurial culture, foundations of innovation and ICT adoption (Table 5). Based on
the INRM (Figure 2), one can see that ICT adoption belongs in the Infrastructure dimension, which will
be influenced by the Government and Governance, Business dynamism, Sustainability and Innovation
dimensions. In addition, entrepreneurial culture belongs to the dimension of Business Dynamism,
which is also influenced by the Sustainability and Innovation dimensions. Therefore, the Sustainability
and Innovation dimensions are causal, being the driving force in the whole system. It is worth noting
that the Sustainability and Innovation dimensions include innovation foundation and sustainable
planning. Also, from the INRM, it can be seen that innovation foundation is causal and is the key
item that the case company needs to develop and prepare for in advance. It is suggested that the case
company set up an in-house innovation department and keep an eye on international economic trends
and industry dynamics, to get first-hand information, to enable it to respond to rapid market changes.
In summary, this study not only provides the optimal location for relocation of the production line but
also offers suggested directions for improvement directions for the case company.
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6. Conclusions

This paper explores a method based on the DANP-mV model for the location selection of
production lines which have to be moved due to economic fluctuations and trade wars, which is for
sustainable development. We propose a hybrid model that considers both subjective and objective
weights thereby avoiding the shortcomings of the original DANP model. The model can help
companies determine the optimal location for relocation and provide directions for improvement
based on the INRM and gap analysis. We conducted an empirical study to demonstrate the usefulness
of the proposed model. The following findings are derived:

1. The proposed DANP-mV model has been verified by real cases, which can fix the shortcomings
of original VIKOR method.
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2. The entrepreneurial culture, innovation foundation and ICT adoption are the three items that
most possible alternatives need to strengthen to attract foreign investment.

3. Sustainability and Innovation is the driving dimension in the system for the company’s
sustainable development.

4. Setting up an in-house innovation department could be an effective way in cope with deficiencies
of the innovation foundation in the potential countries.

Although this study makes some contributions to the location selection problem, there are
some suggestions for future study. First, the survey method is a time-consuming process. How to
reduce the number of questions and still obtain reliable results could be the subject of further study.
Second, different subjective and objective assessment methods can be compared with those used in
the current study. Third, the current study used an average to represent the various experts’ opinions.
Other techniques such as rough number or fuzzy theory could be considered to integrate the different
opinions. Fourth, an electronics manufacturing company was used for the case study. The model can
be applied in different industries for comparison. Finally, this study finds that sustainable development
and innovation is an important factor driving the sustainable development of enterprises. It is
suggested that follow-up research can be directed towards discussing how to effectively improve
national policies based on the viewpoint of sustainable development and innovation.
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Appendix A

Table A1. List of symbols for this study.

Term Definition

E Initial direct influence relationship matrix
K Number of experts
A Average direct influence relationship matrix

Nd Normalized directly influence relationship matrix
Ne Normalized performance evaluation matrix of entropy
Nv Normalized performance evaluation matrix of modified VIKOR
T Total influence relationship matrix

TD Total influence relationship matrix of the dimensions
TC Total influence relationship matrix of the criterion
r Degree of influence
c Degree of to be influenced

(r + c) Total influence degree
(r− c) The degree of net influence

S Unweighted super matrix
Sw Weighted super matrix

WIWS Influence weight of the entire system
F Performance evaluation matrix
e j Variation degree of the criterion
p Constant
e j Degree of the divergence coefficient

WOWS Objective weight of the entire system
w∗ Combination weights
fasp Aspiration level
fwst Worst value
G Overall benefit evaluation matrix
rqj Average group utility
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Table A2. List of abbreviations for this study.

Term Definition

MCDM Multiple criteria decision making
DEMATEL Decision Making Trial and Evaluation Laboratory
AHP Analytic hierarchy process
ANP Analytic network process
BWM Best-worst multi-criteria decision-making method
DANP DEMATEL-based ANP
modified VIKOR Modified višekriterijumsko Kompromisno Rangiranje
DANP-mV DEMATEL-based ANP- modified VIKOR
ICT Information and Communication Technology
GDP Gross domestic product
GIS Geographic information system
INRM Influential network relationship map
IWs Influential weights
OWs Objective weights
CWs Combination weights
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40. Cinelli, M.; Kadziński, M.; Gonzalez, M.; Słowiński, R. How to support the application of multiple criteria
decision analysis? let Us Start with a comprehensive taxonomy. Omega 2020, 96, 102261. [CrossRef]

41. Katsikopoulos, K.V.; Durbach, I.N.; Stewart, T.J. When should we use simple decision models? A synthesis
of various research strands. Omega 2018, 81, 17–25. [CrossRef]

42. Tzeng, G.H.; Shen, K.Y. New Concepts and Trends of Hybrid Multiple Criteria Decision Making, 1st ed.; CRC Press:
London, UK, 2017.

43. Wang, K.J.; Lestari, Y.D.; Tran, V.N.B. Location selection of high-tech manufacturing firms by a fuzzy analytic
network process: A case study of Taiwan high-tech industry. Int. J. Fuzzy Syst. 2017, 19, 1560–1584.
[CrossRef]

44. Khokhar, M.; Hou, Y.; Rafique, M.A.; Iqbal, W. Evaluating the Social Sustainability Criteria of Supply Chain
Management in Manufacturing Industries: A Role of BWM in MCDM. Probl. Ekorozw. Probl. Sustain. Dev.
2020, 15, 185–194.

45. Rocha, A.; Silveira, D.; Perobelli, F.; Vasconcelos, S. Modelling the location choice: Evidence from an
evolutionary game based on regional input-output analysis. Reg. Stud. 2019, 53, 1734–1746. [CrossRef]

46. Liou, J.J. New concepts and trends of MCDM for tomorrow–in honor of Professor Gwo-Hshiung Tzeng on
the occasion of his 70th birthday. Technol. Econ. Dev. Econ. 2013, 19, 367–375. [CrossRef]

47. Liou, J.J.; Lu, M.T.; Hu, S.K.; Cheng, C.H.; Chuang, Y.C. A hybrid MCDM model for improving the electronic
health record to better serve client needs. Sustainability 2017, 9, 1819. [CrossRef]

48. Lin, S.H.; Wang, D.; Huang, X.; Zhao, X.; Hsieh, J.C.; Tzeng, G.H.; Chen, J.T. A multi-attribute decision-making
model for improving inefficient industrial parks. Environ. Dev. Sustain. 2020, 1–35. [CrossRef]

49. Tsuei, H.J.; Tsai, W.H.; Pan, F.T.; Tzeng, G.H. Improving search engine optimization (SEO) by using hybrid
modified MCDM models. Artif. Intell. Rev. 2020, 53, 1–16. [CrossRef]

50. Lin, P.J.; Shiue, Y.C.; Tzeng, G.H.; Huang, S.L. Developing a sustainable long-term ageing health care system
using the DANP-mV model: Empirical case of Taiwan. Int. J. Environ. Res. Public Health 2019, 16, 1349.
[CrossRef]

51. Peng, K.H.; Tzeng, G.H. Exploring heritage tourism performance improvement for making sustainable
development strategies using the hybrid-modified MADM model. Curr. Issues Tour. 2019, 22, 921–947.
[CrossRef]

52. Huang, J.Y.; Shen, K.Y.; Shieh, J.C.; Tzeng, G.H. Strengthen financial holding companies’ business sustainability
by using a hybrid corporate governance evaluation model. Sustainability 2019, 11, 582. [CrossRef]

53. Zavadskas, E.K.; Podvezko, V. Integrated determination of objective criteria weights in MCDM. Int. J. Inf.
Technol. Decis. Mak. 2016, 15, 267–283. [CrossRef]

54. Zhao, J.; Ji, G.; Tian, Y.; Chen, Y.; Wang, Z. Environmental vulnerability assessment for mainland China based
on entropy method. Ecol. Indic. 2018, 91, 410–422. [CrossRef]
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Abstract: Neutrosophic sets have been recognized as an effective approach in solving complex
decision-making (DM) problems, mainly when such problems are related to uncertainties, as published
in numerous articles thus far. The use of the three membership functions that can be used to express
accuracy, inaccuracy, and indeterminacy during the evaluation of alternatives in multiple-criteria
DM can be said to be a significant advantage of these sets. By utilizing these membership functions,
neutrosophic sets provide an efficient and flexible approach to the evaluation of alternatives, even if
DM problems are related to uncertainty and predictions. On the other hand, the TOPSIS method is a
prominent multiple-criteria decision-making method used so far to solve numerous decision-making
problems, and many extensions of the TOPSIS method are proposed to enable the use of different
types of fuzzy as well as neutrosophic sets. Therefore, a novel extension of the TOPSIS method
adapted for the use of single-valued neutrosophic sets was considered in this paper.

Keywords: multiple-criteria decision-making; neutrosophic; single-valued neutrosophic sets; TOPSIS;
Hamming distance; Euclidean distance; e-commerce development strategies

1. Introduction

As one of the essential elements of the modern world economy and the increasing use of advanced
information and communication technology (ICT), technological changes have driven fundamental
changes in the economic and social environments, thereby transforming society from the industrial
into the information age [1]. The increasing use of ICT has significantly changed the way we live,
learn, and work, transforming the direction of the interaction of people, business systems, and public
institutions. The development of information technologies, and in particular, the advancement of
Internet technologies, enables existing businesses to progress and the opening of new businesses,
leading to the growth of e-business and the digital economy [2,3].
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The Internet has contributed to the extremely dynamic development of e-commerce within
e-business. In its simplest sense, e-commerce implies the purchase and sale of goods or services online
as well as advertising revenue. Without the Internet, e-commerce would be virtually non-existent.
Therefore, e-commerce includes all activities of buying and selling products and services that are
performed via the Internet or other electronic communication channels [4]. First of all, e-commerce
consists of distributing, buying, selling, marketing, and servicing products and services through
the Internet. It also incorporates electronic money transfer, supply chain management, e-marketing,
electronic data exchange, and automated data collection systems [5]. Over time, e-commerce has
transformed from a mechanism for online retail sales into something much broader [6]. This is
why it is of great importance which e-commerce strategy the company will choose to implement [7].
The selection of an optimal strategy is vital because the strategy defines the future direction and
actions of the organization or part of the organization [8]. Developing an e-commerce strategy requires
combining existing approaches to business and developing an information systems strategy. In order
to achieve a competitive advantage, it is crucial to join innovative techniques in traditional strategic
approaches [9]. The implementation of an adequate strategy may help the company to achieve and
maintain its competitive advantage in the long run [10].

Many of the real problems are often characterized by a number of mostly antagonistic criteria.
Multiple-criteria decision-making (MCDM) is a notable part of operational research. It considers the
issues in which we are faced with a greater number of, most often conflicting, criteria when making
a decision [11–13]. The extraordinarily rapid and dynamic development of MCDM worldwide has
contributed to a number of MCDM methods and techniques proposed by scholars to solve a wide
variety of problems [14,15]. Some of the prominent methods that are most applied are the AHP method
(Analytic hierarchy process) [16], the ELECTRE method (Elimination et choix traduisant la realité) [17],
the PROMETHEE method (Preference ranking organization method for enrichment evaluations) [18],
the TOPSIS method (Technique for order preference by similarity to ideal solution) [19], the COPRAS
method (Complex proportional assessment of alternatives) [20], the VIKOR method (Visekriterijumska
optimizacija i kompromisno resenje) [21], the MOORA method (Multi-objective optimization on basis
of ratio analysis) [22], the MULTIMOORA method (Multi-objective optimization by ratio analysis plus
the full multiplicative form) [23], and so on.

Hwang and Yoon [19] develop the TOPSIS method (Technique for Order Preference by Similarity
to Ideal Solution). To solve a broader range of problems when problems are related to uncertainties,
ambiguities, and vagueness, the TOPSIS method has a proper extension based on the application
of fuzzy, intuitionistic, grey, and neutrosophic numbers to be able to cope with these problems.
To date, the TOPSIS method has been applied to solving many cases, often in combination with other
techniques, some of which are as follows: the application of TOPSIS when deciding on a discipline,
course, and university [24]; the application of entropy TOPSIS-F for the performance assessment
of green suppliers [25]; the evaluation of solar power technologies based on the application of the
intuitionistic fuzzy TOPSIS [26]; hotel evaluation and selection based on the modified TOPSIS decision
support algorithm [27]; the evaluation of the sustainable energy planning strategies based on the
SWOT-AHP method and Fuzzy TOPSIS method [28]; supplier evaluation and selection based on the
green innovation ability based on the BWM and fuzzy TOPSIS [29]; website assessment by employing
the interval type-2 fuzzy number TOPSIS approach [30]; assessment in civil engineering [31–33];
evaluation and selection of personnel [34–37]; and so on.

Neutrosophic sets were established by Smarandache [38] to deal with complex DM problems
related to uncertainties, which are followed by inconsistent and indeterminate information. The use of
the three membership functions in order to express accuracy, indeterminacy, and inaccuracy during
the evaluation of alternatives in MCDM can be said to be a very important and significant advantage
of neutrosophic sets. So far, neutrosophic sets have been utilized in different fields such as medical
analysis [39–42], transport [43,44], information and communication technology [45–47], MCDM [48–52],
and so forth.
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Therefore, a novel extension of the TOPSIS method adapted for the application of single-valued
neutrosophic sets is the subject matter of consideration in this manuscript. The applicability and
usability of the developed single-valued neutrosophic TOPSIS extension are demonstrated on a
numerical illustration of the evaluation and selection of e-commerce development strategies. For all of
the preceding reasons, the remainder of the manuscript is based on the following global organization
of sections. The preliminaries are presented in Section 2; in Section 3, the TOPSIS method customized
to the use of single-valued neutrosophic numbers (SVNNs) and group decision-making is presented;
Section 4 contains a presentation of the numerical clarification, whereas Section 5 presents a discussion
and a comparison analysis. Finally, concluding remarks are specified at the end of the manuscript.

2. Preliminaries

In this part of the manuscript, some fundamental definitions and notations of neutrosophic
sets (NS), single-valued neutrosophic set (SVNS), and single-valued neutrosophic numbers (SVNN)
are given.

Definition 1. [53] Let X denote the universe of discourse. The NS A in X has the following form

A =
{〈

x, µA(x), πA(x), νA(x)
〉| x ∈ X

}
, (1)

where µA(x) denotes the truth–membership function; µA ∈ ]−0, 1+[; πA(x) denotes the falsity-membership
function; πA ∈ ]−0, 1+[; and νA(x) denotes the falsity–membership function, νA ∈ ]−0, 1+[.

These membership functions must satisfy the following constraint −0 ≤ µA(x) + πA(x) + νA(x) ≤ 3+.

Definition 2. [54] Let X be a nonempty set. The SVNS A in X has the following form

A =
{〈

x, µA(x), πA(x), νA(x)
〉| x ∈ X

}
(2)

wheremembership functions TA, IA, and FA ∈ [−0, 1+] and satisfy the following constraint 0 ≤ µA(x) +
πA(x) + νA(x) ≤ 3.

Definition 3. [54] A SVNN a =< ta, ia, fa > is a special case of a SVNS on the set of real numbers<, where
ta, ia, fa ∈ [0, 1] and 0 ≤ ta + ia + fa ≤ 3.

Definition 4. [53] Let x1 =< t1, i1, f1 > be a SVNN and λ > 0. The multiplication SVNNs and λ are as
follows:

λx1 =< 1− (1− t1)
λ, iλ1 , fλ1 > (3)

Definition 5. Let X = (x1, x2, ..., xn) and Y = (y1, y2, ..., yn) be two n-dimensional vectors, xi =< txi, ixi, fxi >
and yi =< tyi, iyi, fyi >. The Hamming distance between X and Y is defined as

h(X,Y) =
1

3n

n∑

i=1

(
|txi − tyi|+ |ixi − iyi|+ | fxi − fyi|

)
. (4)

Definition 6. Let X = (x1, x2, ..., xn ) and Y = (y1, y2, ..., yn) be two n-dimensional vectors, xi =< txi, ixi, fxi >
and yi =< tyi, iyi, fyi >. The Euclidean distance between X and Y is defined as

e(X,Y) =
1

3n

√√ n∑

i=1

(
(txi − tyi)

2 + (ixi − iyi)
2 + ( fxi − fyi)

2
)
. (5)
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Definition 7. [55] Let x =< t, i, f > be a SVNN. The score function s of x is defined as

s = (1 + t− 2i− f )/2, (6)

where s ∈ [−1, 1].

Definition 8. [56] Let x =< t, i, f > be a SVNN. The cosine similarity measure of x is the expression

c =
t√

t2 + i2 + f 2
(7)

Definition 9. [55] Let a j =< t j, ij, f j > be a collection of SVNSs and W = (w1, w2, . . . , wn)
T be an associated

weighting vector. The Single-Valued Neutrosophic Weighted Average (SVNWA) operator of aj is

SVNWA(a1, a2, . . . , an) =
n∑

j=1

w ja j =


1−

n∏

j=1

(1− t j)
w j ,

n∏

j=1

(i j)
w j ,

n∏

j=1

( f j)
w j


, (8)

where wj is the element j of the weighting vector, w j ∈ [0, 1] and
∑n

j=1 w j = 1.

3. The TOPSIS Method Customized to the Use of SVNNs and Group Decision-Making

3.1. The TOPSIS Method

The TOPSIS method, originated by Hwang and Yoon [19], is a very prominent and frequently
used MCDM method. Compared to other MCDM methods, this method has a characteristic approach
to determine the most acceptable alternative and is based upon the concept that an alternative is
defined on the basis of the shortest distance to the ideal solution and the longest distance to the
anti-ideal solution. The relative distance Ci of the ith alternative to the ideal and anti-ideal solutions is
calculated as

Ci =
d−i

d+i + d−i
, (9)

where d+i and d−i denote the distance of the alternative i from the ideal and anti-ideal solutions,
respectively, and Ci ∈ [0, 1].

The distance of each alternative from the ideal and anti-ideal solutions are computed as follows:

d+i =


n∑

j=1
+(w j(ri j − r+j ))

2



0.5

(10)

and

d−i =



n∑

j=1

(w j(ri j − r−j ))
2



0.5

. (11)

In Equations (10) and (11), w j denotes the weight of the criterion j; r+j and r−j denote the coordinate
j of the ideal and anti-ideal solutions, respectively; and ri j is the normalized rating of the alternative i
to the criterion j.
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The ordinary TOPSIS method utilizes the Euclidean distance to determine the separation measures.
However, some authors such as Chang et al. [57], Shanian and Savadogo [58], and Hwang and Yoon [19],
have also considered the application of the Hamming distance for that purpose:

d+i =
n∑

j=1

w j|ri j − r+i |, and (12)

d−i =
n∑

j=1

w j|ri j − r−i |. (13)

In the numerous extensions of the TOPSIS method that were later proposed, the application of
the Hamming distance has become more common such as in the research of Gautam and Singh [59],
Izadikhah [60], and Chen and Tsao [61].

The ordinary TOPSIS method uses the vector normalization procedure for the calculation of
normalized ratings, as

ri j =
xi j

(
n∑

i=1
x2

i j

)1/2
(14)

where ri j is the normalized rating of the alternative i to the criterion j, and xi j is the rating of the
alternative i to the criterion j.

In some extensions of the TOPSIS method, however, this normalization procedure is followed
with a simpler normalization procedure [31,62], as follows:

ri j =
xi j

x+j
. (15)

In Equation (15), it is assumed that x+j denotes the largest rating of the criterion j.
The ideal A∗ and the anti-ideal A− solutions are defined by

A+ =
{

r+1 , r+2 , . . ., r+n
}
=

{
max

i
ri j| j ∈ Θmax),(min

i
ri j| j ∈ Θmin)

}
, (16)

A− =
{

r−1 , r−2 , . . . , r−n
}
=

{
min

i
ri j| j ∈ Θmax),(max

i
ri j| j ∈ Θmin)

}
, (17)

where r+j denotes the coordinate j of the ideal solution; r−j denotes the coordinate j of the anti-ideal
solution; and Θmax and Θmin denote the sets of beneficial and non-beneficial criteria, respectively.

3.2. An Extension of the TOPSIS Method Adapted for the Use of SVNNs

The typical MCDM problem that includes m alternatives and n criteria can concisely be presented
in the following matrix form:

D = [xi j] m×n, (18)

W = [w j] n. (19)

The entry xij in the evaluation matrix D means the rating of the alternative i with respect to the
criterion j and entries wj in W of the weight vector denote the weights of the criterion j, for each i = 1,
. . . m and j = 1, ..., n.
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However, many practical DM problems require the participation of more decision-makers or
experts in the evaluation process. Therefore, in multiple-criteria group decision-making (MCGDM),
there is more than one decision-making matrix

Dk = [xk
i j] m×n

, k = 1, . . . , K, (20)

where Dk denotes an evaluation matrix formed by the decision-maker and/or expert k; xk
i j is the rating

of the alternative i with respect to the criterion j obtained from the decision-maker and/or expert k;
and K denotes the number of decision-makers and/or experts.

In the MCGDM process, decision-makers and/or experts often have different experiences and/or
specific knowledge of the problem that has to be solved, which is why another weighting vector can be
used to express the impact of the decision-makers and/or experts on the final evaluation, namely as
follows:

[ωk]K. (21)

The value ωk is the significance or impact of the decision-maker and/or expert k on the
overall evaluation.

Using the weighting vector that expresses the impact of decision-makers on the overall evaluation,
the individual evaluation matrix obtained from the decision-makers and/or experts, and a sort of
aggregation operator, an overall group decision-making matrix can be constructed.

Taking into consideration the foregoing facts pertaining to the MCGDM, the specifics of SVNNs
and operations over them as well as the previously proposed extension of the TOPSIS method [54,63,64],
a thorough step-by-step procedure of the adapted TOPSIS method, as shown in Figure 1, can be
accurately presented through the following basic steps:
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Figure 1. Computational procedure of the adapted TOPSIS method.
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Step 1. Forming a team of decision-makers and assigning them relative importance to the overall
evaluation. In the first step, a team of decision-makers and/or experts is formed and relative importance
is assigned to each of them, if necessary. In many cases, all decision-makers and/or experts have equal
importance to the final evaluation.

Step 2. Identification of acceptable alternatives and selection of criteria for their evaluation. In the
second step, the team of decision-makers identified the feasible alternatives and determined a set of
evaluation criteria.

Step 3. Determining the significance of evaluation criteria. In this step, the team of decision-makers
and/or experts determined the weights of the evaluation criteria. A number of methods that can be
used to determine criteria weights have been considered in many papers published in scientific and
professional journals [16,65–68].

Step 4. Evaluation of alternatives in relation to the selected criteria. In the fourth step, each
decision-maker performs an evaluation and forms their own evaluation matrix, in which the ratings
are expressed by using SVNNs. As a result of performing this step, a K evaluation matrix is formed as
follows:

Dk = [xk
i j] m×n = [< tk

i j, iki j, f k
i j >] m×n

, (22)

where < tk
i j, iki j, f k

i j > denotes the rating of the alternative i with respect to the criterion j, obtained from
the decision-maker expert k.

Step 5. Construction of an overall group evaluation matrix. In this step, the individual attitudes
of the decision-makers involved in the evaluation are transformed into one overall group evaluation
matrix by using a SVNWA operator (i.e., by applying Equation (8)). As a result of performing this step,
a matrix of the following form is formed:

D = [xi j] m×n
= [< ti j, ii j, fi j >] m×n, (23)

where < ti j, ii j, fi j denotes the rating of the alternative i in relation to the criterion j.
Step 6. Construction of a normalized evaluation matrix. The normalization of the overall group

evaluation matrix can be performed by applying Equation (3) and the following λ:

λ =
1

max( max
i

ti j, max
i

ii j, max
i

fi j )
. (24)

This step is not necessary if all ratings belong to the interval [0, 1].
Step 7. Determining the ideal and negative-ideal solutions. In the case when all evaluation criteria

are beneficial, the ideal and negative ideal solutions are calculated as follows:

A+ =
{

r+1 , r+2 , . . . , r+n
}
=

{
< max

i
ti j, min

i
ii j, min

i
fi j >

}
, (25)

A− =
{

r−1 , r−2 , . . . , r−n
}
=

{
< min

i
ti j, max

i
ii j, max

i
fi j >

}
. (26)

Step 8. Obtaining the distance between each alternative and the positive ideal solution.
The distances between the alternatives and the positive ideal solution can be determined by applying
Equations (4) or (5).

Step 9. Obtaining the distance between each alternative and the negative-ideal solution.
The distances between the alternatives and the negative ideal solution can be determined in a
similar manner as the distances to the ideal solution.

Step 10. Obtaining the closeness coefficients of each alternative to the ideal solution. Applying
Equations (4) and (5), SVNNs are transformed into the resulting crisp values, thus allowing the
application of Equation (9) to determine the closeness coefficients to the ideal solution, as in the
ordinary TOPSIS method.
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Step 11. Ranking the alternatives and selection of the best one. The final ranking of the considered
alternatives remains the same as in the ordinary TOPSIS method, which means that an alternative with
a higher value of the closeness coefficient is more preferable.

4. A Numerical Illustration

To demonstrate the efficiency and the applicability of the proposed extension, an example of
the evaluation of e-commerce strategies adopted from Stanujkić et al. [69] is the subject matter of
consideration in this section of the paper. Suppose a team of three decision-makers should evaluate
three e-commerce development strategies based on five criteria. The e-commerce development
strategies (ECDS) and the evaluation criteria are shown in Tables 1 and 2.

Table 1. E-commerce development strategies.

Alternatives Designation

A1—E-customization and personalization—Ansari & Mela [70] ECDS1
A2—Social E-commerce adoption model—Hajli [71] ECDS2
A3—Strong search engine optimization (SEO)—Sen [72] ECDS3

Table 2. E-commerce development strategy evaluation criteria.

Criteria Designation

C1—Feasibility of the strategy FS
C2—Implementation speed IS
C3—Compliance with the corporate strategy CS
C4—Compliance of the strategy with the mission and vision of the company MV
C5—General acceptance GA

The ratings obtained from the three decision-makers for the proposed strategies are shown in
Tables 3–5.

Table 3. The ratings received from the first decision-maker.

FS IS CS MV GA

ECDS1 <0.6, 0.1, 0.1> <0.6, 0.1, 0.1> <0.6, 0.1, 0.1> <0.4, 0.1, 0.1> <0.4, 0.1, 0.1>
ECDS2 <1.0, 0.0, 0.0> <0.8, 0.0, 0.0> <1.0, 0.1, 0.1> <1.0, 0.1, 0.3> <1.0, 0.0, 0.1>
ECDS3 <0.6, 0.0, 0.2> <0.6, 0.2, 0.1> <0.8, 0.2, 0.1> <1.0, 0.2, 0.3> <1.0, 0.0, 0.2>

Table 4. The ratings received from the second decision-maker.

FS IS CS MV GA

ECDS1 <0.5, 0.0, 0.1> <0.7, 0.1, 0.1> <0.5, 0.0, 0.1> <0.4, 0.1, 0.1> <0.4, 0.0, 0.1>
ECDS2 <0.9, 0.0, 0.0> <0.7, 0.1, 0.0> <0.9, 0.0, 0.0> <1.0, 0.0, 0.1> <0.7, 0.0, 0.2>
ECDS3 <0.7, 0.0, 0.0> <0.6, 0.1, 0.1> <0.8, 0.1, 0.2> <0.9, 0.1, 0.3> <0.8, 0.0, 0.2>

Table 5. The ratings received from the third decision-maker.

FS IS CS MV GA

ECDS1 <0.5, 0.0, 0.0> <0.8, 0.1, 0.1> <0.6, 0.0, 0.1> <0.5, 0.0, 0.0> <0.5, 0.1, 0.1>
ECDS2 <0.8, 0.0, 0.1> <0.7, 0.0, 0.0> <1.0, 0.0, 0.0> <0.9, 0.0, 0.1> <0.6, 0.0, 0.1>
ECDS3 <0.8, 0.1, 0.1> <0.7, 0.0, 0.0> <0.8, 0.0, 0.1> <0.9, 0.1, 0.2> <0.8, 0.0, 0.0>

After that, a group evaluation matrix was determined by using Equation (6), whereby all the
decision-makers had the same importance ω1 = ω2 = ω3 = 0.33. The group evaluation matrix is
presented in Table 6.
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Table 6. The group evaluation matrix.

FS IS CS MV GA

ECDS1 <0.5, 0.0, 0.0> <0.7, 0.1, 0.1> <0.6, 0.0, 0.1> <0.4, 0.0, 0.0> <0.4, 0.0, 0.1>
ECDS2 <1.0, 0.0, 0.0> <0.7, 0.0, 0.0> <1.0, 0.0, 0.0> <1.0, 0.0, 0.1> <1.0, 0.0, 0.1>
ECDS3 <0.7, 0.0, 0.0> <0.6, 0.0, 0.0> <0.8, 0.0, 0.1> <1.0, 0.1, 0.3> <1.0, 0.0, 0.0>

In the following step, the ideal and negative ideal solutions shown in Table 7 are determined by
applying Equations (23) and (24).

Table 7. The ideal and negative ideal solutions.

FS IS CS MV GA

ECDS+ <1.0, 0.0, 0.0> <0.7, 0.0, 0.0> <1.0, 0.0, 0.0> <1.0, 0.0, 0.0> <1.0, 0.0, 0.0>
ECDS− <0.5, 0.0, 0.0> <0.6, 0.1, 0.1> <0.6, 0.0, 0.1> <0.4, 0.1, 0.3> <0.4, 0.0, 0.1>

The calculation details obtained by applying the TOPSIS method and the two distance measures
are presented in Tables 8 and 9.

Table 8. The computational details obtained by using the Hamming distance.

d+i d−i Ci Rank

ECDS1 0.87 0.69 0.44 3
ECDS2 0.38 1.08 0.74 1
ECDS3 0.63 0.66 0.51 2

Table 9. The computational details obtained by using the Euclidean distance.

d+i d−i Ci Rank

ECDS1 3.38 3.24 0.490 3
ECDS2 1.70 4.25 0.714 1
ECDS3 2.60 2.54 0.495 2

The calculation details obtained by utilizing the TOPSIS method and the Hamming distance are
presented in Table 8. In this case, all the criteria had the same importance of wj = 0.20.

As can be observed from Table 8, the most acceptable alternative (i.e., e-commerce development
strategy) is designated as ECDS2, which means that the most appropriate e-commerce development
strategy is the “social e-commerce adoption” alternative.

5. Discussion and Comparison Analysis

In order to confirm the obtained results, similar calculations were performed by applying the
TOPSIS method with the Euclidean distance, and the two commonly used approaches in the case of
applying neutrosophic sets (i.e., the score function and the cosine similarity measure).

The calculation details obtained by using the TOPSIS method and the Euclidean distance are
presented in Table 9. As can be observed from Table 9, the application of the TOPSIS method with the
Euclidean distance produced the same ranking results.

To check the stability of the obtained ranking order of the alternatives, the calculation was repeated
five times with the weighting vectors shown in Table 10.
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Table 10. The weighting vectors used for the recalculation.

w1 w2 w3 w4 w5 Σwj

W1 0.40 0.15 0.15 0.15 0.15 1.00
W2 0.15 0.40 0.15 0.15 0.15 1.00
W3 0.15 0.15 0.40 0.15 0.15 1.00
W4 0.15 0.15 0.15 0.40 0.15 1.00
W5 0.15 0.15 0.15 0.15 0.40 1.00

The ranking results obtained by using the five different weighting vectors and the two distances
are given in Tables 11 and 12.

Table 11. The ranking results obtained by using the Hamming distance and different Wi.

W1 W2 W3 W4 W5

Ci Rank Ci Rank Ci Rank Ci Rank Ci Rank

ECDS1 0.45 3 0.51 2 0.44 3 0.39 3 0.43 3
ECDS2 0.74 1 0.70 1 0.72 1 0.75 1 0.78 1
ECDS3 0.50 2 0.43 3 0.54 2 0.59 2 0.49 2

Table 12. The ranking results obtained by using the Euclidean distance and different Wi.

W1 W2 W3 W4 W5

Ci Rank Ci Rank Ci Rank Ci Rank Ci Rank

ECDS1 0.49 3 0.56 2 0.48 3 0.44 3 0.48 2
ECDS2 0.72 1 0.67 1 0.70 1 0.73 1 0.76 1
ECDS3 0.50 2 0.41 3 0.54 2 0.57 2 0.46 3

The use of different weighting vectors caused changes in the ranking order in two cases, namely:
W2 and W5. In the first case (W2), both distances gave the same ranking order, whereas in the second
case (W5), there was a difference in the second- and third-ranked alternatives.

Based on the foregoing, it can be concluded that the developed extension of the TOPSIS method
can be employed with any of the two previously considered distances (i.e., with the one easier to
calculate such as the Hamming distance, or the one slightly more complex to calculate in the case of
using SVNNs like Euclidean distance).

To finally verify the ranking results obtained by the developed adaptation of the TOPSIS method,
an additional ranking of the strategies was performed by using two commonly used approaches
(i.e., the score function and the cosine similarity measure). The values of the score function and the
cosine similarity measure for the considered alternatives were determined by applying Equations (6)
and (7), respectively, to the overall ratings calculated by applying Equation (8). In this calculation, all
the criteria again had the same importance of wj = 0.20. The achieved ranking results are shown in
Table 13.

Table 13. The ranking by using the score function and the cosine similarity measure.

Overall Ratings Score Rank Cosine Rank

ECDS1 <0.55, 0.00, 0.00> 0.78 3 0.55 3
ECDS2 <1.00, 0.00, 0.00> 1.00 1 1.00 1
ECDS3 <1.00, 0.00, 0.00> 1.00 1 1.00 1

Table 13 allows us to note that the obtained results were partly different from the results shown in
Tables 8 and 9. The difference occurs with the alternative ECDS3, which now shared first place with
the alternative ECDS2, whereas the alternative ECDS1 ranked second when using the TOPSIS method.
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Generally speaking, the alternative ECDS2 was the best-ranked when using all the approaches
(as seen in Figure 2), although some deviations in the ranking orders obtained by using different
approaches were expected. Possible deviations in the ranking orders obtained by using different
approaches are caused by the differences and specificities of the calculation procedures applied in
different approaches, whereas deviations usually reflect in the case of worse-ranked alternatives.

Symmetry 2020, 12, x FOR PEER REVIEW 12 of 16 

 

Table 13. The ranking by using the score function and the cosine similarity measure. 

 Overall Ratings Score Rank Cosine Rank 
ECDS1 <0.55, 0.00, 0.00> 0.78 3 0.55 3 
ECDS2 <1.00, 0.00, 0.00> 1.00 1 1.00 1 
ECDS3 <1.00, 0.00, 0.00> 1.00 1 1.00 1 

Table 13 allows us to note that the obtained results were partly different from the results shown 
in Tables 8 and 9. The difference occurs with the alternative ECDS3, which now shared first place with 
the alternative ECDS2, whereas the alternative ECDS1 ranked second when using the TOPSIS method. 

Generally speaking, the alternative ECDS2 was the best-ranked when using all the approaches 
(as seen in Figure 2), although some deviations in the ranking orders obtained by using different 
approaches were expected. Possible deviations in the ranking orders obtained by using different 
approaches are caused by the differences and specificities of the calculation procedures applied in 
different approaches, whereas deviations usually reflect in the case of worse-ranked alternatives. 

 

Figure 2. Ranking results achieved by utilizing different procedures. 

6. Conclusions 

As a generalization of fuzzy sets and their various extensions, neutrosophic sets introduce three 
membership functions, thus enabling an easier and more efficient evaluation of alternatives in the 
cases of solving problems associated with ambiguities and uncertainties. Therefore, several 
approaches have been proposed for ranking neutrosophic numbers, and numerous MCDM methods 
have been adapted for the purpose of their use.  

The TOPSIS method is a prominent MCDM method that has been used so far to solve numerous 
decision-making problems, and many extensions of the TOPSIS method have been proposed to 
enable using different types of fuzzy as well as neutrosophic numbers. Based on a previously 
proposed extension, a new adaptation to use single-valued neutrosophic numbers is being 
considered. The additional goal of this study was to confirm the applicability of the Hamming 
distance alternatively to the Euclidean distance. The results of the considered numerical illustration 
and the conducted comparative analysis indicate the justified application of the Hamming distance 
with a less complex calculation procedure instead of the Euclidean distance with a much more 
complex calculation procedure, especially in the case of neutrosophic set application. Furthermore, 
the proposed approach has enabled the use of the Hamming distance and/or Euclidean distance.  

Based on the conducted numerical illustration, the most acceptable alternative is ECDS2, the 
Social E-commerce adoption model. Furthermore, the reliability of the TOPSIS extension based on 
SVNNs was additionally verified by utilizing the score function and cosine similarity measure. It is 
noticeable that alternatives ECDS2 and ECDS3 had the same ranking result. Additionally, alternative 
ECDS2, the Social E-commerce adoption model, was the best-ranked when using different ranking 

Figure 2. Ranking results achieved by utilizing different procedures.

6. Conclusions

As a generalization of fuzzy sets and their various extensions, neutrosophic sets introduce three
membership functions, thus enabling an easier and more efficient evaluation of alternatives in the cases
of solving problems associated with ambiguities and uncertainties. Therefore, several approaches have
been proposed for ranking neutrosophic numbers, and numerous MCDM methods have been adapted
for the purpose of their use.

The TOPSIS method is a prominent MCDM method that has been used so far to solve numerous
decision-making problems, and many extensions of the TOPSIS method have been proposed to
enable using different types of fuzzy as well as neutrosophic numbers. Based on a previously
proposed extension, a new adaptation to use single-valued neutrosophic numbers is being considered.
The additional goal of this study was to confirm the applicability of the Hamming distance alternatively
to the Euclidean distance. The results of the considered numerical illustration and the conducted
comparative analysis indicate the justified application of the Hamming distance with a less complex
calculation procedure instead of the Euclidean distance with a much more complex calculation
procedure, especially in the case of neutrosophic set application. Furthermore, the proposed approach
has enabled the use of the Hamming distance and/or Euclidean distance.

Based on the conducted numerical illustration, the most acceptable alternative is ECDS2, the
Social E-commerce adoption model. Furthermore, the reliability of the TOPSIS extension based on
SVNNs was additionally verified by utilizing the score function and cosine similarity measure. It is
noticeable that alternatives ECDS2 and ECDS3 had the same ranking result. Additionally, alternative
ECDS2, the Social E-commerce adoption model, was the best-ranked when using different ranking
approaches (ranking based on Hamming distance and Euclidean distance, and ranking based on score
function and cosine similarity measure).

The proposed TOPSIS extension based on SVNNs proved to be efficient and easy to use when
solving decision-making problems that are complex, multifaceted, and often associated with ambiguities
and uncertainties. In addition, TOPSIS SVNNs is a good choice when it comes to the evaluation and
selection of e-commerce development strategies.
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21. Opricović, S. Multicriteria Optimization of Civil Engineering Systems; Faculty of Civil Engineering: Belgrade,
Serbia, 1998.

22. Brauers, W.K.M.; Zavadskas, E.K. The MOORA method and its application to privatization in a transition
economy. Control Cybern. 2006, 35, 445–469.

296



Symmetry 2020, 12, 1263

23. Brauers, W.K.M.; Zavadskas, E.K. Project management by MULTIMOORA as an instrument for transition
economies. Technol. Econ. Dev. Econ. 2010, 16, 52–54. [CrossRef]

24. Nanayakkara, C.; Yeoh, W.; Lee, A.; Moayedikia, A. Deciding discipline, course and university through
TOPSIS. Stud. High. Educ. 2019, 1–16. [CrossRef]

25. Dos Santos, B.M.; Godoy, L.P.; Campos, L.M. Performance evaluation of green suppliers using
entropy-TOPSIS-F. J. Clean. Prod. 2019, 207, 498–509. [CrossRef]

26. Cavallaro, F.; Zavadskas, E.K.; Streimikiene, D.; Mardani, A. Assessment of concentrated solar power (CSP)
technologies based on a modified intuitionistic fuzzy topsis and trigonometric entropy weights. Technol.
Forecast. Soc. Chang. 2019, 140, 258–270. [CrossRef]

27. Kwok, P.K.; Lau, H.Y. Hotel selection using a modified TOPSIS-based decision support algorithm. Decis.
Support Syst. 2019, 120, 95–105. [CrossRef]

28. Solangi, Y.A.; Tan, Q.; Mirjat, N.H.; Ali, S. Evaluating the strategies for sustainable energy planning in
Pakistan: An integrated SWOT-AHP and Fuzzy-TOPSIS approach. J. Clean. Prod. 2019, 236, 117655.
[CrossRef]

29. Gupta, H.; Barua, M.K. Supplier selection among SMEs on the basis of their green innovation ability using
BWM and fuzzy TOPSIS. J. Clean. Prod. 2017, 152, 242–258. [CrossRef]

30. Efe, B. Website Evaluation Using Interval Type-2 Fuzzy-Number-Based TOPSIS Approach. In Multi-Criteria
Decision-Making Models for Website Evaluation; IGI Global: Hershey, PA, USA, 2019; pp. 166–185.

31. Wang, Y.M.; Elhag, T.M. Fuzzy TOPSIS method based on alpha level sets with an application to bridge risk
assessment. Expert Syst. Appl. 2006, 31, 309–319. [CrossRef]

32. Abdulsalam, K.; Ighravwe, D.; Babatunde, M. A fuzzy-TOPSIS approach for techno-economic viability of
lighting energy efficiency measure in public building projects. J. Proj. Manag. 2018, 3, 197–206. [CrossRef]

33. Ranjbar, H.R.; Nekooie, M.A. An improved hierarchical fuzzy TOPSIS approach to identify endangered
earthquake-induced buildings. Eng. Appl. Artif. Intell. 2018, 76, 21–39. [CrossRef]

34. Kelemenis, A.; Askounis, D. A new TOPSIS-based multi-criteria approach to personnel selection. Expert Syst.
Appl. 2010, 37, 4999–5008. [CrossRef]

35. Sang, X.; Liu, X.; Qin, J. An analytical solution to fuzzy TOPSIS and its application in personnel selection for
knowledge-intensive enterprise. Appl. Soft Comput. 2015, 30, 190–204. [CrossRef]

36. Samanlioglu, F.; Taskaya, Y.E.; Gulen, U.C.; Cokcan, O. A fuzzy AHP–TOPSIS-based group decision-making
approach to IT personnel selection. Int. J. Fuzzy Syst. 2018, 20, 1576–1591. [CrossRef]

37. Kelemenis, A.; Ergazakis, K.; Askounis, D. Support managers’ selection using an extension of fuzzy TOPSIS.
Expert Syst. Appl. 2011, 38, 2774–2782. [CrossRef]

38. Smarandache, F. Neutrosophy, Neutrosophic Probability, Set and Logic; American Res. Press: Rehoboth, DE,
USA, 1998.

39. Abdel-Basset, M.; Mohamed, M. A novel and powerful framework based on neutrosophic sets to aid patients
with cancer. Future Gener. Comput. Syst. 2019, 98, 144–153. [CrossRef]

40. Abdel-Basset, M.; Gamal, A.; Manogaran, G.; Long, H.V. A novel group decision making model based on
neutrosophic sets for heart disease diagnosis. Multimed. Tools Appl. 2019, 1–26. [CrossRef]

41. Abdel-Basset, M.; Mohamed, M.; Elhoseny, M.; Chiclana, F.; Zaied AE, N.H. Cosine similarity measures
of bipolar neutrosophic set for diagnosis of bipolar disorder diseases. Artif. Intell. Med. 2019, 101, 101735.
[CrossRef] [PubMed]
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Abstract: In this paper, a definition of quadripartitioned single valued bipolar neutrosophic set
(QSVBNS) is introduced as a generalization of both quadripartitioned single valued neutrosophic
sets (QSVNS) and bipolar neutrosophic sets (BNS). There is an inherent symmetry in the definition of
QSVBNS. Some operations on them are defined and a set theoretic study is accomplished. Various
similarity measures and distance measures are defined on QSVBNS. An algorithm relating to
multi-criteria decision making problem is presented based on quadripartitioned bipolar weighted
similarity measure. Finally, an example is shown to verify the flexibility of the given method and the
advantage of considering QSVBNS in place of fuzzy sets and bipolar fuzzy sets.

Keywords: neutrosophic sets; quadripartitioned bipolar neutrosophic sets; similarity measure;
decision making

1. Introduction

Multiple-criteria decision making (MCDM) is a branch of decision making theory where the aim of
an individual is to select the most acceptable alternatives among the feasible ones under some criteria.
This criteria dependence in decision can be found in real life on a regular basis. While handling some
real life decision making problems, a decision maker often faces trouble due to the presence of several
kinds of uncertainties in the data, which is very natural. An attempt was made for the first time
by Zadeh [1] by introducing a novel concept of fuzzy set theory. Immediately after that, several
improvisations of fuzzy sets were made and implemented in the decision making process. For instance,
rough sets by Pawlak [2], intuitionistic fuzzy sets [3], interval valued intuitionistic fuzzy sets [4]
by Atanassov, soft sets by Molodtsov [5], etc. Unlike the classical logic, a fuzzy set associates a
degree of membership value to every element of the universe of discourse, which can range from 0
to 1, whereas an intuitionistic fuzzy set associate a degree of membership µ ∈ [0, 1] and a degree of
non-membership ν ∈ [0, 1], where 0 ≤ µ + ν ≤ 1. The margin of indeterminacy or hesitation π is
defined as π = 1− µ− ν. Smarandache in [6,7] proposed neutrosophic sets. In neutrosophic sets, the
indeterminacy membership function walks along independently of the truth membership or of the
falsity membership. Neutrosophic theory has been widely explored by researchers (see [8–13]) for
application purpose in handling real life situations involving uncertainty. Although the hesitation
margin of neutrosophic theory is independent of the truth or falsity membership, looks more general
than intuitionistic fuzzy sets yet. Recently, in [14] Atanassov et al. studied the relations between
inconsistent intuitionistic fuzzy sets [15], picture fuzzy sets [16], neutrosophic sets [7] and intuitionistic
fuzzy sets [3]; however, it remains in doubt that whether the indeterminacy associated to a particular

Symmetry 2020, 12, 1012; doi:10.3390/sym12061012 www.mdpi.com/journal/symmetry301



Symmetry 2020, 12, 1012

element occurs due to the belongingness of the element or the non-belongingness. This has been
pointed out by Chattejee et al. [17] while introducing a more general structure of neutrosophic set viz.
quadripartitioned single valued neutrosophic set (QSVNS). The idea of QSVNS is actually stretched
from Smarandache,s four numerical-valued neutrosophic logic [18] and Belnap,s four valued logic [19],
where the indeterminacy is divided into two parts, namely, “unknown” i.e., neither true nor false
and “contradiction” i.e., both true and false. In the context of neutrosophic study however, the
QSVNS looks quite logical. Also in their study, Chatterjee et al. [17] analyzed a real life example for a
better understanding of a QSVNS environment and showed that such situations occur very naturally.
They have also solved a decision making problem pertaining to pattern recognition showing the
application capability of QSVNS.

Bipolarity often reflects the tendency of the human mind in reasoning to make a decision on the
basis of +ve and -ve information. Lee [20,21] introduced bipolar fuzzy set as an extension of fuzzy
set. Bipolar fuzzy model with some hybrid structures were studied in [22–25] shows the flexibility of
bipolar fuzzy sets for solving decision making problems. Bipolar fuzzy set and neutrosophic set have
been put together for a more general framework viz. bipolar neutrosophic sets (BNS) by Deli et al. [26].
Sahin et al. [27,28] introduced the Jaccard vector similarity measure, hybrid vector similarity measure,
and dice similarity measure with applications to decision making problems. Jamil et al. [29] applied
bipolar neutrosophic Hamacher averaging operator in group decision making problems. Bipolar
neutrosophic sets help in handling uncertain information in a reliable way. It is an extension of the
bipolar fuzzy set and neutrosophic set, which can deal with real life problems involving positive and
negative information. Looking at the work of Chatteree et al. [17], unlike neutrosophic set, it is in
doubt whether the negative indeterminacy associated to some elements of the universe of discourse is
due to the occurrence of the counter-property or the non-occurrence of the counter-property.

To overcome the aforesaid situation we merged the bipolar neutrosophic set and QSVNS to
introduce a more general structure, namely, quadripartitioned single valued bipolar neutrosophic
sets (QSVBNS). The word “quadripartitioned” refers to four values i.e., in case of QSVBNS the
negative indeterminacy of the BNS is divided into two parts alongside truth and falsity membership
alike QSVNS.

First, we develop some set theoretic results on QSVBNS and then formulas for similarity measures
were framed, and finally a real life problem was dealt with using the MCDM method in this setting. A
comparison was made in application of a real life problem, where it is seen that the use of QSVBN
system gives a better result compared to fuzzy sets and bipolar fuzzy sets. The paper is organized
as follows: Section 2 recalls some preliminaries results. In Section 3, QSVBNS is introduced and
some basic operations on QSVBNS are dealt with; an example of QSVBNS is also presented. Several
similarity measures between QSVBNS are defined and their properties are studied in Section 4. In
Section 5 we give an algorithm based on quadripartitioned bipolar weighted similarity measure to
deal with the multi-criteria decision making problem in a QSVBN environment. Based on the given
algorithm, a real life problem in decision making is solved in Section 6. A detailed discussion about
the obtained result is analyzed in Section 7. Finally, Section 8 concludes the paper.

2. Preliminaries

Definition 1 ([7]). Let X be a universal set. A single valued neutrosophic set A over X is defined as, A =

{〈x, 〈TA(x), IA(x), FA(x)〉〉 : x ∈ X}, where, TA(x), IA(x), FA(x) are respectively called truth-membership
function, indeterminacy-membership function and falsity-membership function. These are defined by TA : X →
[0, 1], IA : X → [0, 1], FA : X → [0, 1] respectively with the property that 0 ≤ TA(x) + IA(x) + FA(x) ≤ 3.

Definition 2 ([17]). Let X be a universal set. A quadripartitioned neutrosophic set (QSVNS) A, over X
is defined as, A = {〈x, 〈TA(x), CA(x), UA(x), FA(x)〉〉 : x ∈ X}, where TA(x), CA(x), UA(x), FA(x) are
respectively called truth-membership function, contradiction-membership function, ignorance-membership
function, and falsity-membership function. These are defined by TA : X → [0, 1], CA : X → [0, 1], UA : X →
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[0, 1], FA : X → [0, 1] respectively with the property that 0 ≤ TA(x) + CA(x) + UA(x) + FA(x) ≤ 4.

When X is discrete, A is represented as, A =
n

∑
k=i
〈TA(xi), CA(xi), UA(xi), FA(xi), 〉/xi, xi ∈ X. When X is

continuous, A is represented as,
∫

X
〈TA(x), CA(x), UA(x), FA(x)〉/x, x ∈ X.

Definition 3 ([26]). A bipolar neutrosophic set (BNS) A in X is defined to be an object of the form A =

{〈x, T+(x), I+(x), F+(x), T−(x), I−(x), F−(x)〉 : x ∈ X}, where, T+, I+, F+ are functions from X to [0, 1]
and T−, I−, F− are functions from X to [−1, 0]. The +ve membership degrees T+(x), I+(x), F+(x) denote
respectively the truth-membership, indeterminate-membership, and falsity-membership of x ∈ X corresponding
to a bipolar neutrosophic set A and the -ve membership degrees T−(x), I−(x), F−(x) denote respectively the
truth-membership, indeterminate-membership, and falsity-membership x ∈ X to some implicit counter-property
corresponding to a bipolar neutrosophic set A.

Definition 4 ([17]). Let A and B be two QSVNS. Then

(1) A ⊆ B if TA(x) ≤ TB(x), CA(x) ≤ CB(x), UA(x) ≥ UB(x), FA(x) ≥ FB(x) for all x ∈ X.

(2) The complement of A is denoted by Ac and is defined as Ac =
n

∑
i=1
〈FA(xi), UA(xi), CA(xi), TA(xi), 〉/xi,

xi ∈ X, where TAc(xi) = FA(xi), CAc(xi) = UA(xi) and UAc(xi) = CA(xi), FAc(xi) = TA(xi).

(3) A ∪ B is defined as A ∪ B =
n

∑
i=1
〈TA(xi) ∨ TB(xi), CA(xi) ∨ CB(xi), UA(xi) ∧ UB(xi), FA(xi) ∧

FB(xi)〉/X.

(4) A ∩ B is defined as A ∩ B =
n

∑
i=1
〈TA(xi) ∧ TB(xi), CA(xi) ∧ CB(xi), UA(xi) ∨ UB(xi), FA(xi) ∨

FB(xi)〉/X.

Definition 5 ([26]). Let A1 = 〈x, T+
1 (x), I+1 (x), F+

1 (x), T−1 (x), I−1 (x), F−1 (x)〉, A2 = 〈x, T+
2 (x), I+2 (x),

F+
2 (x), T−2 (x), I−2 (x), F−2 (x)〉 be two bipolar neutrosophic sets (BNS) over the universe of discourse X. Then,

(1) A1 ⊆ A2 if T+
1 (x) ≤ T+

2 (x), I+1 (x) ≤ I+2 (x), F+
1 (x) ≥ F+

2 (x) and T−1 (x) ≥ T+
2 (x), I−1 (x) ≥

I+2 (x), F−1 (x) ≤ F−2 (x).
(2) Ac = 〈x, 1− T+

A (x), 1− I+A (x), 1− F+
A (x),−1− T−A (x),−1− I−A (x),−1− F−A (x)〉.

(3) A1∪A2 = 〈x, max(T+
1 (x), T+

2 (x)), I+1 (x)+I+2 (x)
2 , min(F+

1 (x), F+
2 (x)), min(T−1 (x), T−2 (x)), I−1 (x)+I−2 (x)

2 ,
max(F−1 (x), F−2 (x))〉 for all x ∈ X.

(4) A1∩A2 = 〈x, min(T+
1 (x), T+

2 (x)), I+1 (x)+I+2 (x)
2 , max(F+

1 (x), F+
2 (x)), max(T−1 (x), T−2 (x)), I−1 (x)+I−2 (x)

2 ,
min(F−1 (x), F−2 (x))〉 for all x ∈ X.

3. Quadripartitioned Single Valued Bipolar Neutrosophic Sets

In this section, we introduce the concept of quadripartitioned single valued bipolar neutrosophic
sets (QSVBNS).

Definition 6. A quadripartitioned single valued bipolar neutrosophic set (QSVBNS) A in X defined
as an object of the form A = 〈x, T

P

A
(x), C

P

A
(x), U

P

A
(x), F

P

A
(x), T

N

A
(x), C

N

A
(x), U

N

A
(x), F

N

A
(x)〉 : x ∈ X,

where, T
P

A
, C

P

A
, U

P

A
, F

P

A
: X → [0, 1] and T

N

A
, C

N

A
, U

N

A
, F

N

A
: X → [−1, 0]. The positive membership

degrees T
P

A
(x), C

P

A
(x), U

P

A
(x), F

P

A
(x) denote respectively the truth-membership, a contradiction-membership,

an ignorance membership, and falsity membership of x ∈ X corresponding to a QSVBNS A. The negative
membership degrees T

N

A
(x), C

N

A
(x), U

N

A
(x), F

N

A
(x) denote respectively the truth-membership, a contradiction-

membership, an ignorance membership, and falsity membership of x ∈ X to some explicit counter-property
corresponding to a QSVBNS A.
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With respect to (T
P

A
(x), F

P

A
(x)) and (C

P

A
(x), U

P

A
(x)) and +ve and -ve membership grade, there is a

sense of symmetry in the structure of QSVBNS.

Example 1. Suppose an environment organization desires to know peoples opinion on the following statement:
“The fashion industry has helped economic growth but it also has a bad impact on the environment due to a large
amount of carbon emissions”.
To help the cause, a group of four experts, say X = {x1, x2, x3, x4}, has been asked to give their opinion.
The statement can be divided into two parts as:

(a) The fashion industry has helped economic growth and to a counter property of that:
(b) The fashion industry has a bad impact on the environment due to a large amount of carbon emissions.

It may so happen that the opinion has the following outcomes: “a degree of agreement with statement (a)
and disagreement with statement (b)”, “a degree of agreement and disagreement with both the statements (a)
and (b)”, “a degree of neither agreement nor disagreement regarding both the statements”, and “a degree of
disagreement with statement (a) and agreement with statement (b)”. According to the views of the four experts,
the outcome represented in terms of QSVBNS as follows:

〈0.9, 0.4, 0.3, 0.1,−0.1,−0.4,−0.3,−0.9〉/x1 + 〈0.3, 0.8, 0.2, 0.3,−0.4,−0.4,−0.9,−0.5〉/x2+

〈0.2, 0.5, 0.8, 0.4,−0.2,−0.1,−0.8,−0.3〉/x3 + 〈0.2, 0.5, 0.5, 0.9,−0.8,−0.1,−0.4,−0.2〉/x4

the above QSVBNS reflects that the expert x1 agrees to the fact that the fashion industry has helped economic
growth, whereas the expert x2 believes that fashion industry might have helped economic growth but it also
has affected the environment a bit. On the other side the expert x3 is ignorant regarding the truth of both the
statements and the expert x4 opines that fashion industry does not have much impact on the world economy but
he believes that it causes damage to the environment.

Remark 1. The relationship between QSVBNS and other extensions of fuzzy sets are diagrammatically depicted
in the following figure (Figure 1).

QSVBNSQSVNS Bipolar NS

Neutrosophic Set

Intuitionistic
Fuzzy Set

Fuzzy Set

Figure 1. Relationship of quadripartitioned single valued bipolar neutrosophic sets (QSVBNS) with
other extensions of fuzzy sets. .
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Definition 7. A QSVBNS, A over a universe X is said to be an absolute QSVBNS, denoted by X, if for
each x ∈ X, T

P

A
(x) = 1, C

P

A
(x) = 1, U

P

A
(x) = 0, F

P

A
(x) = 0, T

N

A
(x) = −1, C

N

A
(x) = −1, U

N

A
(x) =

0, F
N

A
(x) = 0.

Definition 8. A QSVBNS, A over a universe X is said to be a null QSVBNS, denoted by Θ, if for each
x ∈ X the membership values are respectively T

P

A
(x) = 0, C

P

A
(x) = 0, U

P

A
(x) = 1, F

P

A
(x) = 1, T

N

A
(x) =

0, C
N

A
(x) = 0, U

N

A
(x) = −1, F

N

A
(x) = −1.

Alongside this, we expound some set theoretic operations on quadripartitioned single valued
bipolar neutrosophic sets over a universe X and analyze some of their properties.

Definition 9. Let A and B be two QSVBNS over X. Then A is said to be included in B, denoted by A ⊆ B,
if for each x ∈ X, T

P

A
(x) ≤ T

P

B
(x), C

P

A
(x) ≤ C

P

B
(x), U

P

A
(x) ≥ U

P

B
(x), F

P

A
(x) ≥ F

P

B
(x) and T

N

A
(x) ≥

T
N

B
(x), C

N

A
(x) ≥ C

N

B
(x), U

N

A
(x) ≤ U

N

B
(x), F

N

A
(x) ≤ F

N

B
(x).

Definition 10. Two QSVBNSs A and B are said to be equal if for each x ∈ X, T
P

A
(x) = T

P

B
(x), C

P

A
(x) =

C
P

B
(x), U

P

A
(x) = U

P

B
(x), F

P

A
(x) = F

P

B
(x) and T

N

A
(x) = T

N

B
(x), C

N

A
(x) = C

N

B
(x), U

N

A
(x) = U

N

B
(x),

F
N

A
(x) = F

N

B
(x).

Definition 11. The complement of a QSVBNS A, denoted by Ac, is defined as, Ac = 〈x, F
P

A
(x), U

P

A
(x),

C
P

A
(x), T

P

A
(x), F

N

A
(x), U

N

A
(x), C

N

A
(x), T

N

A
(x)〉 : x ∈ X, where, T

P

Ac(x) = F
P

A
(x), C

P

Ac(x) = U
P

A
(x),

U
P

Ac(x) = C
P

A
(x), F

P

Ac(x) = T
P

A
(x) and T

N

Ac(x) = F
N

A
(x), C

N

Ac(x) = U
N

A
(x), U

N

Ac(x) = C
N

A
(x), F

N

Ac(x) =

T
N

A
(x), x ∈ X.

Definition 12. The union of two QSVBNS A and B, denoted by A ∪ B is defined as, A ∪ B = 〈x, T
P

A
(x) ∨

T
P

B
(x), C

P

A
(x) ∨ C

P

B
(x), U

P

A
(x) ∧U

P

B
(x), F

P

A
(x) ∧ F

P

B
(x), T

N

A
(x) ∧ T

N

B
(x), C

N

A
(x) ∧ C

N

B
(x), U

N

A
(x) ∨U

N

B
(x),

F
N

A
(x) ∨ F

N

B
(x)〉 : x ∈ X.

Definition 13. The intersection of two QSVBNS, A and B, denoted by A ∩ B is defined as, A ∩
B = 〈x, T

P

A
(x) ∧ T

P

B
(x), C

P

A
(x) ∧ C

P

B
(x), U

P

A
(x) ∨ U

P

B
(x), F

P

A
(x) ∨ F

P

B
(x), T

N

A
(x) ∨ T

N

B
(x), C

N

A
(x) ∨

C
N

B
(x), U

N

A
(x) ∧U

N

B
(x), F

N

A
(x) ∧ F

N

B
(x)〉 : x ∈ X.

Example 2. For two QSVBNS A and B over X given by A = 〈0.8, 0.6, 0.4, 0.1,−0.2,−0.3,−0.5,−0.7〉/x1 +

〈0.6, 0.5, 0.2, 0.3,−0.5,−0.4,−0.7,−0.8〉/x2 + 〈0.2, 0.5, 0.6, 0.7,−0.6,−0.1,−0.5,−0.7〉/x3 and
B = 〈0.6, 0.5, 0.4, 0.3,−0.4,−0.7,−0.5,−0.6〉/x1 + 〈0.4, 0.5, 0.7, 0.5,−0.6,−0.4,−0.3,−0.4〉/x2 +

〈0.3, 0.7, 0.4, 0.2,−0.2,−0.1,−0.4,−0.8〉/x3

(1) Ac = 〈0.1, 0.4, 0.6, 0.8,−0.7,−0.5,−0.3,−0.2〉/x1 + 〈0.3, 0.2, 0.5, 0.6,−0.8,−0.7,−0.4,−0.5〉/x2 +

〈0.7, 0.6, 0.5, 0.2,−0.7,−0.5,−0.1,−0.6〉/x3.
(2) A∪B = 〈0.8, 0.6, 0.4, 0.1,−0.4,−0.7,−0.5,−0.6〉/x1 + 〈0.6, 0.5, 0.2, 0.3,−0.6,−0.4,−0.3,−0.4〉/x2 +

〈0.3, 0.7, 0.4, 0.2,−0.6,−0.1,−0.4,−0.7〉/x3.
(3) A∩B = 〈0.6, 0.5, 0.4, 0.3,−0.2,−0.3,−0.5,−0.6〉/x1 + 〈0.4, 0.5, 0.7, 0.5,−0.5,−0.4,−0.7,−0.8〉/x2 +

〈0.2, 0.5, 0.6, 0.7,−0.6,−0.2,−0.5,−0.8〉/x3.

Theorem 1. Under the aforesaid set-theoretic operation, the quadripartitioned single valued bipolar neutrosophic
sets satisfy the following properties:

(1) Identity law:

• A ∪Θ = A and A ∩ X = A.

(2) Commutative law:

305



Symmetry 2020, 12, 1012

• A ∪ B = B ∪ A and A ∩ B = B ∩ A.

(3) Associative law:

• (A ∪ B) ∪ C = A ∪ (B ∪ C) and (A ∩ B) ∩ C = A ∩ (B ∩ C).

(4) Distributive law:

• A ∪ (B ∩ C) = (A ∪ B) ∩ (A ∪ C) and A ∩ (B ∪ C) = (A ∩ B) ∪ (A ∩ C).

(5) De-Morgan,s law:

• (A ∪ B)c = Ac ∩ Bc and (A ∩ B)c = Ac ∪ Bc.

Proof. Proofs are plain-dealing.

4. Similarity Measure of Quadripartitioned Bipolar Neutrosophic Sets

Here we provide the definition of similarity measure between two QSVBNS A, B over a universe X.

Definition 14. Let QSVBNS(X) indicate the set of all QSVBNS over the universe X. Let S : QSVBNS(X)×
QSVBNS(X)→ [0, 1] be a function satisfying the following properties for all A, B ∈ QSVBNS(X):

(S1) 0 ≤ S(A, B) < 1 and S(A, B) = 1 iff A = B,
(S2) S(A, B) = S(B, A),
(S3) for any A, B, C ∈ QSVBNS(X) with A ⊆ B ⊆ C, S(A, C) ≤ S(A, B) ∧ S(B, C).

then S is said to be a similarity measure.

Based on the membership functions of two QSVBNS, we prescribe some functions which measures
the differences between the membership values of two QSVBNS. Let A, B ∈ QSVBNS. For each
xk ∈ X, k = 1, 2, ..., n and for each i = 1, 2, 3, 4 and j = 1, 2 define the functions δA,B

i , λA,B
j :

QSVBNS(X)×QSVBNS(X)→ [0, 1] respectively,

• δA,B
1 (xk) =

1
2 (|T

P

A
(xk)− T

P

B
(xk)|+ |T

N

A
(xk)− T

N

B
(xk)|),

• δA,B
2 (xk) =

1
2 (|F

P

A
(xk)− F

P

B
(xk)|+ |F

N

A
(xk)− F

N

B
(xk)|),

• δA,B
3 (xk) =

1
4 (δ

A,B
1 (xk) + δA,B

2 (xk) + |C
P

A
(xk)− C

P

B
(xk)|+ |C

N

A
(xk)− C

N

B
(xk)|),

• δA,B
4 (xk) =

1
2 (|U

P

A
(xk)−U

P

B
(xk)|+ |U

N

A
(xk)−U

N

B
(xk)|),

• λA,B
1 (xk) = 1

4 (|T
P

A
(xk)C

P

A
(xk) − T

P

B
(xk)C

P

B
(xk)| + |T

N

A
(xk)C

N

A
(xk) − T

N

B
(xk)C

N

B
(xk)| + |C

P

A
(xk) −

C
P

B
(xk)|+ |C

N

A
(xk)− C

N

B
(xk)|),

• λA,B
2 (xk) =

1
4 (δ

A,B
1 (xk) + δA,B

2 (xk) + |U
P

A
(xk)−U

P

B
(xk)|+ |U

N

A
(xk)−U

N

B
(xk)|).

Remark 2. The function T1(A, B) defined byT1(A, B) = 1− 1
4n

n

∑
k=1

4

∑
i=1

δA,B
i (xk), A, B ∈ QSVBNS(X) is

shown to be a similarity measure in the following theorem.

Theorem 2. T1(A, B) is a similarity measure between two quadripartitioned bipolar neutrosophic sets A and
B over X.

Proof. Since T
P

A
(xk), C

P

A
(xk), U

P

A
(xk), F

P

A
(xk) ∈ [0, 1] and T

N

A
(xk), C

N

A
(xk), U

N

A
(xk), F

N

A
(xk) ∈ [−1, 0] for

all xk ∈ X it follows that δA,B
1 (xk) attains its maximum value 1 whenever one of the positive truth

membership values corresponding to A and B is 1 and the other is 0 and one of the negative truth
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membership values corresponding to A and B is −1 and the other is 0. Similarly for each xk ∈
X, δA,B

1 (xk) attains its minimum value 0 whenever T
P

A
(xk) = T

P

B
(xk) and T

N

A
(xk) = T

N

B
(xk). Thus for all

xk ∈ X, 0 ≤ δA,B
1 (xk) ≤ 1, ∀xk ∈ X. Likewise it can be shown that 0 ≤ δA,B

2 (xk), δA,B
3 (xk), δA,B

4 (xk) ≤ 1.
Therefore for all xk ∈ X we have,

0 ≤ δA,B
1 (xk) + δA,B

2 (xk) + δA,B
3 (xk) + δA,B

4 (xk) ≤ 4
=⇒ 0 ≤ 1

4 [δ
A,B
1 (xk) + δA,B

2 (xk) + δA,B
3 (xk) + δA,B

4 (xk)] ≤ 1

=⇒ 0 ≤ 1
4n

n

∑
k=1

4

∑
i=1

δA,B
i (xk) ≤ 1

=⇒ −1 ≤ − 1
4n

n

∑
k=1

4

∑
i=1

δA,B
i (xk) ≤ 0

=⇒ 0 ≤ 1− 1
4n

n

∑
k=1

4

∑
i=1

δA,B
i (xk) ≤ 1

=⇒ 0 ≤ T1(A, B) ≤ 1

Again, T1(A, B) = 1 ⇐⇒
n

∑
k=1

4

∑
i=1

δA,B
i (xk) = 0 ⇐⇒ δA,B

1 (xk) = δA,B
2 (xk) = δA,B

3 (xk) =

δA,B
4 (xk) = 0 ⇐⇒ T

P

A
(xk) = T

P

B
(xk), C

P

A
(xk) = C

P

B
(xk), U

P

A
(xk) = U

P

B
(xk), F

P

A
(xk) = F

P

B
(xk) and

T
N

A
(xk) = T

N

B
(xk), C

N

A
(xk) = C

N

B
(xk), U

N

A
(xk) = U

N

B
(xk), F

N

A
(xk) = F

N

B
(xk) ⇐⇒ A = B.

It is easy to prove that T1(A, B) = T1(B, A).
Finally let A ⊂ B ⊂ C. Then for all xk ∈ X, we have

T
P
A (xk) ≤ T

P

B
(xk) ≤ T

P

C
(xk), T

N

A
(xk) ≥ T

N

B
(xk) ≥ T

N

C
(xk), C

P

A
(xk) ≤ C

P

B
(xk) ≤ C

P

C
(xk), C

N

A
(xk) ≥

C
N

B
(xk) ≥ C

N

C
(xk), U

P

A
(xk) ≥ U

P

B
(xk) ≥ U

P

C
(xk), U

N

A
(xk) ≤ U

N

B
(xk) ≤ U

N

C
(xk), F

P

A
(xk) ≥ F

P

B
(xk) ≥

F
P

C
(xk), F

N

A
(xk) ≤ F

N

B
(xk) ≤ F

N

C
(xk).

Then, |TP

A
(xk)− T

P

B
(xk)| ≤ |T

P

A
(xk)− T

P

C
(xk)|, |T

N

A
(xk)− T

N

B
(xk)| ≤ |T

N

A
(xk)− T

N

C
(xk)|.

Therefore, 1
2 (|T

P

A
(xk) − T

P

B
(xk)| + |T

N

A
(xk) − T

N

B
(xk)|) ≤ 1

2 (|T
P

A
(xk) − T

P

C
(xk)| + |T

N

A
(xk) −

T
N

C
(xk)|)⇒ δA,B

1 (xk) ≤ δA,C
1 (xk), ∀xk ∈ X ...........................(∗)

Considering a similar process, it can be shown that δA,B
2 (xk) ≤ δA,C

2 (xk), δA,B
3 (xk) ≤ δA,C

3 (xk) and
δA,B

4 (xk) ≤ δA,C
4 (xk).

Therefore,
4

∑
i=1

δA,C
i (xk) ≥

4

∑
i=1

δA,B
i (xk)

⇒
n

∑
k=1

4

∑
i=1

δA,C
i (xk) ≥

n

∑
k=1

4

∑
i=1

δA,B
i (xk)

⇒ 1− 1
4n

n

∑
k=1

4

∑
i=1

δA,B
i (xk) ≥ 1− 1

4n

n

∑
k=1

4

∑
i=1

δA,C
i (xk)

⇒ T1(A, B) ≥ T1(A, C).

Similarly T1(B, C) ≥ T1(A, C). Therefore, T1(A, C) ≤ T1(A, B) ∧ T1(B, C). Hence the proof.

Remark 3. Define T2(A, B) = 1−
[

1
n

n

∑
k=1

(1
4
(
δA,B

1 (xk) + δA,B
2 (xk) + λA,B

1 (xk) + λA,B
2 (xk)

))p
] 1

p
, where p,

a positive integer, is defined to be the order of the similarity.

Theorem 3. T2(A, B) is a similarity measure between two quadripartitioned bipolar neutrosophic sets A and
B over X.
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Proof. T2(A, B) = T2(B, A) is quite obvious.
Under any of the the following condition λA,B

1 (xk) attains its maximum value 1,

(1) T
P

A
(xk) = C

P

A
(xk) = 1 and at least one of T

P

B
(xk) or C

P

B
(xk) is 0 or T

P

B
(xk) = C

P

B
(xk) = 1 and at

least one of T
P

A
(xk) or C

P

A
(xk) is 0,

(2) T
N

A
(xk) = C

N

A
(xk) = −1 and at least one of T

N

B
(xk) or C

N

B
(xk) is 0 or T

N

B
(xk) = C

N

B
(xk) = −1 and

at least one of T
N

A
(xk) or C

N

A
(xk) is 0,

(3) C
P

A
(xk) = 1 and C

P

B
(xk) = 0 or C

P

A
(xk) = 0 and C

P

B
(xk) = 1,

(4) C
N

A
(xk) = −1 and C

N

B
(xk) = 0 or C

N

A
(xk) = 0 and C

N

B
(xk) = −1.

Also the minimum value of λA,B
1 (xk) is 0. Thus 0 ≤ λA,B

1 (xk) ≤ 1 for all xk ∈ X. Also
0 ≤ λA,B

2 (xk) ≤ 1 follows from similar arguments. Therefore,

0 ≤ δA,B
1 (xk) + δA,B

2 (xk) + λA,B
1 (xk) + λA,B

2 (xk) ≤ 4
=⇒ 0 ≤

( 1
4
(
δA,B

1 (xk) + δA,B
2 (xk) + λA,B

1 (xk) + λA,B
2 (xk)

))p ≤ 1, ∀p ≥ 1

=⇒ 0 ≤
n

∑
k=1

(1
4
(
δA,B

1 (xk) + δA,B
2 (xk) + λA,B

1 (xk) + λA,B
2 (xk)

))p ≤ n

=⇒ 0 ≤ 1
n

n

∑
k=1

(1
4
(
δA,B

1 (xk) + δA,B
2 (xk) + λA,B

1 (xk) + λA,B
2 (xk)

))p ≤ 1

=⇒ 0 ≤
[

1
n

n

∑
k=1

(1
4
(
δA,B

1 (xk) + δA,B
2 (xk) + λA,B

1 (xk) + λA,B
2 (xk)

))p
] 1

p ≤ 1

=⇒ 0 ≤ 1−
[

1
n

n

∑
k=1

(1
4
(
δA,B

1 (xk) + δA,B
2 (xk) + λA,B

1 (xk) + λA,B
2 (xk)

))p
] 1

p ≤ 1

=⇒ 0 ≤ T2(A, B) ≤ 1

To show the triangular inequality suppose P ⊂ Q ⊂ R. Then for all xk ∈ X, we have,
T

P

P
(xk) ≤ T

P

Q
(xk) ≤ T

P

R
(xk), T

N

P
(xk) ≥ T

N

Q
(xk) ≥ T

N

R
(xk), C

P

P
(xk) ≤ C

P

Q
(xk) ≤ C

P

R
(xk), C

N

P
(xk) ≥

C
N

Q
(xk) ≥ C

N

R
(xk), U

P

P
(xk) ≥ U

P

Q
(xk) ≥ U

P

R
(xk), U

N

P
(xk) ≤ U

N

Q
(xk) ≤ U

N

R
(xk), F

P

P
(xk) ≥ F

P

Q
(xk) ≥

F
P

R
(xk), F

N

P
(xk) ≤ F

N

Q
(xk) ≤ F

N

R
(xk).

Then δP,R
1 (xk) ≥ δP,Q

1 (xk) and δP,R
2 (xk) ≥ δP,Q

2 (xk) follows from (∗) of Theorem 2. Next
consider λP,Q

1 (xk) and λP,R
1 (xk). From above inequalities we have, T

P

P
(xk)C

P

P
(xk) ≤ T

P

Q
(xk)C

P

Q
(xk) ≤

T
P

R
(xk)C

P

R
(xk)⇒ |T

P

P
(xk)C

P

P
(xk)− T

P

Q
(xk)C

P

Q
(xk)| ≤ |T

P

P
(xk)C

P

P
(xk)− T

P

R
(xk)C

P

R
(xk)|.

Similarly, |TN

P
(xk)C

N

P
(xk) − T

N

Q
(xk)C

N

Q
(xk)| ≤ |T

N

P
(xk)C

N

P
(xk) − T

N

R
(xk)C

N

R
(xk)| and |CP

P
(xk) −

C
P

Q
(xk)| ≤ |C

P

P
(xk)− C

P

Q
(xk)|, |C

P

P
(xk)− C

P

Q
(xk)| ≤ |C

P

P
(xk)− C

P

Q
(xk)|.

Then, 1
4
(
|TP

P
(xk)C

P

P
(xk) − T

P

R
(xk)C

P

R
(xk)| + |T

N

P
(xk)C

N

P
(xk) − T

N

R
(xk)C

N

R
(xk)| + |C

P

P
(xk) −

C
P

R
(xk)| + |C

N

P
(xk) − C

N

R
(xk)|

)
≥ 1

4
(
|TP

P
(xk)C

P

P
(xk) − T

P

Q
(xk)C

P

Q
(xk)| + |T

N

P
(xk)C

N

P
(xk) −

T
N

Q
(xk)C

N

Q
(xk)|+ |C

P

P
(xk)− C

P

Q
(xk)|+ |C

N

P
(xk)− C

N

Q
(xk)|

)

⇒ λP,R
1 (xk) ≥ λP,Q

1 (xk)

Similarly it can shown that λP,R
2 (xk) ≥ λP,Q

2 (xk).

1
4
(
δP,R

1 (xk) + δP,R
2 (xk) + λP,R

1 (xk) + λP,R
2 (xk)

)
≥ 1

4
(
δP,Q

1 (xk) + δP,Q
2 (xk) + λP,Q

1 (xk) + λP,Q
2 (xk)

)

⇒
n

∑
k=1

(1
4
(
δP,R

1 (xk) + δP,R
2 (xk) + λP,R

1 (xk) + λP,R
2 (xk)

))p ≥
n

∑
k=1

(1
4
(
δP,Q

1 (xk) + δP,Q
2 (xk) +

λP,Q
1 (xk) + λP,Q

2 (xk)
))p ⇒ 1 −

[ 1
n

n

∑
k=1

(1
4
(
δP,R

1 (xk) + δP,R
2 (xk) + λP,R

1 (xk) + λP,R
2 (xk)

))p
] 1

p ≤

1−
[ 1

n

n

∑
k=1

(1
4
(
δP,Q

1 (xk) + δP,Q
2 (xk) + λP,Q

1 (xk) + λP,Q
2 (xk)

))p
] 1

p

⇒ T2(P, R) ≤ T2(P, Q)
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It is identical to show T2(P, R) ≤ T2(Q, R). Therefore, T2(P, R) ≤ T2(P, Q) ∧ T2(Q, R).
This completes the proof.

We define below the weighted similarity measure between two QSVBNS A, B over a universe X.

Definition 15. The weighted similarity measure of two QSVBNS A, B is defined as, T w
2
(A, B) = 1 −

[
1
n

n

∑
k=1

wk
(1

4
(
δA,B

1 (xk)+ δA,B
2 (xk)+λA,B

1 (xk)+λA,B
2 (xk)

))p
] 1

p
, where, (w1, w2, ....wn)T is the weight vector

assigned to the element x1, x2, .....xn of the universe X, such that 0 ≤ wk ≤ 1, k = 1, 2, ..., n and
n

∑
k=1

wk = 1.

It is effortless to find out that T w
2 (A, B) satisfies the conditions of similarity measure.

Remark 4. We define the following functions based on one particular membership function for two QSVBNSs
A and B over the universe of discourse X, provided the denominators never vanish

T P

T
(A, B) =

n

∑
k=1

min
(

TP
A(xk), TP

B (xk)
)

n

∑
k=1

max
(

TP
A(xk), TP

B (xk)
) , T P

C
(A, B) =

n

∑
k=1

min
(

CP
A(xk), CP

B(xk)
)

n

∑
k=1

max
(

CP
A(xk), CP

B(xk)
) ,

T P

U
(A, B) =

n

∑
k=1

min
(

UP
A(xk), UP

B (xk)
)

n

∑
k=1

max
(

UP
A(xk), UP

B (xk)
) , T P

F
(A, B) =

n

∑
k=1

min
(

FP
A(xk), FP

B (xk)
)

n

∑
k=1

max
(

FP
A(xk), FP

B (xk)
) ,

T N

T
(A, B) =

n

∑
k=1

max
(

T
N

A
(xk), T

N

B
(xk)

)

n

∑
k=1

min
(

T
N

A
(xk), T

N

B
(xk)

) , T N

C
(A, B) =

n

∑
k=1

max
(

C
N

A
(xk), C

N

B
(xk)

)

n

∑
k=1

min
(

C
N

A
(xk), C

N

B
(xk)

) ,

T N

U
(A, B) =

n

∑
k=1

max
(

U
N

A
(xk), U

N

B
(xk)

)

n

∑
k=1

min
(

U
N

A
(xk), U

N

B
(xk)

) , T N

F
(A, B) =

n

∑
k=1

max
(

F
N

A
(xk), F

N

B
(xk)

)

n

∑
k=1

min
(

F
N

A
(xk), F

N

B
(xk)

) .

The following is a definition of generalized similarity measure between two QSVBNS A, B whose value set
is the set of all 2× 4 matrices over R.

Definition 16. Let X = {x1, x2, ....., xn} be a finite universe of discourse. For two QSVBNSs A, B define a
mapping L :QSVBNS(X)× QSVBNS(X)→M2×4(R) by

L(A, B) =

(
T P

T
(A, B) T P

C
(A, B) T P

U
(A, B) T P

F
(A, B)

T N

T
(A, B) T N

C
(A, B) T N

U
(A, B) T N

F
(A, B)

)
,

and a partial order relation “�” on M2×4(R) as:
(

a1 a2 a3 a4

a5 a6 a7 a8

)
�
(

b1 b2 b3 b4

b5 b6 b7 b8

)
, if ai ≤ bi ∀i.
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Also define

0̃ =

(
0 0 0 0
0 0 0 0

)
and 1̃ =

(
1 1 1 1
1 1 1 1

)
.

Remark 5. Then for A, B ∈QSVBNS(X)

(1) 0̃ � L(A, B) � 1̃,
(2) L(A, B) = L(B, A),
(3) for A ⊂ B ⊂ C, L(A, C) � L(A, B) ∧ L(B, C).

We give an outline of the proof as:

Let A ⊂ B ⊂ C. Then for all xk ∈ X, T
N

A
(xk) ≥ T

N

B
(xk) ≥ T

N

C
(xk). Consequently, min

(
T

N

A
(xk),

T
N

B
(xk)

)
= T

N

B
(xk), max

(
T

N

A
(xk), T

N

B
(xk)

)
= T

N

A
(xk), min

(
T

N

A
(xk), T

N

C
(xk)

)
= T

N

C
(xk), max

(
T

N

A
(xk), T

N

C
(xk)

)
= T

N

A
(xk).

Then we have,
n

∑
k=1

T
N

B
(xk) ≥

n

∑
k=1

T
N

C
(xk)⇒

1
n

∑
k=1

T
N

B
(xk)

≤ 1
n

∑
k=1

T
N

C
(xk)

⇒

n

∑
k=1

T
N

A
(xk)

n

∑
k=1

T
N

B
(xk)

≥

n

∑
k=1

T
N

A
(xk)

n

∑
k=1

T
N

C
(xk)

⇒ T N

T
(A, B) ≥ T N

T
(A, C).

A similar process follows for T N

T
(B, C) ≥ T N

T
(A, C). Hence T N

T
(A, C) ≤ T N

T
(A, B) ∧ T N

T
(B, C).

Hence L is a generalized similarity measure.

Definition 17. Let d :QSVBNS(X)×QSVBNS(X) → R+ ∪ {0} be a mapping satisfying the
following conditions:

(d1) d(A, B) ≥ 0 and d(A, B) = 0 iff A = B,
(d2) d(A, B) = d(B, A),
(d3) d(A, C) ≤ d(A, B) + d(B, C).

Then d is said to be a distance based measure between two QSVBNS A and B.

We now define the Hamming distance, normalized Hamming distance, Euclidean distance,
and normalized Euclidean distance between two QSVBNSs A, B ∈ QSVBNS(X),

(1) The Hamming distance:

• dH(A, B) =
n

∑
k=1

(
|TP

A
(xk) − T

P

B
(xk)| + |C

P

A
(xk) − C

P

B
(xk)| + |U

P

A
(xk) − U

P

B
(xk)| + |F

P

A
(xk) −

F
P

B
(xk)|+ |T

N

A
(xk)− T

N

B
(xk)|+ |C

N

A
(xk)− C

N

B
(xk)|+ |U

N

A
(xk)−U

N

B
(xk)|+ |F

N

A
(xk)− F

N

B
(xk)|

)
,

(2) Normalized Hamming distance:
• dNH(A, B) = 1

8n dH(A, B),

(3) The Euclidean distance:

• dE(A, B) =

(
n

∑
k=1

(
|TP

A
(xk)− T

P

B
(xk)|2 + |C

P

A
(xk)− C

P

B
(xk)|2 + |U

P

A
(xk)−U

P

B
(xk)|2 + |F

P

A
(xk)−

F
P

B
(xk)|2 + |TN

A
(xk) − T

N

B
(xk)|2 + |CN

A
(xk) − C

N

B
(xk)|2 + |UN

A
(xk) − U

N

B
(xk)|2 + |FN

A
(xk) −

F
N

B
(xk)|2

)) 1
2

,

(4) Normalized Euclidean distance:
• dNE(A, B) = dE(A,B)

2n
√

2
.
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5. QBN-Multi-Criteria Decision Making Method

Definition 18. Let U = (u1, u2, ..., um) be a set of alternatives, A = (a1, a2, ..., an) be the set of attributes,

w = (w1, w2, ..., wn)T be the weight vector assigned to aj (j = 1, 2, ...n) such that wk ≥ 0 and
n

∑
k=1

wk = 1.

Let [bij]m×n = 〈TP

ij , C
P

ij, U
P

ij, F
P

ij , T
N

ij , C
N

ij , U
N

ij , F
N

ij 〉 represents the rating values of the alternatives in term
of QSVBNS.

Then,




a1 a2 · · · an

u1 b1,1 b1,2 · · · b1,n
u2 b2,1 b2,2 · · · b2,n
...

...
...

. . .
...

um bm,1 bm,2 · · · bm,n




is called the QBN-multi-attribute decision making matrix.

The positive ideal QBN solution of the decision matrix [bij]m×n is defined as: b̄∗j =

〈max
i
{TP

ij}, max
i
{CP

ij}, min
i
{UP

ij}, min
i
{FP

ij}, min
i
{TN

ij }, min
i
{CN

ij }, max
i
{UN

ij }, max
i
{FN

ij }, 〉. The negative

ideal QBN solution of the decision matrix [bij]m×n is defined as:

b∗j = 〈min
i
{TP

ij}, min
i
{CP

ij}, max
i
{UP

ij}, max
i
{FP

ij}, max
i
{TN

ij }, max
i
{CN

ij }, min
i
{UN

ij }, min
i
{FN

ij }, 〉.

We now propose an algorithm based on the quadripartitioned weighted similarity measure to
select the best alternative for multi-attribute decision making problem in quadripartitioned bipolar
neutrosophic enviornment which is given in Algorithm 1 :

Algorithm 1: Algorithm based on The quadripartitioned weighted similarty measure

Step 1. Give the QBN-multi-attribute decision making matrix [bij]m×n to the decision maker.
Step 2. Compute the positive ideal QBN solution b̄∗j and negative ideal QBN solution b∗j for the decision
matrix [bij]m×n.
Step 3. Determine T w

2
(b̄∗j , bi) for j = 1, 2, ..., m, the weighted quadripartitioned similarity measure between

positive ideal solution b̄∗j and bi = [bij]1×n for i = 1, 2, ..., m and j = 1, 2, ..., n and T w
2
(b∗j , bi) for j = 1, 2, ..., m,

the weighted quadripartitioned similarity measure between negative ideal solution b∗j and bi = [bij]1×n for
i = 1, 2, ..., m and j = 1, 2, ..., n as:

• T w
2
(b̄∗j , bi) = 1−

[
1
n

n

∑
k=1

wk
(1

4
(
δ

b̄∗j ,bi

1 (xk) + δ
b̄∗j ,bi

2 (xk) + λ
b̄∗j ,bi

1 (xk) + λ
b̄∗j ,bi

2 (xk)
))p
] 1

p
,

• T w
2
(b∗j , bi) = 1−

[
1
n

n

∑
k=1

wk
(1

4
(
δ

b∗j ,bi

1 (xk) + δ
b∗j ,bi

2 (xk) + λ
b∗j ,bi

1 (xk) + λ
b∗j ,bi

2 (xk)
))p
] 1

p
,

Step 4. Figure out the non-increasing order of the average ideal solution,
T w

2
(b̄∗j ,bi)+T w

2
(b∗j ,bi)

2 for j = 1, 2, ..., m
and select the best alternatives.

6. Illustrative Example

The following group decision making problem, which has been studied by Wu et al. [30], is taken
into consideration in a quadripartitioned bipolar neutrosophic environment. Climate change in a
global environment is a worrying sign. Industries have shifted their focus toward green production.
A car company is eager to choose the most suitable green supplier for one of the key elements in
its manufacturing process. After the pre-evaluation, four suppliers Ai, (i = 1, 2, 3, 4), have been
short-listed for evaluation on the basis of the concerned criteria: a1: is the product quality, a2: is
technological capability, and a3: is pollution control. The weight vector of the concerned criteria
are {w1, w2, w3}T = {0.3, 0.3, 0.4}T . To determine the decision information an expert is appointed to
gather the criteria values for the four possible alternatives in a QBN environment which is given in
Algorithm 2.
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Algorithm 2: Decision making algorithm for the four possible alternatives in a QBN environment

Step 1. The decision matrix [bij]4×3 given by the expert shown in Table 1.
Step 2. The positive ideal quadripartitioned bipolar neutrosophic solution and negative ideal quadripartitioned bipolar
neutrosophic solutions are calculated as: Ā∗ = [〈0.8, 0.6, 0.2, 0.2,−0.6,−0.6,−0.4,−0.4〉, 〈0.9, 0.4, 0.2, 0.2,−0.5,−0.3,−0.2,−0.4〉,
〈0.9, 0.6, 0.4, 0.3,−0.5,−0.4,−0.1,−0.3〉] andA∗ = [〈0.4, 0.2, 0.5, 0.5,−0.2,−0.3,−0.7,−0.8〉, 〈0.6, 0.1, 0.6, 0.5,−0.1,−0.2,−0.5,−0.6〉,
〈0.6, 0.1, 0.5, 0.7,−0.1,−0.2,−0.6,−0.8〉]
Step 3. The weighted quadripartitioned similarity measure T w

2 (Ā∗,Ai), i = 1, 2, 3, 4, and T w
2 (A∗,Ai), i = 1, 2, 3, 4 (shown in

Table 2) are computed.

Table 1. Decision making matrix.

a1 a2 a3

A1 〈0.4, 0.5, 0.3, 0.2,−0.6,
− 0.4,−0.5,−0.7〉

〈0.6, 0.1, 0.2, 0.3,−0.4,
− 0.3,−0.2,−0.5〉

〈0.8, 0.6, 0.5, 0.7,−0.3,
− 0.2,−0.1,−0.4〉

A2 〈0.6, 0.4, 0.2, 0.5,−0.4,
− 0.5,−0.7,−0.8〉

〈0.6, 0.2, 0.3, 0.4,−0.5,
− 0.2,−0.3,−0.4〉

〈0.7, 0.4, 0.5, 0.6,
− 0.1,−0.3,−0.4,−0.5〉

A3 〈0.7, 0.2, 0.4, 0.3,
− 0.2,−0.6,−0.4,−0.5〉

〈0.9, 0.3, 0.6, 0.5,
− 0.2,−0.2,−0.5,−0.4〉

〈0.6, 0.1, 0.5, 0.4,
− 0.2,−0.4,−0.6,−0.3〉

A4 〈0.8, 0.6, 0.5, 0.3,
− 0.5,−0.3,−0.6,−0.4〉

〈0.6, 0.4, 0.3, 0.2,
− 0.1,−0.3,−0.4,−0.6〉

〈0.9, 0.6, 0.4, 0.3,
− 0.5,−0.3,−0.6,−0.8〉

7. Discussion

In this section, a detailed analysis about the above introduced algorithm and the obtained result
based on the algorithm is carried through. The weighted quadripartitioned similarity measure between
the alternatives (Aj, j = 1, 2, 3, 4) and the positive ideal quadripartitioned bipolar neutrosophic
solution is shown in Table 2 and the same with the negative ideal quadripartitioned bipolar
neutrosophic solution is given in Table 2. The main objective of the proposed algorithm i.e., the average
ideal solution is obtained. The ranking results based on these similarity measures is highlighted in the
final Table (Table 3).

Deli et al. [28] and Sahin et al. [27], in their study on bipolar neutrosophic sets, obtained the
ranking result without considering the negative ideal solution. From their algorithm, it can be seen that
if the decision maker is asked to choose an alternative emphasizing more on the satisfaction degree
of the given criteria than the satisfaction degree of the counter-property of the criteria, the similarity
measure with the positive ideal solution can be used to get the most suitable alternatives. In the reverse
case, the similarity measure with negative ideal solution will be more fruitful.

In the case of QSVBNS, our algorithm follows the same footstep as Deli et al. [28]; however, the
major difference is that we have used the average of the measure values of positive ideal solution
and negative ideal solution. From the proposed algorithm, it seems that the ranking results to choose
the best alternatives using a positive ideal solution and a negative ideal solution will give exactly
the opposite ranking, but this is not the case, as can be seen in Table 2. The similarity index p in
the weighted quadripartitioned similarity measure also has a big role to play. From the study, we
have found that as the similarity index starts to take more higher values, the formula predicts more
accurately, as the difference between the first two choices of the alternatives starts increasing for higher
values of p. From Figure 2, it is observed that for p = 1, 2, the alternative values are quite close and A3

comes out as the best alternative with a very small margin from A1. For p = 3, A1 overtakes A3 as
the best alternative and as p stars increasing, A1 remains the best among the four alternatives and the
margin of the second best choice A3 starts increasing. The differences between the alternative values is
shown in Figure 2 for p = 1, 2, 3. In Figure 3, it can be observed that for p = 4, 5, 6, A1 enlarge by a
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bit more margin than A3. In Figure 4, the comparison between the best two alternatives A1 and A3 is
shown. It can be seen that for a very large value of p, A1 −A3 ≈ 0.1.

Table 2. Similarity measures for different values of p.

Similarity Index Positive Ideal Solution Negative Ideal Solution Average Ideal Solution

p = 1 T w
2
(Ā∗,A1) = 0.952416

T w
2
(Ā∗,A2) = 0.929125

T w
2
(Ā∗,A3) = 0.936681

T w
2
(Ā∗,A4) = 0.957291

T w
2
(A∗,A1) = 0.94

T w
2
(A∗,A2) = 0.954604

T w
2
(A∗,A3) = 0.960833

T w
2
(A∗,A4) = 0.928791

T w
2
(A∗,A1) = 0.946208

T w
2
(A∗,A2) = 0.941864

T w
2
(A∗,A3) = 0.948757

T w
2
(A∗,A4) = 0.943041

p = 2 T w
2
(Ā∗,A1) = 0.917337

T w
2
(Ā∗,A2) = 0.874914

T w
2
(Ā∗,A3) = 0.889566

T w
2
(Ā∗,A4) = 0.923766

T w
2
(A∗,A1) = 0.895453

T w
2
(A∗,A2) = 0.921020

T w
2
(A∗,A3) = 0.927222

T w
2
(A∗,A4) = 0.870422

T w
2
(A∗,A1) = 0.906395

T w
2
(A∗,A2) = 0.897967

T w
2
(A∗,A3) = 0.908394

T w
2
(A∗,A4) = 0.897094

p = 3 T w
2
(Ā∗,A1) = 0.900428

T w
2
(Ā∗,A2) = 0.847426

T w
2
(Ā∗,A3) = 0.866476

T w
2
(Ā∗,A4) = 0.905738

T w
2
(A∗,A1) = 0.873755

T w
2
(A∗,A2) = 0.904713

T w
2
(A∗,A3) = 0.907610

T w
2
(A∗,A4) = 0.839067

T w
2
(A∗,A1) = 0.887092

T w
2
(A∗,A2) = 0.876069

T w
2
(A∗,A3) = 0.887043

T w
2
(A∗,A4) = 0.872402

p = 4 T w
2
(Ā∗,A1) = 0.890553

T w
2
(Ā∗,A2) = 0.830665

T w
2
(Ā∗,A3) = 0.852716

T w
2
(Ā∗,A4) = 0.893862

T w
2
(A∗,A1) = 0.860959

T w
2
(A∗,A2) = 0.895086

T w
2
(A∗,A3) = 0.894353

T w
2
(A∗,A4) = 0.819565

T w
2
(A∗,A1) = 0.875756

T w
2
(A∗,A2) = 0.862875

T w
2
(A∗,A3) = 0.873535

T w
2
(A∗,A4) = 0.856714

p = 5 T w
2
(Ā∗,A1) = 0.884025

T w
2
(Ā∗,A2) = 0.819257

T w
2
(Ā∗,A3) = 0.843424

T w
2
(Ā∗,A4) = 0.885108

T w
2
(A∗,A1) = 0.852444

T w
2
(A∗,A2) = 0.888633

T w
2
(A∗,A3) = 0.884681

T w
2
(A∗,A4) = 0.806328

T w
2
(A∗,A1) = 0.868235

T w
2
(A∗,A2) = 0.853945

T w
2
(A∗,A3) = 0.864052

T w
2
(A∗,A4) = 0.845718

p = 6 T w
2
(Ā∗,A1) = 0.879341

T w
2
(Ā∗,A2) = 0.810950

T w
2
(Ā∗,A3) = 0.836617

T w
2
(Ā∗,A4) = 0.878257

T w
2
(A∗,A1) = 0.846318

T w
2
(A∗,A2) = 0.883926

T w
2
(A∗,A3) = 0.877287

T w
2
(A∗,A4) = 0.796801

T w
2
(A∗,A1) = 0.862830

T w
2
(A∗,A2) = 0.847438

T w
2
(A∗,A3) = 0.856952

T w
2
(A∗,A4) = 0.837529
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Figure 2. Comparison between the alternatives for different similarity indexes.
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Figure 3. Comparison between the alternatives for different similarity indexes.
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Figure 4. Comparison between the best two alternatives A1 and A3 for some higher similarity index.

From the above analysis it is clear that A1 is the most suitable alternative to the decision maker.
The proposed method can get the better of the decision making problem with quadripartitioned bipolar
neutrosophic information. Also, the higher similarity index produces a more accurate method by
indicating clear differences between the alternatives. A comparison of the above discussed MCDM
problem is made in a fuzzy system and a bipolar fuzzy system, where it is observed that in a fuzzy
system, the same conclusion is reached at p = 5 and in bipolar fuzzy system the result fluctuate between
A1 and A3. So, we think that the proposed method can serve immensely in decision making purpose.
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Table 3. Ranking results.

Similarity
Index

Based on Positive Ideal
Solution

Based on Negative Ideal
Solution Based on Average Value

p = 1 A4 � A1 � A3 � A2 A3 � A2 � A1 � A4 A3 � A1 � A4 � A2
p = 2 A4 � A1 � A3 � A2 A3 � A2 � A1 � A4 A3 � A1 � A2 � A4
p = 3 A4 � A1 � A3 � A2 A3 � A2 � A1 � A4 A1 � A3 � A2 � A4
p = 4 A4 � A1 � A3 � A2 A2 � A3 � A1 � A4 A1 � A3 � A2 � A4
p = 5 A4 � A1 � A3 � A2 A2 � A3 � A1 � A4 A1 � A3 � A2 � A4
p = 6 A1 � A4 � A3 � A2 A2 � A3 � A1 � A4 A1 � A3 � A2 � A4

8. Conclusions

This paper introduces a novel concept of QSVBNS. Some set theoretic operations and several
similarity measures have been stated. Also, a real life example of QSVBNS is presented for brief
understanding. Decision making problem has been considered in a QSVBN environment and dealt
with successfully.

BNS has been a successful tool for decision maker as bipolarity often occurs as a common
phenomenon in human thinking. QSVBNS comes handy in situations where a person is unsure about
the truth, false, both true and false or neither of them while handling a bipolar information system.
The introduction of QSVBNS will help the cause of decision making problems and open new branch
of neutrosophy. Future work may involve study of aggregation operators involving QSVBNS while
dealing with decision making problems.
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Abstract: The development of information and communication technologies has revolutionized and
changed the way we do business in various areas. The field of education did not remain immune to
the mentioned changes; there was a gradual integration of the educational process and the mentioned
technologies. As a result, platforms for distance learning, as well as the organization of e-learning
courses of various types, have been developed. The rapid development of e-learning courses has
led to the problem of e-learning course selection and evaluation. The problem of the e-learning
course selection can be successfully solved by using multiple-criteria decision-making (MCDM)
methods. Therefore, the aim of the paper is to propose an integrated approach based on the MCDM
methods and symmetry principles for e-learning course selection. The pivot pairwise relative criteria
importance assessment (PIPRECIA) method is used for determining the weights of criteria, and the
interval-valued triangular fuzzy additive ratio assessment (ARAS) method is used for the ranking of
alternatives i.e., e-learning courses. The suitability of the proposed integrated model is demonstrated
through a numerical case study.

Keywords: ARAS; interval-valued triangular fuzzy numbers; e-learning courses; MCDM

1. Introduction

The role of information and communication technologies (ICT) has become very important in all
aspects of life and business. These technologies have a very significant role in information elaboration
and its transformation into knowledge, which is the main condition for someone to become an efficient
part of the information society [1]. The information has become accessible and transferable from
anywhere in the world. Also, education and its availability have an important role in the modern
world and therefore, ICT has become an integral part of people’s lives in all aspects [2]. The rapid
and dynamic development of information and communication technologies has led to significant
changes in people’s personal, social, and work lives. Currently, people live in an information society
that relies on the use of information and communication technologies, which is also a society of
knowledge, intangible capital and learning, in which progress is based on knowledge and creativity [3].
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The education did not remain immune to the spreading of the mentioned technologies and therefore,
these technologies had integrated into the learning process, as well.

Education is the constitutive element of the knowledge society and global economy of knowledge if
it is structured in line with information and communication technologies. Furthermore, the integration
of these technologies could make education more available, but also could change the cultural context
of education, as well as the language of learning [4]. These impacts change the way of learning because
the students do not receive the knowledge passively as they have previously but they are actively
involved in the learning process. Wang and Woo [5] state that the integration of information and
communication technologies is often seen as a process of deploying any ICT (including resources
on the Internet, multimedia programs, learning objects, and other tools) with the aim of improving
student learning. Although the primary function of ICT use is not only in the field of education, it can
be said that information and communication technologies are a tool for achieving learning goals [6].

In this competitive world, the future of the education sector is based on knowledge of ICT.
The integration of ICT into education through e-learning courses enables active learning, discussion,
sharing of ideas, immediate feedback, and easy access to digital content [7]. When it comes to
technology integration into education, three main components should be taken into account: content,
pedagogy, and technology [8]. The integration of ICT in educational processes is often defined as the
process of applying any ICT (including Internet resources, multimedia programs, learning subjects,
and other tools) with the aim to improve student learning and achieve desired outcomes [5,9].

Effective integration of ICT and learning processes through e-learning courses has great potential
to involve and engage students on a larger scale. For example, the use of multimedia for presenting
authentic and poorly structured problems in problem-based learning can motivate and engage students
and thus help them to develop problem-solving skills [10]. An and Reigeluth [11] emphasize that
groups can have “different learning needs based on their interests and problem-solving plans, even
though if they were working on the same problem”. E-learning courses can support different types
of interaction: student–content, student–student, student–lecturer, and student–interface [12]. These
types of interactions make the learning process more interactive, and students more active and engaged.

Studies have shown that online education can be just as effective as the traditional way of
education, and in some cases, it has even been shown to be better [13,14]. According to Stavredes and
Herder [15], creating an effective e-learning course begins with understanding the needs of future
students. Therefore, it is necessary to identify the needs and requirements of future users in order to
create such a course that will successfully meet the stated needs. Also, it is important to point out
that the e-learning courses have enabled the acquisition of quality education to those participants for
whom education would not be available in other circumstances.

As stated, integration of the learning process and information and communication technologies
has led to the development of the e-learning courses. In that way, the educational resources are
available to the individuals who, in different conditions, are able to attend the lectures. The very
important question is the design of the course so that it is understandable and easy to use for different
kinds of students. The creators of the e-learning courses should pay attention to the features that
enable the smooth operation of the course, which is very important. The appearance of the e-learning
courses initiated the need to find suitable methods for their evaluation and selection.

Multiple-criteria decision-making (MCDM) is often associated with the selection of an alternative
from a set of alternatives, but it can also be used for ranking alternatives [16,17]. Until now, a number
of MCDM methods have been proposed, such as: SAW [18], AHP [19], TOPSIS [20], PROMETHEE [21],
ELECTRE [22], VIKOR [23], and so forth.

Notable progress in solving real-world complex decision-making problems appeared after
Zadeh [24] and his introduction to the fuzzy sets theory. As a part of the fuzzy set theory, fuzzy
numbers that are usually based on triangular or trapezoidal shapes, which are much more adequate
for modeling and solving a number of complex decision-making problems were introduced.
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Based on the previously mentioned fuzzy sets theory, somewhat later Bellman and Zadeh [25]
introduced the fuzzy MCDM-based methodology, which was later widely accepted in the scientific
community as well as being used to solve many decision-making problems. With the aim to solve a
variety of complex MCDM problems, some extensions to the fuzzy set theory have been proposed,
such as intuitionistic fuzzy sets [26], interval-valued fuzzy sets [27], bipolar fuzzy sets [28], and so on.

The interval-valued fuzzy numbers (IVFNs), as a particular form of fuzzy numbers, provide
much more possibilities for solving the real-world MCDM problems. Hence, some of the prominent
multiple-criteria decision-making methods have proper extensions based on IVFNs. It is worth
mentioning some of them: ELECTRE [29], VIKOR [30,31], MULTIMOORA [32], TOPSIS [33–35],
and so forth.

The additive ratio assessment (ARAS) method was developed by Zavadskas and Turskis [36].
The ARAS method has been applied to solve various decision-making problems. So, for example,
Zavadskas and Turskis [36] have applied the ARAS method to evaluate the microclimate in office
rooms, Zavadskas et al. [37] have applied the ARAS method to select the most appropriate foundation
installment alternative, Karabašević et al. [38] have applied the ARAS method for personnel selection.
Besides that, the ARAS method has also been applied for the ranking of companies according to the
CSR indicators [39], selection of the software testing method [40], mineral prospectivity mapping [41],
reduction of greenhouse gas emission [42], and so on.

In order to extend the applicability of the ARAS method and to enable the use of grey and
fuzzy numbers, Turskis and Zavadskas [43] proposed a proper fuzzy extension (ARAS-F) and a
grey extension (ARAS-G) [44]. It is also important to note that on the basis of the ARAS method,
some other approaches are proposed. In this context, it is worth mentioning the ARCAS approach
proposed by Stanujkic et al. [45] that is based on ordinary SWARA and ARAS methods and is adapted
for negotiations.

Based on all the above, the main aim of this paper is to propose an integrated approach based on
the MCDM methods for the selection of the e-learning course. The proposed approach is based on the
use of the interval-valued triangular fuzzy (IVTFN) ARAS method for the ranking of alternatives and
the PIPRECIA method for the determining weights of the criteria.

Therefore, the rest of this paper is organized as follows. Section 2 demonstrates the proposed
methodology, based on the PIPRECIA and extended ARAS method. In order to highlight the proposed
MCDM methodology, in Section 3 a case study of e-courses evaluation is considered. The discussions
and conclusions are given at the end of the manuscript.

2. Methods

The proposed methodology for the evaluation of the e-courses is based on the PIPRECIA method
and interval-valued triangular fuzzy ARAS method. The PIPRECIA method is used for defining
weights of the criteria whereas the interval-valued triangular fuzzy ARAS method is used for the
ranking of alternatives.

2.1. PIPRECIA Method

The pivot pairwise relative criteria importance assessment (PIPRECIA) method for determining
the weights of criteria was proposed by Stanujkic et al. [46], as one of the extensions of the step-wise
weight assessment ratio analysis (SWARA) method. Although it is a relatively new method, so far,
the PIPRECIA method is applied for solving problems of personnel selection [47], assessment of
ICT [48,49], supplier selection [50], mining method selection [51], and so forth.

The computational procedure of the PIPRECIA method can be demonstrated through the following
steps [46]:

Step 1. Determination of the set of the evaluation criteria.
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Step 2. Starting from the second criterion, it is necessary to determine the relative importance sj of
the criterion j in relation to the previous (j − 1) criterion:

s j =



> 1 when signi f icance o f C j � C j−1

1 when signi f icanse o f C j = C j−1

< 1 when signi f icance o f C j ≺ C j−1

. (1)

Step 3. Calculation of the coefficient kj as follows:

k j =


1 j = 1

2− s j j > 1
(2)

Step 4. Calculation of the recalculated weight qj as follows:

q j =


1 j = 1
q j−1
k j

j > 1
. (3)

Step 5. Calculation of the relative weights of the evaluation criteria as follows:

w j =
q j

n∑
k=1

qk

(4)

where wj represents the relative weight of the criterion j.

2.2. An Extension of the ARAS Method Based on the Use of Interval-Valued Fuzzy Numbers

Based on Stanujkic et al. [52], the computational procedure for selecting the most acceptable
alternative by applying the IVTFN-ARAS method that includes only beneficial criteria could be
demonstrated through the following steps:

Step 1. Determination of the optimal performance rating for each criterion.

x̃0 j = [(l0 j, l′0 j), m0 j, (u′0 j, u0 j)], (5)

with
l0 j = max

i
li j, (6)

l′0 j = max
i

l′i j, (7)

m0 j = max
i

mi j, (8)

u′0 j = max
i

u′i j (9)

u0 j = max
i

ui j (10)

where x̃0 j represents the interval-valued fuzzy optimal performance rating of criterion j.
Step 2. Calculation of the normalized decision matrix.

r̃i j =







ai j

c+j
,

a′i j

c+j


,

bi j

c+j
,




c′i j

c+j
,

ci j

c+j





, (11)

where r̃i j represents the normalized interval-valued fuzzy performance rating of alternative i in relation
to the criterion j, c+j =

∑m
i=0 ci j.

320



Symmetry 2020, 12, 928

Step 3. Calculation of the weighted interval-valued normalized fuzzy decision matrix.

ṽi j = w j ·̃ri j (12)

where ṽi j represents the weighted normalized interval-valued fuzzy performance rating of alternative i
in relation to the criterion j.

Step 4. Calculation of the overall interval-valued fuzzy performance ratings.

S̃i =
n∑

j=1

w j̃ri j, (13)

where S̃i represent overall interval-valued fuzzy performance rating of alternative i.
Step 5. Calculation of the degree of utility, for each alternative. As a result of performing the

previous steps, the obtained overall performance ratings are IVFNs. Therefore, overall performance
ratings have to be defuzzified before the calculation of the overall degree of utility. In this way, the same
equation as in the ordinary ARAS method is used to determine the overall degree of utility.

Step 6. Ranking of alternative selections by the most efficient. This step is the same as in the
original ARAS method.

3. A Numerical Case Study

This section describes the process of the selection of an e-learning course based on the
opinions of twenty-four respondents by using the PIPRECIA method and the IVTFN-ARAS
method. Four e-learning courses in the field of programming are evaluated, designated as:
A1—Cubes (www.cubes.edu.rs); A2—ITAcademy (www.it-akademija.com); A3—Link-eLearning
(www.link-elearning.com), and A4—Ok School (www.ok-school.com). The criteria used for the
evaluation of the e-learning courses are obtained based on the analysis of the relevant literature [53–55],
and their weights are determined by using the PIPRECIA method. Evaluation criteria and their
corresponding weights that represent the attitudes of the group are shown in Table 1.

Table 1. The group evaluation criteria and their weights.

Criteria wj

C1 Level of content 0.14
C2 Presentation method 0.14
C3 Teaching method 0.13
C4 e-learning environment 0.14
C5 Learning materials 0.15
C6 Quality of multimedia content 0.14
C7 Group work and interactivity 0.15

At the beginning of the evaluation, all twenty-four respondents evaluated alternatives using
the five-point Likert scale. The Likert scale was chosen because it is easy to use and its usage is
understandable for respondents. Ratings obtained from three randomly selected respondents are
shown in Tables 2–4 and Figures 1–3.

Table 2. The ratings obtained from the fist of twenty-four respondents.

Criteria C1 C2 C3 C4 C5 C6 C7

A1 4 3 3 4 2 4 5
A2 3 5 2 4 4 4 4
A3 5 5 4 5 3 3 2
A4 4 5 5 4 4 4 4
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Table 4. The ratings obtained from the third of twenty-four respondents.

Criteria C1 C2 C3 C4 C5 C6 C7

A1 3 3 3 4 5 4 4
A2 2 4 4 3 2 5 5
A3 5 4 4 3 4 5 3
A4 5 5 5 3 3 4 4
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Subsequently, in the next step, a group decision matrix was formed. The elements of this matrix,
shown in Table 5, are IVTFNs formed by the transformation of crisp ratings into IVTFNs, as is explained
in Stanujkic [52].

Based on the data from Table 5, the optimal performance ratings are determined by using
Equation (5). The obtained optimal performance ratings are shown in Table 6.

In the next two steps, normalized and weighted normalized decision-making matrices are
calculated using Equations (11) and (12). The normalized and weighted normalized decision-making
matrices are shown in Tables 7 and 8.
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Finally, the overall interval-valued triangular fuzzy performance ratings, obtained by using
Equation (13), are shown in Table 9.

Table 9. The overall IVTF performance ratings.

A0 [(0.07, 0.11), 0.15, (0.19, 0.2)]

A1 [(0.05, 0.1), 0.13, (0.17, 0.2)]
A2 [(0.07, 0.1), 0.14, (0.17, 0.2)]
A3 [(0.05, 0.1), 0.14, (0.18, 0.2)]
A4 [(0.06, 0.1), 0.14, (0.18, 0.2)]

In order to determine the quality of the e-courses, these values must be defuzzified using some of
the well-known procedures [52].

Results obtained using the simplest of all of the considered defuzzification procedures are shown
in Table 10. The relative quality, i.e., the degree of utility, of analyzed e-courses as well as their ranking
orders, are also shown in Table 10.

Table 10. The degree of utility and ranking order of analyzed e-courses.

Alternatives BNP Qi Rank

A0 0.143

A1 0.130 0.910 4
A2 0.136 0.951 1
A3 0.134 0.936 3
A4 0.135 0.941 2

As can be seen from Table 10, the best alternative, i.e., e-course, is the alternative designated as A2.
By varying the coefficient λ, greater importance can be given to l and u in relation to l’ and u’,

and vice versa. The results obtained using Equation (16) for some characteristic values of the coefficient
λ are shown in Table 11.

Table 11. The degree of utility and ranking order of analyzed e-course for some characteristic values of λ.

λ = 0 λ = 0.5 λ = 1

Alternatives Si Qi Rank Si Qi Rank Si Qi Rank

A0 0.42 0.43 0.44

A1 0.39 2.72 4 0.39 2.73 4 0.39 2.73 4
A2 0.41 2.87 1 0.41 2.87 1 0.41 2.87 1
A3 0.40 2.81 3 0.40 2.81 3 0.40 2.81 3
A4 0.41 2.83 2 0.41 2.83 2 0.41 2.83 2

In this case, the alternative denoted as A2 remains the best alternative i.e., an e-learning course in
all cases. This indicates the stability of the chosen e-learning course.

However, in many cases variation of the coefficient lambda may have an impact on the ranking
order of the considered alternatives, and this approach may be useful to analyze different scenarios
such as pessimistic, realistic, and optimistic.

4. Discussion and Conclusions

The main aim of the paper is to introduce a methodology suitable for e-learning course evaluation
and selection. The emergence of e-courses as the modern way of learning has provoked the need for
finding the methods ideal for their assessment. In this paper, the methodology based on the PIPRECIA
and the interval-valued triangular fuzzy ARAS methods is proposed. The applicability of the proposed
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methodology is presented through a numerical case study. When defining criteria, special attention
was dedicated to the issues of organization and teaching. So, in this case, the attention was not directed
on the technical and informational performance of an e-learning course, but towards the quality of the
offered content and how the teaching process was implemented.

Based on the data obtained from the respondents, the PIPRECIA method was applied, and the
weights of the criteria for each of the twenty-four respondents were obtained, as is shown in Table 1.
The obtained results show that the weights of the criteria are approximate, which impose the fact that
the given features are nearly equally important to all respondents. This is entirely understandable
because the e-learning course should satisfy all the requirements and, in that way, offer the quality of
“service” to the users.

The reason for applying the PIPRECIA method for the determination of the weights lies in its
simplicity and suitability for use in cases where a large number of decision-makers are involved in the
evaluation process. The advantage of the PIPRECIA method over the well-known and widely used
AHP method is reflected in a more straightforward computational procedure that does not diminish
the reliability and relevance of the results obtained. Also, when interviewing respondents who are not
familiar with the MCDM methods, the process of evaluating weights by using the PIPRECIA method
is far more understandable to respondents, than is the case with the AHP method. If the PIPRECIA
method is compared with the SWARA method (on which the PIPRECIA method was developed), it can
be concluded that the PIPRECIA method has certain advantages over it. Namely, the SWARA method
requires that the evaluation criteria should be sorted according to their intended significance, which
complicates its application in group decision cases. Many complex decision-making problems require
the participation of a group of respondents. In such cases, the individual attitudes of the respondents
have to be transformed into group attitudes, with an as small as possible loss of information. In order
to take into account the uncertainty and imprecision of the data on which decision-making is very often
based, the application of the interval-valued triangular fuzzy ARAS method is proposed. The approach
in which individual ratings are transformed into interval-valued triangular fuzzy numbers can be very
useful in this regard. The interval-valued triangular fuzzy ARAS method may use such information to
rank alternatives and/or analyze different scenarios. Thus, by applying this method, decision-makers
have been given the opportunity to express their optimistic, pessimistic, and realistic attitudes.

In this paper, the numerical case study of the e-learning course selection was examined. The reason
for that relies on the increasing importance of this kind of learning. In order to create the high quality
e-learning course, it is necessary to determine the pros and cons of the considered course and its
position relative to the competition. In that way, the creators will know what aspects of the course
should be improved and what are of satisfactory quality. The application of the proposed integrated
approach has proven to be quite justified and appropriate in this case. The reason is that if the
e-learning courses were evaluated based solely on the use of crisp numbers, the obtained results would
not include uncertainty. This would result in a decision that would not be completely realistic and,
ultimately, unreliable. The obtained results confirmed this point of view. To get the most reliable
results and to make the best possible decisions, it is necessary to respect the risk and uncertainty to the
maximum extent possible. So, based on the conducted numerical case study, the e-learning course
designated as A2 is the best in terms of evaluated criteria.

As the examination of the literature has shown, the authors used different approaches for e-course
evaluations. Chao and Chen [56] examined which factors are crucial for the quality of the e-learning
courses. They applied the consistent fuzzy preference relations (CFPR) with AHP methodology. They
evaluated four groups of factors that are elaborated in a particular number of criteria. The final results
showed that the most influential criteria are: the e-learning material, friendly user interface, using the
web discussion zone, and distant learning without time and space. The main point of this paper is the
quality of the content of the e-learning courses. The assessment of the evaluation criteria showed that
e-learning material has the greatest influence together with the group work and interactivity, which is
in line with the results obtained from the mentioned authors.
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Garg and Jain [57] applied the combination of the methods for defining the best e-learning website.
They divide the evaluation criteria into two groups called quality factors and e-learning specific factors.
The second group of factors is pointed to the quality of e-learning content and their results showed
that the most important criterion is the ease of learning community, which could be considered as a
counterpart to the group work and interactivity presented here.

Besides the mentioned works, others present the utilization of different MCDM techniques for
e-learning course evaluation and selection. For the resolving of the problem of evaluation of e-course
quality, the authors have proposed the application of the proximity indexed value (PIV) model [58],
fuzzy ANP [59], DANP and VIKOR [60], and so on. The conducted numerical case study presented in
this paper, as well as the comparison with the results of the given authors, confirmed that the proposed
approach is also very beneficial for e-learning course evaluation and selection because the obtained
results clearly outlined the crucial characteristics and the position of the specific e-learning course
comparing to the others.

Therefore, the proposed integrated PIPRECIA-IVTFN-ARAS model has proven to be useful and
feasible, especially in circumstances where it is essential to make the most relevant and realistic decision
possible. The proposed integrated model can be extended to other areas of the business as well.

As a direction for future research, a significantly larger sample could be used in order to obtain
results from a macro point of view. Besides that, the learning outcomes of the learners that would
study the ranked courses can be further investigated as well.
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17. Subotić, M.; Stević, B.; Ristić, B.; Simić, S. The selection of a location for potential roundabout construction–a
case study of Doboj. Oper. Res. Eng. Sci. Theory Appl. 2020, 3, 41–56. [CrossRef]

18. MacCrimmon, K.R. Decision Marking Among Multiple-Attribute Alternatives: A Survey and Consolidated Approach.
RAND Memorandum, RM-4823-ARPA; Rand Corporation: Santa Monica, CA, USA, 1968.

19. Saaty, T.L. The Analytic Hierarchy Process for Decision in a Complex World; RWS Publications: Pittsburgh, PA,
USA, 1980.

20. Hwang, C.L.; Yoon, K. Multiple Attribute Decision Making: Methods and Applications; Springer:
Berlin/Heidelberg, Germany, 1981.

21. Brans, J.P.; Vincke, P. A preference ranking organization method: The PROMETHEE method for MCDM.
Manag. Sci. 1985, 31, 647–656. [CrossRef]

22. Roy, B. The outranking approach and the foundations of electre methods. Theory Decis. 1991, 31, 49–73.
[CrossRef]

23. Opricovic, S. Multicriteria Optimization of Civil Engineering Systems; Faculty of Civil Engineering: Belgrade,
Serbia, 1998. (In Serbian)

24. Zadeh, L. Fuzzy sets. Inf. Control. 1965, 8, 338–353. [CrossRef]
25. Bellman, R.E.; Zadeh, L.A. Decision-Making in a Fuzzy Environment. Manag. Sci. 1970, 17, 141–164.

[CrossRef]
26. Atanassov, K.T. Intuitionistic fuzzy sets. Fuzzy Sets Syst. 1986, 20, 87–96. [CrossRef]
27. Wang, G.; Li, X. Correlation and information energy of interval-valued fuzzy numbers. Fuzzy Sets Syst. 1999,

103, 169–175. [CrossRef]
28. Lee, K.M. Bipolar-valued fuzzy sets and their basic operations. In Proceedings of the International Conference

on Intelligent Technologies, Bangkok, Thailand, 12–14 December 2000; pp. 307–317.
29. Vahdani, B.; Hadipour, H. Extension of the ELECTRE method based on interval-valued fuzzy sets. Soft Comput.

2010, 15, 569–579. [CrossRef]
30. Samantra, C.; Sahu, N.K.; Datta, S.; Mahapatra, S.S. Decision-making in selecting reverse logistics alternative

using interval-valued fuzzy sets combined with VIKOR approach. Int. J. Serv. Oper. Manag. 2013, 14, 175.
[CrossRef]

31. Vahdani, B.; Hadipour, H.; Sadaghiani, J.S.; Amiri, M. Extension of VIKOR method based on interval-valued
fuzzy sets. Int. J. Adv. Manuf. Technol. 2009, 47, 1231–1239. [CrossRef]

32. Baležentis, T.; Zeng, S. Group multi-criteria decision making based upon interval-valued fuzzy numbers:
An extension of the MULTIMOORA method. Expert Syst. Appl. 2013, 40, 543–550. [CrossRef]

33. Vahdani, B.; Tavakkoli-Moghaddam, R.; Mousavi, S.M.; Ghodratnama, A. Soft computing based on new
interval-valued fuzzy modified multi-criteria decision-making method. Appl. Soft Comput. 2013, 13, 165–172.
[CrossRef]

34. Ye, F. An extended TOPSIS method with interval-valued intuitionistic fuzzy numbers for virtual enterprise
partner selection. Expert Syst. Appl. 2010, 37, 7050–7055. [CrossRef]

35. Park, J.H.; Park, I.Y.; Kwun, Y.C.; Tan, X. Extension of the TOPSIS method for decision making problems
under interval-valued intuitionistic fuzzy environment. Appl. Math. Model. 2011, 35, 2544–2556. [CrossRef]

36. Zavadskas, E.K.; Turskis, Z. A new additive ratio assessment (ARAS) method in multicriteria decision-making.
Technol. Econ. Dev. Econ. 2010, 16, 159–172. [CrossRef]

329



Symmetry 2020, 12, 928

37. Zavadskas, E.; Turskis, Z.; Vilutiene, T. Multiple criteria analysis of foundation instalment alternatives by
applying Additive Ratio Assessment (ARAS) method. Arch. Civ. Mech. Eng. 2010, 10, 123–141. [CrossRef]
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Abstract: The hospital location selection problem is one of the most important decisions in the
healthcare sector in big cities due to population growth and the possibility of a high number of daily
referred patients. A poor location selection process can lead to many issues for the health workforce
and patients, and it can result in many unnecessary costs for the healthcare systems. The COVID-19
outbreak had a noticeable effect on people’s lives and the service quality of hospitals during recent
months. The hospital location selection problem for infected patients with COVID-19 turned out to be
one of the most significant and complicated decisions with many uncertain involved parameters for
healthcare sectors in countries with high cases. In this study, a gray-based decision support framework
using criteria importance through inter-criteria correlation (CRITIC) and combined compromise
solution (CoCoSo) methods is proposed for location selection of a temporary hospital for COVID-19
patients. A case study is performed for Istanbul using the proposed decision-making framework.

Keywords: COVID-19; criteria importance through inter-criteria correlation (CRITIC); combined
compromise solution (CoCoSo); gray values; temporary hospital; location selection

1. Introduction

Human beings have always been faced with a diversity of disasters for thousands of years.
Some examples of natural disasters include earthquakes, floods, volcanic eruptions, tornados,
and the outbreak of diseases [1]. There are different definitions of outbreak disease, and the highest
level is a pandemic which involves the worldwide spread of a new disease. Recently, the world faced
a big threat highlighting a direct relationship with the mortality rate of human beings. The coronavirus
disease (COVID-19) is caused by the SARS-CoV-2 virus [2]. Throughout history, humans experienced
different pandemics such as Spanish flu, HIV, SARS, and now COVID-19. With the growth of medical
science, technology, and science, the number of deaths was decreased considerably in comparison with
the Spanish flu disaster. This could be a consequence of proper decision-making and rapid reaction.
The coronavirus originated from Wuhan, Hubei province, China [3] and was reported to the World
Health Organization at the last day of 2019 [4]. The spread of COVID-19 was incredibly fast, such that
the outbreak was declared a pandemic late January 2020. Almost all countries are affected by the virus
with effects on every aspect of people’s lifestyle, in terms of social, economic, and other factors.

Due to fast spread of COVID-19, countries faced many limitations in their resources and capacities
in order to treat the infected patients. Hospitals became one of the most dangerous locations for
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patients that are diagnosed with other diseases, since infected patients with COVID-19 increase the
risk of virus outbreak even inside the hospitals. The information on high-ranked countries in terms
of dead bodies shows that healthcare facilities play the most important role in saving peoples’ life.
For example, Germany managed the circumstance better than other countries with almost the same
number of infected people with the help of a high number of hospitals and hospitality facilities in
comparison with Spain or Italy. With a high level of quantitative human resources and facilities, taking
care of the patient’s situation will be better and it will increase the probability of saving patients.
Therefore, healthcare policy-makers are proposing some recommendations toward building new
temporary hospitals for COVID-19-infected patients. The establishment of hospitals includes many
costs for governments and other stakeholders; thus, important decisions should be taken before each
step. Although COVID-19 is a very dangerous and fast-spreading virus, decision-makers cannot
only focus on medical capacities when they are planning to establish an exclusive hospital. Ignoring
other involved factors may lead to other costs that may have an effect on patients and their process
of getting cured. Therefore, location selection for a new a hospital is not only affected by only one
factor or only medical-related factors. In other words, multiple location factors are also involved
in the process of selecting a suitable location for hospitals. These factors integrate most technical,
economic, environmental, and social aspects into the decision-making process in order to select the most
appropriate location. COVID-19 increased the importance of the social, economic, and environmental
aspects of the location selection process for a hospital during the current critical time. Therefore,
decision-makers require reliable and robust decision-making tools which enable them to make decisions
during the uncertain period that we are all in.

Multi-criteria decision-making (MCDM) methods are some of the frequently utilized
decision-making tools that are well designed for complicated problems that involve multiple criteria
with a need to prioritize the alternatives. MCDM methods enable decision-makers to evaluate number
of alternatives with various data that are available such as crisp, fuzzy, interval, rough, etc. The criteria
importance through inter-criteria correlation (CRITIC) approach is one of the well-known MCDM
methods, which is designed to determine the importance of criteria for an MCDM problem [5].
Unlike other MCDM methods that are focused on a weight determination process, the CRITIC method
does not require separate pairwise comparisons for the criteria, since it uses the initial decision matrix
that is constructed for the comparison of the alternatives. As one of the recently introduced powerful
MCDM methods, the combined compromise solution (CoCoSo) method [6] is an MCDM method that
enables decision-makers to prioritize the alternatives under multiple criteria. In this paper, we present
a decision support framework to address the temporary hospital location selection problem under
a gray uncertainty environment. A case study is performed for Istanbul which is one of the top cities
in terms of the number of infected COVID-19 cases.

The remainder of the paper is organized as follows: in Section 2, a literature review of the
applications of MCDM methods for the location selection problem is presented. In Section 3, the steps
of the integrated decision-making framework are given. In Section 4, we perform a real-life case study
in order to show the feasibility and applicability of the proposed methodology for the temporary
hospital location selection problem in Istanbul, Turkey. Finally, we present conclusions in Section 5.

2. Literature Review

Location selection is always an important issue in decision-making science. Business owners,
managers, and decision-makers are always faced with this issue in different circumstances, with an effect
on tangible profits or losses. As choosing an appropriate location is a part of decision-making science,
multi-criteria decision-making (MCDM) was discussed in many previous studies. These studies can be
classified using different themes as follows: construction, energy, and production, with some subsets.
As there are many articles which discussed site selection with MCDM methodologies, this study
presents the most significant studies in each theme.
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Firstly, we present the prior studies that used MCDM techniques in order to select the best
choice in a construction theme. Hashemkhani Zolfani et al. [7] implemented a hybrid multi-attribute
decision-making (MADM) methodology called SWARA–WASPAS, in order to find a suitable location
for a shopping mall with foresight perspective. This hybrid model was presented for the first time
in this article. The SWARA technique was used to prioritize criteria and the weighted aggregated
sum product assessment (WASPAS) method was applied to assess the alternatives. Moreover, Ijadi
Maghsoodi et al. [8] propounded BWM–CODAS for site selection in terms of a mega-structure project
involving a shopping mall in Iran.

Finding the best place for constructing a forest road was considered in [9]. The article presented
the site selection of a forest road among three places in an expanded forested region in Iran.
AHP was implemented to calculate the importance of criteria; then, COPRAS-G methodology
was applied to evaluate places in order to find the best location. Rezaeiniya et al. and Haghnazar
Kouchaksaraei et al. [10,11] presented hybrid models to find the best location for a greenhouse.
Rezaeiniya et al. [10] studied the importance of finding an appropriate site for a greenhouse by
using the ANP method to weight the criteria and applying COPRAS-G to rate the selected places.
In addition, presented the SWARA–COPRAS hybrid model to find a suitable location for a glasshouse.
With this description, choosing an optimum place for a glasshouse is a significant decision because
it needs an incredibly large area and must have financial feasibility. SWARA was applied to weight
and COPRAS was applied to rate the important places. Two new methodologies were applied to
find a proper location for waste disposal systems in previous studies [12,13]. Kahraman et al. [12]
proposed an intuitionistic fuzzy EDAS method to evaluate solid waste disposal site alternatives.
Moreover, Krylovas et al. [13] applied the KEMIRA-M method find the best place for constructing
a non-hazardous waste incineration plant in Lithuania. The KEMIRA-M methodology is based on
searching solutions of an optimization problem.

The site selection of professional workplaces was also discussed in prior studies [14,15].
While considering environmental risk, Suder & Kahraman [15] proposed the fuzzy TOPSIS method to
find the most suitable location for a faculty university in Turkey. Rock or soil structure, remoteness to
health facilities, transportation availability, and transportation costs were prioritized as having high
to low importance, respectively. Computer workstation selection was achieved with hesitant fuzzy
linguistic term sets (HFLTS) by using AHP and TOPSIS in [14], where a new fuzzy quality function
was deployed in order to solve a real industrial application.

This study focuses on Istanbul in Turkey as a case study in order to determine the optimum
location for a temporary hospital for infected people. Some previous studies discussed the same topic
such as [16], who proposed a mixed integer linear programming method to select the location of
temporary shelter sites in terms of unpredictable earthquakes in Istanbul, Turkey. A cause-and-effect
model for the location of temporary shelters in disaster operations management was proposed by [17].
Furthermore, an MCDM method called DEMATEL was presented in a fuzzy environment with 14
different criteria. Iqbal et al. [18] studied the effectiveness of natural disaster management using
stochastic model and Mont Carlo simulation. Then, in order to check the sampled numbers from
a random space, they proposed a statistical model to check for relief supply location and distribution
related to the healthcare system in natural disaster management.

Another subject that was discussed in the MCDM framework was finding the best residential
place, which was proposed [19,20]. Neighborhood selection was presented for a newcomer in Chile by
(Hashemkhani Zolfani et al. 2020). BWM and revised MAIRCA were applied to investigate which
neighborhoods were appropriate, and the approach was compared with three other MADM methods:
MABAC, VIKOR, and CODAS. Karasan et al. [20] proposed the hesitant fuzzy CODAS method to find
the optimum location for a construction site and implemented a sensitivity analysis to stabilize the
ranking result. Hotel site selection was proposed by [21], where BWM–WASPAS methodologies were
presented with a sustainable perspective.
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The last part of the construction theme is related to healthcare system site selection. Lin & Tsai [22]
developed an integrated model consisting of ANP and TOPSIS to determine the best ranking for hospital
selection. A case study was performed in China for foreign investment. Furthermore, Senvar et al. [23]
considered hesitant fuzzy sets and TOPSIS to locate the best site for constructing a hospital in Istanbul.
Establishing a well-organized and distributed network of a hospital in order to deliver healthcare
services to patients was considered and discussed in the study. In addition, Kutlu Gündoǧdu et al. [24]
presented a new hesitant fuzzy EDAS with TOPSIS method to find the best place for an organ
transplantation hospital. This novel model is an extension of classical EDAS which considers the
hesitancies of decision-makers. The last study in the construction theme and healthcare subset applied
the flexible and interactive tradeoff (FITradeoff) method in order to evaluate healthcare facility
stakeholders in order to select an optimum site for a hospital in Milan, Italy.

Secondly, we introduce publications which discussed site selection using MCDM methodologies
in the energy theme. Currently, renewable energies have a high priority in the energy industry;
thus, site selection of new energy resources were investigated by different researchers from different
countries all around the world. The number of energy site selection publications is too extensive to
cover in this literature review; thus, we refer only to some of them. Vafaeipour et al. [25] prioritized
regions for solar power plants in Iran by applying a hybrid model SWARA–WASPAS. Many criteria
such as environmental, economic, technical, social, and risk factors were considered in 25 cities by
using a GIS map of the country. Moreover, Marques-Perez et al. [26] studied photovoltaic power
plant site selection by applying PROMETHEE and AHP methods with a GIS-based approach in Spain.
Furthermore, Ekmekçioglu et al. [27] proposed a SWOT analysis model and then developed this model
by applying fuzzy TOPSIS and fuzzy AHP methods to find an optimum location for nuclear power
plants in Istanbul. Another renewable energy which is a hot issue in energy science is wind energy.
Moradi et al. [28] implemented the AHP methodology to determine an appropriate location for a wind
farm. Structural, topological, and ecological criteria were discussed based upon an ArcGIS map.

Finally, the last theme in our classification, i.e., production, introduces previous studies
that discussed site selection by applying MCDM methods in the manufacturing industry.
Athawale et al. [29] proposed the PROMETHEE II method to achieve facility location selection in the
manufacturing industry. This application is faced with complex problems, and the best decision
can result in better economic benefits by increasing productivity and qualified network distribution.
Logistic center site selection was brought up as a complex decision problem in [30], which was
solved with a multi hybrid model. As a first step, communities were compared using DEA to find
beneficial alternatives. In the next step, a model was constructed to assess the performance of efficient
communities with the R-FUCOM method and they were prioritized with R-COCOSO. The discussed
literature is presented in Table 1, containing study subjects and methodologies.

Table 1. Application of multi-criteria decision-making (MCDM) in location selection.

Study Subject Methodologies References
Hospital site selection ANP, TOPSIS [22]
Forest road location AHP, COPRAS-G [9]

Nuclear power plant selection Fuzzy AHP, Fuzzy TOPSIS [27]
Greenhouse location ANP, COPRAS-G [10]

Shopping mall location SWARA, WASPAS [7]
Assessment of region priority for implementation of solar projects in Iran SWARA, WASPAS [25]

Glasshouse location SWARA, COPRAS [11]
Computer workstation selection Hesitant fuzzy sets, TOPSIS, AHP [14]

Hospital site selection Hesitant fuzzy TOPSIS [23]
Solid waste disposal site selection Fuzzy EDAS [12]

Hospital selection in terms of organ transplantation Fuzzy EDAS, Hesitant fuzzy
TOPSIS [24]

Hotel location BWM, WASPAS [21]
Residential construction site selection Hesitant fuzzy CODAS [20]

Waste disposal location selection VIKOR, ELECTREE III [31]
Offshore wind–PV–seawater pumped storage power plant Fuzzy TODIM [32]

Neighborhood selection BWM, Revised-MAIRCA [19]
Location selection of logistic centers DEA, R-FUCOM, R-CoCoSo [30]

Wind farm site selection AHP [28]
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After reviewing different studies on site selection with MCDM techniques, it was concluded that
the MCDM framework can enable better decision-making, especially in disaster situations. However,
there were not many studies which worked on hospital locations in a pandemic or disaster circumstance
with multi-criteria decision-making. This issue motivated us to implement hybrid MADAM techniques
to find an optimum location in Turkey during the coronavirus pandemic in 2020. This fact shows the
novelty of this study which can be used as a guide for future studies.

3. Methodology

The procedure of the proposed integrated decision support framework is presented in this section.
Gray-based CRITIC and CoCoSo methods are applied to determine the importance of criteria and to
prioritize the location alternatives, respectively.

3.1. Criteria Importance through Inter-Criteria Correlation (CRITIC)

In MCDM problems, the identification of criteria and the determination of their weights are
very important processes, since weights of criteria can significantly affect the final output of the
decision-making framework. The CRITIC method [5] is one of the frequently used MCDM methods to
obtain the importance of criteria. In this method, the objective importance of the criteria is obtained by
applying the contrast intensity of each criterion, which is considered as the standard deviation, while
conflicts between criteria are considered as the correlation coefficient between criteria. Steps of the
CRITIC method for an MCDM problem with m alternatives and n criteria are presented below.

Step 1. The decision-maker constructs the initial decision matrix.

xi j =




x11 · · · x1n
...

. . .
...

xm1 · · · xmn



(i = 1, 2 . . . , m and j = 1, 2, . . . , n). (1)

The elements (xi j) of the decision matrix (X) represent the performance value of the i-th alternative
on the j-th criterion.

Step 2. Equations (2) and (3) normalize the initial decision matrix considering the benefit and
cost criteria.

ri j =
xi j −min

i
xi j

max
i

xi j −min
i

xi j
for benefit criterion. (2)

ri j =
max

i
xi j − xi j

max
i

xi j −min
i

xi j
for cost criterion. (3)

Step 3. A symmetric linear correlation matrix (mij) is calculated by the decision-maker.
Step 4. In order to obtain the objective importance of a criterion, the standard deviation and the

correlation of each criterion with other criteria are calculated. With this information, the importance of
each criterion can be determined via Equation (4).

W j =
C j∑n

j=1 C j
, (4)

where Cj is the amount of information contained in the criterion j and is calculated using Equation (5).

C j = σ
n∑

j=1

1−mi j. (5)
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In Equation (5), σ is the standard deviation of the j-th criterion. In fact, the CRITIC method
assigns higher weights to criteria with higher values of σ and lower correlation with the other criteria.
A higher value of Cj denotes a higher amount of information included in a specific criterion; therefore,
it is assigned a higher weight value.

3.2. Gray Numbers

In this section, we provide the fundamental principles and functions of gray numbers and their
integration with the recently developed CoCoSo method [6].

The exact value of a gray number is uncertain; however, we know that it is within a range
or a closed interval. Gray numbers can be continuous gray numbers within an interval. On the
other hand, values from a finite number or a set of numbers are labeled as discrete gray numbers.
A combined approach for both continuous and discrete gray numbers provided a new definition for
gray numbers [33,34].

Definition 1. Suppose that S is a gray value. If ∀̃s ∈ S and s̃ = [a, b], then s̃ is known as an interval gray
number, where a and b are the upper and lower bounds of s̃ and a, b ∈ R.

Definition 2. Assume that s̃1 = [a, b] and s̃2 = [c, d] are two interval gray numbers, and λ > 0, λ ∈ R.
The arithmetic operations are defined as follows [34,35]:

1.̃s1 + s̃2 = [a + c, b + d]; (6)

2.− s1 = [−b,−a]; (7)

3. s̃1 − s̃2 = [a− d, b− c]; (8)

4. λ̃s1 = [λa,λb]. (9)

Definition 3. For a gray number S, if S =
n⋃

i=1
[ai, bi], then S is called an extended gray number (EGN).

We consider S as a union of a set of closed or open intervals, while n is an integer and 0 < n < ∞, ai, bi ∈ R,
and bi−1 < ai ≤ bi < ai+1 [33].

Theorem 1. If S is an EGN, then the following properties hold:

(1) S = [a1, bn] iss a continues EGN if and only if ai ≤ bi−1 (∀i > 1) or n = 1.
(2) S = {a1, a2, . . . , an} is a discrete EGN if and only if ai = bi.
(3) S is a mixed EGN if only some of its intervals integrate to crisp numbers and the others remain intervals.

Definition 4. For two EGNs S 1 =
n⋃

i=1
[ai, bi] and S2 =

m⋃
j=1

[
c j, d j

]
, let ai ≤ bi(i = 1, 2, . . . , n),

ci ≤ di( j = 1, 2, . . . , m), λ ≥ 0, and λ ∈ R. Then, the arithmetic operations can be defined as follows [34]:

1.S1 + S2 =
n⋃

i=1

m⋃

j=1

[
ai + c j, bi + d j

]
, (10)

2.− S =
n⋃

i=1

[−bi,−ai,], (11)

3.S1 − S2 =
n⋃

i=1

m⋃

j=1

[
ai − d j, bi − c j

]
, (12)
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4.
S1

S1
=

n⋃

i=1

m⋃

j=1

[min
{

ai
c j

,
ai
d j

,
bi
c j

,
bi
d j

}
, max

{
ai
c j

,
ai
d j

,
bi
c j

,
bi
d j

}
], (13)

where c j , 0, d j , 0, and (j=1,2, . . . ,m).

5.S1 ∗ S2 =
n⋃

i=1

m⋃

j=1

[
min

{
aic j, aid j, bic j, bid j

}
, max

{
aic j, aid j, bic j, bid j

}]
, (14)

6.λS1 =
n⋃

i=1

[λai,λbi], (15)

7.S1
λ =

n⋃

i=1

[
min (ai

λ, bi
λ
)
, max (ai

λ, bi
λ)]. (16)

Definition 5. The length of a gray value S = [a, b] is measured as

L(S) = [b− a]/b. (17)

3.3. Gray-Based Combined Compromise Solution (CoCoSo)

For the first time in the literature related to MCDM methods, [6] proposed the CoCoSo method as
an alternative ranking tool for multi-criteria problems. Since its introduction, the CoCoSo method
was used for multiple problems in its initial form or in an extended form. In this paper, we use the
gray-based CoCoSo method. The steps of the gray-based CoCoSo are described below.

Step 1. The decision-maker identifies decision factors and alternatives.
Step 2. In this step, the decision-maker constructs the initial gray-based decision matrix.

X =




⋃
[a11, b11]

⋃
[a12, b12] · · ·

⋃
[a1m, b1m]⋃

[a21, b21]
⋃

[a22, b22] · · · ⋃
[a2m, b2m]

...
... · · · ...⋃

[an1, bn1]
⋃

[an2, bn2] · · · ⋃
[anm, bnm]



, (18)

where ai j represents the lower bound, while bi j represents the upper bound, for i = 1, 2, . . . , m,
j = 1, 2, . . . , n.

Step 3. The constructed initial decision matrix is normalized using Equations (18) and (19)
considering benefit and cost criteria.

r =
⋃[

ci j, di j
]
=

⋃ [
ai j, bi j

]
−min

i

⋃ [
ai j, bi j

]

max
i

⋃ [
ai j, bi j

]
−min

i

⋃ [
ai j, bi j

] ; for the benefit criterion. (19)

r =
⋃[

ci j, di j
]
=

max
i

⋃ [
ai j, bi j

]
−⋃ [

ai j, bi j
]

max
i

⋃ [
ai j, bi j

]
−min

i

⋃ [
ai j, bi j

] ; for the cost criterion. (20)

Step 4. The weighted normalized matrix and the sum of power weights of comparability sequences
for each alternative are calculated using Equations (20) and (21).

Si =
n∑

j=1

(w j

⋃[
ci j, di j

]
). (21)
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Pi =
n∑

j=1

(
⋃[

ci j, di j
]w j

). (22)

Step 5. The relative weights of alternatives using three aggregation strategies are calculated in
various ways. We use three appraisal score strategies to calculate the relative weights of other options
using Equations (22)–(24).

Hia =
[
h1i j, h2i j

]
=

Pi + Si∑m
i=1(Pi + Si)

. (23)

Lia =
[
l1i j, l2i j

]
=

Si
min

i
Si

+
Pi

min
i

Pi
. (24)

Mia =
[
m1i j, m2i j

]
=

λSi + (1− λ)(Pi)

λmax
i

Si + (1− λ)
(
max

i
Pi

) , for 0 ≤ λ ≤ 1. (25)

The final preference order of the alternatives according to the CoCoSo-G method is calculated
using Equation (25).

Ki = (Hia ∗ Lia ∗Mia)
1
3 +

1
3
(Hia + Lia + Mia), (26)

whereλ (normallyλ = 0.5) is chosen by the decision-makers. Different values ofλ can have a significant
effect on the flexibility and stability of the proposed CoCoSo.

Step 6. To rank the alternatives, we obtain the length of the gray values shown by the above
equation (based on Definition 5).

4. Case Study

In big cities with high population, healthcare centers are very important facilities which are
designed to deal with health issues. Location selection for healthcare centers, specifically hospitals,
is a very important and very complicated decision for authorities and decision-makers, since multiple
decision factors are involved in the decision-making process for this problem. The significance of
location selection process for a hospital is implied by many direct or indirect relationships with
economic, environmental, and social factors. Moreover, the location selection problem for a hospital
is more important in critical time periods such as a disease outbreak. Starting in December 2019,
COVID-19 became one of the biggest disease outbreaks of the last century. Soon after its emergence
in China, COVID-19 became the most important issue to deal with for most countries in the world.
In most countries, daily reports showed a sharp increasing trend in the number of infected patients.
The high number of infected patients brought forward many problems in terms of the capacity
of hospitals, such as hardware resources or specialized human resources to treat these patients.
On the other hand, the presence of COVID-19-infected patients in hospitals increases the risk of
its outbreak inside those hospitals, which would have a great effect on patients in other wards.
In this matter, governments decided to construct well-resourced temporary hospitals to exclusively treat
COVID-19-infected patients. As the first country affected, China constructed a hospital, with 100 beds,
for patients that were suspected to be infected by COVID-19. After construction of this special hospital
by China, the necessity of constructing such hospitals was understood by other governments.

Istanbul is an international city with a population of more than 15 million people living on
both Asian and European sides of the city. Istanbul is one of the biggest transportation and business
hubs in the world, where more than hundreds of flights move people worldwide through Istanbul
each day. The medical system in Turkey is divided into public and private sectors. Due to the
population increase in Istanbul, many public and private hospitals were constructed in recent decades.
Turkey remained one of the safest countries during the first days of the COVID-19 outbreak. However,
a few months later, the COVID-19 outbreak happened very quickly with an increasing trend in most
cities in Turkey, especially Istanbul, which has the highest number of infected patients. Istanbul can
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play a key role in treating and preventing infections in a pandemic circumstance. The first case in
Turkey was officially confirmed on 11 March 2020, and, as of 29 April, based upon a Johns Hopkins
university report [36], 4,673,809 people were infected and 312,646 people died due to this disease
around the world. Furthermore, according to the health ministry of Turkey [37], the total number of
tests administered was 991,613, of which 117,589 returned positive, with 3081 passing away, whereas
the total number of intensive care patients is 1574 and 44,040 patients are recovered. In order to treat
COVID-19-infected patients, as well as prevent its outbreak in other hospitals, there is a necessity to
construct a temporary hospital which serves only clients that are suspected to be infected by COVID-19.
With respect to the geographical features of Istanbul, selecting a suitable location for the establishment
of a new hospital is a very complicated process.

To show the feasibility and applicability of the proposed decision-making framework, we applied
the decision support framework to Istanbul in order to select a suitable location for a temporary hospital
for COVID-19 patients. Istanbul is a very big city which is divided into Asian and European sides,
where the population ratio is not the same on both sides. There are 25 districts on the European side
and 14 districts on the Asian side, giving a total of 39 districts. The population of the European side is
almost two times that of the Asian side, which is approximately 5.5 million. With this information in
mind, five districts were selected as potential location alternatives for the hospital location selection
problem. Due to the spread of the population and geographical features in Istanbul, three of these
districts were located on the European side and the two other districts were located on the Asian side.
As shown in Figure 1, the five districts of Beykoz (A1), Bakırköy (A2), Büyükçekmece (A3), Eyüp (A4),
and Pendik (A5) were selected as potential locations for this case study.
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Based on the characteristics of stakeholders, several criteria were identified and defined using the
location selection studies in the literature. The identified criteria were categorized into three main
groups of technological, economic, and social criteria. Firstly, we defined the technological criteria
involved in the decision-making process. Traffic congestion (C1) was defined as a qualitative criterion
to measure the level of traffic congestion in each district. Ease of transportation is very important
when promptly delivering patients to a hospital. Accessibility via roads (C2) denotes how many
different roadways are available in the district in order to deliver patients. Accessibility via airports
(C3) measures the distance of the hospital to its closest international or local airport, which can be
used to deliver patients in a critical situation. Health centers in the district (C4) measure how many
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hospitals are in the district that the hospital would be built in. The distance from populated residential
areas (C5) measures how far the hospital is from areas with a high population density. Land price,
transportation cost, and future expansion potential are considered as economic criteria. Land price
(C6) measures the range of land cost for an infrastructure like a hospital. Transportation cost (C7)
measures transportation cost in terms of transportation means available to deliver patients in different
districts. Future expansion potential (8) denotes the possibility of expanding the temporary hospital
to a permanent one with respect to financial indexes. We considered two criteria for environmental
and social aspects. The distance from industrial areas (C9) measures how far the hospital is from
industrial areas with respect to the fact that the emissions of factories in an industrial area can have
a negative effect on the air quality level. Local regulation (10) represents a series of official and unofficial
regulations related to each district with respect to its demography characteristics.

Table 2 shows a comparison among alternatives with respect to the defined criteria for Istanbul.
In the first step, an initial decision matrix was constructed using gray values (Table 3). For each criterion,
a gray value was indicated for each alternative with respect to expert experience, knowledge, etc.
In Table 4, the initial decision matrix values were normalized using Equations (2) and (3) based on the
benefit and cost criteria in step 2 of the CRITIC method. In the next step, the matrix of correlation
was generated, as presented in Table 5, where the correlations of each pair of criteria are shown.
Finally, we calculated the weights of criteria using Equations (4) and (5), as shown in the last row of
Table 6. The distance from industrial areas (C9), future expansion potential (8), and land price (C6)
were determined as the most important criteria.

After determining the weights of the criteria, we normalized the initial gray-based decision matrix
using Equations (18) and (19), as presented in Table 7. In the next step of the gray-based CoCoSo
method, we constructed the weighted decision matrix by multiplying the normalized decision matrix
and weight vector using Equation (20), as presented in Table 7. Gray Si values were calculated for each
alternative in Table 8. In Table 9, we calculated the power-weighted normalized decision matrix using
Equation (21). Gray Pi values were calculated for each alternative in Table 9. In order to prioritize the
alternatives, three appraisal score strategies were used with respect to Equations (22)–(24). As shown
in Table 10, we calculated the gray-based relative weights of alternatives, and the results were finally
combined using Equation (25) as Ki values. Using Ki values, the ranking of alternatives was determined
using gray lengths. As represented in Table 10, the Beykoz (A1) and Bakırköy (A2) districts were
ranked as the first and second priorities to build a temporary hospital. Pendik (A5) and Eyüp (A4)
were ranked as the third and fourth preferred locations. Büyükçekmece (A3) was the least preferred
location to build a temporary hospital.

Table 2. Profile of experts.

# of Expert Gender Degree Field
1 Male PhD Business Management
2 Male PhD Industrial Engineering
3 Male PhD Civil Engineering
4 Male PhD Construction Technology and Management
5 Male PhD Transport Engineering
6 Female MD Medical doctor
7 Male M.Sc. Urban Planning
8 Male M.Sc. Industrial Engineering
9 Male M.Sc. Data Science

10 Female M.Sc. Architecture
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5. Managerial Insights and Conclusions

The hospital location selection problem is an important issue for big cities with respect to the
fact that the location selection problem is influenced by various decision factors and dimensions in
the context of technical, environmental, economic, and social aspects. Therefore, a logical analysis of
location alternatives considering all criteria will enable policy-makers to better address the location
selection problem. The importance of the hospital location selection problem relies on the fact that
any consequences from the medical services directly affect the mortality rate in societies. On the
other hand, the COVID-19 outbreak, as one of the biggest threats of the last century, spread to most
countries in the world. The high number of infected patients and the limited medical resources to treat
the patients resulted in healthcare sectors facing many issues. Thus, policy-makers in the healthcare
sector suggested establishing temporary hospitals for only patients diagnosed with COVID-19. In this
situation, the location selection problem becomes more important than ever due to the critical situation
that the health sectors are in.

To show the efficiency of the proposed decision support framework, we performed a case study
using Istanbul, which is one of the world’s biggest cities with more than 15 million people. Results
indicated that the Beykoz and Bakırköy districts are the most suitable locations for the establishment
of a temporary hospital for COVID-19 patients. The populations of Beykoz and Bakırköy districts are
very close together. However, the population density in Bakırköy is 7734 per km2, whereas the same
parameter for Beykoz is only 800 per km2. The distance from industrial and production areas is greater
for Beykoz than Bakırköy. In addition, the traffic congestion in Beykoz is way lower than in Bakırköy.
On the other hand, Bakırköy is one of the closest districts to local and international airports, which can
be used to deliver patients that are being transported using air medical services. The establishment
of a temporary hospital in Beykoz would also benefit this district in the future. With a high future
expansion potential, a big hospital in this area would play a great role in its gentrification. In other
words, transportation factors and the applicability of the area will improve, which would certainly
bring more profit and satisfaction for all stakeholders in the healthcare sector.

In this paper, we addressed the location selection problem for a temporary hospital in the era of the
COVID-19 outbreak. A gray-based decision support framework was presented for the decision-making
process, considering the uncertain nature of the information related to location alternatives. The CRITIC
and CoCoSo methods were implemented under gray values to determine the weights of criteria and to
prioritize the location alternatives, respectively. For a case study in Istanbul, we selected five possible
districts for the establishment of a temporary hospital in Istanbul.

Some future research directions can be identified. One may use the proposed decision support
framework for the location selection problem in other industries such as waste management,
hotels, power plants, airports, and so on. In another direction, one may implement the proposed
decision-making approach with other uncertainty models such as fuzzy set theory, rough numbers,
neutrosophic sets, etc.
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