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Preface to ”Machine Learning with Metaheuristic

Algorithms for Sustainable Water Resources

Management”

Management of available water resources needs well planning and prognostication of

hydrological parameters (parameters of hydrological cycle such as rainfall, runoff, solar radiation,

groundwater, evaporation, and evapotranspiration) is necessary to do this. The prediction of

such phenomena is a highly non-linear issue and necessitates the usage of new mathematical

methods, called machine learning (ML). There are plenty of new ML methods and their application to

water resource areas is very common. ML methods have several advantages, and the main ones are

being able to model complex non-linear phenomena using related data without learning any physical

relationship and having a fast processing time to reach a solution. However, they also have some

disadvantages, and the main one is not having physical basis and not being easily applied to other

climatic regions without calibration and training with new data. With the advancement in technology

over recent decades (e.g., satellite data), attaining hydrological data is much easier and this provides

opportunity to use data-driven ML tools to solve related problems. Related literature indicates

that the ML methods are generally tested with point prediction with a high level of uncertainty.

Determination of model uncertainty is an important issue in modelling water resources with ML

methods and uncertainty analysis should be considered for an efficient decision making. The use of a

high number of data (quantity of input variable and data) is very essential in developing ML models,

otherwise correctly tuning hyperparameters will be very hard especially for the advanced algorithms.

This book involves several studies mainly covering the application of new ML methods

or algorithms in modeling hydrological and water resources phenomena, such as streamflow,

stage-discharge relationship, flood routing, and ground water level. Modelling streamflow as a main

component of hydrological cycle is an important issue in water resource management. Forecasting

streamflow is essential for planning and management of water resources, including early flood

warning and flood mitigation, planning and operating reservoirs, hydro-electricity production, water

supply for industry or domestic use, and managing droughts.

The observation of water level (stage) and river discharge is very important in water resource

planning and management. Adequate estimation of the stage-discharge relationship is essential in

designing hydraulic structures such as dams, canals, bridges, and culverts. In some cases (e.g.,

compound or dynamic streams), measuring streamflow may be difficult and not feasible. In such

cases, stage-discharge rating curves (RCs) are used. However, simple regression-based RCs cannot

produce discharge calculations and, therefore, ML methods have been preferred in developing

stage-discharge relationship for a long time.

Flood routing is also essential in water resource management. Floods are catastrophic events

and they may cause a great deal of damage, such as loss of life, damaging infrastructure, and other

economic loses, etc. The Muskingum method (MM) is widely used for flood routing because of its

easy application and accurate calculation. In recent decades, ML algorithms have been successfully

used in improving MM for flood routing.

Modeling groundwater (GW) as one of the main components of the hydrological cycle is very

important in water resource management. GW is very important source for water supply for industry,

domestic use, or irrigation purposes. Accurate prediction of GW level is essential for sustainable

ix



management of water resources. ML methods and metaheuristic algorithms have proven less

costly, time-consuming, and data-intensive compared to mathematical models that use GW dynamics

successfully in modelling GW.

The main aim of this book is to present various implementations of ML methods and

metaheuristic algorithms to improve modelling and prediction hydrological and water resources

phenomena having vital importance in water resource management. I hope that all readers of this

book will benefit from learning about the state-of-the-art ML methods and their applications in

hydrological phenomena, such as stage-discharge relationship, flood routing, and groundwater level.

Ozgur Kisi

Editor
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Abstract: Hydro-meteorological datasets are key components for understanding physical hydrolog-
ical processes, but the scarcity of observational data hinders their potential application in poorly
gauged regions. Satellite-retrieved and atmospheric reanalysis products exhibit considerable advan-
tages in filling the spatial gaps in in-situ gauging networks and are thus forced to drive the physically
lumped hydrological models for long-term streamflow simulation in data-sparse regions. As machine
learning (ML)-based techniques can capture the relationship between different elements, they may
have potential in further exploring meteorological predictors and hydrological responses. To examine
the application prospects of a physically constrained ML algorithm using earth observation data, we
used a short-series hydrological observation of the Hanjiang River basin in China as a case study.
In this study, the prevalent modèle du Génie Rural à 9 paramètres Journalier (GR4J-9) hydrological
model was used to initially simulate streamflow, and then, the simulated series and remote sensing
data were used to train the long short-term memory (LSTM) method. The results demonstrated that
the advanced GR4J9–LSTM model chain effectively improves the performance of the streamflow
simulation by using more remote sensing data related to the hydrological response variables. Ad-
ditionally, we derived a reservoir operation model by feeding the LSTM-based simulation outputs,
which further revealed the potential application of our proposed technique.

Keywords: ungauged basin; machine learning; streamflow simulation; satellite precipitation; atmo-
spheric reanalysis

1. Introduction

The availability of reliable hydro-meteorological material is an initial yet crucial part
of water resource planning and management. Using hydrological simulation (or fore-
casting) as an example can have significant repercussions on socio-economic growth and
development prospects from rainfall-runoff observations [1–5]. However, the scarcity of
hydro-meteorological monitoring and inaccessibility issues pose obstacles to conducting
effective integrated evaluation research, developing modeling frameworks, and recom-
mending policies for resilience, especially for developing countries. Obtaining access to
actual long-series hydro-meteorological processes is worthy of further investigation.

In recent decades, both satellite telemetry and data inversion techniques have been
mined deeply, which compensate for the deficiencies of meteorological stations and provide
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an attractive prospect for ungauged areas [6]. For example, the quantitative precipitation
output produced by remote sensing covers a wide range of observations with high spatio-
temporal resolution. On the premise of controlling these open-source datasets (e.g., pilot
balloon, unmanned aerial vehicle, and satellite), numerous studies have developed data
assimilation techniques to further reconstruct long time-series historical climatic processes.
This achieved huge success in data-scarce areas [7–9]. Guan et al. [9] evaluated six widely
used satellite-derived rainfall products against gauge observations from the Chinese Mete-
orology Administration and investigated their effect on four different hydrological models
over the upper Yellow River Basin in China. Bastola and François [10] constructed two
key chronological records of rainfall and potential evapotranspiration for flow simulation
modeling in the Lake Chad Basin, and then analyzed the error propagated through a dis-
tributed hydrological model. However, traditional hydrological models are more suitable
for simulating natural runoff with a consistent assumption of the underlying surface [11].
They would fail in real-life situations where engineering measurements (e.g., dam con-
struction, agricultural irrigation, and inter-basin water diversion) often alter streamflow
regime, further resulting in serious overestimates or underestimates in the streamflow
variability [12].

As a state-of-the-art model-free approach, machine learning (ML) techniques have
started to play an important role in the hydrological time-series process [13]. Since ML
can fit the complex high-dimensional relationship, it can be developed as a reliable high-
precision model (using satellite and reanalysis data as the input and hydrological stream-
flow as the response variable), even if the black-box feature makes the physical process
ambiguous. Among these ML models, artificial neural networks (ANNs), support vector
machines (SVMs), and classification and regression trees (CARTs) are the most preva-
lent tools. For example, Sadler et al. [14] efficiently ran a sophisticated database by the
ML model to predict flood hazards in Dongjiang River, China. Previous studies have
demonstrated that these models are competent for short-period simulations but fail in
different flow regimes with local optimal solutions and gradient disappearance [15–18].
With feedback from both time-delayed input and output, the emerging recurrent neu-
ral networks (RNNs) can retain both short-and long-term information, and thus, RNNs
are preferred for complicated dynamic timing and sequential issues [19,20]. Although
RNNs still have some limitations (i.e., time-consuming, gradient vanishing, and exploding
trouble), they are preferred for dynamic hydrological processes [21,22]. Cheng et al. [23]
systematically analyzed an ANN and long short-term memory (LSTM, a modified version
of RNN) in long lead-time streamflow forecasting and reported that LSTM could prevail
and assist in strategic decisions for water resource management. Fu et al. [24] explored the
advantages of LSTM in processing steady streamflow data in a dry period and its ability
to capture data features in the rapidly fluctuant streamflow data in a wet period. How-
ever, all these cases considered a small-scale watershed area and had relatively complete
hydro-meteorological data; in other words, inputs and output flow were highly correlated.
Further work is expected to verify the effectiveness of LSTM for a large watershed with
remote sensing data.

To this end, we selected China’s Hanjiang River Basin for the experiment. The ob-
jective of this study was to propose a novel ML-based framework to simulate hydrologic
streamflow using remote sensing and to test its potential application value. The remainder
of the paper is structured as follows: Section 2 introduces the hydrological characteristics
of the study area and the remote sensing data. Section 3 details the hydrological simulation
techniques and water management policy. In Section 4, the results of hydrological vari-
ables as well as operating performance are presented and discussed. Finally, we end with
the conclusion.
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2. Study Area and Data

2.1. Study Area

The Hanjiang River, illustrated in Figure 1, was chosen as the case study. The river is
the largest tributary of the Yangtze River. It lies between 30.28◦ and 34.5◦ N and 106.42◦ and
114.55◦ E, with a mainstream length of 1577 km and a total drainage area of 159,000 km2. It
originates from the southern Qin Mountain, flows through the Shanxi and Hubei provinces
and converges into the Yangtze River in Wuhan. Characterized by a subtropical monsoon
climate and annual precipitation of between 700 and 1100 mm, this basin has abundant
water resources; 75% of the total annual precipitation occurs in the flood season (June
to September). During the flood season, the sudden rainstorms in early summer and
persistent rainfalls in autumn typically induce large-scale flooding [25]. For water resource
regulation, a key water conservancy project named the Danjiangkou Reservoir was built in
the middle of the Hanjiang River Basin. It not only serves as a source for the Middle Route
of the South-to-North Water Diversion Project (MSWDP) but also plays an important role
in China’s One Belt, One Road construction. Therefore, the sub-basin over Danjiangkou
Reservoir is a useful candidate for conducting our proposed approach (in Section 3).

 

Figure 1. Geographic information of the Danjiangkou Reservoir in the Hanjiang River Basin.

The Danjiangkou Reservoir has eased chronic water shortages in several of China’s
provinces and urban cities, including the capital, Beijing. An official water diversion
diagram developed by the Ministry of Water Resources of China is used for guidance of
the water diversion. As shown in Figure 2, it defines a pre-set water diversion value. For
example, if the reservoir water level at the initial time of the water diversion is in Region
3 (in Figure 2), the ideal water diversion flow should be 300 m3/s. Apart from water
diversion, the Danjiangkou Reservoir also works as a hydropower source. Water supply
and hydropower consist of the main positive purposes of the Danjiangkou Reservoir; these
two objectives compete with each other, as part of the reservoir water release is redirected
for water diversion instead of power generation. The basic reservoir parameters are listed
in Table 1.
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Figure 2. The operation rule curves of the Danjiangkou Reservoir for water supply.

Table 1. Characteristic parameters of the Danjiangkou Reservoir.

Characteristic Unit Value

Flood limited water level
(FLWL)

m 160.0/163.5

Normal pool level m 170.0
Crest elevation m 176.6

Storage capacity for flood
control billion m3 11.44/11.00

Total storage capacity billion m3 33.91
Guaranteed hydropower

capacity
MW 247

Installed hydropower capacity MW 900
Note: FLWL has two different values for the summer and autumn flood seasons, respectively.

2.2. Data Collection

Three kinds of datasets (i.e., satellite-based observation, atmospheric reanalysis, and
short-series streamflow) were collected and used in this study. The GPM Core Observatory
is equipped with the first space-borne Ku/Ka-band dual-frequency radar and a multi-
channel microwave imager, which improves the monitoring ability of light and solid
precipitation. Since the first release of Integrated multi-satellite retrievals for GPM (IMERG)
products in 2015, it has undergone many improvements, and the latest version (V06B) has
been retrospectively processed, including TRMM-era data since June 2000. Due to the
infusion of the Global Precipitation Climatology Centre (GPCC) rain gauge data, the final
operation of IMERG provides a more accurate estimation and was therefore adopted in
this study.

ERA5 was used as another meteorological product, which is a global atmospheric
reanalysis dataset developed by ECMWF. ERA5 data are generated by the combination
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of model simulations and observations using physics laws, which are based on data
assimilation by the Integrated Forecasting System (IFS Cy31r2). This assimilation system
includes a four-dimensional variational (4D-Var) analysis method and considers the exact
time of observation and model evolution in the assimilation window to estimate the
deviation between observations and select high-quality data from poor data. The hourly
output resolution is 0.25◦ × 0.25◦, which offers a more sophisticated simulation of weather
processes. The hourly near-surface air temperature, dew point temperature (Tdew), and
wind speed from the ERA5 dataset were considered. All the sub-daily satellite/reanalysis
data covering 2002–2019 were aggregated into a daily scale.

As the boundary of the upper and mid-lower reaches of the Hanjiang River Basin, the
short-series inflow of the Danjiangkou Reservoir was selected to calibrate the parameters
of the hydrological model. Observed streamflow data spanning 2003–2007 were obtained
from the Yangtze River Water Conservancy Commission.

3. Methodology

A flowchart of the framework module is presented in Figure 3, which is further
elaborated in the following sections. It is worth mentioning that our proposed framework
can be used in hydrological simulation rather than forecasting.

Start

Short-series  
streamflow observation

Satellite-based 
precipitation series

(hourly to daily)

Lumped GR4J-9 
simulation

Simulation 
correction by 
LSTM model

Long-series 
streamflow 
extension 

Reservoir operation 
model

Reservoir performance 
analysis

Operating policy 
formulation with 

evolutionary algorithm

End

ERA5 reanalysis 
dataset 

(hourly to daily) 

 
Figure 3. Flowchart of streamflow retrieval and its potential application value.

3.1. Hydrological Model

The modèle du Génie Rural à 9 paramètres Journalier (GR4J-9) hydrological model
was used to initially simulate the hydrology of the upper Hanjiang River watershed. The
GR4J-9 model is a daily lumped nine-parameter rainfall-runoff model that integrates a
traditional GR4J (five-parameter version) hydrological model with the CemaNeige snowfall
accumulation and snowmelt module (which occupies four parameters). The GR4J-9 model
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belongs to the family of soil moisture accounting models that route runoff through two in-
terconnected reservoirs (i.e., production and routing reservoirs) and two-unit hydrographs.
It has several main parameters: the maximum capacity of the production reservoir, the
groundwater exchange coefficient, the 1-day maximum retention capacity of the routing
reservoir, and the time base of the unit hydrograph. This model has been tested in a large
sample of catchments and has shown competitive performance compared to more complex
models with more parameters [26,27]. Yang et al. [28] showed that the performance of GR4J
is more stable than other models (i.e., WASMOD, HBV, and XAJ) in a changing climate.
They also set the fixed coefficient of percolation leakage as a free parameter to better fit the
study area and calibrated it for the objective watershed. The potential evaporation in the
GR4J-9 model is obtained from the temperature-based Oudin method [29].

The observed daily precipitation (P), maximum and minimum temperature (Tmax and
Tmin, respectively) and flow discharge were fed to calibrate and validate the GR4J-9 model
for the experimental watershed. We optimized the parameters of the hydrological model
using the Shuffled Complex Evolution (SCE-UA) method developed at the University of
Arizona [30]. The SCE-UA method integrates the advantages of several effective global
optimization concepts and employs both deterministic search strategies and random
schemes to achieve an effective search ability.

3.2. Long Short-Term Memory (LSTM) for Streamflow Simulation

3.2.1. LSTM Model

An LSTM model is a specific kind of RNN designed to overcome the drawbacks
caused by a vanishing gradient or exploding in the process of training the RNN using
backpropagation through time (BPTT) [31,32]. It sets up a dedicated memory cell that
stores information over long periods, potentially making it an ideal candidate for modeling
dynamic systems such as watersheds. An unfolded computational graph, as depicted
in Figure 4, can reveal the working principle of the LSTM method. One LSTM unit is
composed of an input gate, a forget gate, a memory cell and an output gate. The input gate
decides which new value regulated by the memory cell will be updated in the cell state,
and the forget gate controls the information to remove or retain in the cell state. A general
memory block of an LSTM structure can be described by the following equations:

C(t + 1) = σ[w f X(t + 1) + W f H(t) + b f ]⊗ C(t) + σ[wiX(t + 1)+
Wi H(t) + bi]⊗ tanh[wcX(t + 1) + Wc H(t) + bc]

(1)

H(t + 1) = σ[woX(t + 1) + Wo H(t) + bo]⊗ tanh[C(t + 1)] (2)

where C(t + 1) and C(t) are the cell state at time t + 1 and t, respectively; X(t + 1) and H(t + 1)
are the network input and the recurrent input at time t + 1, respectively. At the initial time
step, both the cell and hidden states are initialized as a vector of zeros. w and W are the
weights of the link between gates and layers, respectively; bi, bf, bc, and bo are learnable
bias parameters for each gate; σ[·] is the sigmoid function and tanh[·] is the hyperbolic
tangent function; both are activation functions with objective values ranging from 0 to 1.

( 1) [ ( 1) ( ) ] ( ) [ ( 1)
               ( ) ] tanh[ ( 1) ( ) ]

( 1) [ ( 1) ( ) ] tanh[ ( 1)]  

[ ] [ ]

Figure 4. Architecture diagram of the long short-term memory (LSTM) model.
6
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In this study, the two hyperparameters (the initial learning rate and the number of
hidden nodes) diversely affecting LSTM model performance needed to be determined. A
larger number of hidden neurons lead to a fully trained model, which may overfit the data;
conversely, a small number of hidden neurons may cause randomness with high bias. A
more detailed process of hyper-parameter tuning is described in Section 4.2. For simplicity,
we chose a three-layer LSTM network as the fully connected structure, which consists
of one input layer, one hidden layer, and one output layer. Preliminary investigations
found that LSTMs with one single hidden layer are capable of simulating streamflow in
Hanjiang River Basin [33]. The BPTT algorithm [34] was used to train the LSTM model and
the adaptive moment estimation (ADAM) algorithm [35] was employed as the learning
rate method. Finally, the mean square error was treated as the loss index. The general
model implementation can be accessed from the Statistics and Machine Learning Toolbox
of the MATLAB software (website: https://ww2.mathworks.cn/products/statistics.html#
machine-learning, accessed on 22 March 2021) [36].

3.2.2. Input Variable Selection (IVS)

The appropriate determination of inputs substantially influences the development of
the LSTM model [37]. For streamflow simulation, a dataset of candidate inputs typically
covers observed predictors (e.g., initial basin conditions or climate elements) as well as
lagged streamflow observations. A wide array of potentially hydrological components can
be fed into the model; however, many may only add redundancy or a high level of noise
into the model. Furthermore, some candidate inputs (e.g., long-lagged temporal data) may
add little or no value to the rainfall–runoff model. To this end, the idea of input variable
selection (IVS) [38] is introduced.

A tree-based IVS method developed by Galelli and Castelletti [39] was implemented
to identify the optimal input combination. The extremely random tree (extra-tree) method
is a non-parametric tree regression approach that partitions the input space into mutually
exclusive regions on a predefined principle of splitting nodes [40]. In this particular
structure, the extra-tree can rank the importance of the input variables by scoring each
input variable by evaluation of the relative variance reduction. It adopts a goodness-of-fit
criterion of the coefficient of determination (R2) to systematically select the most significant
and non-redundant input space, which was found to consistently indicate the optimum
LSTM structure in water resource modeling applications [41].

We used basin-averaged daily mean air temperature, precipitation, wind speed, rel-
ative humidity (RH), and the simulated daily discharge (corresponding to the observed
reservoir inflow) from the simulations of the GR4J-9 model as the candidate inputs of the
LSTM, and used observed daily discharge as the response output. Considering a typical
e-folding time scale (recession time) of streamflow, we set the time lag at 4 days.

3.3. Simulation Performance Assessment

To ensure that the trained simulation model did not contain known or detectable
defects and could be used on any unseen data, a comprehensive assessment was per-
formed considering different aspects of the modeled simulation flow. Specifically, the
Kling–Gupta efficiency (KGE) index was selected to describe the statistical accuracy of the
hydrological models, and the objective function was to maximize the KGE value during
the calibration period.

KGE = 1 −
√
(r − 1)2 + (α − 1)2 + (β − 1)2 (3)

where r refers to Pearson’s linear correlation coefficient between the observation and
the simulations, and α (β) indicates the ratio of standard deviations (mean value) of the
observed and simulated streamflow. KGE varies (−∞, 1]; a value closer to 1 represents a
better simulation.
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As shown by previous studies [42–44], another metric (mean relative absolute error
(MRAE)) can be coupled with KGE to evaluate the overall deterministic performance.

MRAE =
1
T

T

∑
t=1

∣∣yt
o − yt

s

∣∣
yt

o
(4)

where MRAE varies [0, ∞) with a perfect fit at MRAE = 0.

3.4. Policy Optimization for Reservoir Operation

3.4.1. Operation Model

As mentioned in Section 2.1, water supply and power generation are the two main yet
conflicting objectives of the Danjiangkou Reservoir. Their mathematical formulations can
be expressed by Equations (5) and (6).

W =
T

∑
t=1

Qd
t · ∆t (5)

E =
T

∑
t=1

Nt · ∆t, Nt = k · QP
t · Ht (6)

where W and E are water supply yield (m3) and power generation (kW·h) per year, re-
spectively; Nt is the power output at time t (kW); Qd

t and QP
t are water diversion flow

and release discharge for power generation at time t (m3/s), respectively; k is hydropower
generation efficiency; Ht is the average water head at time t (m); ∆t is the time step (s); and
T is the total number of operational periods.

The reservoir operation model obeys some physical constraints, which were outlined
by He et al. [45]. The mathematical equations of these constraints are omitted for the sake
of brevity.

3.4.2. Operating Strategy of Reservoir Release

The optimal reservoir operation determines the reservoir release sequence Qout
t during

the whole operating period for the maximization of W and E. As the optimization strategy
of reservoir release involves a high-dimensional and non-linear property, Gaussian radial
bias functions (RBFs) are taken as the operating policy, since they are flexible to make
decisions with strong universal approximation [46,47]. In the RBFs method, Qout

t can be
expressed in Equations (7) and (8).

Qout
t =

U

∑
u=1

ωu ϕu(Xt), t ∈ [1, T] (7)

ϕu(Xt) = exp[−
M

∑
m=1

((Xt)m − cm,u)
2

bu
] cm,u ∈ [−1, 1], bm,u ∈ (0, 1] (8)

where U is the total number of RBFs ϕ(·); ωu is the weight of the uth RBF, the sum of all

weights is 1, e.g.,
U

∑
u=1

ωu = 1. M is the number of input variables of Xt; and cm,u and bu

are the mth-dimensional center and radius of the uth RBF, respectively. For an individual
reservoir, Xt usually consists of three variables, namely time at time t, current reservoir
storage (Vt) and reservoir inflow information (Qin

t ) [48]; thus, M was set to 3. Moreover,
each RBF can be regarded as one pattern of decision-making in reservoir operation based
on Xt and, ultimately, decision-making is determined by the combination of four patterns
(i.e., U is 4) as suggested by Yang et al. [48].

Consequently, there were 20 parameters to be calibrated for the sum of the RBFs.
We optimized the parameter combination based on the parameterization–simulation–
optimization (PSO) framework using the non-dominated sorting genetic algorithm II

8
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(NSGA-II). To converge the Pareto front, the evolutionary NSGA-II algorithm adopts the
fast non-dominated sorting and crowding distance strategies. The experimental setup of
NSGA-II was: population size = 100, generation number = 1000, crossover probability = 0.9,
and mutation probability = 0.1.

4. Results and Discussion

4.1. Initial Simulation of the GR4J-9 Model

We first calibrated and validated the GR4J-9 model using observed reservoir inflow
during 2003–2007. With the first year serving as the warm-up period, the KGE values of the
calibration (2004–2006, three years) and validation periods (2007, one year) were 0.76 and 0.54,
respectively; the MRAE values were 0.56 and 0.73, respectively. As recommended by previous
studies, the model performance is judged to be satisfactory for flow simulations if the daily
KGE is greater than 0.5 and the MRAE is less than 0.85 for watershed-scale models [2,49].

Figure 5 depicts the simulation results for reservoir inflow. It shows that the GR4J-9
model could fit the inflow hydrograph of the calibration well, especially for a low inflow
regime. However, it achieved a relatively low KGE value in the validation period, with a
serious underestimation. In detail, the GR4J-9 model cannot capture the peak discharge
of 28,900 m3/s, and instead, gives a lower value of 12,461 m3/s. Similar results were also
found at other different times, which were caused by several aspects. From the view of
model inputs, the basin-averaged daily precipitation still has a relatively low resolution
compared to actual precipitation observations. From the view of model structure, GR4J-9
has a simple structure with nine model parameters. Although it has superior performance
compared to distributed models in the ungauged basin (the latter need more sub-basin
observations to calibrate parameters), it inevitably leads to a model error where the simple
structure assumption fails to cater to the actual hydrological condition. Therefore, it is
necessary to develop a state-of-the-art technique to further improve streamflow accuracy.

 

)

Figure 5. Simulation result of reservoir inflow by the modèle du Génie Rural à 9 paramètres Journalier
(GR4J-9) model.

4.2. LSTM Performance

As stated in Section 3.2.2, we fed the GR4J-9 model output into the advanced LSTM
model, which also included wind speed and RH. To derive RH data for LSTM inputs, we
used the daily dew point temperature (Tdew) and daily mean temperature (Tmean) from
ERA5. The actual vapor pressure (e) and saturated vapor pressure (esa) were derived using
the Clausius–Clapeyron equation. The determined input variables were normalized to
eliminate the influence of magnitude, thereby improving the accuracy and efficiency of
network learning.

As anticipated, the tree-based IVS algorithm could score and rank input variables in
terms of their relevance to the output. To ensure a reliable ranking result, the experiment
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was cross-validated multiple times with different shuffled datasets, and the inputs were
sorted in decreasing order. The score results of the IVS run are presented in Table 2, which
illustrates the importance of each selected variable. This tree-based method can make sense
for the ex-post physical interpretation of the cause–effect relationships captured by the
model. For the upper Hanjiang River Basin, the simulated flow at time t by the GR4J-9
model (Qsim

t ), precipitation (Pt), antecedent simulated flow and precipitation with 1- or
2-time lag (Qsim

t−1, Qsim
t−2 and Pt−1, respectively) were the top five most important variables

(about 68% of the ensemble total score), followed by relative humidity and wind speed
at time t (i.e., RHt and WDt, respectively). Except for the simulated streamflow element,
which was highly related to the observed inflow, we found that Pt−1 and Pt ranked in the
top positions, with relative scores of 13% and 6%, respectively. This may be due to the
hydraulic characteristics of this large catchment, which is drained by base flow with a long
period of concentration. The basin-averaged RH and wind speed are less important, but
not negligible.

Table 2. The top 11 input ranking results for the upper Hanjiang River Basin dataset.

Variable Qsim
t Qsim

t−1 Pt−1 Qsim
t−2 Pt RHt WDt Pt−2 Qsim

t−3 Qsim
t−4 Pt−3

Score (%) 23.84 16.14 13.54 8.38 6.55 5.27 5.03 4.06 2.31 2.01 1.34
Ranking 1 2 3 4 5 6 7 8 9 11 12

Finally, antecedent simulated flow with 1–4 time lags (Qsim
t ,Qsim

t−1,Qsim
t−2,Qsim

t−3, and
Qsim

t−4, respectively), antecedent simulated flow with 1–3 time lags (Pt,Pt−1,Pt−2 and Pt−3,
respectively), RHt and WDt consisted of 11 inputs for the LSTM machine learning model.
With a hidden layer of 64 neurons and an initial learning rate of 0.1 (identified by the trial-
and-error method), the LSTM-based model could substantially improve the accuracy of the
streamflow simulation compared to the GR4J-9 benchmark model. The daily streamflow
trajectories are shown in Figure 6a. The model achieved a high KGE value of 0.87 and
MRAE of 0.56 for the daily discharge in the calibration period; additionally, the KGE was
0.68 and the MRAE value was 0.71 in the validation period. The results demonstrated that
this method can competently ameliorate the hydrological data scarcity. Compared to the
benchmark GR4J-9 model, the LSTM model uses related hydrological variables (i.e., RH and
wind speed) as driving inputs to improve streamflow accuracy. Compared to physically
distributed hydrological models, which have limited applications in basins with short-
series datasets due to the complex characteristics [50], the LSTM model can sufficiently
use remote sensing data and has the features of easy-to-use and highly efficient. However,
the LSTM model displayed serious overestimation behavior in the validation period. This
is due to the LSTM model being overly reliant on the calibrated data without exception.
Figure 6a,b show that the streamflow simulations corrected by the LSTM model are closer
to the peak discharge in the calibration. This overfitting performance was unfortunately
carried into the validation period, which caused the LSTM model to provide a relatively
high value for streamflow discharge under low flow regimes. In general, the LSTM model
has room for improvement, but this does not hinder its application value.
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(a) Streamflow hydrograph of the whole period (2004–2007) 

    

(b) the calibration period of 2004–2006  (c) the validation period of 2007 

Figure 6. Simulation result of reservoir inflow by the long and short-term model (LSTM) model. (a) Inflow hydrograph in
the whole period; (b) Scatter plot of the calibration period; (c) Scatter plot of the validation period.

4.3. Potential Application in Reservoir Management

We acquired a long-series daily streamflow simulation from the period of 2008–2019
by feeding the remote sensing data into the calibrated LSTM model. We could formulate
more scientific strategies for basins with hydrological data scarcity. Using the medium-
and long-term management of the Danjiangkou Reservoir operation as an example, we
aimed to improve hydropower benefits and water supply yield and balance them as much
as possible. Before performing the NSGA-II reservoir optimization method, daily scale
simulated streamflow was converted into 10-day average runoff.

The optimization results of W and E by NSGA-II are presented in Figure 7, and the
operation results merely based on short-series observation (2003–2007) are also provided
for further comparison. Both of the Pareto fronts under different scenarios are widely
and evenly distributed between the two conflicting objectives. Considering the pursuit
of maximum economic profit (official electricity price: 0.21 RMB/kWh; water price for
the MSWTP project: 0.13 RMB/m3), the final two optimal operating rules were chosen for
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promising economic prospect, namely Solution I under long-series simulated scenario of
2003–2019 and Solution II under short-series observed scenario of 2003–2007 (in Figure 7).

 

Figure 7. Two sets of Pareto fronts in different streamflow scenarios.

With these two optimal operating rules guiding reservoir operation during the period
of 2003–2019, their objective results are summarized in Table 3. It can be inferred from
water supply, hydropower, and economic profit (W, E, and H, respectively) that Solution I
prefers a higher value of W than Solution II, no matter whether in the observation period
or in the whole period when decision-makers want to pursue more economic profit. As
shown in Table 3, while the performance of Solution I (obtained through LSTM-based
streamflow simulation) is similar to that of Solution II, it provides decision-makers with
another viable operating way that requires more real observational data to verify.

Table 3. Objective results of two optimal rules in different periods.

Operating
Rule

Different
Season

Observation Period (2003–2007) Whole Period (2003–2019)

W (108 m3) E (108 kWh) H (108 RMB) W (108 m3) E (108 kWh) H (108 RMB)

Solution I
flood 34.25 14.68 7.54 32.16 13.67 7.05

non-flood 64.72 22.76 13.19 59.83 20.08 12.00
annual 98.97 37.44 20.73 91.99 33.75 19.05

Solution II
wet 33.77 15.20 7.58 31.24 13.62 6.92
dry 63.48 23.62 13.21 58.21 20.85 11.95

annual 97.25 38.82 20.79 89.45 34.47 18.86

Note: W = water supply, E = hydropower, and H = economic profit.

5. Conclusions

Hydro-meteorological data scarcity impairs hydrological simulation, manifesting a
pressing need to develop an alternative scheme in this field. Satellite-based and atmospheric
reanalysis estimation may provide feasible access to reproduce the hydrological recycle
process and may have potential value. To this end, this paper proposed a novel method
to integrate open-source remote sensing data and ML-based inversion techniques for
hydrology. Furthermore, we applied it in reservoir management. According to the results,
we reached the following conclusions:

(1) Driven by the synthetic data generated by a lumped hydrological GR4J model,
satellite-based data and ERA5 could overcome the limitation of historical obser-
vation scarcity. With a KGE value of 0.54 in the validation period for the upper
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Hanjiang River Basin, the traditional lumped hydrological model can be applied to
the ungauged basins but there is still room for improvement.

(2) Compared to the traditional GR4J model, the ML-based data-driven model showed its
superior performance in capturing the long-series time sequence using a sophisticated
network structure. Along with inheriting the simulation output of the traditional hy-
drological model, the LSTM model can further mine the value of remote sensing data
related to hydrological variables. Compared to traditional distributed hydrological
models, its model structure is simple and can be highly efficient.

(3) The LSTM-based streamflow simulation scenario can provide the basis for another
scientific operation way for reservoir managers, which requires future validation of
the potential value of the LSTM-based method.

Despite the outstanding performance of the developed methodology, some work
remains for further exploration. First, hydrological models have different behaviors de-
pending on the flow regimes. However, in this study, the hydro-meteorological data with
a one-day timescale were fed to drive one set of hydrological models, yet the separation
of flood seasons and non-flood seasons was neglected. Besides, a simpler LSTM model
should be taken into consideration and compared with our proposed hybrid model for
hydrological performance. Secondly, the methodology was merely applied for hydrological
simulation rather than hydrological forecasts. Some products such as the Global Ensem-
ble Forecast System (GEFS) Reforecast can be included to improve this methodology. In
the future, we will explore the ML-based method with remote sensing data to verify its
generalizability in more ungauged basins.
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Abstract: The development of advanced computational models for improving the accuracy of
streamflow forecasting could save time and cost for sustainable water resource management. In
this study, a locally weighted learning (LWL) algorithm is combined with the Additive Regression
(AR), Bagging (BG), Dagging (DG), Random Subspace (RS), and Rotation Forest (RF) ensemble
techniques for the streamflow forecasting in the Jhelum Catchment, Pakistan. To build the models,
we grouped the initial parameters into four different scenarios (M1–M4) of input data with a five-
fold cross-validation (I–V) approach. To evaluate the accuracy of the developed ensemble models,
previous lagged values of streamflow were used as inputs whereas the cross-validation technique and
periodicity input were used to examine prediction accuracy on the basis of root correlation coefficient
(R), root mean squared error (RMSE), mean absolute error (MAE), relative absolute error (RAE), and
root relative squared error (RRSE). The results showed that the incorporation of periodicity (i.e., MN)
as an additional input variable considerably improved both the training performance and predictive
performance of the models. A comparison between the results obtained from the input combinations
III and IV revealed a significant performance improvement. The cross-validation revealed that the
dataset M3 provided more accurate results compared to the other datasets. While all the ensemble
models successfully outperformed the standalone LWL model, the ensemble LWL-AR model was
identified as the best model. Our study demonstrated that the ensemble modeling approach is
a robust and promising alternative to the single forecasting of streamflow that should be further
investigated with different datasets from other regions around the world.

Keywords: ensemble modeling; additive regression; bagging; dagging; random subspace;
rotation forest

1. Introduction

To understand the current state, potential, and prospects of water availability, system-
atic studies on all aspects of basin hydrology (e.g., precipitation, surface, and sub-surface
water) and investigation of all indicators are required [1–3]. Streamflow is one such in-
dicator that has a direct influence on local drinking water supply and the quantity of
water available for irrigation, hydro-electricity generation, and other needs [4]. Indeed,
projections have shown that 20% of the river discharge is controlled by human interven-
tions [5]. Changes in land use and land cover over time, glaciers, snowfields, topographic
boundaries, dams, and reservoir management are some of the key factors influencing
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streamflow trends [6]. Streamflow data are a very valuable asset if available over a long
period of years. Advantages of streamflow forecasting include early flood warning and
mitigation, reservoir planning and management, quantification of available water resources
for water supply projects, etc. [7]. Accurate forecasting of streamflow is crucial for the
efficient management of water reservoir systems, such as dams, under competing demand
for water for irrigation, domestic use, and hydro-power generation activities while at the
same time maintaining an adequate environment in the river (or stream) system [8]. In
addition, both short-term and long-term streamflow forecasting is necessary pertaining to
the optimization of the hydrological components of water resource systems mainly during
flood or drought periods [9]. Early prediction of streamflow could provide an imminent
warning to disaster management organizations to prepare in response to floods quite early
thus preventing the costly socio-economic losses incurred from such extreme events [10].

Since streamflow is a derivative of a complex physical system, the predictions of
streamflow using physical-based models generally have significant, inherent uncertainty
caused by inaccurate or simple representation of hydrological processes, incomplete or
incorrect antecedent conditions, bias or errors in the input variables, or uncertainty in the
model parameters. In addition, the requirement for big data (n number of parameters)
to simulate the hydrological process also restricts the application of physical models [11].
The application of statistics-based time series models such as the autoregressive integrated
moving average (ARIMA) model and its derivatives such as periodic or seasonal ARIMA
models and more complex multivariate models such as transfer function-noise (TFN) mod-
els have been particularly widely used in forecasting monthly streamflow [12]. However,
these models are mostly built upon the assumption that the process follows a normal
distribution, however the streamflow process is generally non-linear and stochastic in na-
ture [13]. Machine learning (ML) models, which have been widely used in recent decades to
model many real-world problems [14–20], have the unique ability to identify the complex
non-linear relationships between the predictors (inputs) and targets (outputs) without
the need for the physical characterization of the system or the requirement of making
any underlying assumptions. Many hybrid ensemble ML models with the integration of
different data preprocessing techniques such as wavelet transformations, empirical mode
decomposition, etc. have very high efficiency in accurately forecasting the future stream-
flow using only antecedent streamflow time series data as input [12,21,22]. Examples of
the most recent works on streamflow forecasting can be found in Adnan, Liang, Heddam,
Zounemat-Kermani, Kisi and Li [2], Ferreira, et al. [23], Piazzi, et al. [24], Saraiva, et al. [25],
and Tyralis, et al. [26].

Although several ML-derived models have been suggested and used to forecast
streamflow, there is no model that can forecast streamflow without any biases or with
utmost certainty based on the time series of antecedent streamflow values. While literature
shows evidence that some single and hybrid ML models, such as OSELM, BGWO-RELM,
MLR—KNN, RMGM-BP, RBF-ANN, and MARS-DE, are very effective in forecasting
streamflow in river basins across the world, none of these models have been proven to
forecast streamflow without any biases or with utmost certainty based on the time series of
antecedent streamflow values [2,9,12,24,27]. Hence, the development and application of
novel and sophisticated machine learning algorithms for streamflow forecasting are critical
to overcoming such limitations in favor of improving the overall forecasting accuracy and
model performance. Locally Weighted Learning (LWL) is one such novel machine learning
algorithm that has proven efficient for modeling environmental problems. Recently LWL-
based ensemble models have been successfully used to model groundwater potential [28]
and forest fire susceptibility [29]. One unique advantage of LWL is that for each point of
interest a local model is created based on neighboring data of the query point instead of
building a whole global model for the entire functional space. Based on this strategy, data
points closer to the query point receive a higher weight that can control overprediction. In
this study, we combine the LWL algorithm with five ensemble learning techniques, that
is, Additive Regression (AR), Bagging (BG), Dagging (DG), Random Subspace (RS), and
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Rotation Forest (RF), to develop five ensemble models for a novel ensemble forecasting
of streamflow. We apply the models to the lagged streamflow time-series input derived
from the antecedent streamflow data. To the best of our knowledge, the LWL technique
has not yet been investigated for streamflow forecasting and this study is the first to use
and compare different versions of the LWL-based ensemble models for this purpose.

2. Case Study

For this study, the Jhelum Catchment located in the western Himalayas in the north
part of Pakistan was selected. This catchment originates from India and drains the southern
slope of the Greater Himalayas and the northern slope of the Pir Punjal Mountains. The
upstream side of the basin located in India is occupied with great glaciers. Due to climate
change in recent years, this transboundary river in Pakistan side is greatly affected by
glacier melt. Pakistan has a key reservoir (i.e., Mangla Reservoir) downstream of this
basin. This reservoir is the second biggest reservoir in Pakistan with an installed capacity
of 1000 MW and fulfills 6% of the electricity generation demand of the country. Therefore,
precise estimation of this key catchment is very crucial for the economy and sustainability
of water resources in Pakistan. This catchment mainly consists of two main sub-basins,
that is, the Naran and Neelum basins. The catchment covers a drainage area of 33,342 km2

up to Mangla Dam with an elevation variation of 200 m to 6248 m. For accurate estimation
of streamflow in this basin, the key hydraulic station, that is, Kohala station, at the main
river Jhelum streamline after the confluence of both key tributaries (Neelum and Naran)
was selected as shown in Figure 1. For model development, the monthly streamflow data
of the selected station were obtained from the Water and Power Development Authority
(WAPDA) of Pakistan for the duration of 1965 to 2012. For a robust data analysis with the
models, a cross-validation scheme was applied. Therefore, data were divided into four
equal datasets where each dataset was used for model testing whereas the other three
datasets were set aside for model training.
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3. Methods

3.1. Locally Weighted Learning (LWL) Algorithm

The locally weighted learning (LWL) algorithm is motivated by the classification of
example-based approaches [30]. In this algorithm, the regression model is not processed
unless the output value of the new vector is presented. This is required to correctly execute
all learning at the prediction moment. LWL is an advanced type of M5 method in a way that
suits both linear and non-linear regression in space for the unique fields of example [31].
Based on the weighted results, distance according to the questionnaire was used to allocate
the weights to the training datasets and a regression equation is produced. There is a wide
range of methods of distance-based weighting that can be used on the basis of the problem
preference in LWL [32]. The statistical model for basic linear regression and the linear
model of the multiple regression are presented, respectively, in Equations (1) and (2):

yi = β0 + β1xi + εi i = 1, 2, 3. . . . .n (1)

yi = β0 + β1xi1 + β2xi2 + · · ·+ βkxik + εi (2)

where y is the response (dependent variable), x is the predictor (independent variable), yi

and εi represent random variables, and xi is constant. The linear existence of the model is
due to β-parameters. The LWL objective function of squared error is expressed as follows:

Minimize F =
1

2N

N

∑
K=1

wk

(
∝K0 +

M

∑
n=1

∝kn xkn + εk − yk

)2

(3)

where F is the function of objective, w is the weight function matrix, M is total variables
number, εk is the random error, and ∝K0 . . . . . ∝kn are regression coefficients.

3.2. Bagging

Bagging or “Bootstrap Aggregating” is a method composed of two major steps for
getting more stable, robust, and precise models [33,34]. Bagging is one of the stable
ensemble learning techniques used for resampling the training dataset. The first phase
consists of bootstrapping the raw data samples that make up the various sets of training
data. From these training datasets, multiple models are created. Prediction is generated
from the continuous training processes for datasets and multiple models. The underlying
notion of the Bagging technique is straightforward. Instead of generating predictions from
a standalone model that is appropriate for the actual data, the relationship between the
input-output variables is defined by multiple models generated. Then using the weighted
average in the Bagged algorithm, various models are coupled to form a single output [35,36].
This strategy can effectively reduce the possible uncertainties in the modeling process.
Previous works prove that Bagging is a favorable choice for ensemble modeling of many
environmental problems [29].

3.3. Additive Regression

Additive Regression was first developed by Stone [37] as a nonparametric method to
approximate a multivariate function by using multiple unary functions. For the dependent
variable Y and the independent variables X1, X2, . . . , Xp, the nonparametric additive
model can be given by:

E(Y|X1. X2. . . . Xp = ∝ +
P

∑
i=1

fi(Xi) (4)

where fi (Xi) is a unary nonparametric function. To satisfy the identifiable conditions, it is
generally required that fi (Xi) = 0, i = 1, 2, . . . , p. Compared to traditional linear models, the
nonparametric regression model does not pre-suppose the relationship between variables
and the form of the regression function. Further, it is an adaptable and robust data-driven
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model that can yield a better approximation for nonlinear nonhomogeneous problems [38].
Given these advantages, many researchers applied this technique to study the linear and
nonlinear relationships in environmental problems [39].

3.4. Random Subspace (RS)

Random Subspace (RS) was developed by Ho [40] as a new ensemble learning tech-
nique for resolving real-world problems. The numerous classifiers of this technique are
combined and trained on an altered feature space to generate multiple training subsets
for the classifiers, which are the training bases. RS applies multiple samples on func-
tion space, as opposed to the example space as in other ensemble models, as stated by
Havlíček, et al. [41]. This strategy takes advantage of bootstrapping and grouping. The RS
inputs are the training set (x), the base-classifier (w), and the subspaces number (L) [42].
It is strongly recommended by Pham, et al. [43] that this approach be used to prevent
over-fitting issues and to cope with the most unnecessary datasets.

3.5. Dagging

Ting and Witten [44] pioneered the Dagging algorithm as a resampling ensemble
technique that uses most votes to combine various classifiers to get improved prediction
accuracy for the base classifier. Dagging generates multiple different samples instead of
producing the bootstrap samples to acquire the base classifier. In recent years, it has been
considered a promising machine learning algorithm for classification problems. In the real
world, the Dagging ensemble technique has been applied to solve different classification
problems. The development of an M dataset can occur with a specific training dataset
containing N samples which may come from the existing training datasets [45,46]. There
are many n (n < N) samples in any dataset that are distinct from each other. In the particular
training datasets, the variables are not replaced and can be chosen as a part of the dataset
specified where the size of sample datasets is expanded. According to that, a base classifier
is installed on any sample dataset. Ultimately, depending on the training dataset, many
classifiers can be acquired. The capability of Dagging has been frequently proven for
obtaining improved predictive modeling of different classification problems [29,47].

3.6. Rotation Forest

Rotation Forest (RF) is an ensemble learning technique that independently trains L
decision trees using, for each tree, a different set of extracted features. Suppose the x = (x1,
. . . xn) T represents an example defined by n characteristics (attributes) and let X be an N ×
n matrix including examples of the training process. We assume that the actual class labels
of all instances of training are also given. Let go of D = {D1, . . . DL} is the set of classifiers
for L and F is the set of characteristics. The purpose of Rotation Forest is to create precise
and diverse classifiers. As in Bagging, bootstrap samples are taken as the training collection
for the individual classifiers. The key heuristic is to introduce extraction of features and
to recreate a complete feature set for each classifier in the ensemble afterward [48]. The
feature collection is randomly divided into K subsets to do this. The principal component
analysis (PCA) is run on each subset separately, and a new set of n linear extracted features
is constructed by pooling all main components. The data are translated into the new space
of the function linearly. With this data collection, classifier Di is educated. Multiple splits
of the collection of features will contribute to various extracted features, thereby leading to
the diversity of the bootstrap sampling implemented.

4. Ensemble Forecasting

Ensemble forecasting of the monthly streamflow was performed using the LWL
algorithm that was used as the base model and was combined with the Additive Regression
(AR), Bagging (BG), Dagging (DG), Random Subspace (RS), and Rotation Forest (RF)
ensemble techniques. This combination resulted in five ensemble models, namely the
ensemble LWL-AR, LWL-BG, LWL-DG, LWL-RS, and LWL-RF models. In each model, the
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ensemble learning technique performs resampling of the training dataset to train the base
LWL algorithm. Table 1 details the summary of statistical characteristics of the data used in
this study. To build the models, we grouped the initial input parameters into four different
scenarios of input data. They include:

(i) Qt-1
(ii) Qt-1, Qt-2
(iii) Qt-1, Qt-2, Qt-3
(iv) Qt-1, Qt-2, Qt-3, MN

where Qt-1 is the streamflow at 1 previous month and vice versa and MN is the month
number of the streamflow.

Table 1. An overview of the statistical characteristics of the data used.

Statistics
Whole Dataset

(m3/s) 1965 to 2012
M1 Dataset

(m3/s) 2001 to 2012
M2 Dataset

(m3/s) 1989 to 2000
M3 Dataset

(m3/s) 1977 to 1988
M4 Dataset

(m3/s) 1965 to 1976

Mean 772.9 794.0 783.7 835.8 678.0
Min. 110.7 112.3 134.9 127.0 110.7
Max. 2824 2824 2426 2773 2014

Skewness 0.886 0.931 0.716 0.845 0.888
Std. dev. 609.2 645.1 600.6 651.7 514.1
Variance 371,069 416,106 360,780 424,712 264,330

In a cross-validation approach, data were divided into four equal sets such that three
sets were used for model training and the remaining set was used for validation [49–51].
We used several performance metrics to measure the performance of the models during
both training and validation phases. These metrics include: correlation coefficient (R)
(Equation (5), root mean square error (RMSE) (Equation (6), mean absolute error (MAE)
(Equation (7), relative absolute error (RAE) (Equation (8), and root-relative square error
(RRSE) (Equation (9). A full description of these metrics can be found in the corresponding
literature [2,24,52–55].

R =
∑
(

Pi − P
)(

Ti − T
)

√
∑
(

Pi − P
)2

∑
(
Ti − T

)2
(5)

RMSE =

√
∑

n
i=1 (Pij − Tj)

2

N
(6)

MAE =
∑

n
i=1

∣∣Pij − Tj

∣∣
N

(7)

RAE = |
Pij − Tj

Tj
| × 100 (8)

RRSE =

√√√√∑
n
i=1 (Pij − Tj)

2

∑
n
i=1 (Tj − T j)

2 (9)

where P is the value predicted, T is the target value, P and T are the mean predicted and
target values.

We developed the models using the open-source Weka software on an HP Laptop with
an Intel(R) Core (TM) i3-3110M CPU @ 2.40GHz, 4 GB of RAM, an x64-based processor,
and the Microsoft Windows 8.1 operating system. The optimum value for each model
parameter was identified via a trial-and-error process. To do so, we arbitrarily entered
different values until the best model performance was achieved [36,56]. Table 2 details the
optimum parameter setting of each model.
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Table 2. Optimum parameter setting of the models.

Parameter
Model

LWL AR BG DG RS RF

Debug False False False False False False

Search algorithm
Linear NN

search
- - - - -

Weighting kernel 0 - - - - -

Number of iterations - 14 12 10 10 11

Shrinkage - 0.1 - - - -

Bag size percent - - 100 - - -

Seed - - 1 1 1 1

Number of folds - - - 10 - -

Verbose - - - False - -

Number of boosting
iterations

- 30 - - - -

Subspace size - - - - 0.5 -

Max group - - - - - 3

Min group - - - - - 3

Number of groups - - - - - False

Projection filter - - - - - PCA

Removed percentage - - - - - 50

5. Results

Table 3 shows the results of the single LWL model with different input combinations
and datasets. Given the mean values of each metric obtained from each input combina-
tion and dataset, the model with input combination IV performed the best and achieved
RMSE = 244.6 m3/s, MAE = 175 m3/s, RAE = 34.47 m3/s, RRSE = 40.90 m3/s, and
R = 0.834 in the training phase and RMSE = 274.8 m3/s, MAE = 199.2 m3/s,
RAE = 38.70 m3/s, RRSE = 44.08 m3/s, and R = 0.809 in the testing phase. Importing
periodicity (i.e., MN) as an additional input variable into the model considerably improved
both the training performance and prediction performance. A comparison between the
results obtained from the input combinations III and IV revealed a significant performance
improvement, that is, RMSE, MAE, RAE, and RRSE decreased up to 10.12, 14.59, 15.41, and
10.69% in the training phase and 6.17, 9.41, 8.40, and 9.56% in the testing phase, respectively.
In terms of the R metric, the results showed 5.3 and 6.1% training and testing improvements
when we used input combination IV. Further, the results revealed that the best and worst
predictive performance (i.e., testing performance) was obtained with the datasets M3 and
M2, respectively.
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Table 3. Results of the single LWL model.

Metric
Data
Set

Training Testing

Input Combination Input Combination

I II III IV I II III IV

RMSE

M1 358.6 300.3 295.5 255.9 365.8 308.6 311.4 295.4
M2 358.7 303.7 275.5 242.1 397.0 370.2 369.5 328.0
M3 358.8 283.8 271.5 244.0 382.1 303 292.9 274.8
M4 362.3 306.5 300.4 252.3 397.9 342.2 312.4 277.7

Mean 359.6 298.6 285.7 248.6 385.7 331.0 321.6 294.0

MAE

M1 282.6 227.7 226.0 183.5 271.0 231.3 241.4 207.7
M2 279.9 227.0 210.1 178.8 306.9 263.9 265.0 222.2
M3 274.4 213.8 204.9 175.0 291.5 228.8 219.9 199.2
M4 281.5 230.8 229.0 183.5 309.8 257.2 240.9 200.0

Mean 279.6 224.8 217.5 180.2 294.8 245.3 241.8 207.3

RAE

M1 52.24 42.09 41.78 35.92 57.57 49.12 51.27 44.12
M2 55.67 44.14 41.39 35.57 56.68 48.74 48.95 41.03
M3 53.35 42.51 40.75 34.47 56.01 43.95 42.25 38.70
M4 55.47 45.47 44.53 33.67 57.56 47.79 44.75 38.16

Mean 54.18 43.55 42.11 34.91 56.96 47.40 46.81 40.50

RRSE

M1 58.80 47.42 46.64 39.94 65.81 57.8 58.32 55.32
M2 60.51 49.62 46.19 40.85 63.60 56.34 56.24 49.91
M3 58.63 47.88 45.80 40.90 60.42 50.43 48.74 44.08
M4 60.74 51.38 49.09 41.72 61.62 52.99 48.38 46.24

Mean 59.67 49.08 46.93 40.85 62.86 54.39 52.92 48.89

R

M1 0.659 0.776 0.783 0.841 0.594 0.672 0.676 0.746
M2 0.642 0.750 0.792 0.834 0.612 0.687 0.694 0.759
M3 0.658 0.773 0.792 0.834 0.629 0.746 0.762 0.809
M4 0.634 0.736 0.759 0.826 0.619 0.723 0.757 0.789

Mean 0.648 0.759 0.782 0.834 0.614 0.707 0.722 0.776

The best performance is shown in bold.

The results of the five ensemble models, that is, LWL-AR, LWL-BG, LWL-DG, LWL-RS,
and LWL-RF, are summed up in Tables 4–8. Similar to the single LWL model, the perfor-
mance of the ensembles models was predominantly influenced by the input combination
and dataset. For example, RMSE of the testing phase ranged from 223.9 m3/s (M3-IV)
to 407.8 m3/s (M2-I) for LWL-AR, from 255.3 m3/s (M3-IV) to 345.2 m3/s (M2-III) for
LWL-BG, from 233.5 m3/s (M3-IV) to 390.6 m3/s (M2-I) for LWL-DG, from 242.8 m3/s
(M3-IV) to 397.2 m3/s (M4-I) for LWL-RS, and from 229.4 m3/s (M3-IV) to 397 m3/s (M2-I)
for LWL-RF. Given these values and also the values of other performance metrics, it is
evident that the best performance of all models was achieved by the dataset M3 and the
input combination IV (i.e., M3-IV).

Table 4. Results of the ensemble LWL-AR model.

Metric Dataset

Training Testing

Input Combination Input Combination

I II III IV I II III IV

RMSE

M1 321.0 184.5 162.4 143.7 327.5 292.8 293.3 261.9
M2 310.0 183.8 170.3 128.3 407.8 334.4 315.2 273.5
M3 306.9 174.0 152.1 138.4 373.6 264.4 258.8 223.9
M4 314.2 193.3 169.1 139.1 377.6 294.6 284.2 242.9
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Table 4. Cont.

Metric Dataset

Training Testing

Input Combination Input Combination

I II III IV I II III IV

Mean 313.0 183.9 163.5 137.4 371.6 296.6 287.9 250.6

MAE

M1 248.1 135.8 115.8 97.47 247.2 199.8 195.9 171.1
M2 241.6 130.2 120 88.47 310.9 224.2 209.4 168.6
M3 232.2 125.1 104.8 95.72 292.1 191.7 183.8 150.7
M4 242.6 136.6 117.8 95.72 295.1 200.4 198.6 156.0

Mean 241.1 131.9 114.6 94.30 286.3 204.0 196.9 161.6

RAE

M1 45.87 25.11 21.43 17.70 52.51 42.44 41.61 33.90
M2 48.04 25.31 23.32 17.60 57.43 41.41 38.67 31.13
M3 45.15 24.87 20.83 18.95 56.11 36.82 35.31 28.95
M4 47.79 26.92 23.20 18.60 54.83 37.23 36.89 31.80

Mean 46.71 25.55 22.20 18.21 55.22 39.48 38.12 31.45

RRSE

M1 50.69 29.13 25.64 21.86 61.33 54.83 54.93 45.49
M2 52.29 30.03 27.83 21.64 62.06 50.90 47.96 41.62
M3 50.15 29.36 25.65 23.48 62.18 44.00 43.08 23.26
M4 52.67 32.4 28.34 23.31 58.47 45.63 44.02 40.57

Mean 51.45 30.23 26.87 22.57 61.01 48.84 47.50 37.74

R

M1 0.743 0.916 0.935 0.953 0.621 0.740 0.733 0.823
M2 0.728 0.910 0.924 0.953 0.612 0.743 0.773 0.828
M3 0.750 0.914 0.935 0.945 0.616 0.808 0.821 0.867
M4 0.723 0.903 0.922 0.947 0.658 0.794 0.806 0.835

Mean 0.736 0.911 0.929 0.950 0.627 0.771 0.783 0.838

The best performance is shown in bold.

Table 5. Results of the ensemble LWL-BG model.

Metric Dataset

Training Testing

Input Combination Input Combination

I II III IV I II III IV

RMSE

M1 363.6 290.0 272.9 240.9 345.5 294.0 274.3 261.2
M2 352.3 285.8 266.5 237.9 398.1 340.6 345.2 306.5
M3 336.6 262.0 250.7 229.4 359.4 292.8 276.1 255.3
M4 342.8 289.5 272.6 250.5 376.4 319.1 294.7 258.8

Mean 348.8 281.8 265.7 239.7 369.9 311.6 297.6 270.5

MAE

M1 284.4 224.2 212.6 177.4 269.0 226.6 218.5 187.7
M2 273.6 217.4 202.1 174.8 310.9 243.5 247.3 208.0
M3 265.9 202.0 191.0 169.8 279.4 223.6 209.5 191.7
M4 270.6 220.8 205.1 183.0 300.5 248.6 225.3 182.8

Mean 273.6 216.1 202.7 176.3 290.0 235.6 225.2 192.6

RAE

M1 52.58 41.45 39.31 32.90 57.13 48.14 46.40 38.83
M2 53.19 42.27 39.83 34.45 57.42 44.97 45.69 38.43
M3 52.88 40.16 37.98 33.77 53.68 42.95 40.24 34.88
M4 53.32 43.50 39.88 35.57 55.83 46.19 41.86 36.83

Mean 52.99 41.85 39.25 34.17 56.02 45.56 43.55 37.24

RRSE

M1 57.42 45.79 43.10 38.04 64.71 55.05 51.37 48.46
M2 57.56 46.71 44.67 39.88 60.58 51.83 52.54 46.65
M3 56.77 44.19 42.29 38.70 59.82 48.73 45.96 40.45
M4 57.47 48.53 44.54 40.94 58.30 49.42 45.64 42.48

Mean 57.31 46.31 43.65 39.39 60.85 51.26 48.88 44.51

R

M1 0.672 0.794 0.817 0.859 0.590 0.694 0.743 0.781
M2 0.669 0.783 0.803 0.845 0.627 0.736 0.731 0.796
M3 0.679 0.808 0.824 0.854 0.646 0.762 0.789 0.845
M4 0.671 0.766 0.803 0.834 0.661 0.760 0.799 0.821

Mean 0.673 0.788 0.812 0.848 0.631 0.738 0.766 0.811

The best performance is shown in bold.
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Table 6. Results of the ensemble LWL-DG model.

Metric Dataset

Training Testing

Input Combination Input Combination

I II III IV I II III IV

RMSE

M1 369.2 310.1 279.1 241.0 320.3 274.1 259.0 249.4
M2 355.4 296.3 270.9 264.8 390.6 335.8 326.4 298.8
M3 338.3 285.6 262.6 234.5 349.6 288.2 253.9 233.5
M4 346.6 299.3 271.7 239.5 337.6 324.9 286.0 247.1

Mean 352.4 297.8 271.1 245.0 349.5 305.8 281.3 257.2

MAE

M1 286.0 236.6 211.7 171.3 248.0 217.4 206.0 191.1
M2 275.2 225.8 201.7 194.0 299.3 246.8 229.3 209.4
M3 262.2 220.1 200.1 166.9 274.3 227.2 197.8 181.3
M4 267.5 225.2 207.3 181.4 298.8 252.2 220.8 179.4

Mean 272.7 226.9 205.2 178.4 280.1 235.9 213.5 190.3

RAE

M1 52.87 43.75 39.14 31.67 52.67 46.18 43.76 39.85
M2 53.51 43.89 39.21 37.71 55.28 45.59 42.36 38.68
M3 52.15 43.77 39.80 32.89 52.69 43.66 37.99 33.34
M4 52.70 44.37 40.84 36.07 55.52 46.85 41.02 36.72

Mean 52.81 43.95 39.75 34.59 54.04 45.57 41.28 37.15

RRSE

M1 58.30 48.97 44.07 38.06 59.98 51.32 48.50 44.56
M2 58.07 48.42 44.27 43.28 59.44 51.10 49.67 45.48
M3 57.06 48.18 44.30 39.30 58.18 47.96 42.26 38.26
M4 58.09 50.18 45.54 40.40 58.64 50.32 44.29 41.52

Mean 57.88 48.94 44.55 40.26 59.06 50.18 46.18 42.46

R

M1 0.663 0.766 0.814 0.867 0.623 0.724 0.753 0.803
M2 0.663 0.771 0.806 0.815 0.643 0.753 0.778 0.797
M3 0.676 0.774 0.815 0.848 0.663 0.774 0.824 0.847
M4 0.663 0.753 0.797 0.841 0.659 0.764 0.821 0.828

Mean 0.666 0.766 0.808 0.843 0.647 0.754 0.794 0.819

The best performance is shown in bold.

Table 7. Results of the ensemble LWL-RS model.

Metric Dataset

Training Testing

Input Combination Input Combination

I II III IV I II III IV

RMSE

M1 371.3 329.9 287.0 270.4 351.4 302.1 274.1 248.7
M2 358.7 319.8 301.1 282.0 397.0 362.1 371.6 345.5
M3 359.8 317.2 279.3 268.2 382.1 326.8 302.7 242.8
M4 362.3 296.7 319.8 280.4 397.9 344.3 319.2 302.5

Mean 363.0 315.9 296.8 275.3 382.1 333.8 316.9 284.9

MAE

M1 282.6 261.1 225.2 200.3 271.0 248.1 221.8 192.7
M2 279.9 238.0 231.8 207.2 306.9 295.5 274.1 243.0
M3 274.4 245.1 215.7 205.9 291.5 263.8 238.5 191.4
M4 281.5 248.6 238.0 219.3 309.8 276.7 240.7 228.3

Mean 279.6 248.2 227.7 208.2 294.8 271.0 243.8 213.9

RAE

M1 52.25 46.76 41.64 37.09 57.56 52.68 47.11 40.66
M2 55.68 49.13 45.06 40.29 56.68 53.43 50.63 44.88
M3 53.35 50.64 42.51 40.57 56.01 51.27 45.81 37.03
M4 55.47 48.78 49.13 43.62 57.56 54.41 44.73 42.41

Mean 54.19 48.83 44.59 40.39 56.95 52.95 47.07 41.25

RRSE

M1 58.63 49.88 45.32 42.70 65.81 61.71 51.32 45.47
M2 60.51 55.97 49.20 46.08 60.42 58.54 56.56 52.58
M3 58.80 54.89 46.82 44.96 63.60 57.68 50.39 41.39
M4 60.74 54.83 55.97 47.30 61.62 57.72 49.43 46.86

Mean 59.67 53.89 49.33 45.26 62.86 58.91 51.93 46.58

R

M1 0.659 0.676 0.806 0.837 0.594 0.637 0.736 0.796
M2 0.642 0.714 0.769 0.814 0.629 0.659 0.702 0.773
M3 0.659 0.682 0.790 0.821 0.612 0.676 0.750 0.848
M4 0.634 0.679 0.714 0.792 0.619 0.671 0.769 0.815

Mean 0.649 0.688 0.770 0.816 0.614 0.661 0.739 0.808

The best performance is shown in bold.
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Table 8. Results of the ensemble LWL-RF model.

Metric Dataset

Training Testing

Input Combination Input Combination

I II III IV I II III IV

RMSE

M1 371.3 259.9 261.7 225.4 351.4 289.8 278.3 232.4
M2 359.8 271.7 269.4 229.1 397.0 307.4 336.3 300.2
M3 358.7 242.9 253.0 213.8 382.1 265.6 266.3 229.4
M4 362.3 271.0 311.5 230.6 397.9 297.3 311.4 266.4

Mean 363.0 261.4 273.9 224.7 382.1 290.0 298.1 257.1

MAE

M1 282.6 196.2 200.0 167.4 271.0 218.0 212.8 195.7
M2 274.4 203.4 205.2 165.0 306.9 223.1 237.4 201.7
M3 279.9 184.2 193.0 160.0 291.5 195.5 195.6 173.0
M4 281.5 204.1 237.8 167.3 309.8 227.8 237.8 175.7

Mean 279.6 197.0 209.0 164.9 294.8 216.1 220.9 186.5

RAE

M1 52.25 36.27 36.97 30.96 57.57 46.30 45.19 37.31
M2 53.35 39.55 39.90 32.07 56.68 41.20 43.86 37.25
M3 55.68 36.62 38.38 31.36 56.01 37.56 37.57 33.23
M4 55.47 40.22 44.18 32.96 57.56 42.32 44.18 36.37

Mean 54.19 38.17 39.86 31.84 56.96 41.85 42.70 36.04

RRSE

M1 58.63 41.03 41.33 35.59 65.81 54.27 52.11 42.96
M2 58.80 44.41 44.03 37.44 60.42 46.78 51.17 45.68
M3 60.51 40.98 42.68 36.06 63.60 44.21 44.32 38.68
M4 60.74 45.42 48.24 38.66 61.62 46.04 48.24 41.26

Mean 59.67 42.96 44.07 36.94 62.86 47.83 48.96 42.15

R

M1 0.659 0.834 0.830 0.88 0.594 0.714 0.753 0.821
M2 0.659 0.805 0.806 0.869 0.629 0.787 0.750 0.806
M3 0.642 0.835 0.819 0.882 0.612 0.808 0.805 0.858
M4 0.634 0.796 0.771 0.856 0.619 0.799 0.771 0.846

Mean 0.649 0.818 0.807 0.872 0.614 0.777 0.770 0.833

The best performance is shown in bold.

A comparison between the results obtained from the single LWL model and its en-
sembles clearly indicates that the ensemble learning techniques considerably improved
the training and testing performances of the base LWL algorithm. The ensemble models
achieved greater training performance than the single LWL model by about 44.7, 44.7,
47.8, 44.7, and 13.9% in terms of the RMSE, MAE, RAE, RRSE, and R metrics, respectively.
In the case of the testing performance, LWL-AR showed 53.3, 54.5, 55, 53.8, and 22.4%
improvements. Similarly, testing performance improvements in the corresponding metrics
are 8, 7.1, 8, 9, and 4.5% by applying LWL-BG, 12.5, 8.2, 8.3, 13.2, and 5.5% by applying
LWL-DG, 3.1, 3.2, 1.9, 4.7, and 4.1% by applying LWL-RS, 12.6, 10, 11, 13.8, and 7.3% by
applying LWL-RF, respectively.

A comparison of the models’ outcomes also reveals that the ensemble LWL-AR model
performed better than the other models in both training and testing phases of the monthly
streamflow modeling. The LWL-DG and LWL-RF models showed similar performance and
ranked as the second-best models, followed by the LWL-RS model that was identified as
the least effective ensemble model.

To further compare the models’ performance, we used time variation, scatter plots, and
Taylor and violin diagrams to visualize the results obtained from the best input combination
(i.e., M3-IV). Figure 2 shows that LWL-AR predictions are much closer to the observed
values compared to the other models. Figure 3 reveals that the ensemble LWL-AR model
performed better compared to other models in catching the extreme streamflow values
(minimum and maximum), which is an important indicator in water resource management
and for the evaluation of extreme events such as drought and flood.
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Figure 4 compares the single LWL model with its ensemble models in low streamflow
(i.e., lower than 500 m3/s) prediction and clearly demonstrates the superiority of LWL-AR
in catching the minimums of streamflow. Figure 5 shows the scatter plots of the observed
and predicted monthly streamflow for the best input combination (i.e., M3-IV). While the
single LWL model resulted in a highly scattered prediction with R2 = 0.809, the LWL-AR
ensemble model produced a fit line equation (y = 0.9401x + 56.669) close to the exact line
(y = x) with the highest R2 value (0.867) compared to the other models.
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Figure 6 shows the Taylor diagram of the models and indicates how well the models
match each other in terms of their standard deviation and correlation difference. Among
the different models, LWL-AR achieved a closer standard deviation to the observed data
with the lowest square error and highest correlation, which is followed by the LWL-BG
and LWL-DG models. Figure 7 shows the violin graph of the models and indicates that
LWL-AR achieved a data distribution similar to the observed data, which is followed by
the LWL-DG model.

Overall, our case study demonstrated that the ensemble models successfully outper-
formed the single LWL model and provided promising accuracy for streamflow forecasting.
Due to the non-linear nature of many environmental processes and phenomena (e.g.,
streamflow), hybrid ensemble models that benefit from the advantages of multiple meth-
ods/models can better capture the complexity of these phenomena and often yield more
accurate results than single simple models.
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Figure 5. Scatterplots of the observed and predicted streamflow by (a) LWL, (b) LWL-AR, (c) LWL-BG, (d) LWL-DG, (e)
LWL-RS, (f) LWL-RF ensemble models in the testing phase using the best input combination (M3-IV).
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6. Discussion

In all ensemble models, considering periodicity (i.e., MN) as an additional input
variable substantially improved both the training performance and predictive performance.
During the testing phase, for the LWL-AR model, the improvements in RMSE, MAE, RAE,
RRSE, and R were up to 13, 17.9, 17.5, 20.5, and 7%, respectively. For the LWL-BG model, the
metrics improved up to 9.1, 14.5, 14.5, 8.9, and 5.9%, respectively. For the LWL-DG model,

31



Sustainability 2021, 13, 5877

the metrics improved up to 8.6, 10.9, 10, 8.1, and 3.1%, respectively. For the LWL-RS model,
the metrics improved up to 10.1, 12.3, 12.4, 10.3, and 9.3%, respectively. For the LWL-RF
model, the metrics improved up to 13.8, 15.6, 15.6, 13.9, and 8.2%, respectively. These results
are in agreement with the previous studies that reported on the improvement of predictive
accuracy using the periodicity variable. For example, Kişi [57] demonstrated the improved
performance of the three types of ANN models using the periodicity variable for the
prediction of monthly streamflow of the Canakdere and Goksudere rivers, Turkey. Adnan,
et al. [58] used the periodicity variable to improve the predictive capability of the FFNN,
RBNN, GRNN, and ANFIS models for the prediction of the monthly streamflow of the
Gilgit River, Pakistan. In a recent study, Adnan, Zounemat-Kermani, Kuriqi and Kisi [53]
achieved an improved performance of the long short-term memory (LSTM), extreme
learning machines (ELM), and random forest (RF) models for the monthly streamflow of
the Kohala and Garhi Habibullah stations in Pakistan. They showed that the inclusion of
the periodicity component (MN) decreased the RMSE of the optimal LSTM, ELM, and RF
models by 11.9%, 6.9%, and 1% for the Garhihabibullah Station and by 20.8%, 20.5%, and
3.7% for the Kohala Station, respectively.

A comparison of the models’ outcomes revealed that the ensemble LWL-AR model
performed better than the other models in both training and testing phases of the monthly
streamflow modeling. The LWL-DG and LWL-RF models showed similar performance and
ranked as the second-best models, followed by the LWL-RS model that was identified as the
least effective ensemble model. The results of other modeling studies support our findings
that the application of the ensemble learning techniques can considerably improve the
capability of the base models for modeling different environmental problems [26,29,47,59].
Overall, our case study demonstrated that the ensemble models successfully outperformed
the single LWL model and provided promising accuracy for streamflow forecasting. Due to
the non-linear nature of many environmental processes and phenomena (e.g., streamflow),
hybrid ensemble models that benefit from the advantages of multiple methods/models can
better capture the complexity of these phenomena and often yield more accurate results
than single simple models.

7. Conclusions

This study investigated the capability of five ensemble models, that is, LWL-AR,
LWL-BG, LWL-DG, LWL-RS, and LWL-RF, for monthly streamflow forecasting. The results
were validated using several performance metrics and compared to those of a single LWL
model. Based on the results obtained, we conclude that:

• The ensemble models are predominantly superior to the single LWL model for monthly
streamflow forecasting.

• Among the ensemble methods, the LWL-AR model surpasses the other models in
both training and testing performances.

• The most accurate models are developed when the periodicity variable (MN, month
number) is incorporated into the modeling process.

• Ensemble forecasting is a robust and promising alternative to the single forecasting of
streamflow.

Although the developed ensemble models were verified using a regional-scale dataset
from Pakistan, they are sufficiently general to be applied in any other region around
the world with minor adjustments in the variables relative to local conditions. Future
research can extend this ensemble forecasting approach by using other ensemble learning
techniques (e.g., AdaBoost, MultiBoost, LogitBoost, Decorate, etc.) and, perhaps even more
interesting, by testing various types of state-of-the-art machine learning methods as the
base classifier. The idea of coupling machine learning methods with ensemble learning
techniques with the aim of enhancing the computational performance and improving the
predictive accuracy can be extended beyond forecasting monthly streamflow to solve many
other complex geo-hydrology problems. In this study, previous streamflow values and
periodicity information were considered as inputs to the ensemble models. In future works,
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streamflow forecasting considering the flood mitigation capacity of Mangla Dam can be
investigated using ensemble models. Furthermore, by taking into account the landforms
(the digital terrain model) and the dimensions of the river basin as inputs, the implemented
methods may provide more accurate forecasting results.
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Abstract: Modeling the stage-discharge relationship in river flow is crucial in controlling
floods, planning sustainable development, managing water resources and economic development,
and sustaining the ecosystem. In the present study, two data-driven techniques, namely wavelet-based
artificial neural networks (WANN) and a support vector machine with linear and radial basis kernel
functions (SVM-LF and SVM-RF), were employed for daily discharge (Q) estimation. The hydrological
data of daily stage (H) and discharge (Q) from June to October for 10 years (2004–2013) at the Govindpur
station, situated in the Burhabalang river basin, Orissa, were considered for analysis. For model
construction, an optimum number of inputs (lags) was extracted using the partial autocorrelation
function (PACF) at a 5% level of significance. The outcomes of the WANN, SVM-LF, and SVM-RF
models were appraised over the observed value of Q based on performance indicators, viz., root
mean square error (RMSE), Nash–Sutcliffe efficiency (NSE), Pearson’s correlation coefficient (PCC),
and Willmott index (WI), and through visual inspection (time variation, scatter plot, and Taylor
diagram). Results of the evaluation showed that the SVM-RF model (RMSE= 104.426 m3/s, NSE= 0.925,
PCC = 0.964, WI = 0.979) outperformed the WANN and SVM-LF models with the combination of
three inputs, i.e., current stage, one-day antecedent stage, and discharge, during the testing period.
In addition, the SVM-RF model was found to be more reliable and robust than the other models and
having important implications for water resources management at the study site.

Keywords: non-linear modeling; PACF; WANN; SVM-LF; SVM-RF; Govindpur

1. Introduction

River discharge and water level observation is an essential issue in hydrological and hydraulic
modeling; in addition, it represents a piece of vital source information for water resources planning
and management. For instance, accurate stage-discharge estimation is crucial for estimating design
flows for different hydraulic infrastructures, such as bridges, culverts, and canals [1]. In very dynamic
or compound rivers, direct measurements of flow discharge are very often difficult or not feasible [2].
Moreover, in some cases, neither discharge nor water level may be available or have the same data series
record. Therefore, in such circumstances, flow rating curves (FRCs) are the standard and most common
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procedure to estimate missing information regarding a specific variable. For more than a century, FRCs
have been based on calibrated historical records of the stage-discharge rating (i.e., discharge and water
level) [3]. FRCs can be constructed by fitting the stage-discharge observation with different polynomial
regression functions. Notably, FRCs are most often used for medium and large rivers where making
direct measurements may be costly in time and resources [4].

In contrast, for small rivers, in addition to FRCs, both flow discharge and water level can also
be measured directly by utilizing current meters or other advanced technologies [5]. Nevertheless,
the performance of the FRCs may be influenced by the geometry of the river stage and measurement
variability in general, which limits the estimation of high values [6]. Furthermore, polynomial equations
used to describe the stage-discharge relationship fail to predict extreme values accurately. In general,
most stage-discharge measurements are observed manually during the day, whereas flood peaks often
occur at night and are of short duration, which adds uncertainty to the discharge data [7]. It should be
emphasized that FRCs perform better when assuming a steady-state hydraulic regime and neglecting
hysteresis, which occurs in the discharge–water level relationship during high flow events, notably
floods [6,8]. In the cases when flood wave propagation progresses down the river channel, it influences
the backwater conditions; therefore, the discharge would be higher for the same water level during the
rising level than the falling stage. In such conditions, a single value obtained for the FRC may produce
biased discharge [5,8,9]. Many empirical formulas have been developed to smooth the stage-discharge
relationship and account for the hysteresis issue, particularly for high flow estimation [1,4].

Nevertheless, the empirical approaches require many measurements along the river reach
and are usually site-specific; application for another river or different flow regime type requires
additional adjustment and calibration [5,6]. Thus, despite new technologies and methods in streamflow
observation, uncertainty persists in the historical data records, which may be influenced by the different
factors, such as flow regime [10] and river dynamics near the gauging stations, among others [8,11].
However, different machine learning and data-driven techniques have been shown to provide an
accurate prediction of the stage-discharge estimation over different time scales [12–16]. Artificial neural
network (ANN) models are the pioneers applied in the field of hydrology and hydraulics in general,
and specifically for establishing a stage-discharge relationship [17,18]. Deka and Chandramouli [19]
applied and compared conventional methods with three machine learning-based models, finding
that the fuzzy neural network provided the best results in terms of performance accuracy. Similar
results concerning the performance and prediction accuracy of stage-discharge by using a fuzzy
neural network were reported by Lohani et al. [20]. Alizadeh et al. [21] estimated the stage-discharge
relationship by utilizing the ensemble empirical mode decomposition algorithm (EEMD), wavelet
transform (WT), and mutual information (MI) techniques. They found EEMD and MI performed better
than the EEMD and WT models.

Furthermore, Lohani et al. [20] found that the fuzzy logic-based model was able to predict the
hysteresis effect more accurately than the ANN and conventional formula. Roushangar et al. [22]
applied gene expression programming (GEP) and adaptive neuro-fuzzy inference systems (ANFIS)
to predict the discharge coefficient of converging ogee spillways and found that the GEP model
performed better than the ANFIS model. Norouzi et al. [23] found that the multilayer perceptron
(MLP) provided very accurate results for the estimation of the discharge coefficient of trapezoidal
labyrinth weirs. In general, machine learning-based models have been widely applied in water quality
modeling [24–26], rainfall prediction [27–30], evapotranspiration [31–33], pan evaporation [34–38],
droughts [39–41], and sediment transport, among others [42–46].

However, we noticed that the machine learning-based models generally show robust results,
some remain as not widely applied for stage-discharge relationship estimation. Therefore, considering
the previous application of efficient machine learning techniques in different hydrologic- and
hydraulic-related issues, we were inspired to explore the applicability of related methods to model this
complex relationship. In the present study, we investigate the application of some new data-driven
models to examine the stage-discharge relationship of some real datasets by using WANN, SVM-LF,
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and SVM-RF. To the best of our knowledge, these models have not previously been used for
stage-discharge relationship estimation; moreover, they have been rarely applied in other hydrologic-
or hydraulic-related issues. Therefore, this study attempts to bring to researchers in the water resources
community a set of new data-driven models for potential applications in solving different complex
problems in the field of hydraulics and hydrology.

The objectives of this study are (i) to indicate the reliability and precision of the applied data-driven
models, (ii) to investigate their performance on stage-discharge datasets relationship estimation,
and finally (iii) to compare model fits employing some known comparison criteria. The numerical
results demonstrate the efficiency of all the proposed models on the seven real datasets considered.
The paper is organized as follows: Section 2 presents a brief description of the study site, data acquisition,
and the methodological approach, including descriptions of the data-driven models; Section 3 discusses
the main results and findings; finally, concluding remarks and recommendations are presented in
Section 4.

2. Materials and Methods

2.1. Study Area and Data Collection

The study area NH-5 road bridge Govindpur is commonly known as Govindpur, located in the
Balasore district of Orissa State (India) with latitude 21◦32′52” N and longitude 86◦55′ 14” E. The study
site is the mainstream of the Burhabalang river which is an east-flowing river and also a part of
the Subarnarekha river basin located in Orissa State. The contributing area of the drainage basin is
4495 km2. Figure 1 illustrates the location map of the study area. The basin is strongly dominated
by the south-west monsoon that starts in June and descends in mid-October. The average annual
rainfall in the basin is about 1800 mm. The maximum temperature in the plains of the basin varies
between 42 and 49 ◦C during May and goes down 8 to 14 ◦C during December–January. Geologically,
the basin belongs mostly to Archean terrains. The rocks in the basin include Gneisses, Schist, Quartzite,
and Amphibolite. Igneous rocks are also seen in the riverbed at some places.

The hydrological data including the daily stage (m) and discharge (m3/s) of 10 years (1st June
2004–31st October 2013) were obtained from the India-Water Resources Information System (WRIS)
portal. The time series plot of the total available datasets of stage and discharge versus time is shown
in Figure 2. The whole data were divided into two parts: (i) training dataset consisting of 70% (1st June
2004 to 31st October 2010) of the total data which were used for the development of the model, and
(ii) remaining 30% (1st June 2011 to 31st October 2013) of the total data which were used for testing
to check the prediction capability of the applied models (Figure 2). Figure 3 shows the relationship
between stage and discharge through the rating curve at the study site. In contrast, Figure 4 illustrates
the flowchart of the adopted methodology for discharge estimation at the Govindpur site.
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Figure 1. Location Map of the Study Area.

 

Figure 2. Time Series Plot of Stage and Discharge Datasets at the Study Site.
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Figure 3. Rating Curve of the Stage-Discharge Relationship at the Study Site.

  

Figure 4. Flowchart of Discharge Estimation Methodology at the Study Site.

2.2. Wavelet Transforms

Wavelet analysis (WA) is a promising time-frequency technique for signal processing with more
advantages than Fourier analysis [14]. WA is an enhanced version of Fourier transformation used to
detect time features in data [47,48]. Generally, discrete wavelet transformation (DWT) has been used
for data decomposition which is advantageous over continuous wavelet transformation (CWT), so that
CWT computes wavelet coefficients at every possible scale, which is time-consuming and also produces
comprehensive data. DWT is better for analyzing. It reduces the scaling and shifting factors of the
fundamental wavelet function to discrete values, maintaining analytical exactness. DWT was notably
used in recent years as a computing tool to extract information on non-stationary signals [47,49,50].
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The original discrete time-series C0(t) can be resolved by the Haar à trous decomposition
algorithm [51] using Equations (1) and (2):

Cr(t) =
∑+∞

l=0 h(l)Cr−1(t + 2r)(r = 1, 2, 3, . . . , n) (1)

Wr(t) = Cr−1(t) −Cr(t)(r = 1, 2, 3, . . . , n) (2)

where h(l) is the discrete low-pass filter, and Cr(t) and Wr(t) (r = 1, 2, 3, . . . ., n) are scale and wavelet
coefficients at the resolution level. For detailed information regarding wavelet transformation, readers
can refer to [52–56].

In the present study, the DWT method was employed for daily discharge estimation. The wavelet
transform decomposes the original input time series data of stage and discharges into different
frequencies. Three levels of the Haar à trous decomposition algorithm were used in this study. The new
decomposed frequencies values act as input for the ANN. The hybridization of the decomposed wavelet
value with ANN becomes a wavelet artificial neural network (WANN). The detailed information about
ANN can be found in [57]. The Levenberg–Marquardt algorithm was utilized for the training of the
model, and the hyperbolic tangent sigmoid transfer function was used to calculate a layer’s output
from its net input.

2.3. Support Vector Machine (SVM)

Vapnik [58] developed the idea of a support vector machine (SVM). The SVM technology informs
an excess glider from the input field that disintegrates a particular training dataset and permits distance
on both sides of the hyperplane from the nearest instances. The data showing the maximum margin
are referred to as support vectors during the regression analysis. These are the dataset points where
approximate errors are equal to or greater than the available tube size of the SVM. There would be
a non-linear separation between the training data. Then, it is necessary to construct a non-linear
separable boundary. The mapping of the original space to a higher dimension is needed to create a
non-linear boundary, and this is called the feature space. A kernel function defines the mapping of the
feature space from a given input space. For optimization of the model, a penalty factor (c) has been
introduced for misclassification. The total penalty in mapping is obtained by adding the penalties on
each misclassification. Several useful applications of the SVM technique have been found in water
resources engineering [59–64].

When the SVM algorithm is applied to classification problems, it is called support vector
classification (SVC), and when applied to regression problems, it is called support vector regression
(SVR) [65,66]. The use of kernel function makes this technique attractive, an excellent generalization,
and applicable in the approximation of both linear and non-linear datasets. The lack of an optimal
solution is due to the convex nature of the target function and its limitations. The SVM work based on
the principle of structural risk minimization was carried out to mitigate the generalization rather than
the training error. Consider a training dataset, T, represented using Equation (3):

T =
{

(x1, y1), (x2 , y2), . . . , (xm,ym)
}

(3)

where x ǫ X ⊂ Rn are the training inputs and y ǫ, Y ⊂ Rn are the training outputs. Assume a non-linear
function f (x) is given by Equation (4):

f (x) = wTφ(xi) + b (4)
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where w is the weight vector, b is the bias, and φ is a linearly mapped space with a high-dimensional
function, x. Therefore, Equation (4) is transformed into a constrained complex optimization problem
using Equations (5) and (6) as:

minimize :
1
2

wTw + c

m
∑

i=1

(

ξi + ξ∗i
)

(5)

subject to :























yi –
(

wTΦ(xi) − b
)

≤ ε+ ξi
(

wTΦ(xi) + b
)

− yi ≥ ε+ ξ∗
i

ξi, ξ∗i ≥ 0, i = 1, 2, . . . , m

(6)

where ξi and ξ∗
i

are the loose (or slack) parameters, c (>0) is the penalty variable, and ε is the tube
size that represents the maximum acceptable deviation. The Lagrangian multipliers are used to solve
complex optimization problems [67,68]. The final expansion of SVM is defined using Equation (7)
as [69]:

f (x) =
m
∑

i=1

(

a+
i
− a−i
)

K
(

xi, x j

)

+ b (7)

where α+
i

and α−
i

are the Lagrangian multipliers, and K
(

xi, x j

)

is the kernel function. The kernel
function of the SVM technique allows solving non-linear approximations into a linear function.
The kernel functions used in this study were [69–71]:

• Linear kernel function: the simplest type of kernel function and written by using Equation (8) [72]:

K
(

xi, x j

)

=
(

xi, x j

)

(8)

• Radial basis function (RBF): a mapping of RBF that is similar to Gaussian bell-shaped, and expressed
by using Equation (9) [72]:

K
(

xi, x j

)

= exp
(

−γ‖xi − x j‖2
)

(9)

where γ is the width of the Gaussian RBF kernel parameter. The RBF is widely used among all
the kernel functions in the SVM technique. The optimization of SVM in the training phase largely
depends on c, γ, and ε parameters. This is because of outstanding features that can effectively
tackle the linear and non-linear input-output mapping.

2.4. Model Development and Performance Indicators

The current day streamflow not only depends on the current day conditions but also on the
previous days [73]. In this context, lagged input variables are very epochal in time series modeling.
However, it is challenging to determine the optimal number of lagged input variables. PACF analysis
gives a promising idea to select the optimal number of lags/inputs variables and regression of the time
series against its past lagged value, served to remove any dependence on intermediate elements within
lags [41,74–76]. In the present study, time-series data of discharge and stage have been lagged based
on PACF analysis, so that the actual pattern of PACF among the data could be understood (Figure 5).
It was observed that the first three days of lags from the present give more influence on discharge and
stage at the 5% significance level. Based on this, lag 1, 2, and 3 from H and Q were selected, and the
following three scenarios have been developed in Equations (10)–(12):

Scenario− 1 : Qt = f (Ht, Ht−1, Qt−1) (10)

Scenario− 2 : Qt = f (Ht, Ht−1, Ht−2, Qt−1,Qt−2) (11)

Scenario− 3 : Qt = f (Ht, Ht−1, Ht−2, Ht−3, Qt−1,Qt−2,Qt−3) (12)
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(a) 

(b) 

∞
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Figure 5. Partial Autocorrelation Function Values of (a) Stage, and (b) Discharge at the Study Site.

Scenario 1 has a minimum number of inputs, viz., current-day stage, previous 1-day stage,
and discharge (Equation (10)). Scenario 2 comprises the average number of inputs, viz., current-day
stage, previous 1- and 2-days stage, and discharge (Equation (11)). Meanwhile, scenario 3 includes the
maximum number of inputs, namely., current-day stage, previous 1-, 2-, and 3-days stage, and discharge
(Equation (12)). All the models have been formulated to predict current day discharge (Qt) at the
study site.

The performance of the scenarios mentioned above was evaluated statistically using root mean
square error (RMSE), Nash–Sutcliffe efficiency (NSE), Pearson’s correlation coefficient (PCC), and the
Willmott index (WI), and through graphical interpretation (time series plot, scatter plot, and Taylor
diagram). The advantages and disadvantages of RMSE, NSE, PCC, and WI with definitions are
discussed subsequently:

The RMSE measures the difference between observed and estimated values (Equation (13)).
The RMSE reports in the same units as the model output and illustrates the size of a typical error.
For continuous long-term simulation, RMSE performs well. The RMSE inclines to give more weight
to high values than low values because errors in high values are generally more in absolute values
than the errors in low values. The RMSE ranges from zero to infinite (0 < RMSE <∞), so the lower the
RMSE, the better the model performance [77,78].

NSE was initially proposed by Nash–Sutcliffe [79] and widely used to evaluate the hydrologic
models [78,80,81]. It is the ratio of the mean square error to the variance of observed data during the
period under examination, subtracted from unity (Equation (14)). The major limitation of NSE is that
the differences between observed and estimated values are calculated as squared values. In other
words, it cannot help to identify model bias, differences in magnitudes of peak flows, and the shape of
recession curves. Similarly, it cannot be used for single-event simulation [78,80,81]. NSE ranges from
minus infinity to one (−∞ < NSE < 1), so the closer to 1, the better the fit. An NSE lower than zero
(NSE < 0) shows that the observed mean is as good a predictor as the model, while negative values
specify that the observed mean is a better predictor than the model [78,80,81].
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The PCC also is known as the correlation coefficient or coefficient of correlation used to measure
the degree of collinearity between the observed and estimated variables in hydrological studies [78,81].
The PCC is oversensitive to extreme values and insensitive to additive and proportional variances
among model predictions and observed data [81,82]. The PCC varies from minus one to plus one
(−1 < PCC < 1), so close to one means a perfect fit (Equation (15)).

The WI, also known as the index of agreement, was developed by Willmott [83] to overcome
the insensitivity of NSE and the coefficient of determination (R2) to the differences in observed and
estimated means and variances [81,82]. It represents the ratio of the mean square error and the
potential error [83]. The WI varies between zero and one (0 <WI ≤ 1), so near to 1 means a perfect
agreement/fit, while approaching 0 means complete disagreements between the observed and estimated
data (Equation (16)). The main disadvantages of WI are over-sensitivity to extremes values due to the
squared differences. The high values of WI were reported even for poor model fits [81,82].

Finally, the RMSE [31,69,77,78], NSE [79], PCC [38,78,81,84], and WI [83] are written as

RMSE =

√

1
N

∑N
i=1(Qobs,i − Qest,i)

2(0 < RMSE < ∞) (13)

NSE = 1−
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PCC =

∑N
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∣
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(16)

where N is the data points, Qobs and Qest are the observed and estimated discharge values for ith
observations, and Qobs and Qest are the means of the observed and estimated discharge values.

3. Results and Discussion

3.1. Statistical Analysis

The statistical analysis of stage (H) and discharge (Q) datasets for training, testing, and the entire
period is given in Table 1, which includes various statistical parameters like mean, median, minimum
and maximum value, standard deviation (Std. Dev.), coefficient of variation (CV), and skewness.
These statistical parameters show the variability of data over time. When dividing the dataset into
training and testing subsets, it is necessary to cross-validate the data to have the same statistical
population. Due to the high skewness coefficient, there has been a considerable negative effect
on model performance. Therefore, skewness coefficients are low for both calibration (1.3012) and
validation (1.3441) sets for the given station. This is appropriate for discharge estimation at the study
site. The standard deviation for the datasets shows that the values that are farther from zero mean that
the variability in the data is higher. Hence, the variation of data from the mean value is higher.
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Table 1. Statistics of Stage and Discharge Variables During Training, Testing, and Entire Periods at the
Study Station.

Statistical Parameter

Training Testing Entire

H

(m)
Q

(m3/s)
H

(m)
Q

(m3/s)
H

(m)
Q

(m3/s)

Mean 2.9461 243.50 2.7548 291.60 2.8887 257.93
Median 2.5200 136.80 2.2000 157.12 2.4900 142.61

Minimum 0.8600 1.3690 0.8600 3.5730 0.8600 1.3690
Maximum 8.8400 2885.9 9.2400 2685.6 9.2400 2885.9
Std. Dev. 1.5805 349.15 1.7028 381.48 1.6200 359.71

CV 0.5364 1.4339 0.6181 1.3082 0.5608 1.3946
Skewness 1.3012 3.6133 1.3441 2.8999 1.3013 3.3629

3.2. Evaluation of Results from Various Trails

In the selection process of the best model, several trails have been performed on a single output.
The trails of WANN were performed based on the different number of neurons in hidden layers.
In contrast, trails of SVM-LF and SVM-RF were performed by taking several values of SVM-g, SVM-c,
and SVM-e parameters from scenarios 1 to 3. The best four trails have been listed in Tables 2–4 based
on testing results. The results of trail-2, trail-1, and trail-4 of WANN-1, SVM-LF-1, and SVM-RF-1
(Table 2); trail-3, trail-2, and trail-4 of WANN-2, SVM-LF-2, and SVM-RF-2 (Table 3); and trail-2 of
WANN-3, SVM-LF-3, and SVM-RF-3 (Table 4) were found to be more promising than the other trails.
Out of these trails, a total of nine have been imposed based on techniques and input selections and
further evaluated to find the optimal one for daily discharge estimation at the study site (Table 5).

Table 2. Performance Indicators of WANN-1, SVM-LF-1, and SVM-RF-1 Models During Testing at the
Study Station.

Model
Performance Indicators

RMSE NSE PCC WI

WANN-1
Trail-1 148.662 0.848 0.924 0.959
Trail-2 127.349 0.888 0.944 0.968
Trail-3 133.695 0.877 0.938 0.968
Trail-4 157.487 0.829 0.927 0.960

SVM-LF-1
Trail-1 130.404 0.883 0.941 0.967
Trail-2 217.531 0.674 0.952 0.930
Trail-3 135.250 0.874 0.954 0.968
Trail-4 180.688 0.775 0.954 0.948

SVM-RF-1
Trail-1 108.920 0.918 0.961 0.977
Trail-2 106.227 0.922 0.963 0.978
Trail-3 106.227 0.922 0.963 0.978
Trail-4 104.426 0.925 0.964 0.979
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Table 3. Performance Indicators of WANN-2, SVM-LF-2, and SVM-RF-2 Models During Testing at the
Study Station.

Model
Performance Indicators

RMSE NSE PCC WI

WANN-2
Trail-1 139.597 0.866 0.931 0.962
Trail-2 139.839 0.866 0.933 0.961
Trail-3 139.559 0.866 0.931 0.963
Trail-4 151.836 0.842 0.935 0.963

SVM-LF-2
Trail-1 206.840 0.706 0.953 0.938
Trail-2 130.556 0.883 0.942 0.967
Trail-3 135.972 0.873 0.956 0.968
Trail-4 174.246 0.791 0.954 0.952

SVM-RF-2
Trail-1 111.356 0.915 0.962 0.975
Trail-2 109.005 0.918 0.962 0.977
Trail-3 108.376 0.919 0.963 0.977
Trail-4 106.594 0.922 0.964 0.978

Table 4. Performance Indicators of WANN-3, SVM-LF-3, and SVM-RF-3 Models During Testing at the
Study Station.

Model
Performance Indicators

RMSE NSE PCC WI

WANN-3
Trail-1 148.561 0.848 0.925 0.961
Trail-2 130.441 0.883 0.945 0.971
Trail-3 244.984 0.588 0.824 0.901
Trail-4 134.526 0.876 0.939 0.968

SVM-LF-3
Trail-1 128.384 0.887 0.945 0.968
Trail-2 124.954 0.893 0.950 0.970
Trail-3 139.634 0.866 0.954 0.966
Trail-4 173.277 0.794 0.951 0.953

SVM-RF-3
Trail-1 130.589 0.883 0.951 0.964
Trail-2 122.262 0.897 0.956 0.969
Trail-3 147.599 0.850 0.939 0.952
Trail-4 124.596 0.893 0.954 0.968

Table 5. Comparison of Best Outputs of WANN, SVM-LF, and SVM-RF Models at the Study Station.

Model Structure/Parameter
Performance Indicators

RMSE NSE PCC WI

WANN-1 12-5-1 127.349 0.888 0.944 0.968
SVM-LF-1 γ = 0.330, ε = 0.100, c = 10 130.404 0.883 0.941 0.967
SVM-RF-1 γ = 0.160, ε = 0.010, c = 10 104.426 0.925 0.964 0.979
WANN-2 20-9-1 139.559 0.866 0.931 0.963
SVM-LF-2 γ = 0.1428, ε = 0.010, c = 10 130.556 0.883 0.942 0.967
SVM-RF-2 γ = 0.120, ε = 0.010, c = 10 106.594 0.922 0.964 0.978
WANN-3 28-5-1 130.441 0.883 0.945 0.971
SVM-LF-3 γ = 0.143, ε = 0.010, c = 10 124.954 0.893 0.950 0.970
SVM-RF-3 γ = 0.160, ε = 0.100, c = 10 122.262 0.897 0.956 0.969
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3.3. Quantitative and Qualitative Evaluation of Results

The RMSE, NSE, PCC, and WI values of all of the nine screened models over scenario 1 (S-1),
scenario 2 (S-2), and scenario 3 (S-3) are given in Table 5. The model performance was classified
as very good (PCC > 0.95, NSE > 0.80), good (0.85 ≤ PCC ≤ 0.95, 0.70 ≤ NSE ≤ 0.80), satisfactory
(0.70 ≤ PCC ≤ 0.85, 0.50 ≤ NSE ≤ 0.70), and unsatisfactory (PCC ≤ 0.70, NSE ≤ 0.50), as stated by
Moriasi et al. [78], Kouchi et al. [85], and Paul and Negahban-Azar, [86]. After considering all the
techniques’ best trails from three scenarios (S-1 to S-3), it was noted that the SVM-RF model performed
better than the WANN and SVM-LF models based on quantitative performance evaluation indicators.
It was also observed that the performance of the SVM-RF model was reduced as the input variables
were increased. The values of RMSE (m3/s), NSE, PCC, and WI were obtained as 104.426, 0.925, 0.964,
and 0.979, respectively, for SVM-RF-1, 106.594, 0.922, 0.964, and 0.978 for SVM-RF-2, and 122.262, 0.897,
0.956, and 0.969 for SVM-RF-3. The order of model performance based on NSE from very good to
unsatisfactory was attained as SVM-RF-1 (0.925) > SVM-RF-2 (0.922) > SVM-RF-3 (0.897) > SVM-LF-3
(0.893) >WANN-1 (0.888) > SVM-LF-1 (0.883) = SVM-LF-2 (0.883) =WANN-3 (0.883) >WANN-2
(0.866). The order of model performance on the basis of the RMSE from best to inferior was obtained
as SVM-RF-1 (104.426) > SVM-RF-2 (106.594) > SVM-RF-3 (122.262) > SVM-LF-3 (124.954) >WANN-1
(127.349) > SVM-LF-1 (130.404) > WANN-3 (130.441) > SVM-LF-2 (130.556) > WANN-2 (139.559).
The order of model performance based on the WI from best to inferior was found as SVM-RF-1 (0.979)
> SVM-RF-2 (0.978) >WANN-3 (0.971) > SVM-LF-3 (0.970) > SVM-RF-3 (0.969) >WANN-1 (0.968)
> SVM-LF-1 (0.967) = SVM-LF-2 (0.967) > WANN-2 (0.963). The comparison of results in Table 5
confirmed the superiority of the SVM-RF model with M-1 (inputs Ht, Ht−1, Qt−1) having the lowest
value of RMSE = 104.426 m3/s, and the highest values of NSE = 0.925, PCC = 0.964, and WI = 0.979,
closely followed by the SVM-RF-2 model.

The results of the optimal nine models in three different scenarios were plotted between observed
and estimated discharge values in the form of time variation and scatter plots through Figures 6–8.
It was noted that from these figures the high discharge values are under-estimated (>180 m3/s), whereas
low discharge (<180 m3/s) values are over-estimated by WANN, SVM-LF, and SVM-RF models during
the testing period. The quantity of explained variation out of the total variation (R2: coefficient
of determination) was obtained as excellent for SVM-RF-1 and SVM-RF-2 models. Based on R2

values, the ‘order of the model performance from very satisfactory to unsatisfactory [87] was found as
SVM-RF-1 (0.930) = SVM-RF-2 (0.930) > SVM-RF-3 (0.914) > SVM-LF-3 (0.903) >WANN-3 (0.894) >
WANN-1 (0.890) > SVM-LF-2 (0.887) > SVM-LF-1 (0.886) >WANN-2 (0.867).

Figure 9a–c demonstrates the Taylor diagrams of WANN, SVM-LF, and SVM-RF corresponding to
S-1, S-2, and S-3 during the testing period at the study site. The concept of the Taylor diagram was
given by Taylor [88] to represent the spatial distribution of estimated values (i.e., test field) concerning
the observed (reference field) by compiling the RMSE, standard deviation, and correlation coefficient
in the polar system. It can be seen from these figures that the SVM-RF model is close to the observed
(reference) field. Moreover, the SVM-RF-1 model has the lowest RMSE, less standard deviation, and a
higher correlation in comparison to other models, and is nominated as an optimal model for daily
discharge estimation with Ht, Ht−1, Qt−1 inputs at the study site.

Further, to support the finding of this study, the results were compared with the recent
literature [89–94]. Adnan et al. [95] applied the group method of data handling-neural network
(GMDH-NN), dynamic evolving neural-fuzzy inference system (DENFIS), and multivariate adaptive
regression splines (MARS) for monthly streamflow prediction at the Kalam and Chakdara stations
of the Swat river basin, Pakistan. They found better performance of the DENFIS at the Kalam site
(RMSE = 18.9 m3/s, MAE = 13.1 m3/s, NSE = 0.94), and MARS at the Chakdara site (RMSE = 47.5 m3/s,
MAE = 31.6 m3/s, NSE = 0.91). Ali and Shahbaz [96] evaluated the performance of an ANN for
daily streamflow prediction in the Jhelum river basin, Pakistan. The results of the analysis revealed
the better suitability of ANN in daily streamflow prediction with RMSE = 127.70 m3/s, PCC = 0.98,
and NSE = 0.96 during the testing period. Mohammadi et al. [97] predicted the monthly streamflow
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of the Vu Gia Thu Bon river (Vietnam) using a standalone ANFIS and hybrid ANFIS coupled with
the shuffled frog leaping algorithm (ANFIS-SFLA). The results of the perusal displayed the superior
performance of the ANFIS-SFLA model with RMSE = 141.39 m3/s, NSE = 0.88, and PCC = 0.88 over
the ANFIS model (RMSE = 167.81 m3/s, NSE = 0.83, PCC = 0.83). Mohammadi et al. [98] applied
classical MLP and their hybrid integrated with particle swarm (MLP-PSO), PSO-multi-verse optimizer
(MLP-PSO-MVO), and bi-linear (MLP-BL) to predict the daily streamflow at four stations, i.e., Brantford
and Galt located in Grand River, Canada, and Macon and Elkton positioned in Ocmulgee and Umpqua
rivers, United States. The results of the comparison revealed that the MLP-BL models (RMSE =
6.426/ 6.067/ 24.441/ 34.535 m3/s, MAE = 3.530/ 3.190/ 11.825/ 14.878 m3/s, and R2 = 0.994/ 0.990/ 0.990/
0.986) outperformed the other models at the Brantford, Galt, Macon, and Elkton stations, respectively.
Tripura et al. [99] forecasted hourly streamflow of Barak riven basin, Assam (India) by employing
the standalone co-active neuro-fuzzy inference system (CANFIS) and a hybrid of CANFIS optimized
with the genetic algorithm (CANFIS-GA) and firefly algorithm (CANFIS-FA). They found that the
CANFIS-FA model provides better results than the other models. The results of these studies support
the application of artificial intelligence (AI) techniques in monthly and daily streamflow/discharge
prediction. Likewise, the results of the current research are in fair agreement with the utility of the
SVM-RF technique for daily discharge prediction at Govindpur station.

 

Figure 6. Observed Versus Estimated Discharge of Best (a) WANN-1, (b) SVM-LF-1, and (c) SVM-RF-1
Models During the Testing Period at the Study Site.
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Figure 7. Observed versus estimated discharge of best (a) WANN-2, (b) SVM-LF-2, and (c) SVM-RF-2
models during the testing period at the study site.
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Figure 8. Observed Versus Estimated Discharge of Best (a) WANN-3, (b) SVM-LF-3, and (c) SVM-RF-3
Models During the Testing Period at the Study Site.
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Figure 9. Taylor diagram of WANN, SVM-LF, and SVM-RF corresponding to (a) scenario 1, (b) scenario
2, and (c) scenario 3 during the testing period at the study site.

4. Conclusions

Prediction of discharge on daily, weekly, and monthly timescales is vital for short- and long-term
water resources management, particularly in extreme events like floods and drought. Thus, the present
study was projected to predict the daily stage-discharge relationship at Govindpur station located at
the Burhabalang river basin, Orissa (India), by employing wavelet-based artificial neural networks
(WANN) and a support vector machine (SVM) optimized with linear and radial basis kernel functions.
The PACF analysis gives an appropriate idea to select the optimum numbers on input variables in
time series-based modeling. Data with more variability have been chosen for training, and remaining
data have been utilized to test the model performance. Based on performance indicators and by visual
inspection, the results revealed that the SVM-RF model with Ht, Ht−1, Qt−1 inputs perform superior to
the WANN and SVM-LF models for daily discharge estimation during monsoon season at the study
site. Also, it was noted that as the input variable increases, the computation process becomes more
difficult, time-consuming, and sometimes produces inferiority in the results. The best performance of
the SVM-RF technique can help researchers to use highly variable discharge data for such modeling
in the future. Researchers are also suggested to take as many trails as possible to avoid any bias and
related problems of over- and under-estimation for highly variable data.
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Abstract: The Muskingum method is one of the widely used methods for lumped flood routing in
natural rivers. Calibration of its parameters remains an active challenge for the researchers. The
task has been mostly addressed by using crisp numbers, but fuzzy seems a reasonable alternative to
account for parameter uncertainty. In this work, a fuzzy Muskingum model is proposed where the
assessment of the outflow as a fuzzy quantity is based on the crisp linear Muskingum method but
with fuzzy parameters as inputs. This calculation can be achieved based on the extension principle
of the fuzzy sets and logic. The critical point is the calibration of the proposed fuzzy extension of
the Muskingum method. Due to complexity of the model, the particle swarm optimization (PSO)
method is used to enable the use of a simulation process for each possible solution that composes the
swarm. A weighted sum of several performance criteria is used as the fitness function of the PSO. The
function accounts for the inclusive constraints (the property that the data must be included within
the produced fuzzy band) and for the magnitude of the fuzzy band, since large uncertainty may
render the model non-functional. Four case studies from the references are used to benchmark the
proposed method, including smooth, double, and non-smooth data and a complex, real case study
that shows the advantages of the approach. The use of fuzzy parameters is closer to the uncertain
nature of the problem. The new methodology increases the reliability of the prediction. Furthermore,
the produced fuzzy band can include, to a significant degree, the observed data and the output of the
existent crisp methodologies even if they include more complex assumptions.

Keywords: flood routing; Muskingum method; extension principle; calibration; fuzzy sets and
systems; particle swarm optimization

1. Introduction

Flood risk management is a key component in sustainable water resources manage-
ment. Floods impact both individuals and communities, producing harmful consequences
of social, economic, and environmental implications. Negative impacts of flooding include
loss of human life, destruction of crops, damage to essential infrastructure, and disruption
of the value chain. Many flood risk management strategies are based on operational early
waring schemes that predict the arrival of the flood wave and enable civil protection actions
to safeguard life and property. The prediction of the outflow hydrograph for a river’s reach
given a specific inflow hydrograph is, therefore, an important issue in water resources
management. Hydrological forecasting requires a sound understanding of the physical
mechanisms that control the propagation of flood waves along rivers. Mathematical mod-
els for flood routing are based on the unsteady flow Saint-Venant equations. Numerical
solutions of the flow equations are complex, and thus, simplified versions are preferred
in operational flood forecasting schemes. Various methods have been developed for this
purpose, which may be categorized into three distinct groups [1,2]: (1) the distributed (or
hydraulic) methods (e.g., dynamic wave, diffusion wave, and kinematic wave models),
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which are based on the mass conservation and momentum transport equations; (2) the
lumped (or hydrologic) methods (in which the linear and nonlinear Muskingum models [3]
are widely used); and (3) the semi-distributed or hybrid methods (e.g., Muskingum–Cunge
family models [4–6]). This work is focused on enhancing models of the third category
using fuzzy sets and logic.

Lumped models estimate the flood hydrograph at a downstream section of the river
from the flood hydrograph at the upstream section without considering explicitly the river
characteristics between the upstream and the downstream sections. These models use the
one-dimensional continuity equation along with a storage equation in the calibration and
verification steps.

The Muskingum method for natural streamflow routing, first proposed by McCarthy
(1938) [3] in the Muskingum River basin in Ohio, is a widely applied hydrologic method [7].
It is a lumped method which cannot provide the outflow at the intermediate sections.
However, these models are very popular since, in most cases, the scarcity of field data
prevents the use of the Saint-Venant equations to route floods in rivers, as occurs in the
second category of river-reach routing [8].

The widely-used linear Muskingum method depends on two parameters: K and
x [9]. Originally, the graphical method was developed to determine the parameters of the
widely-used Muskingum linear equation. As is widely known, the graphical solution is
based on the graphical representation of the storage versus the weighted discharge as a
function of x. The preferred value of x is the one that produces the narrowest loop (e.g.,
Wilson, 1974 [10]). Next, some techniques based either on linear programming or on linear
regression were developed [11]. However, the use of the regression-based techniques can
lead to unreasonable values for K, x (e.g., [12]), due to an overtraining behavior.

The use of the nonlinear storage equation within the Muskingum method increases the
number of model parameters, but it is closer to reality. However, the nonlinear storage equa-
tion increases the difficulty of the calibration process. Various mathematical-hydrological
methodologies are developed to calibrate the river-routing models by using a nonlinear ap-
proach regarding the relation of the reach storage. For instance, according to the segmented
least-squares method (S-LSM) (Gill 1978) [13], the whole available data are subdivided
into several groups based on the storage values. It is then assumed that K and x remain
constant in each subgroup, and hence, for each subgroup, the least square analysis is used.
Therefore, the optimization procedure is based on the minimization between the estimated
storage and the existent storage.

Next, a directly (global) nonlinear formulation of the Muskingum method (regarding
the reach storage) was proposed by several authors with the use of a nonlinear form for
the storage. For instance, [14] used several mathematical techniques to minimize the sum
of the squares of deviations between observed channel storage and computed channel
storage.

Similarly, the nonlinear least squares method (NL-LSM) [15], the Lagrange multiplier
method (LMM) [7], and the Broyden–Fletcher–Goldfarb–Shanno (BFGS) technique [16]
have been exploited for assessing the parameter values of the models. Das (2004) [7] and
Geem (2006) [15] proposed an optimization model whose objective function emphasizes
the determination of a set of parameter values that minimizes the error between model-
predicted and observed outflows. Das (2004) [7] considered the validation of the storage-
discharge relation by using the Lagrange multipliers.

However, these techniques have the drawbacks of a complex derivative requirement
and/or good initial vector consideration [17,18]. For example, the BFGS technique (Geem
2006) [16], although it reached the best solution ever found, relies heavily on the con-
sideration of the initial vector [17]. Hence, several researchers have proposed various
phenomenon-mimicking algorithms where an initial population of possible solutions is
used instead of an initial vector. For instance, the genetic algorithm (GA) [19] (Mohan
1997), harmony search (HS) (Kim et al., 2001) [20], particle swarm optimization (PSO) (Chu
and Chang 2009) [21], differential evolution (DE) (Xu et al., 2011) [22], parameter-setting
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free harmony search (PSFHS) algorithm [23], and modified honey bee mating optimiza-
tion (MHBMO) algorithm (Niazkar and Afzali 2015) [24] were developed to achieve the
calibration of the nonlinear Muskingum method (Niazkar and Afzali 2016) [25].

In order to improve the optimum solution, several authors proposed hybrid optimiza-
tion algorithms that combine the heuristic and the derivatives-based algorithms from a
mathematical point of view. Two steps are mainly considered. In the first step, one of
search-based, phenomenon-mimicking algorithms, which requires no initial guess, is ex-
ploited to assess the Muskingum parameters. Afterwards, the obtained values for nonlinear
Muskingum parameters are utilized as the first initial vector for the second step in which a
deterministic, derivatives-based method continues the routing simulation optimization
(Niazkar and Afzali 2016) [25]. For instance, in Karahan et al., 2015 [18], the HS algorithm
(global search) searched the optimum solution with multiple solution vectors, and then the
BFGS algorithm (local search) adjusted the results of the HS algorithm by getting its results
as the new initial solution [18]. A critical point is that most of the suitability measures are
based on the comparison between the observed and the predicted outflow, whilst the other
older works, such as [13,14], are focused on the storage equation (as can be seen from the
objective function used).

In addition, several authors proposed other innovations in the nonlinear Muskingum
relation. Karahan et al., 2015 [18] proposed the use of the cuckoo search algorithm (which
also uses an initial population) during the calibration of the model parameters by also
including the lateral flow. Easa (2015) [26] proposed to increase performance using con-
tinuous and discontinuous parameters expressed as a function of a dimensionless inflow
variable. In addition, Farzin et al., 2018 [27] proposed the multi-reach Muskingum method
to enhance the accuracy of the Muskingum method. The river under study was divided
into several smaller reaches, and hence, for each reach, routing was applied separately.
However, if there are no data in intermediate sections, it is not obvious that the intermediate
outcomes can be used to estimate the outflow at these sections, and therefore, the method
could be characterized as a black box model rather than a conceptual model.

Regarding the application of the fuzzy sets and logic methods in these types of
problems, most of the proposed models are based on the adaptive network-based fuzzy
inference systems (ANFIS) implementation. ANFIS is a neuro-adaptive learning technique
which provides a hybrid method for the fuzzy modeling procedure to learn information
based on a data set. Therefore, it can be seen as a neuro-fuzzy approach. It is very popular
because of the corresponding toolbox made available in MATLAB. In many hydraulic
applications, the ANFIS method is widely used, providing very good results; however,
it seems that sometimes it was solely utilized as a black-box model without any specific
utilization of the produced fuzzy rules. Chu, 2009 [28] proposed the combined application
of fuzzy inference system (FIS) and Muskingum model in flood routing. The implementa-
tion is based on the ANFIS toolbox of MATLAB. Three points of this methodology must be
noted. The first one is that the Muskingum method is used indirectly in the structure of the
model (neither the evaluation of K or x takes place). The second point is that the output
(outflow) for each time step is a crisp number and not a fuzzy number. Thirdly, based on
the ANFIS method, a large amount of data is required.

Another idea is to use the fuzzy linear regression to calibrate the linear Muskingum
method instead of the crisp linear regression as O’Donnel (1985) [11] proposed. Spiliotis
and Garrote (2017) [29] proposed the calibration of the Muskingum parameters based on
fuzzy linear regression. Therefore, instead of the crisp coefficient of the O’Donnel (1985)
method [11], the coefficients are proposed to be fuzzy symmetric triangular numbers. This
implies that, in contrast with the widely used ANFIS, the output (outflow) of the proposed
model is a fuzzy number. Furthermore, based on the Tanaka (1987) [30] fuzzy regression
implementation, all the observed data (regarding the outflow) are forced to be included
in the produced fuzzy band aiming at its minimum width. Instead of the identification
of the parameters K, x, the problem is oriented to the determination of the corresponding
regression coefficient. Another point of view is that, based on the problem itself, the
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constant term of the usual regression model must be removed [29]. The relevant feature
of articles mentioned in this paragraph is that they contain methodologies that produce a
fuzzy outflow as a final output for the channel-routing problem.

However, the fuzzy linear regression of Tanaka (1987) [30] is heavily influenced by
the existence of outliers, which can extremely enlarge the spread of the model. Hence,
Spiliotis and Garrote, 2017 [29] proposed the use of a fuzzy linear regression model that
is modified by incorporating ideas from the field of goal programming. Spiliotis et al.,
2018 [12] expanded the methodology by including the lateral flow on the basis of the
O’Donnel article [11]. As it was noted by the authors, an interesting point is that sometimes
the produced fuzzy coefficients cannot correspond to the physical meaning of the storage
equation, and hence, the model leads to a rather metric or black-box method.

In this work, a hybrid, fuzzy-based methodology is proposed. The proposed method
consists of two main ideas. Firstly, the linear Muskingum model is adopted. The parameters
K, x and α (where lateral flow occurs) are selected to be fuzzy symmetrical triangular
numbers to avoid any irrational training as may occur in the case of the fuzzy linear
regression. Hence, the methods produce a fuzzy estimation of the outflow based on the
(crisp) Muskingum function to predict the outflow. Mathematically, the application of
a crisp function using fuzzy parameters can be treated based on the extension principle
of the fuzzy sets and logic. Secondly, the calibration is addressed by using a hybrid
optimization procedure. In this article, the particle swarm optimization method (PSO) is
used. Hence, there is no need to predict an initial solution. For each possible solution based
on the (considered) values of the fuzzy parameters K, x and α, the outflow is calculated.
The outflow will be a fuzzy number, whilst its determination is based on the extension
principle. Unfortunately, the implementation of the extension principle leads to some
sub-optimization problems but without difficult constraints. The solvability of these sub-
optimization problems is discussed in the methodology section.

Each possible solution is evaluated based on the degree of inclusion of the real data
within the produced fuzzy band. This criterion should be included in the formulation of the
fitness function of the heuristic optimization method. However, other criteria will be added
which will be discussed in the methodology section. For instance, a fuzzy solution with a
very large band will contain all the data, but this information is non-functional. Therefore,
the fitness function must contain not only the inclusion degree but the magnitude of the
fuzzy band, etc. In PSO, the values of the fitness function of the swarm and the use of
random numbers determine the movement of the swarm, that is, the positions of the
new possible solutions. The procedure is finished by considering a maximum number of
iterations.

Three classical case studies from the references are widely used to benchmark the
variations of the Muskingum method. These three case studies include: (1) smooth outflow
(Wilson 1974 [10]), (2) double-peak outflow (Viessman and Lewis 2003) [9], and (3) non-
smooth outflow with lateral flow (O’Donnel 1985) data sets [11]. The implementation of the
proposed methodology is validated using the three benchmark examples. The validation
exercise is focused on the following questions: (1) Do the achieved fuzzy values of K, x
have physical meaning? (2) Is the maximum outflow included satisfactorily within the
produced fuzzy band? (3) Does the produced fuzzy band include the data with a rational
width? (4) Does the produced fuzzy band include the aforementioned results of the crisp
(deterministic, without uncertainty) methods?

A fourth case study taken from real-life data in a basin in Spain was used to validate
the approach.

2. Materials and Methods

2.1. Principles of Fuzz Set and Logic

From a mathematical point of view, a fuzzy set can be described as a mapping from
a general set X to the closed interval [0, 1] [31]. The membership function (MF) is a key
concept which describes the fuzzy sets. Hence, the membership function declares to what
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degree an element belongs to the specific set. A membership degree of 0 denotes that the
element does not belong to the set, and a membership degree of 1 denotes that the element
belongs fully to the set. Subsequently, an element with a membership degree between 0
and 1 will partially belong to the examined set. A classical (crisp or precise or deterministic)
set can be considered as a special case of a fuzzy set with a MF that only takes values 0
and 1.

A fuzzy number is a special case of the fuzzy set satisfying additionally the properties
of convexity and normality. It is defined in the axis of real numbers, and its MF is a
piecewise continuous function (Figure 1).

Figure 1. Representation of the membership function for a fuzzy number.

In general, the definition of fuzzy numbers can be found in Klir and Yuan, 1995. It
is proven (Klir and Yuan, 1995) [31] that the MF of a fuzzy number (Figure 1) follows the
mathematical expression (Equation (1)):

µA(x) =





0 f or x < ω1
AL(x) f or ω1 ≤ x ≤ α1

′

1 f or α1
′ ≤ x ≤ α2

′

AR(x) f or α2
′ ≤ x ≤ ω2

0 f or x > ω2

(1)

where AL : [ω1, a1
′ ] → [0, 1] and AR : [a2

′ , ω2] → [0, 1] are the left and right parts of the
membership function regarding the fuzzy number Ã. In addition, AL is increasing and
continuous from the right, and AR is decreasing and continuous from the left. The interval
[α1

′, α2
′] can be an interval or a point, but it cannot be an empty set [31].

A simple fuzzy number for representing the parameters K and x is the fuzzy symmet-
rical triangular number (Figure 2), which is a kind of fuzzy number [12]. The symbols α, w
denote the central value (a single point where µ = 1) and the width of the fuzzy number.

Figure 2. Fuzzy triangular symmetrical number.

The h-cut set of the fuzzy number A (with 0 < h ≤ 1) is the key idea to move from the
fuzzy to the precise (crisp) sets, and it is defined as follows [31,32] (Equation (2)):

Ãh =
{

x
∣∣µÃ(x) ≥ h, x ∈ ℜ

}
. (2)
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The h-cut set is a crisp set determined from the fuzzy set according to a selected
value of the membership function, α, and, reciprocally, a fuzzy set can be derived from
a significant number of α-cut sets. In the case of a fuzzy triangular number, the α-cut is
(Equation (3)):

Ãh =
[

AL
h , AR

h

]

or equivalently:

Ãh =
[
A − (1 − h) ·

(
A − A−

)
, A + (1 − h) ·

(
A+ − A

)]
. (3)

The crisp set including all the elements with non-zero membership function is the
0-strongcut, which is defined as follows [33,34] (Equation (4)):

Ã0+ = {x|µA(x) > 0, x ∈ ℜ}. (4)

The following symbols are used for the zero-cut (Equation (5)):

Ã0+ =
(

A−, A+
)
. (5)

More analytically, according to Equation (5), the 0-cut is an open interval and does
not contain the boundaries. For this reason (and to have a closed interval containing the
boundaries), Hanss (2005) [35] proposed the phrase “worst-case interval W”, which is the
union of the 0-strongcut and the boundaries [35,36].

We can now extend the operation of the usual crisp functions in cases where the inputs
are fuzzy sets, based on the extension principle that is briefly presented below.

Let X be a Cartesian product of universe X = X1 × X2 × . . . × Xn and Ã1, Ã2, . . . , Ãn

be defined in the universe sets X1, X2, . . . , Xn, respectively. Let f be a (crisp) mapping
from X to a universe Y, y = f (x1, x2, . . . , xn). The mapping f for these particular input
sets can now be defined as B̃ =

{(
y, µB̃(y)

)
|y = f (x1, x2, . . . , xn), (x1, x2, . . . , xn) ∈ X

}
in

which the membership function of the image B̃ can be defined (Zimmermann 1991) [32] by
(Equation (6)):

µB̃(y) = sup
(x1,x2,...,xn)∈ f−1(y)

min(µAn(x1), . . . , µAn(xn)) (6)

where f−1 is the inverse image of f.
The above principle is known as the extension principle. Its implementation provides

the means to use a crisp function even if the inputs are fuzzy numbers. With most input
variables, it is preferable to use a number of h-cuts in fuzzy analysis instead of using a MF
based directly on the above definition ([37]). If f is a continuous function in the extension
principle, the use of h-cuts can be also extended by determining the h-cuts of the function f,
as follows ([33,34]) (Equation (7)):





f L
(

Ã1, Ã2, Ã3

)
h
= min

{
f (x1, x2, x3, h)

∣∣∣x1 ∈ Ã1h , x2 ∈ Ã2h, x3 ∈ Ã3h

}
,

f R
(

Ã1, Ã2, Ã3

)
h
= max

{
f (x1, x2, x3, h)

∣∣∣x1 ∈ Ã1h , x2 ∈ Ã2h, x3 ∈ Ã3h

}
.

(7)

It is customary to use fuzzy numbers as inputs (here, the parameters K and x) to the
crisp function (here, the Muskingum equation, which calculates the outflow, Q), and hence,
the boundaries of the decision space will be closed (because of Equation (1)). Then, from
the theorem of global existence for maxima and minima of functions with many variables,
it is known that if the domain of a real function is closed and bounded, and the real function
is continuous, then the function will have its absolute minimum and maximum values at
some points in the domain [38]. Based on this theorem, in cases where fuzzy triangular
numbers appear as inputs [37], the h-cut for any real continuous function with real variables
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in this domain can be determined. The determination of each h-cut is concluded to a double
sub-optimization problem. Hence, the fuzzy output can be described by determining
several representative h-cuts. Summarizing, in the case of fuzzy parameters, the simulation
problem (that is, the determination of the outflow based on the Muskingum method) leads
to the problem of determining several h-cuts, which is implemented through a double
optimization procedure. In case of lateral flow, then a fuzzy estimation of the parameter α
with the use of the h-cuts can be added.

2.2. Formulation of the Muskingum Method

The lumped hydrological model of Muskingum is based on the mass balance equation
(Equation (8)) and the storage equation (Equation (9)).

I − Q =
dS

dt
(8)

where I is the inflow rate to the reach, Q is the outflow rate from the reach, and S the
storage in the reach. In the case where the relationship between storage and flow through a
reach is linear, the Muskingum storage relationship can be written as (Equation (9)):

S = K[xI + (1 − x)Q] (9)

where I is the inflow rate to the reach, Q is the outflow rate from the reach, K is the storage
time constant for the reach, and x is a weighting factor that varies between 0 and 0.5 [9].

The mass balance equation can be expressed in discrete form as follows (Equation
(10)): (

Ij + Ij−1
)

2
· ∆t −

(
Qj + Qj−1

)

2
· ∆t =

(
Sj − Sj−1

)
(10)

By combining Equations (8) and (9), the Muskingum routing equation is obtained
(Equation (11)):

Qj = C0 Ij + C1 Ij−1 + C2Qj−1

where C0 = −Kx+0.5∆t
K−Kx+0.5∆t ; C1 = (Kx+0.5∆t)

K−Kx+0.5∆t ; C2 = (K−Kx−0.5∆t)
K−Kx+0.5∆t

with C0 + C1 + C2 = 1

(11)

The linear Muskingum model can be modified to include the lateral flow. O’Donnell,
1985 [11] suggested a simple approach: “Possibly, the simplest model is one which assumes
that the rate at which lateral inflow enters the reach is directly proportional to the rate of
inflow I into the reach, with a proportionality factor α.”

Following this approach, the mass balance equation and the empirical storage equa-
tions can be written as (Equations (12) and (13)):

I(1 + α)− Q =
dS

dt
(12)

S = K[x(1 + α)I + (1 − x)Q] (13)

After some algebraic operations, the following equation can be used (Equation
(14)) [11]:

d1 Ij + d2 Ij+1 + d3Qj = Qj+1,d1 = (1 + α)C1, d2 = (1 + α)C0, d3 = C2 (14)

Or equivalently [12] (Equation (15)):

Qj = (1 + a) ∆T+2Kx
∆T+2K(1−x)

Ij−1 + (1 + a) ∆T−2Kx
∆T+2K(1−x)

Ij

+−∆T+2K(1−x)
∆T+2K(1−x)

Qj−1

(15)
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The focus of this work is the crisp function that determines the current outflow when
the parameters K and x are fuzzy numbers. Whereas in the case of no lateral flow, the
Equation (11) describes this function, in the case of lateral flow, the Equation (15) is applied.

2.3. Implementation of the Muskingum Method with Fuzzy Parameters

In this study, the parameters K and x (and α in case of lateral flow) are selected by
assuming them as fuzzy triangular symmetrical numbers (Figure 2). The simple linear
Muskingum equation is applied with fuzzy parameters. As aforementioned, the application
of a crisp function with fuzzy parameters is achieved by applying the extension principle.
In practice, several h-cuts can be determined in order to describe the values of the examined
function (in this application, the function f describes the outflow). In case of no lateral flow
(based on Equation (11)), the boundaries of each h-cut of the outflow can be determined as
follows (Equation (16)):





Qj
L
(

K̃, x̃
)

h
= min





∆T+2x1x2
∆T+2x1(1−x2)

Ij−1 +
∆T−2x1x2

∆T+2x1(1−x2)
Ij+

−∆T+2x1(1−x2)
∆T+2x1(1−x2)

Qj−1

∣∣∣x1 ∈ K̃h , x2 ∈ x̃h



,

Qj
R
(

K̃, x̃
)

h
= max





∆T+2x1x2
∆T+2x1(1−x2)

Ij−1 +
∆T−2x1x2

∆T+2x1(1−x2)
Ij+

−∆T+2x1(1−x2)
∆T+2x1(1−x2)

Qj−1

∣∣∣x1 ∈ K̃h , x2 ∈ x̃h



,

(16)

where I is the inflow rate to the reach, Q is the outflow rate from the reach, K is the storage
time constant for the reach, and x is a weighting factor. The index j is referred to the time
step, and the indexes L and R are referred to the left and the right hand of the produced
h-cut regarding the examined fuzzy number.

In cases of lateral flow, based on Equation (15) it holds (Equation (17)):

Qj
L
(

K̃, x̃, ã
)

h
= min





(1 + x3)
∆T+2x1x2

∆T+2x1(1−x2)
Ij−1 + (1 + x3)

∆T−2x1x2
∆T+2x1(1−x2)

Ij

+−∆T+2x1(1−x2)
∆T+2x1(1−x2)

Qj−1

∣∣∣x1 ∈ K̃h , x2 ∈ x̃h, x3 ∈ ãh



,

Qj
R
(

K̃, x̃, ã
)

h
= max





(1 + x3)
∆T+2x1x2

∆T+2x1(1−x2)
Ij−1 + (1 + x3)

∆T−2x1x2
∆T+2x1(1−x2)

Ij

+−∆T+2x1(1−x2)
∆T+2x1(1−x2)

Qj−1

∣∣∣x1 ∈ K̃h , x2 ∈ x̃h, x3 ∈ ãh



,

(17)

For the case of non-lateral flow, to calibrate the Muskingum method, the parameters K
and x need to be estimated. The central values (h = 1) and the left and the right hands of the
zero-cut (or the worst-case interval W) regarding the outflow are exploited. The zero-cut
can be used to express the concept of inclusion, that is, to check the property that the fuzzy
band contains the observed data at least to a high degree. This is set as a key idea in order
to calibrate the proposed fuzzy Muskingum model. The determination of the boundaries
of the worst-case interval W is finally achieved by following an optimization procedure,
which, in the examined case, will have a solution since the inputs are fuzzy numbers and
the used crisp function Q is continuous. The determination of the worst-case interval W
composes the sub-optimization problem that arises during the calibration of the model.

The problem of the calibration process is to assess the central values and the semi-
width of the parameters K, x, and α so that a selected criterion is minimized (including
the inclusion constraints). Because of the model complexity, the calibration is achieved by
applying a heuristic optimization model. In this article, the particle swarm optimization
(PSO) method is selected. This method can be coupled with a simulation model; in this
study, the Muskingum equation enhanced with the use of the extension principle for fuzzy
parameters is applied.

2.4. Particle Swarm Optimization Method

Particle swarm optimization (PSO) is a stochastic global optimization method based
on the simulation of the swarm. As in genetic algorithms (GA), PSO exploits a population
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of possible candidate solutions to probe the search area. The PSO algorithm can be charac-
terized as one of the population-based algorithms (Parsopoulos and Vrahatis, 2002) [39].
Although PSO is an effective and widely used method, it is simpler than other heuristic
optimization algorithms (e.g., GA) because the crossover and mutation operations in the
original version of the GA [40,41] are not used.

PSO can deal with nonlinear optimization problems in non-convex domains [42]. Each
candidate solution is called a particle, and the set of potential possible solutions in each
iteration creates the swarm [41,43]. A swarm has a dimension N′, in which N′ is the number
of potential solutions. Each potential solution is comprised of D variables, in which D
is the dimension of the problem [41,44]. In this article, in case of non-lateral flow, D = 4(
K, wK, x, wx

)
, where K is the central value of K̃, wK the semi-width of K̃, x is the central

value of x̃, wx is the semi-width of x̃.
Analytically, the population dynamics in PSO simulates the behavior of a bird flock,

where social sharing of information takes place and individuals benefit from the discoveries
and previous experience of all other companions during their search for food. Thus, two
variants of the PSO algorithm were developed considering either a local neighborhood
or a global neighborhood. In the former, the partial optimum of the particle is usually
applied [40]. In the latter, each particle moves towards its best previous position and
towards the best particle in the whole swarm [39,41,45].

Several modifications to the original version of the PSO method of Kennedy and
Eberhart (1995) [45] have been proposed, such as the adaptation of inertia term and the
consideration of the maximum velocity (e.g., [46]).

The basic PSO algorithm is detailed below (e.g., [44,46,47]:

1: Initialize a population array of particles with random positions and velocities on D
dimensions in the search area.

2: Loop
3: For each particle, evaluate the desired optimization fitness function in D variables.
4: Compare particle fitness evaluation with its best previously visited position (pi). If

the current value is better than pi, then set pi equal to the current value.
5: Identify the particle with the best fitness function value of the swarm pg.
6: Change the velocity and position of the particle (xi) according to the Equation (18):

{
υi(t + 1) = ωυi + c1ρ1 · (pi − xi(t)) + c2ρ2 ·

(
pg − xi(t)

)

xi(t + 1) = xi(t) + υi(t + 1)
(18)

7: If a criterion is met (usually a sufficiently good fitness or a maximum number of
iterations), exit loop.

8: End loop

where ρ() is a vector of random numbers uniformly distributed in the open interval 0,
1 that is generated at each iteration, and for each particle, pi is the best previously visited
position of the ith particle (partial optimum), and pg is the global best previously visited

position of all particles (global optimum). Furthermore, the term c1ρ1 ·
(
→
p i −

→
x i

)
that asso-

ciates the particle’s own experience with its current position is weighted by the constant c1

and is called individuality (cognitive acceleration). The term c2ρ2 ·
(
→
p g −

→
x i

)
is associated

with the social interaction between the particles of the swarm and weighted by the constant
c2, and is called sociality (social acceleration). As υ the velocity is meant. The velocity, by
supposing that ∆t = 1, modulates the new position xi(t + 1).

For the basic PSO, the coefficients c1 and c2 were allowed to take values in the interval
1.5 to 2.5 [41].

Clerc and Kennedy’s analysis [48] based on the initial PSO method proposed the
following modified equation for the new positions (Equation (19)):

{
υi(t + 1) = χ

[
υi(t) + c1ρ1 · (pi − xi(t)) + c2ρ2 ·

(
pg − xi(t)

)]

xi(t + 1) = xi(t) + υi(t + 1)
(19)
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where χ is a parameter called constriction coefficient or constriction factor (Equation (20)):

χ =
2∣∣∣2 − ϕ −
√

ϕ2 − 4ϕ
∣∣∣
, ϕ = c1 + c2, ϕ > 4 (20)

On the other hand, based on the literature, the following parameters are proposed
([48]) (Equation (21)):

χ = 0.729, c1 = c2 = 2.05 (21)

In this study, the proposals of Clerc & Kennedy, 2002 are adopted in the implementa-
tion of the PSO.

It is worth noting that, in some cases, the PSO method converges rapidly to a local
optimum. This problem can be overcome by the strategy of Salehizadeh et al. (2009) [49]
by dividing the population or by using other hybrid methods, e.g., by combining the PSO
together with simulated annealing behavior. For instance, [41] applied a modified PSO to
achieve the identification of optimal hedging rules for complex real systems of operating
reservoirs with many parameters, seeking to mitigate the drought impacts.

3. Proposed Calibration and Performance Measures

A procedure is followed to implement the model calibration (PSO) method together
with the extension principle. First, a swarm of possible solutions is randomly created within
the decision space. For non-lateral flow, each possible optimum solution (member of the
swarm) contains the values of the parameters

(
K, x, wK, wx

)
that describe the membership

functions of K̃, x̃. Then, a fuzzy simulation method is applied based on the extension
principle. For each possible solution, the frontiers of the 0-cut and the central values are
calculated. Finally, we apply the PSO methodology, and the objective is calculated. The
objective function is identical with the fitness function, since by using the simulation stage,
the use of constraints could be avoided.

The key question is about the formulation of the objective function (fitness function),
which will be used during the calibration process. The objective function will differ from
those selected by the crisp calibrations, since the output of the model will be a fuzzy band
that expresses the outflow hydrograph. In this article, an objective function that contains a
weighted sum of four performance measures is proposed (Equations (22)–(24)):
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where

aRj
=

{
0 i f Q+
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j

1 i f Q+
j ≤ Qobserved
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, aLj
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0 i f Q−
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j

1 i f Q−
j ≥ Qobserved

j

(23)

The first term expresses the divergence of the produced fuzzy band to include all data.
In other words, the squared penalty term, E1, is activated only whether the observed data
are not included within the produced fuzzy band. This procedure was initially proposed
by Ishibuchi et al. (1993) [50] as a cost function to be minimized in the learning process
regarding a neural network with interval weights, whilst in this work, it is used as a term
of the fitness function (Equation (24)):
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(24)
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The above measure represents the idea of inclusion of the fuzzy linear regression of
Tanaka [30]. According to this model, all the data must be included within the produced
fuzzy band [51,52].

The second term, E2, expresses the distance between the central values (α = 1) and the
observed data (Equation (25)):

E2 =

(
M

∑
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j − Qj

)2
)(

m3

s

)2

(25)

The third term, E3, expresses the magnitude of the produced fuzzy width. A large
width leads to an unfunctional fuzzy band, which cannot be exploited in real applications
(Equation (26)):
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(26)

The use of this distance comes from the fuzzy regression of Tanaka where the problem
of the fuzzy linear regression concludes to a constrained optimization problem aiming to
minimize the total width of the produced fuzzy band (e.g., [51,52])

Finally, the last term, E4, expresses the distance between the maximum value of the
outflow and the right hand of the estimated outflow (Equations (27) and (28)):

E4 =

(
amax
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Qmax − Q+
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including the maximum value

(
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s
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(27)

where amax =

{
1 i f qmax ≥ q+p
0 otherwise

, p : time when qmax = max(Q1, . . . , Qj, . . . , QM) (28)

This distance is activated only if the observed data are above the produced fuzzy band
as it is indicated by the coefficient αmax where p is the time, which is referred to as the
time where the maximum value occurs. This criterion is useful in river routing. For flood
protection, it is critical that the produced fuzzy band (from the proposed model) includes
the observed maximum value even in real time. Therefore, since this criterion expresses the
aforementioned property, it is obviously useful. This measure is proposed by [44] where a
fuzzified version of the fuzzy unit hydrograph was developed.

The terms Qobserved
j , Q−

j , and Q+
j express the observed value at time j, the left, and

the right-hand boundary of the zero-cut, respectively.
These behavioral parameters are user defined and control the optimization process.

The adopted values were taken mainly from the literature because they are shown to lead to
good performance. Their effectiveness is later analyzed and compared to other alternatives
in the validation section.

The weight w1 is selected to give more emphasis on the first term of the fitness function.
Indeed, the main advantage of the fuzzy model, similarly with the fuzzy regression model
(e.g., [30]), is the inclusion of the observed data into the produced fuzzy band. However, in
the case of a precise satisfaction of the inclusion constraints, then an outlier can significantly
enlarge the size of the produced fuzzy band. Hence, the larger the w1, the closer to the
absolute satisfaction of the inclusion constraints the model becomes. If a non-useful fuzzy
band is produced, then the value of w1 is reduced. In fact, the first measure strengthens
the satisfaction of the inclusion constraints. E1 conflicts with E3; however, an unfunctional
fuzzy band must be rejected. E2 is similar but not identical with the crisp measures SSQ,
since apart from the central value, the output of the fuzzy model is the entire fuzzy number.
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4. Results and Discussion

In order to check the proposed methodology, four case studies from the references
are used to benchmark the proposed method. The first three case studies include: (1)
the routing of a smooth hydrograph (Wilson 1974 [10]), (2) a double peak hydrograph
(Viessman and Lewis 2003 [9]), and (3) non-smooth hydrograph with lateral flow (O’Donnel
1985) data sets [11]. The last case study is located in the Ebro River Basin with more data
available. Therefore, the validation of the solution achieved is studied in the last case study.

4.1. Smooth Hydrograph

The first data set is the data set presented by [10]. For these kinds of heuristic opti-
mization problems, a maximum of 100 iterations were selected. Furthermore, the swarm
consists of 50 members, whilst the expression of Clerc and Kennedy’s is adopted for train-
ing (Equations (19)–(21)). The results were not practically changed even if the SWARM was
activated again. The fitness or objective function consists of the four performance measures
(Equation (22)). These selections were adopted for all the examined examples.

Since no lateral flow occurs, the Equation (16) is used to determine the boundary of the
worst-case interval W, which is used to check the width of the produced fuzzy band and
the degree of inclusion. Because of the sub-optimization problems (according to extension
principle, Equation (16)) a significant computational time is required for the calibration
process. Initially, a significant value of the w1 is considered (w1 = M2). By following the
aforementioned calibration procedure, the following results are achieved:

K̃ = (1.2482, 0.6533)days and x̃ = (0.2972, 0.0580) and E1 = 3.31

where M is the number of data, whilst in the bracket, the first term means the central
value and the second term the semi-width. The brackets symbolize the fuzzy symmetrical
triangular numbers.

Wilson, 1974 [10] proposed the following crisp values for the examined parameters:
K = 1.5 days and x = 0.25, which are included from the produced corresponding quantities.

Therefore, the produced solution has physical sense and incorporates all the data to a
high degree. However, the above suggestion holds only if the width of the produced fuzzy
band is functional. For flood protection, the most important factor is the uncertainty within
the neighborhood of the peak flow. Figure 3 shows that a range between the left and the
right boundaries of the outflow is lower than 10 m3/s, which seems a reasonable range.
However, the greater values have a high dispersion in time according to the proposed
fuzzy solution.

Figure 3. Simulation of the Wilson (1974) [10] example based on the proposed fuzzy method for w1 =

M2 in the case of the Wilson (1974) data.
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The crisp formulation uses the measure SSQ = ∑
M
j=1

(
Qobserved

j − Qj

)2
, which cannot

be compared directly with the performance evaluation measures, since according to the
proposed methodology, the output of the fuzzy Muskingum simulation will be a fuzzy
number in contrast with the crisp formulation where the output is a crisp number. In case
a significantly very small weight w1 is selected, an almost crisp solution is obtained. In
this case, the value of E1, E2, and SSQ are practically identical. However, the comparison
between the SSQ and E1 indicates that E1 takes the smallest value (Table 1 in Niazkar and
Afzali, 2016) of the SSQ.

Table 1. The logical test that is true if the fuzzy solution contains the other crisp methods. P (green box) means that the
model “passed” the test, and F (red box) means that the model “failed”.

Time (Hours)

Models 0 6 12 18 24 30 36 42 48 54 60 66 72 78 84 90 96 102 108 114 120 126

Wilson-trial P P P P P P P P P P P P P P P P P P P P P P
Regression P P P P P P P P P P P P P P P P P F F F F F
NL-LSM P P F F P P P P P P P P P P F P P P P F F F
S-LSM P P F F P P P P P P P P P P P P P P F F F F
LMM P P F F P P P P P P P P P P P P P P F F F F

HJ+DFP P P P P P P P P P P P P P P P P P P P P P P
GA P P P P P P P P P P P P P P P P P P P P P P

BFGS P P P P P P P P P P F P P P P P P P P P P P
BFGS-HS P P P P P P P P P P F P P P P P P P P P P P
NLMM-L P P P P P P P P P P P P P P P P P P P F F F
NLI (SSQ) P P P P P P P P P P P P P P P P P P P P F F
NLII (SSQ) P P P P P P P P P P P P P P P P P P P P P P
NLIII (SSQ) P P P P P P P P P P P P P P P P P P P P P F
NLI (MARE) P P P P P P P P P F P P P P P P P P P P P P
NLII (MARE) P P P P P P P P P F P P P P P P P P P P P P
NLIII (MARE) P P P P P P P P P F P P P P P P P P P P P F

To summarize, it is proposed that, in the case E1 has a small value (preferably smaller
than the SSQ of the crisp simulation) and a logical width, then the fuzzy calibration can be
accepted. The time-step of Wilson 1974 [10], 6 h, can be characterized as sufficient, since in
6 h, some emergency measures can be implemented.

Analytically, for w1 = M2, the proposed measures, for which their weighted sum
composes the objective function, have the following values:
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Two additional calibrations are presented in Figure 4 for (a) w1 = 1 and (b) w1 = 1/M.
In cases where smaller weights are selected, the produced fuzzy band becomes thinner
and smoother (Figure 4a,b), but it cannot contain a significant number of data (especially
Figure 4b, where a smaller weight is selected). However, the maximum discharge is
practically included in all cases. In all figures, the blue line expresses the central value, that
is, the value which corresponds to unit membership function.
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Figure 4. Simulation of the Wilson (1974) [10] example based on the proposed fuzzy method for (a)
w1 = 1 and (b) w1 = 1/M in the case of the Wilson (1974) data.

For illustrative purposes, Figure 5 shows the evolution of the member of the swarm. Since
there are four decision variables, only the parameters central values of K and x are represented.
The blue circles indicate the swarm of the possible solutions and the diamond the global
optimum solution for each generation. After the 50th generation, the swarm converts rapidly
near the global optimum, and the optimum solution remains stable after the 89th iteration.

Figure 5. Simulation of the Wilson (1974) [10] example based on the proposed fuzzy method for
w1 = M2 in case of the Wilson (1974) data. The blue circles indicate the swarm of the possible solution
and the diamond the global optimum solution for each generation.
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After the end of the calibration procedure (and hence, the PSO algorithm), for each
time step, the fuzzy number which corresponds to the outflow can be separately calculated
by considering a very large number of h-cuts. For each h-cut, the extension principle is used
to determine the boundaries of each h-cut. Figure 6 represents the produced outflow when
the maximum outflow occurs in the observed data. As it can be seen, the output remains a
fuzzy number (since it satisfies Equation (1)), but the linearity and the symmetry (which
appears in case of the parameters K and x) were lost because the used crisp functions
(Equation (16)) do not remain linear.

Figure 6. Produced outflow when the maximum outflow occurs in the real data in the case of the
Wilson (1974) data for w1 = M2.

By comparing the proposed fuzzy solution with many (crisp) methodologies, it is
concluded that the fuzzy solution contains the majority of the described solutions (see the
literature session). Indicatively, the Wilson-trial approach [10], the regression model, the
NL-LSM (Yoon and Padmanabhan 1993) [15], the S-LSM (Gill 1978) [13], the LMM (Das
2004) [7], the HJ+DFP (Tung 1985) [14], the GA, the BFGS (Geem 2006) [16], the BFGS-HS
(Karahan et al., 2013), the NLMM-L (Karahan et al., 2013), the NLI (SSQ) (Karahan et al.,
2013), the NLII (SSQ) (Karahan et al., 2013), the NLIII (SSQ) (Karahan et al., 2013), the NLI
(MARE) (Karahan et al., 2013), the NLII (MARE) (Karahan et al., 2013), the NLIII (MARE)
(Karahan et al., 2013) [53], the CS (Karahan et al., 2015) [18], and the CM (Easa 2015) [26]
models are figured together with the fuzzy solution. The fuzzy solution is depicted by the
left-hand and the right-hand bound of the zero-cut and the central values (Figure 7).

The Table 1 contains the comparison between the fuzzy solution with the aforemen-
tioned crisp models. The logical test is passed when the previous crisp solution for the
outflow is included within the produced fuzzy band. A tolerance of 1 m3/s is permitted.
From Table 1, it is shown that the majority of the crisp solutions are included within the
produced fuzzy band apart from the last (decreasing) part of the hydrograph. The yellow
lines indicate the time steps near the time where the maximum occurs.

In addition, the produced fuzzy band is separately compared with the graphical
solution of Wilson, 1974 [10] (Figure 8). The graphical solution is based on the graphical
representation of the storage versus the weighted discharge and with x as the preferred
value, which produces the narrowest loop. An important point is that by comparing the
central values of the fuzzy solution and the graphical solution, these two solutions are
close, and moreover, the initial region of the outflows has a similar decreasing behavior.
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Figure 7. Other crisp simulations, the observed data, and the produced fuzzy band in case of the
Wilson (1974) [10] data.

Figure 8. The graphical solution and the produced fuzzy band in the case of the Wilson (1974) data.

4.2. Two-Peak Hydrograph

The second case study is a multi-peak flood hydrograph [9]. By selecting w1 = M2,
K̃ = (3.5744, 1.5672), and x̃ = (0.3460, 0.1399), whilst E1 = 0.51 (Figure 9), where M is the
number of data for the examined set.
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Figure 9. Simulation of the [9] example based on the proposed fuzzy method for w1 = M2. The blue
line means the central values.

By selecting w1 = 1, a functional approach with a smaller fuzzy band but with some
points out of the fuzzy band is produced (Figure 10). The value E1 = 8974.5, which is
sufficient. K̃ = (3.6975, 0.3954) hr and x̃ = (0.3134, 0.1067). An interesting perspective is
that the two solutions are very close regarding the central values.

Figure 10. Simulation of the [9] example based on the proposed fuzzy method for w1 = 1. The blue
line means the central values.

Furthermore, the produced fuzzy band is compared with BFGS (Karahan 2014) [54]
and MHBMO (Niazkar and Afzali 2015) [25] (Figure 11). Although the crisp models are
rather complex with many parameters, the fuzzy model based on the Muskingum linear
method contains practically all the values for w1 = M2 (Figure 11a) and the majority of
the values when w1 = 1 (Figure 11b), whilst the fuzziness is within a rational value. The
method of BFGS seems to be away from the data.
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Figure 11. Other crisp simulations, the observed data ,and the produced fuzzy band in case of the [9]
data for (a) w1 = M2 (b) w1 = 1.

4.3. Non-Smooth Hydrograph with Lateral Flow

A non-smooth outflow hydrograph with lateral flow, previously presented by O’Donnel
(1985) [11], was analyzed. The data are based on the event on the River Wyre, 20–21 Oc-
tober 1982. The river flows into the Irish Sea at Fleetwood. It is approximately 28 miles
(45 km) in length. The river is a county Biological Heritage Site. According to O’ Donnel
(1985), there was a considerable increase in the flood volume between the inflow and
outflow sections (some 25 km apart), and furthermore, it also had a multi-peaked inflow.
Initially, a significant value of the w1 is considered (w1 = M2). Since lateral flow occurs,
Equation (17) is used to determine the worst-case interval. By selecting w1 = M2, it
is concluded that K̃ = (4.9405, 2.1945), x̃ = (0.0593, 0.1035), and ã = (2.5960, 0.1035)
(Figure 12). However, the values of x approach the value corresponding to the reservoir,
whilst small negative values are expected to be irrational.
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Figure 12. The observed data and the produced fuzzy band in the case of the River Wyre, 20–21
October 1982 data for w1 = M2.

By selecting w1 = 1, (Figure 13) it is concluded that K̃ = (6.7211, 2.6006), x̃ =
(0.0997, 0.0002), and ã = (2.9648, 0.1848) and E = 23.4438. These values approximate the
crisp values that are provided by [11]. By comparing the observed data and the produced
fuzzy band, it seems that although a new parameter was added, the performance of the
fuzzy solution can be characterized as sufficient since the produced fuzzy band includes to
a high degree the observed data of the outflow without an irrational width.

Figure 13. The observed data and the produced fuzzy band in the case of the River Wyre, 20–21
October 1982 data for w1 = 1.

Based on the three examples analyzed, results show advantages of the proposed
methodology to be highlighted: (1) the use of a fuzzy estimation with the aim of fuzzy
parameters is closer to observed; (2) the new methodology increases the safety of the
prediction including the uncertainty; (3) the produced fuzzy band include, to a significant
degree, the observed data; and (4) the output of the successful existent crisp methodologies
even if they include more complex assumptions.

4.4. Validation with Real-Life Data

The validation case study is located in the Ebro River Basin (Spain, Figure 14). The
gauge stations (automatic flow measures) belong to the SAIH network (Automatic Hydro-
logic Information System) managed by the Ebro Basin Water Authority. The reach under
analysis is located in the Aragón River between stations 9271 (elevation 1040 m, basin area
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101 km2) and 9018 (elevation 793 m, basin area 238 km2). The reach length is 18.09 km, and
the mean slope of the reach is 1.365%. The method proposed in this study is validated with
four hydrographs recently recorded in the reach. The time step of the original data is equal
to 15 min. In order to reduce computational time and for stability reasons, the original data
were resampled at ∆t = 1 h time step. The selected hydrographs can be characterized as
rather complex since they include important lateral flow, and their shapes are not smooth.

Figure 14. Case study in Aragón River, Ebro Basin, Spain. The studied reach starts at Canfranc gauge station (red dot, Id
9217) and ends at Jaca gauge station (red dot, Id 9018).

The performance of the method is tested by fitting the Muskingum parameters in
one hydrograph (Hydrograph 1) and validating the prediction obtained with the fitted
parameters for the three remaining hydrographs (Hydrographs 2, 3, and 4). The predictive
capability of the method was tested for two values of parameter w1: 1 and 0.1. The
value of w1: equal to one gives more weight on the inclusion of observations within the
fuzzy band, while the value of w1 equal to 0.1 gives more weight on the reduction of the
uncertainty of the forecast. The results obtained for w1 = 1 after 100 iterations are K̃ =
(5.1605, 3.5130)h, x̃ = (0.1773, 0.0495), and ã = ( 1.5160, 0.4579). The results obtained
for w1 = 0.1 are K̃ = (3.8328, 1.5637)h, x̃ = (0.2273, 0.0006), and ã = ( 1.8568, 0.1930).
The fuzzy bands obtained for the outflow hydrographs are presented in Figure 15. In both
cases, the most relevant values of the outflow hydrograph (near the peak discharge) are
included within the produced fuzzy band. The wider fuzzy band for w1 = 1 includes a
larger fraction of values, but the narrower fuzzy band for w1 = 0.1 reduces the uncertainty
of the forecast.
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Figure 15. Inflow and outflow hydrographs (data corresponding to Hydrograph 1) and the predicted fuzzy band of the
Ebro River based on the proposed method for (a) w1 = 1 and (b) w1 = 0.1.

Afterwards, the fuzzy parameter values obtained for the two solutions were validated
by applying them on three other real events, named Hydrograph 2, 3, and 4. The results are
shown in Figure 16. For the fuzzy parameters obtained with hydrograph 1 and w1 = 1, the
stronger emphasis on the inclusion during the calibration process leads to results for other
events where the observed outflow is almost included within the fuzzy band produced.

Figure 16. Validation of the achieved solution based on three real available hydrographs for (a) w1 = 0.1 and (b) w1 = 1. Left
column corresponds to Hydrograph 2, central column to Hydrograph 3, and right column to Hydrograph 4.
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This aspect is quantified with the following modified measure E1:
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The values of the modified measure obtained for Hydrographs 2, 3, and 4 are 0.6556,
0.3304, and 0.2526. These values are small, indicating a good coverage of the observations,
although most of the observed discharges are below the central values of the fuzzy band.

For the fuzzy parameters obtained with Hydrograph 1 and w1 = 0.1, the observed
outflow is not included within the produced fuzzy band in most cases (Figure 16a). How-
ever, the shape of the observed outflow is similar to the produced fuzzy bands, suggesting
that the deviation may be due to the different contribution of incremental flow in each
event. The values of the modified measure are 6.8537, 10.8548, and 4.8134 (Table 2). As
aforementioned, the property of inclusion (which is expressed by the modified measure
E1) is in conflict with the goal of low uncertainty, which is expressed by the measure E3
(Table 2).

Table 2. Modified measure E1 (property of inclusion) and E3 (uncertainty) by testing weights w1 = 0.1
and w1 = 1 and applied to Hydrographs 1 (training) and 2, 3, and 4 (validation).

Training Validation

Hydrograph 1 Hydrograph 2 Hydrograph 3 Hydrograph 4

w1 = 0.1

E1 3.8382 6.8537 10.8548 4.8134
E3 18.8438 24.9167 41.3546 20.9019

w1 = 1

E1 0.7458 0.6556 1.1253 0.4815
E3 84.5021 79.5274 144.0766 75.1660

These fuzzy parameters showed a good skill to produce operational forecasts based
only on inflow to the reach. The results were encouraging, particularly considering that
incremental flow was important in comparison with the inflow to the reach. The parameter
w1 could be used to control whether the emphasis should be placed on inclusion of the
observations within the fuzzy band or in narrowing the uncertainty of the predictions. It
should be noted that important hydrograph’s characteristics were simulated with a high
degree of accuracy, for example, the volume of the hydrograph, the peak flow, the lag time,
and the duration of the hydrographs, among others.

In this validation exercise, the effectiveness of behavioral parameters was tested
against an alternative parameter configuration proposed by Pedersen and Chipperfield [55],
who suggested to simplify the approach by eliminating the use of the particle’s previous
best-known position by setting c1 = 0. The performance of this option was lower than
that of the traditional values for behavioral parameters in the examined case. The small
improvement in computation time was not found to be relevant because the large com-
putation time is caused by the simulation (based on the extension principle) and not by
the topology of the network and the corresponding update of the positions of the swarm.
Therefore, the simplification of the topology of the swarm in this problem cannot win
computational time and leads to poorer results.

A critical point of which these kind of studies should be aware is the number of
data. For instance, the approach of the ANFIS system based on the Wilson, 1974 data [10]
is not a safe choice since the ANFIS requires several variables. Furthermore, the use of
sophisticated non-linear Muskingum models with either 10 [54] or significantly large [56]
calibrated parameters, with only 18 sets of data available, have the risk of overtraining.
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A disadvantage of the proposed methodology is the high computational time con-
sumption required and secondly, the selection of the proper weight w1, which differentiates
the solution. However, (1) the production of a functional uncertainty (2) with parameters
that make physical sense and (3) the inclusion of the observed data to a high degree,
especially near the maximum value, will be the determinant criteria in the selection of the
weight. For instance, in the case of the third example, a large quantity of w1 leads to an
unfunctional uncertainty as well as an irrational values for the parameter x.

An extension of the proposed methodology could be the application of a nonlinear
form regarding the Muskingum model. However, two limitations must be taken into
account. The first one is that a significant number of data is required for calibration, and
the second is the difficulty in the incorporation of the fuzziness. Indeed, by using the linear
Muskingum theory, an explicit relation exists to determine the outflow with respect to the
parameters K and x (and α for lateral flow), while in the case of the nonlinear relation, a
process with many steps is required. Hence, in the first case, the extension principle can be
directly applied to determine the selected h-cuts.The more traditional optimization prob-
lems are gradient-based and local search algorithms, and hence the final optimum solutions,
may depend on the consideration of the initial point. The evolutionary algorithms, such as
genetic algorithm (GA) and swarm intelligence, has an advantage that overcomes this diffi-
culty. Such global optimizers are in most cases simple, flexible, and efficient. However, it
lacks in-depth understanding of how such algorithms may converge and how quickly they
can converge to the global optimum, and hence, this point is a topic for further investiga-
tion [57]. The PSO method is selected because of its simplicity and since it has been applied
in the examined problem of river routing with satisfactory results ([21,58,59]). Indeed, [60]
suggested that their outcomes confirmed that the PSO algorithm estimated the parameters
in a complex nonlinear Muskingum model with high accuracy along with a fast rate of co-
nvergence. In addition, in the examined case, which is a calibration problem, we can sup-
pose a possible range of the parameters, and hence, a randomly created initial swarm can
be easily constructed. The use of other heuristic algorithms is challenging especially in more
complex simulation where a lateral flow exist, and the no linear Muskingum model may
be adopted. For instance, the use of hybrid simulated annealing-PSO methods [61]) seem
promising alternatives for further work. As it is written in [61], many algorithms introduce
ideas that could be easily exported to other methods with varying degrees of compatibility.
In [62], these hybrid models were proposed in the case of a water-based algorithm (e.g., [62]).
For instance, by a similar way with the PSO, rain-fall optimization algorithm (RFO) has
been applied as a new, naturally inspired algorithm based on behavior of raindrops with
an effective approach [63].

The utility of the method might be extended in the cases of the rain-runoff models
since some conceptual models use the well-known Muskingum method to express the quick
flow development (instead of the unit hydrograph theory) and, with other parameters, the
slow flow development [1].

5. Concluding Remarks

A general methodology to assess the parameter of the linear Muskingum model
for river routing by considering parameters as fuzzy symmetrical triangular numbers is
presented in this study. The expanded linear Muskingum storage method presented by
O’Donnel (1985) [11] is used also in cases where a lateral flow occurs. Since the calibration
model is an optimization of a case model, the PSO is used since it enables us to use a
simulation process for each possible solution that composes the swarm. Hence, for each
candidate solution, the extension principle of fuzzy sets and logic is activated in order to
determine a fuzzy band of the outflow.

A fitness function is established that expresses the divergence of the produced fuzzy
band to include all data. It takes into account the distance between the central values
and the observed data, the total width of the fuzzy band and the distance between the
maximum value of the outflow, and the right hand of the estimated outflow. A critical
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point is that the aim of divergence of the produced fuzzy band to include all data (property
of inclusion) is in conflict with the aim of minimization of the total width of the produced
fuzzy band. A weighted sum of the above goals composes the fitness function, whilst a
functional width that contains most of the observed data is applied to select the weights of
the fitness function.

Four case studies from the references are used to benchmark the proposed method,
including smooth and non-smooth hydrographs with lateral flow and a double peak
hydrograph. The last case study includes a complicated, real case study, and it is used
for validation purposes. The proposed methodology improve results with the use of a
fuzzy estimation with the aim of fuzzy parameters closer to nature; the new methodology
increases the safety of the prediction; and furthermore, the produced fuzzy band can
include, to a significant degree, the observed data and the output of the existent crisp
methodologies even if they include a more complex formulation. Regarding the PSO
model, results suggest that 100 iterations of a swarm with 50 members is sufficient to
approach the final solution, while the candidates solutions converge to the total optimum.
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Abstract: In the present study, six meta-heuristic schemes are hybridized with artificial neural
network (ANN), adaptive neuro-fuzzy interface system (ANFIS), and support vector machine (SVM),
to predict monthly groundwater level (GWL), evaluate uncertainty analysis of predictions and spatial
variation analysis. The six schemes, including grasshopper optimization algorithm (GOA), cat swarm
optimization (CSO), weed algorithm (WA), genetic algorithm (GA), krill algorithm (KA), and particle
swarm optimization (PSO), were used to hybridize for improving the performance of ANN, SVM,
and ANFIS models. Groundwater level (GWL) data of Ardebil plain (Iran) for a period of 144 months
were selected to evaluate the hybrid models. The pre-processing technique of principal component
analysis (PCA) was applied to reduce input combinations from monthly time series up to 12-month
prediction intervals. The results showed that the ANFIS-GOA was superior to the other hybrid models
for predicting GWL in the first piezometer (RMSE:1.21, MAE:0.878, NSE:0.93, PBIAS:0.15, R2:0.93),
second piezometer (RMSE:1.22, MAE:0.881, NSE:0.92, PBIAS:0.17, R2:0.94), and third piezometer
(RMSE:1.23, MAE:0.911, NSE:0.91, PBIAS:0.19, R2:0.94) in the testing stage. The performance of hybrid
models with optimization algorithms was far better than that of classical ANN, ANFIS, and SVM
models without hybridization. The percent of improvements in the ANFIS-GOA versus standalone
ANFIS in piezometer 10 were 14.4%, 3%, 17.8%, and 181% for RMSE, MAE, NSE, and PBIAS in
training stage and 40.7%, 55%, 25%, and 132% in testing stage, respectively. The improvements for
piezometer 6 in train step were 15%, 4%, 13%, and 208% and in test step were 33%, 44.6%, 16.3%,
and 173%, respectively, that clearly confirm the superiority of developed hybridization schemes in
GWL modelling. Uncertainty analysis showed that ANFIS-GOA and SVM had, respectively, the best
and worst performances among other models. In general, GOA enhanced the accuracy of the ANFIS,
ANN, and SVM models.

Keywords: groundwater; artificial intelligence; hydrologic model; groundwater level prediction;
machine learning; principal component analysis; spatiotemporal variation; uncertainty analysis;
hydroinformatics; support vector machine; big data; artificial neural network
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1. Introduction

One of the most important sources of water supply for industrial, drinking, and irrigation
purposes is groundwater (GW). GW has a significant role in economic development, environmental
management, and ecosystem sustainability [1,2]. However, in recent years undue exploitation has
caused a tremendous pressure on GW resources, resulting in GW crisis [3]. As a result, the GW
level (GWL) in different regions of the world has been decreasing rapidly. Further, widespread
pollution of surface water is severely affecting GW. A decrease in GWL can also be caused by climate
factors and can lead to a number of eco-environmental problems [4]. For proper water resources
management, particularly effective utilization and sustainable management of groundwater resources,
accurate and reliable prediction of GWL is essential [5,6]. Thus, it is necessary to predict the Ardebil
groundwater level for water resources management. Mathematical models incorporating GW dynamics
are applied to predict GWL for optimizing groundwater use, optimal management, and development
of conservation plans [5,7]. Since such models are costly, time-consuming, and data-intensive, their use
in practice is limited because of data-scarcity [8,9]. In such cases, when geological and hydro-geological
data are insufficient, soft computing models become an attractive option [10]. Artificial neural network
(ANN), adaptive neuro-fuzzy interface (ANFIS), genetic programming (GP), support vector machine
(SVM), and decision tree models are among the important soft computing models that are suited for
modeling dynamic and uncertain nonlinear systems [7].

Recently, soft computing models have been widely used worldwide to predict GWL. Jalal Kameli
et al. [11] evaluated neuro-fuzzy (NF) and ANN models to estimate GWL using rainfall, air temperature,
and GWLs in neighboring wells, and showed that the NF model performed better than the ANN model.
Identifying the lag time of time series for observed rainfall by correlation analysis, Trichakis et al. [12]
used the ANN model to predict GWL and found the ANN model to be useful to model Karst aquifers
that are difficult to simulate using numerical models. Using evaporation, rainfall, and water levels in
observation levels as input, Fallah-Mehdipour et al. [13] applied the ANFIS and genetic programming
models for predicting GWL and showed that GP decreased the value of mean root square error
(RMSE) compared to the RMSE by the ANFIS. Moosavi et al. [14] evaluated the ANN, ANFIS-wavelet,
and ANN-wavelet models and showed that predicted GWL was more accurate for 1 and 2 months
ahead than for 3 and 4 months ahead. Predicting GWL in the Bastam plain by ANFIS and ANN
models in Emamgholizadeh et al. [15] study confirmed that if the water shortage of the aquifer
remained equal to the pumping rate of water from wells, the minimum reduction of GWL occurred.
Suryanarayana et al. [16] proposed a hybrid model integrating the SVM model with the wavelet
transform and indicated that the SVM-wavelet model was more accurate in predicting GWL. Using
rainfall, pan evaporation, and river stage as input, Mohanty et al. [17] indicated that the ANN model
was better using shorter lead times for GWL predictions than the larger lead times. Yoon et al. [18]
demonstrated that the SVM model was superior to the ANN model in predicting GWL. Zho et al. [19]
found that the wavelet-SVM model was better than the wavelet-ANN model for modelling GWL.
Comparing ANN and autoregressive integrated moving average (ARIMA), Choubin and Malekian [20]
showed that the ARIMA model was more accurate than ANN in modelling GWL. Das et al. [21] found
ANFIS to be better than ANN for predicting GWL.

Literature review shows that although soft computing models are capable for predicting
groundwater level, they have weaknesses and uncertainties [22]. The ANN models have different
parameters, such as weight connections, bias, and need training algorithms to fine-tune their parameters.
ANFIS and SVM models have nonlinear and linear parameters and use different kinds of training
algorithms, such as backpropagation algorithm, descent gradient method, etc. However, the standard
training algorithms have two major defects: slow convergence and getting trapped in local optima [22].
Recently, nature-based optimization algorithms have been developed for finding the appropriate values
of model parameters to improve ANN, ANFIS, and SVM models. Jalalkamali and Jalalkamali [23]
applied a hybrid model of ANN and genetic algorithm (ANN-GA) to find the best number of neutrons
for the hidden layer and predict GWL in an individual well. Mathur [24] applied hybrid SVM-PSO
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(particle swarm optimization) model for predicting GWL in Rentachintala region of Andhra Pradesh,
India, where optimal parameters of SVM were determined using PSO. Results showed that SVM-PSO
was more accurate than the ANN, ANFIS, and ARMA models. Hosseini et al. [25] hybridized ANN
and ant colony optimization (ACO) to predict the GWL in Shabestar plain, Iran, and found that
the hybrid ANN-ACO model reduced overtraining errors. Zare and Koch [26] demonstrated that
the hybridized wavelet-ANFIS model was superior in modelling GWL to other regression models.
Balavalikar et al. [27] found that the hybrid ANN-PSO model was better in predicting monthly GWL of
Udupi district, India, than the classical ANN model. Malekzadeh et al. [28] evaluated ANN, wavelet
extreme machine learning (WEML), SVM, wavelet-SVM, and wavelet-ANN for predicting GWL,
and concluded that WEML was more accurate. These studies reveal that hybrid models are more
accurate and efficient than single models in predicting GWL and it is inferred from these studies
that meta-heuristic optimization algorithms are superior to the classical ones, but require uncertainty
analysis for artificial intelligence models.

New hybrid intelligent optimization models can be regarded as appropriate alternative methods
with an acceptable range of error for predicting GWL. Among the nature-inspired optimization
algorithms, the grasshopper optimization algorithm (GOA) is a novel and robust meta-heuristic method
that mimics the swarming behavior of grasshoppers in nature. The GOA is a multi-solution-based
algorithm during the optimization process to avoid higher local optima and has high convergence
ability toward the optimum [29]. It has different functions than other optimization algorithms that
enable it to find the best optimal solution in the search space with high probability. Therefore, this
algorithm escapes from local optima and finds the global optimum in the search space. This capability
is considered as an advantage of GOA [30] and as reason for the selection of GOA for the current
study. Several researchers used GOA for monthly river flow [31], soil compression coefficient [32],
coefficients of sediment rating curve [33], and concrete slump [34], but the uncertainty analysis and
GWL modeling has not yet been studied.

These models have some drawbacks in the previous studies that are addressed in the current
paper. These models are robust tools for modeling many of the nonlinear hydrologic processes such as
rainfall-runoff, stream flow, and ground-water level. Despite the wide application of soft computing
models, few studies have investigated the capability of novel optimization algorithms, such as GOA
integrated with typical predictive methods, for GWL prediction, uncertainty evaluation, and spatial
variation modeling. The main problem in developing these models is the using of an appropriate
training procedure. Especially, AI tend to be very data intensive in training stage, and there appears
to be no established methodology for design and successful implementation of training procedure
and error minimizations. Therefore, there are still some questions about AI tools that must be further
studied, and important aspects such as local trapping, uncertainty analysis of results, uncertainty due
to meta-heuristic optimization algorithms in training, spatial changes modelling with hybrid models
must be explored further. Based on the best knowledge of the authors, no published papers exist that
evaluate the uncertainty of different meta-heuristic optimizations for groundwater level prediction in
hybridization with ANN, ANFIS, and SVM. The main contribution and novelty of the present study is
comparative uncertainty analysis of the novel hybrid models, spatial changes modelling by considering
PCA as appropriate input selection in regard to uncertainty results. Despite the wide application of
soft computing models, few studies have investigated the capability of novel optimization algorithms,
such as GOA integrated with typical predictive methods, for GWL prediction, uncertainty evaluation,
and spatial variation modeling. The state-of-art models, including ANN, ANFIS, and SVM, have
been employed to predict GWL, but these models are easily trapped in local optima and often need
longer training times. Hence, the main contribution of this study is to develop and to assess the
applicability of hybrid ANFIS-GOA, SVM-GOA, and ANN-GOA models for predicting monthly GWL
and uncertainty of results in Ardabil basin in Iran. Application of GOA method integrated with
ANN, ANFIS, and SVM models is useful to search the best numerical weights of neurons and bias
values. The other objectives of this paper were to (1) compare the GOA with different optimization
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algorithms of particle swarm (PSO), weed algorithm (WA), cat algorithm (CA), and genetic algorithm
(GA); (2) evaluate the uncertainty of the hybridized models for predicting monthly GWL; (3) use
principal component analysis to select the appropriate input combinations from time-series data up to
12-month lag; (4) modeling spatial variation of GWL by using hybrid intelligence models results in
geospatial analysis.

2. Materials and Methods

2.1. Case Study and Data

The Ardebil plain, with the area of 990 km2, is located in the northwest of Iran between latitudes
38′3◦ and 38′27 and the longitudes of 47′55◦ and 48′20◦ (Figure 1). The average annual rainfall is
304 mm. The hottest month in this plain is May and the driest month is July. The average annual
temperature is 9 ◦C. In Ardebil plain, groundwater supplies water for drinking, agricultural, and
industrial purposes. There is a negative balance of about 550 million m3 in the Ardebil aquifer.
The GWL decreases by 20–30 cm per year, which is the fastest decline. The Ardebil plain has 89 villages,
that use groundwater for agricultural uses. The current condition of the GWL in the Ardebil plain has
negative impacts on the farmers as its main users. In this study, the following parameters were used as
the input to the hybrid ANN, ANFIS, and SVM models. Then, the principal component analysis was
used to select the best input combination up to 12-month lag.

H(t) = f [H(t− 1), H(t− 2), H(t− 3), . . . ..H(t− 12)] (1)

where, H(t) is the GWL at month t, H(t− 1) is the 1-month lagged H, H(t− 2) is the 2-month lagged H,
H(t− 3) is the 3-month lagged H, and H(t− 12) is the 12-month lagged H. The data of 140 months
(2000 (January)–2012 (September)) were selected for the current study. A total of 20% of the data set was
used for testing, and 80% of the data set was used for the training, that were selected randomly. Nine
observed wells (wells 6, 9, 10, 24, 11, 4, 7, 8, and 1) were used to provide the spatiotemporal variation
of GWL for different months. Each piezometer had 140 monthly data points. The measurements were
made one time during each month.

′ ′ ′ ′

( ) = ( − 1), ( − 2), ( − 3), . . . . . ( − 12)( ) ( − 1) ( − 2)( − 3) ( − 12)	

Figure 1. Location of Ardebil Plain as the case study.
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2.2. ANFIS Model

The ANFIS model uses fuzzy interface systems which use fuzzy if-then rules to construct a
predictive model. The ANFIS model has been widely used for predicting rainfall [33], temperature [34],
runoff [35], evaporation [36], and sediment load [37]. Figure 1 shows the structure of the ANFIS model
in the framework of the study. The square nodes and circle nodes show the adaptive and fixed nodes,
respectively. The ANFIS model has five layers [38]. (1) The inputs are fuzzified in the first layer whose
nodes are constant. The membership grade of inputs is the output of the first layer:

o1
i
= uAi(x), i = 1, 2..

o1
i
= uBi−2(y), i = 3, 4, ..

(2)

where, o1
i

is the output of the first layer, uAi(x) and uBi−2(y) are the fuzzy membership functions for the
fuzzy set Ai and Bi-2, respectively. The bell-shaped member function is selected for the current study
due to its smoothness and concise notation:

uAi
(x) =

1

1 +
[

(

x−ci
ai

)2
]bi

, i = 1, 2, .. (3)

where a, b, and c are the premise parameters (training algorithms obtain these parameters).
(2) The nodes of the second layer are labelled with M, which shows that they carry out a simple

multiplier function. The fuzzy strengths ωi of each rule are the output of the second layer:

o2
i = ωi = uAi

(x)uBi(y), i = 1, 2.., (4)

(3) The nodes of the third layer are also fixed. The fuzzy strengths from the previous layer are
normalized in the third layer. The sum of weight functions is used to compute the normalization factor.
The normalized fuzzy strengths are the output of the third layer:

o3
i = ωi =

ωi
∑2

i=1 ωi

(5)

(4) The nodes of the fourth layer are adaptive and its outputs are computed as:

o4
i = ωizi = ωi(pi + qiy + ri), i = 1, 2.., (6)

where, pi, qi, and ri are the consequent parameters.
(5) The output in the fifth layer is labelled with S. A fixed node is observed in this layer. This layer

computes the total summation of all the incoming signals:

o5
i = z =

2
∑

i=1

ωizi =

∑2
i=1 ωizi
∑2

i=1 ωi

(7)

In the classical training approach, a combination of the least square and gradient descent methods
is commonly used as a hybrid learning algorithm to adjust the parameters of the ANFIS model.
The consequent parameters of ANFIS model are updated by applying the least square method in the
forward pass. Additionally, in the backward pass, the gradient descent method is used for updating
the premise parameters. In the hybridized schemes, tuning and adjusting the consequent and premise
parameters are determined by the optimization algorithms as the hybrid training scheme.
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2.3. ANN Model

The artificial neural network uses behavioral patterns to provide a framework for modeling
mechanisms. It consists of three layers: input, hidden, and output layers, and includes the processing
units named neurons which are arranged in several layers [39]. The connection weights link the
neurons of preceding layers to the neurons of the following layers. The output of the middle layer
(hidden layer) is used as the input to the following layer. The input data is received by the input
layer, while the last layer generates the final output of the ANN model. The middle layers receive and
transmit the input data to the connected nodes in the following layers. The weighted sum of inputs is
used by the hidden neurons to produce the intermediate output. The ANN model uses the activation
functions to compute the outputs of the hidden and output neurons. It uses the bias values to set the
output along with the weighted sum of inputs to the neuron. The process of ANN modelling has two
major levels: (1) preparing the network structure, and (2) adjustment of the weights of connections.
The literature review indicates that the backpropagation training algorithm is wildly used in different
fields, such as water engineering [40]. First, the output of the ANN model is obtained as a response of
the ANN model. In the next level, the error between observed and estimated values is minimized to
find the weights of the model. If the output is different from the observed value, the modification of
weights and biases will start to decrease the error values. However, the backpropagation algorithm
has a slow convergence rate and to overcome its inherent weakness the meta-heuristic optimization
algorithms are used in the present study. Figure 1 shows the structure of the ANN model and its
hybridization with intelligence algorithms.

2.4. SVM Model

The SVM model has been widely used for predicting solar radiation [41], rainfall [42],
landslides [43], and drought [44]. In the SVM model, the input data are divided into testing
and training samples. The selected input vector (training sample) is mapped into a high-dimensional
feature space. Then, the optimal decision function is generated [44]. Equation (7) shows the regression
estimation function of the SVM model:

f (x) = WTφ(x) + b (8)

where, φ(x) is the nonlinear mapping function for mapping sample data (x) into an m-dimensional
feature vector, b is the bias, and WT is the weight vector of the independent function. WT and b are
computed by minimizing the following function:

D( f ) =
1
2
‖w‖2 + C

n

n
∑

j=1

Rε
[

y j, f
(

x j

)]

(9)

where, D(f ) is the generalized optimal function, ‖w‖2 is the complexity of the model, C is the penalty
parameter, and Rε is the error control function of ε. Thus, the optimization problem is defined
as follows:

min Q(W, ξ) = 1
2‖w‖

2 + C
n
∑

j=1
ξ j + ξn

j

WTφ
(

x j

)

+ b− y j ≤ ε+ ξ j

y j −WTφ
(

x j

)

− b ≤ ε+ ξ∗ j
ξ j ≥ 0, ξ∗ j ≥ 0, j = 1, 2, .., n

(10)
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where, ξ j and ξ∗ j are the relation factors. Adjusting the partial derivatives of W, b, ξ j, and ξ∗ j to 0 and
using the Lagrangian equation, an optimization problem can be formulated as follows:

L(W, a, b, ε, y) = min 1
2

n
∑

j=1
(ar − a∗r)

THr, j∗

ar − a∗r + ε
n
∑

j=1
(ar − a∗r) +

n
∑

j=1
yr(ar − a∗r)

n
∑

r=1
(ar − a∗r) = 0, (0 ≤ ar, a∗r ≤ C)

Hr, j = K
(

x, x j

)

= φ(xr)
T
φ
(

x j

)

, (r = 1, 2, .., n)

(11)

where, K
(

x, x j

)

is the kernel function. The most popular kernel function is the radial basis function:

K
(

x, x j

)

= exp
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(12)

where, γ is the radial basis function parameter. The SVM based model uses the grid search algorithm
(GS) to find the optimal value of parameters C and γ. Specifically, a set of initial values is chosen for
both parameters γ and C. To select γ and C using cross-validation, the available data are divided into k
subsets. One subset is regarded as testing data and then assessed using the remaining k-1 training
subsets. Then, the cross-validation error is computed using the split error for the SVM model using
different values of C and γ. Various combination of parameters C and γ are evaluated and the one
yielding the lowest cross-validation error is chosen and used to train the SVM model for the whole
dataset. The structure of the SVM model is shown in Figure 2.

	

= + +
=
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Figure 2. Developed methodology framework for modeling groundwater level time series.
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2.5. Optimization Algorithms

2.5.1. Grasshoppers Optimization Algorithm (GOA)

Grasshoppers are regarded as pests because they damage agricultural crops. They are a group of
insects that can generate large insect swarms. The mathematical function to investigate the swarming
behavior of grasshoppers is demonstrated with the following equation [45]:

Xi = Si + Gi + Ai (13)

where, Xi is the position of the ith grasshopper, Si is the classical interaction, Gi is the gravity force on
the ith grasshopper, and Ai is the wind advection. The classical interaction is simulated as follows:

Si =
N
∑

j=1

s
(

di j

)

d̂i j (14)

where, dij is the distance between the ith and jth grasshoppers, and s is a function for the definition of
the strength of social forces.

di j =
∣

∣

∣xi − x j

∣

∣

∣

d̂i j =
x j−xi

di j

(15)

The function s is computed as follows:

s(r) = f e−
r
l − e−r (16)

where, f is the intensity of attraction, and l is the attractive length scale. The distance between
grasshoppers ranges between 0 and 15. Repulsion is observed in the interval [0 2.079]. The grasshoppers
enter the comfort zone if they are far from 2.079 units from other grasshoppers. G component is
computed as follows:

Gi = −gêg (17)

where, g is the gravitational constant and êg is a unity vector towards the center of the earth. The A

parameter is computed as follows:
Ai = uêw (18)

where, u is a constant drift and êw is a unit vector in the direction of the wind. Finally, the new position
of a grasshopper is computed using its common position, the food source position, and the position of
all other grasshoppers:

Xi =
N
∑

j=1
j,i

s
(∣

∣

∣x j − xi

∣

∣

∣

)x j − xi

di j
− gêg + uêw (19)

where, N is the number of grasshoppers. However, Equation (18) cannot be directly used for
optimization because grasshoppers do not converge to a specified point. Thus, a corrected equation is
used to update the grasshopper’s position:

Xd
i = c



























N
∑

j=1
j,i

c
ubd − lbd

2
s
(∣

∣

∣

∣

xd
j − xd

i

∣

∣

∣

∣

)x j − xi

di j



























+ T̂d (20)

where, ub is the upper bound; lbd is the lower bound; T̂d is the value of the Dth dimension in the target
space (optimal solution found so far); and c is a decreasing coefficient to shrink the comfort zone,
repulsion zone, and attraction zone. Figure 2 shows the flowchart of GOA.
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2.5.2. Weed Algorithm (WA)

Weeds have a very adaptive nature that converts them to undesirable plants in agriculture.
Figure 3 shows the flowchart of the WA algorithm [46]. The WA starts with initializing a random
population of weeds in the search space. A predefined number of weeds are randomly distributed
over the entire dimensional space, indicated as a solution space. The fitness of weeds is assessed by
considering its fitness function to optimize the problem. Each agent of the current population can
produce some seeds via a predefined region considering its own location. In this way, the number of
produced seeds relies on its fitness function in the population regarding the best and worst solutions,
as observed in Figure 3. The number of seeds is computed as follows [46]:

Number(o f )seed(around)weedi =
Fi − Fworst

Fbest − Fworst
(Sminmax + Smin) (21)

where, Fworst is the worst fitness function, Fbest is the best fitness function, Smin is the minimum number
of seeds, Smax is the maximum number of seeds, and Fi is ith fitness function. The distribution of seeds
is random over the search space and is based on the standard deviation σi and zero mean. The standard
deviation of the distribution of seeds varies as follows:

σcur =

(

itermax()
n
)

(

itermax()
n
)(

σinit − σ f inal

)

+ σ f inal

(22)

where, itermax is the maximum number of iterations, σcur is the standard deviation at the current
iteration, σ f inal is the final value of standard deviation, σinit is the predefined initial value of standard
deviation, and n is the nonlinear modulation index. Seeds are produced by each weed and then are
distributed over the space. The competitive exclusion is the final level in the WA. If a weed does
not generate seeds, it will be extinct. If all the weeds generate seeds, the number of weeds increases
exponentially. Therefore, the number of seeds is limited to the maximum value (Pmax). The weeds
with better fitness function are allowed to reproduce. Weeds with worse fitness function are removed
(see Figure 4).

( ) ( ) = −− ( + )	
= ( () )( () ) − +	

 

1: Objective function f(x), x = (x1, x2, ..…, xdim), dim= no. of dimensions 

2: Generate initial population of n grasshoppers xi= (i=1, 2, ….., n) 

3: Calculate fitness of each grasshopper 

4: T = the best search agent 

5: while stopping criteria not met do 

6: Update c1 using equation (20) 

7: for each grasshopper gh in population do 

8: Normalize the distances between grasshoppers in [1,4] 

9: Update the position of the grosshopers by Eq. (19) 

10: If required, update bounds of gh 

11: end for 

12: If there is a better solution, update T 

13: end while 

14: Output the T. 

Figure 3. The flowchart of grasshopper optimization algorithm (GOA) [30].
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Figure 4. The flowchart of weed algorithm (WA) [46].

2.5.3. Cat Swarm Optimization (CSO)

Recently, CSO has gained popularity among other optimization algorithms because of its
exploration ability and is widely used in different fields, such as wireless sensor networks [47],
robotics [48], data clustering [49], and dynamic multi-objective algorithms [50]. Chu et al. (2006)
introduced the cat swarm algorithm [51]. Figure 5 shows the flowchart of CSO. The CSO uses
hunting and resting skills for optimization. First, the initial population of cats is initialized randomly.
The seeking mode and tracing mode are two important operation modes in the CSO model. The seeking
mode demonstrates the resting ability of cats which change their position and remain alert. This mode
is regarded as a local search for the solutions. The seeking memory pool (SMP), the seeking range
of selected dimension (SRD), and counts of dimension to change (CDS) affect the cat’s behavior.
The number of duplicate cats is denoted by SMP. CDC shows that the dimensions are to be mutated
and SRD denotes change value of chosen dimensions. In the seeking mode, most of the cat’s time is in
the resting time, even though they remain alert [52]. The seeking mode includes the following levels:

• Generate replicas of the cats as per SMP.
• The position of each copy is updated as follows:

xk,d =

[

(1 + (2× rand− 1) ∗ SRD) ∗ x j,d ← i f (D) ∈ N

x j,d ← otherwise

]

(23)

where, xk,d is the position of the kth cat in the dth dimension (new position of the cat), rand is the
random number, N is the number of cats, D is the number of dimensions, and x j,d is the position
of jth cat in the d dimension (old position of the cat).
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• Compute the objective function for all copies and choose the best objective function value (xbest)
of the cat.

• Substitute xj,p with the best cat if the xbest is better than xj,p in terms of the objective function value.

The hunting skill of cats is represented by the tracing mode. Cats trace the objectives with high
energy by changing their locations with their own velocities. The velocity is updated as follows:

v j,d,new = ω× v j,d + r1 × c1 ×
(

xbest,d − x j,d

)

(24)

where, ω is the inertia weight, c1 is a constant, and v j,d is the velocity of jth cat in the d dimension, and
v j,d,new is the new velocity of the jth cat. The position of cats in the tracing mode is updated as follows:

x j,d = x j,d + v jd (25)

where, x j,d,new is the jth position of the kth cat in the dth dimension (new position of the cat).
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Figure 5. Flowchart of cat swarm optimization (CSO) for the optimization problems [49].

2.5.4. Particle Swarm Optimization (PSO)

In PSO, a set of particles that are generated randomly search the best adjacent solutions for
optimization. The updating equations for the new position and velocity of particles are written as [53]:

xid(t + 1) = xid(t) + vid(t + 1) (26)

vid(t + 1) = ψ ∗ vid(t) + r1 ∗ c1 ∗ [pid(t) − xid(t)] + r2 ∗ c2 ∗ [gd(t) − xid(t)] (27)

where, d is the number of dominions; ψ is the inertia weight; r1 and r2 are the random values; c1 and c2

are the acceleration coefficients; gd(t) is the global best position obtained by neighbors; and pid is the
personal best position.
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The particles find the solutions of optimization problems by adjusting the position and velocity of
particles. The main advantages of PSO are easy implementation and computational efficiency.

2.5.5. Genetic Algorithm (GA)

Genetic algorithm is one of the most popular algorithms that is extensively applied for optimization
problems. Each chromosome in GA is a candidate solution [19]. The genes of chromosomes simulate
the variables of optimization. First, the initial population of chromosomes is randomly initialized for
optimization and the selection operator is used to select the best chromosomes for the production of
the next generation. The chromosomes with better fitness values have a great chance of being chosen
by the selection operator. The crossover operator is used to exchange genes between two chromosomes
for producing new solutions. Finally, the mutation operator is used to cause changes in the genes.
The mutation operator is applied to the chromosomes of new genes to generate different solutions
with new genes. If the convergence criteria are satisfied, the algorithm stops; otherwise, the algorithm
runs again. The drawback of GA shows that GA requires a high number of iterations [20].

2.5.6. Krill Herd Algorithm (KHA)

Gandomi and Alavi [54] introduced the KHA using the krill’s behavior in nature [54]. The KHA
is widely used in different fields, such as text document clustering analysis [55] and structural seismic
reliability [56]. The KHA acts, based on three main concepts: (1) mutation-induced, (2) foraging
mutation, and (3) physical diffusion. The following formulation uses the three behaviors mentioned
above [54]:

dYi

dt
= Ni + Fi + Di (28)

where, Y is the location of the ith krill, Ni is the motion induced by another krill, Fi is the foraging
motion, and Di is the physical diffusion of the ith krill. Equation (28) describes the motion-induced by
another individual krill.

Nnew,i = N
(

αlocal,i + αt arg et,i

)

nold,imax
(29)

where, Nmax is the maximum induced speed, αlocal,i is the neighbor’s local effect, αt arg et,i is the krill’s
target direction, ωn is the inertia weight of induced motion, and Nold,i is the old motion-induced for the
ith individual krill. The foraging motion can be formulated as:

Fi = V f

(

β f ood,i + βbest,i

)

+ω f Fold,i (30)

where, V f is the foraging speed, β f ood,i is the food attractive, βbest,i is the effect of the best fitness of the
ith krill, and Fold,i is the last foraging motion. The diffusion can be computed as:

Di = Dmax (31)

where, Dmax is the maximum diffusion speed, and δ is the random direction.
Finally, the position of a krill is computed as follows:

Xnew,i = Xold,i + ∆t
dXi

dt
(32)

where, Xnew,i is the value of the next individual krill location, and Xold,i represents the current position of
solution number I, and ∆t is the essential constant. Figure 5 shows the flowchart of the krill algorithm.

2.6. Principal Component Analysis (PCA)

PCA is a statistical orthogonal transformation to obtain a set of values of linearly uncorrelated
(principal components) from a set of observations. When the user has the number of inputs but he
cannot identify the appropriate inputs, the PCA is used to reduce the number of inputs. The final data
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set should be able to demonstrate most of the variance of the original input data by creating a variable
reduction [57]. PCA can be explained, based on the following equation [57]:

Zi = ai1 + ai2 + . . .+ aipxp (33)

where, Zi shows the principal component, aip is the related eigenvector, and xi is the input variable.
The information is obtained by solving Equation (34):

|R− λI| = 0 (34)

where, R is the variance-covariance matrix, I is the unit matrix, and λ is the eigenvalues.

2.7. Taguchi Model

The random parameters of optimization algorithms are the most important parameters affecting
the outputs of the optimization algorithms. Thus, determining the appropriate values of random
parameters is necessary to construct the optimization models. The Taguchi model is widely used to
design different parameters of different experiments or experimental models. First, the initial level is
determined for each of the random parameters in the optimization algorithms. In the Taguchi method,
parameters are classified into two groups: (1) controllable, and (2) uncontrollable (noise). In the
Taguchi model, each parameter combination that has a higher S (signal)/N (noise) ratio is regarded as
the best combination [58].

S/N = −10 log
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n

n
∑

i=1

Y2
i















(35)

where, n is the number of data, and Yi is the fitness function that is obtained by the Taguchi model.
For example, consider the PSO algorithm with four parameters and three levels. When the population
size is at level 1, the acceleration coefficient is tested at levels 1, 2, 3, and 4. Similarly, the inertia
coefficient is tested at levels 1, 2, 3, and 4.

2.8. Hybrid ANN, ANFIS, and SVM Models with Optimization Algorithms

The optimization algorithms can be used as a robust training algorithm for the ANN models.
The process starts with the initialization of a group of random agents (particles, chromosomes,
krill, grasshoppers, weeds, or cats). The position of agents represents the ANN weights and biases.
Following this level, using the initial biases and weights (i.e., the initial position of agents), the hybrid
ANN-optimization algorithms are trained, and the error between the observed and estimated value is
calculated. At each iteration, the calculated error is decreased by the updating of agent locations.

The model procedure in ANFIS-optimization algorithm models starts with the initialization of
a set of agents (particles, chromosomes, krill, grasshoppers, weeds, or cats) and continues with the
random choice of agents and finally adjusts a location for each agent. First, the ANFIS model is trained.
Then, the consequent and premise parameters are optimized by the optimization algorithms. The root
mean square error (RMSE) is defined as an objective function. The aim of optimization algorithms
is to minimize the objective function value with finding the appropriate values of consequent and
premise parameters.

In SVM, the C parameter and kernel function parameters have significant effects on the accuracy
of the SVM. The random population of agents (particles, chromosomes, krill, grasshoppers, weeds, or
cats) are initialized for training the SVM parameters. The RMSE is defined as an objective function.
The aim of hybrid SVM-optimization algorithm models is to minimize model errors. Figure 2 shows
the developed framework of hybrid ANN, ANFIS, and SVM-optimization models for modeling
groundwater level.
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Thus, the model parameters are considered as decision variables for optimization algorithms.
The optimization algorithms aim to minimize the error function to find the optimal value of model
parameters. The PCA selects the appropriate input combinations. Then the hybrid and standalone
models uses the input combinations to forecast GEWL. The models uses the optimized model parameters
to accurately forecast monthly GWL.

2.9. Uncertainty Analysis of Soft Computing Models

The input data and the inability of model structure are the sources of uncertainty. In this research,
an integrated framework is developed to simultaneously evaluate the input data and model structure.

Input Data Uncertainty
The combined Bayesian uncertainty was used to compute the uncertainty contributed by input

data. The input error model was used to account for the uncertainty of input data [59]:

Ha,t = KHt, K ∼ N
(

m, σ2
m

)

(36)

where, Ha,t: the adjusted groundwater level (GWL), Ht: the observed GWL, t: the given month, K: the
normally distributed random, m: mean, and σm: variance. For each soft computing model, m and σm

were added to the system. A dynamically dimensioned search was used to find the value of m: mean
and σm: variance as defined by [59].

Mode Structure Uncertainty
Bayesian model average (BMA) is used for model uncertainty. The posterior model probability

and averaging over the best models were used to estimate the uncertainty of the models. The weighted
average prediction of quantity of target variable is computed as follows [59]:

H j =
k
∑

k=1

βkF jk + e j (37)

where, Fj: the point prediction of each model, ej: noise, βk: the weight vector of model, H: n observation
of GWL, k: number of models, and j: number of observations. For accurate application of BMA model,
the standard deviation of normal probability distribution functions and weights should be estimated
accurately. The log-likelihood function is used to calculate the weights and standard deviation as
follows [59]:

L(βBMA, σBMA
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(38)

where, βBMA: maximum likelihood Bayesian weight. Markov Chain Monte Carlo (MCMC) simulations
are used to compute the log-likelihood function. The integrated framework is defined as follows:

1. A number of models are selected to simulate the GWL.
2. The prior probability is assigned to each model.
3. An error input model is defined.
4. The posterior distribution of input error models and model parameters are obtained.
5. A predetermined number of GWLs for each model is provided using probabilistic parameter

estimations obtained from level 2 to level 4.
6. The variance and weight of models are estimated.
7. The weights for ensemble members of models are summed to compute the weight models.
8. To the experimental soft computing models. The following indices were used to quantify the

uncertainty of models:

p =
1
n

count[H|XL ≤ H ≤ XU] (39)
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d = dx
σx

dx = 1
k

k
∑

l=1
(XU −XL)

(40)

9. where k is the number of observed data, XU is the upper bound of data, XL is the lower bound of
data, σx is standard deviation, p is bracketed by 95% of predicted uncertainties, d is the distance
between the upper and lower bounds, and dx is the average distance between the upper and
lower bounds [59,60].

2.10. Statistical Indices for Evaluation of Different Models

In this study, the following indices were used to evaluate the performance of models:
Root mean square error:

RMSE =

√

√

1
N

n
∑

t=1

((H0(t)) − (Hs(t)))
2 (41)

Mean absolute error:

MAE =
1
N

1
∑

t=1

∣

∣

∣H0(t) −Hs(t)
∣

∣

∣

2
(42)

Nash Sutcliffe efficiency:

NSE = 1−
∑n
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2
(43)

Percent bias (PBIAS):

PBIAS =















∑n
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t
o)

2















(44)

where, N is the number of data, H0 is the observed value, and Ps is the predicted value.
RMSE and MAE show a good match between observed data and estimated values when it equals

0. The NSE shows a good match between the observed values and estimated values when it equals 1.
The best value of PBIAS is zero.

3. Results and Discussion

3.1. Inputs Selection by PCA

In this study, 12 input variables (H(t-1), . . . ., H(t-12)) were considered to select the input lag times
of monthly GWL. As presented in the flowchart and framework of the current study in Figure 1, the first
step of the model developments is the appropriate selection of time lags for GWL modelling by PCA
analysis. Table 1 shows the variance contribution rate for PCAs as the principal component loadings.
There are the loadings of 12 principal components versus 12 input lag times of GWL. The first four PCs
variance summed up a contribution of 91%, among which the first PC variance had a contribution of
48% loadings. It was observed that the inputs H(t-1), H (t-2), H (t-3), H (t-4), and H (t-5) had higher
factor loading in comparison with other inputs of the PCs. Thus, the first four PCs were selected for
the hybrid soft computing models which included inputs H(t-1), H (t-2), H (t-3), H (t-4), and H (t-5)
because of their higher loading factor. This loading analysis of variables reduced the raw initial input
parameter numbers from 12 to 5, that decrease the model development efforts. The coefficients of more
0.75 are significant for Eigen value verifications [60].
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Table 1. Principal component loadings.

PC 1 2 3 4 5 6 7 8 9 10 11 12

H (t-1) 0.98 0.95 0.93 0.90 0.89 0.88 0.88 0.86 0.75 0.62 0.52 0.45
H (t-2) 0.84 0.82 0.88 0.86 0.85 0.84 0.85 0.82 0.62 0.60 0.51 0.44
H (t-3) 0.83 0.81 0.80 0.77 0.74 0.72 0.84 0.80 0.61 0.55 0.43 0.40
H (t-4) 0.82 0.80 0.78 0.76 0.75 074 0.83 0.78 0.60 0.54 0.39 0.37
H (t-5) 0.81 0.79 0.76 0.75 0.72 0.71 0.82 0.79 0.55 0.51 0.38 0.35
H (t-6) 0.73 0.67 0.74 0.73 0.71 0.70 0.80 0.77 0.54 0.50 0.37 0.34
H (t-7) 0.62 0.55 0.72 0.70 0.65 0.64 0.76 0.75 0.53 0.47 0.33 0.30
H (t-8) 0.61 0.50 0.71 0.69 0.54 0.52 0.65 0.64 0.51 0.46 0.30 0.29
H (t-9) 0.54 0.54 0.70 0.65 0.42 0.64 0.54 0.52 0.50 0.45 0.29 0.25

H (t-10) 0.42 0.42 0.69 0.66 0.41 0.62 0.45 0.44 0.49 0.42 0.28 0.26
H (t-11) 0.42 0.42 0.55 0.54 0.40 0.55 0.42 0.40 0.47 0.41 0.27 0.24
H (t-12) 0.40 0.40 0.45 0.43 0.38 0.52 0.40 0.38 0.46 0.38 0.25 0.23

Eigen value 5.78 3.22 1.12 0.90 0.6 0.27 0.05 0.03 0.02 0.003 0.003 0.03

Cumulative
variance

48% 74% 84% 91% 96% 99 99.5 99.7 99.99 99.99 99.99 100%

3.2. Selection of Random Parameters by the Taguchi Model

The Taguchi model was used to find the value of random parameters rather than the classical trial
and error methods. Table 2 shows the computed signal-to-noise (S/N) ratio for each random parameter
in the optimization module of the hybrid training of ANFIS. Each parameter had four levels and the
best level of each parameter is selected based on the S/N values. The S/N ratio was computed for each
level of parameters. The best value of parameters had the highest S/N rate. For example, sensitivity
analysis for different values of GOA parameters was done, as shown in Table 2. The results indicated
that the population size = 300 had the highest value of S/N. Thus, the optimal size of population was
300. The maximum S/N ratio for parameter l was 1.23. Thus, the optimal value of parameter l was 1.5.
The maximum S/N ratio for parameter f was 1.14. Thus, the optimal value of parameter f was 0.5.

Table 2. Results of Taguchi model for a: GOA, b: particle swarm optimization (PSO), c: genetic
algorithm (GA), d: WA, e: CSO, and f: krill algorithm.

(a)

Population size S/N l S/N f S/N

100 1.05 0.5 1.07 0.1 1.09
200 1.15 1 1.19 0.3 1.12
300 1.20 1.5 1.23 0.5 1.14
400 1.02 2 1.18 0.7 1.10

(b)

Population size S/N c1 S/N c2 S/N ω S/N

100 1.25 1.6 1.20 1.6 1.21 0.3 1.19
200 1.29 1.8 1.27 1.8 1.25 0.50 1.18
300 1.23 2.0 1.26 2.0 1.23 0.70 1.17
400 1.20 2.2 1.22 2.2 1.25 0.90 1.24
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Table 2. Cont.

(c)

Population size S/N Mutation probability S/N Crossover rate S/N

100 1.18 0.01 1.16 1.6 1.21
200 1.20 0.03 1.17 1.8 1.25
300 1.21 0.05 1.20 2.0 1.23
400 1.17 0.07 1.19 2.2 1.25

(d)

Pmax S/N n S/N

50 1.12 1 1.14
100 1.23 2 1.17
150 1.19 3 1.18
200 1.17 4 1.19

(e)

Population size S/N SMP S/N MR S/N

100 1.11 5 1.10 0.10 1.12
200 1.24 10 1.15 0.30 1.16
300 1.17 15 1.17 0.50 1.18
400 1.15 20 1.21 0.70 1.20

(f)

Population size S/N Vf S/N Nmax S/N

100 1.10 0.005 1.12 0.02 1.14
200 1.12 0.010 1.15 0.04 1.17
300 1.14 0.015 1.17 0.06 1.12
400 1.16 0.020 1.14 0.08 1.21

3.3. Results of Hybrid ANN, ANFIS, and SVM Models

In this section, the results of developed hybrid models are presented and compared with each
other and with the usual ANFIS, ANN, and SVM models. These models are hybridized with GOA,
CSO, KA, WA, PSO, and GA meta-heuristic optimization algorithms. The results of models in three
piezometers of 6, 9, and 10 as shown in Figure 6, are presented and discussed. These piezometers were
selected as samples to evaluate the ability of new hybrid models.
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Begin 

Step 1: Initialization. Set the generation counter G=1; initialize the population P of 

NP krill 

individuals randomly; set the foraging speed Vf, the maximum diffusion speed 

Dmax, 

and the maximum induced speed Nmax. 

Step 2: While the termination criteria is not satisfied or G<Gmax do 

Sort the population/krill from best to worst. 

for i=1:NP (all krill) do 

Perform the following motion calculation. 

Motion induced by the presence of other individuals 

Foraging motion 

Physical diffusion 

Implement the genetic operators. 

Update the krill individual position in the search space. 

Evaluate each krill individual according to its position. 

end for i 

Sort the population/krill from best to worst and find the current best. 

G=G+1. 

Figure 6. The flowchart of the krill algorithm [54].

• piezometer 6

Table 3 and Figure 7a show the results of hybrid optimized and standalone soft computing models
for piezometer 6. Results indicated that ANFIS-GOA was the most accurate model and is selected as the
optimum model that was verified by a value of RMSE = 1.12 m, MAE = 0.812 m, NSE = 0.95, and PBIAS
= 0.12 for the training level. For the testing phase assessed with the ANFIS-GOA, results indicated a
value of RMSE: 1.21 m, MAE: 0.878 m, NSE: 0.93, and PBIAS: 0.15 which reflected better performance
in comparison to other models. From Table 3, results indicated that the SVM model with the higher
values of RMSE, MAE, and PBIAS and lower values of NSE was the worst model among other models.
Among the hybrid ANN models, the ANN-GOA outperformed the ANN-CSO, ANN-GA, ANN-PSO,
ANN-WA, and ANN-KA models with the best values for RMSE = 1.21 m, MAE = 0.878 m, NSE = 0.93,
PBIAS = 0.15 in the test stage. The ability of GA was lower than that of CSO, PSO, WA, and KA
because of higher values of RMSE, MAE, and PBIAS and lower values of NSE in train and test steps as
presented in Table 3. Among SVM models, the hybrid SVM-GOA was observed to have the lowest
value of NSE and the highest values of RMSE, MAE, and PBIAS. It was important to mention that
the standalone SVM, ANN, and ANFIS had worse performance than hybrid ANN, SVM, and ANFIS
models that indicates the superiority of hybridization in model developments. Among PSO, CSO, GA,
KA, and WA, the CSO had better results than the other optimization algorithms. The general results
showed that ANFSI model was superior to the SVM and ANN models. Additionally, the ANN model
had lower values of RMSE and MAE than did the SVM model. Additionally, the results of ANFIS-GOA
as the best model in piezometer 6 in comparison with standalone ANFIS shows that meta-heuristic
hybridizations improved the model performances in train and test steps. The percent of RMSE, MAE,
NSE, and PBIAS improvements by ANFIS-GOA in train step were 15%, 4%, 13%, and 208% and
these values for the test steps of ANFIS-GOA are 33%, 44.6%, 16.3%, and 173%, respectively, that
clearly confirm the superiority of developed hybridization schemes in GWL modelling. Additionally,
in Figure 7a, the scatter plots of training and testing steps visualize the performance of ANFIS-GOA
compared to the other models. Furthermore, simulations coincide very well with the observed values
and all of the data points concentrated over the y = x line with R2 = 0.93. Furthermore, this figure
shows that other hybridized models such as CSO, PSO, KA, WA, GA, and standalone ANFIS have less
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accuracy in high and low values of GWL, while the ANFIS-GOA over all of low to high values of GWL
performed accurately in regard to the observations.

Table 3. Statistical characteristics of applied hybrid models for piezometer 6.

Model
Training Testing

RMSE MAE NSE PBIAS R2 RMSE MAE NSE PBIAS R2

ANFIS-GOA 1.12 0.812 0.95 0.12 0.95 1.21 0.878 0.93 0.15 0.93
ANN-GOA 1.24 0.815 0.92 0.14 0.94 1.25 0.897 0.91 0.16 0.92
SVM-GOA 1.25 0.817 0.91 0.17 0.91 1.29 0.901 0.90 0.18 0.90

ANFIS-CSO 1.14 0.819 0.94 0.15 0.94 1.30 0.899 0.92 0.17 0.92
ANN-CSO 1.28 0.821 0.93 0.18 0.93 1.34 0.935 0.90 0.19 0.90
SVM-CSO 1.32 0.823 0.90 0.20 0.89 1.38 0.939 0.89 0.22 0.87
ANFIS-KA 1.19 0.825 0.93 0.16 0.93 1.41 1.01 0.91 0.24 0.90
ANN-KA 1.30 0.829 0.91 0.22 0.90 1.42 1.09 0.89 0.25 0.88
SVM-KA 1.33 0.832 0.89 0.24 0.88 1.43 1.12 0.87 0.26 0.85

ANFIS-WA 1.21 0.827 0.92 0.27 0.92 1.45 1.10 0.89 0.28 0.93
ANN-WA 1.32 0.832 0.90 0.29 0.90 1.47 1.14 0.86 0.31 0.87
SVM-WA 1.35 0.833 0.88 0.33 0.84 1.51 1.16 0.85 0.35 0.83

ANFIS-PSO 1.24 0.829 0.88 0.35 0.90 1.53 1.12 0.84 0.37 0.89
ANN-PSO 1.35 0.835 0.87 0.37 0.89 1.55 1.17 0.85 0.39 0.86
SVM-PSO 1.37 0.839 0.86 0.39 0.83 1.52 1.19 0.83 0.43 0.82
ANFIS-GA 1.28 0.835 0.87 0.35 0.88 1.59 1.21 0.82 0.37 0.87
ANN-GA 1.32 0.839 0.85 0.39 0.87 1.62 1.23 0.81 0.40 0.84
SVM-GA 1.35 0.842 0.83 0.41 0.82 1.71 1.25 0.80 0.42 0.81

ANFIS 1.30 0.844 0.84 0.37 0.85 1.61 1.27 0.80 0.41 0.83
ANN 1.38 0.849 0.82 0.43 0.87 1.73 1.29 0.78 0.45 0.84
SVM 1.40 0.851 0.81 0.45 0.80 1.75 1.32 0.77 0.47 0.79

• piezometer 9

Results of hybrid models for piezometer 9 in Figure 7b and Table 4 indicated that the hybrid ANN,
ANFIS, and SVM models had better performance than the standalone ANN, SVM, and ANFIS models,
the same as the results for piezometer 6 in the previous subsection. Among ANFIS hybrid models, the
hybrid ANFIS-GOA was confirmed to have the best performance with the smallest values of RMSE
= 1.16 m, MAE = 0.818 m, and PBIAS = 0.14 and the highest values of NSE = 0.94 in the training
stage and in testing stage these values were 1.22 m, 0.881 m, 0.17, and 0.92 respectively. The ANFIS
model provided the best RMSE, PBIAS, MAE, and NSE among other models. The best values of
RMSE, MAE, PBIAS, and NSE for ANN-GOA in the training phase were 1.25 m, 0.819 m, 0.91, and
0.19, respectively. Results indicated that the SVM model had the worst performance among other
models. For the testing phase assessed with SVM-GOA, the results indicated a value of RMSE: 1.31 m,
MAE: 0.903 m, NSE: 0.89, and PBIAS: 0.20 which reflected better performance than the SVM model
and indicates the improvements when SVM is hybridized with the GOA. Results of Table 4 indicated
that GOA and GA were the best and worst algorithms among other algorithms. As observed in Table 4
and Figure 7b, the evolutionary ANN models had more accuracy than the evolutionary SVM model
because of lower values of RMSE, MAE, and PBIAS and higher values of NSE. However, no major
differences were observed in GWL predictions of piezometers 6 and 9 predictions by ANFIS-GOA.
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(c) 

 

Figure 7. The scatter plots of exanimated soft computing models for predicting groundwater level
(GWL), (a) piezometer 6, (b) piezometer 9, and (c) piezometer 10.
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Table 4. Statistical characteristics of applied hybrid models for piezometer 9.

Model
Training Testing

RMSE MAE NSE PBIAS R2 RMSE MAE NSE PBIAS R2

ANFIS-GOA 1.16 0.818 0.94 0.14 0.96 1.22 0.881 0.92 0.17 0.94
ANN-GOA 1.25 0.819 0.91 0.15 0.95 1.27 0.899 0.90 0.18 0.93
SVM-GOA 1.27 0.821 0.90 0.19 0.91 1.31 0.903 0.89 0.20 0.90

ANFIS-CSO 1.18 0.820 0.93 0.16 0.95 1.32 0.901 0.91 0.19 0.93
ANN-CSO 1.29 0.823 0.92 0.19 0.94 1.36 0.938 0.88 0.18 0.92
SVM-CSO 1.33 0.825 0.91 0.22 0.89 1.39 0.940 0.87 0.20 0.88
ANFIS-KA 1.20 0.827 0.92 0.18 0.94 1.34 1.05 0.90 0.22 0.92
ANN-KA 1.31 0.831 0.90 0.23 0.91 1.44 1.10 0.86 0.23 0.90
SVM-KA 1.35 0.833 0.88 0.25 0.87 1.45 1.14 0.85 0.27 0.86

ANFIS-WA 1.22 0.829 0.91 0.28 0.91 1.49 1.12 0.83 0.29 0.90
ANN-WA 1.36 0.834 0.89 0.30 0.89 1.51 1.15 0.82 0.32 0.88
SVM-WA 1.38 0.835 0.87 0.34 0.86 1.53 1.17 0.83 0.37 0.85

ANFIS-PSO 1.27 0.831 0.86 0.36 0.87 1.55 1.19 0.81 0.39 0.86
ANN-PSO 1.39 0.837 0.85 0.38 0.87 1.57 1.23 0.80 0.40 0.85
SVM-PSO 1.40 0.840 0.84 0.40 0.85 1.59 1.25 0.83 0.45 0.84
ANFIS-GA 1.29 0.839 0.83 0.39 0.85 1.61 1.28 0.80 0.39 0.84
ANN-GA 1.42 0.840 0.82 0.40 0.86 1.63 1.29 0.79 0.42 0.84
SVM-GA 1.43 0.843 0.81 0.42 0.82 1.69 1.32 0.77 0.43 0.81

ANFIS 1.33 0.845 0.82 0.39 0.84 1.71 1.39 0.79 0.42 0.83
ANN 1.44 0.851 0.80 0.44 0.85 1.76 1.40 0.77 0.47 0.83
SVM 1.45 0.852 0.79 0.47 0.81 1.77 1.43 0.76 0.49 0.78

• piezometer 10

Here the results of models in piezometer 10 are evaluated. As observed in Table 5, results
indicated that the ANFIS-GOA was better in terms of minimizing RMSE, MAE, and PBIAS than the
other models. ANFIS-GOA reduced RMSE error by 7.01% and 7.04% compared to ANN-GOA and
SVM-GOA, respectively. The standalone ANFIS, ANN, and SVM models provided worse results than
the hybrid models. The SVM model provided the worst performance among other models. The NSE
of ANFIS-GOA, ANFIS-CSO, ANFIS-KA, ANFIS-WA, ANFIS-PSO, and ANFIS-GA was 0.91, 0.90, 0.89,
0.79, and 0.75, respectively. GA had the worst performance among other algorithms. As is shown
in Table 5, the error in the estimated GWL by using GA was more than that of PSO, KA, WA, GA,
CSO, and GOA. Overall, the percent of improvements in the ANFIS-GOA versus standalone ANFIS in
piezometer 6 were 14.4%, 3%, 17.8%, and 181% for RMSE, MAE, NSE, and PBIAS in training stage and
40.7%, 55%, 25%, and 132% in testing stage, respectively. These values again confirm that all of the
hybridized models performed more accurately than the stand-alone models and indicate the generality
of hybridizing Taguchi with training procedure compared to the classical standalone models.
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Table 5. Statistical characteristics of applied hybrid models for piezometer 10.

Model
Training Testing

RMSE MAE NSE PBIAS R2 RMSE MAE NSE PBIAS R2

ANFIS-GOA 1.18 0.819 0.93 0.16 0.96 1.23 0.911 0.91 0.19 0.94
ANN-GOA 1.27 0.821 0.90 0.17 0.95 1.28 0.921 0.90 0.20 0.94
SVM-GOA 1.29 0.823 0.89 0.20 0.89 1.32 0.925 0.87 0.21 0.88

ANFIS-CSO 1.20 0.822 0.92 0.17 0.95 1.34 0.914 0.90 0.22 0.93
ANN-CSO 1.31 0.824 0.91 0.20 0.92 1.37 0.926 0.87 0.23 0.90
SVM-CSO 1.35 0.827 0.90 0.23 0.87 1.40 0.930 0.86 0.25 0.86
ANFIS-KA 1.22 0.829 0.89 0.19 0.94 1.41 1.10 0.89 0.24 0.91
ANN-KA 1.33 0.833 0.87 0.24 0.89 1.43 1.12 0.85 0.26 0.88
SVM-KA 1.37 0.835 0.86 0.27 0.85 1.47 1.17 0.84 0.28 0.84

ANFIS-WA 1.24 0.837 0.90 0.29 0.90 1.50 1.14 0.82 0.30 0.89
ANN-WA 1.37 0.839 0.88 0.31 0.88 1.52 1.16 0.81 0.33 0.87
SVM-WA 1.39 0.840 0.86 0.35 0.84 1.54 1.18 0.80 0.38 0.82

ANFIS-PSO 1.29 0.838 0.85 0.37 0.89 1.56 1.20 0.79 0.40 0.87
ANN-PSO 1.40 0.842 0.84 0.39 0.87 1.58 1.25 0.78 0.41 0.86
SVM-PSO 1.41 0.844 0.83 0.41 0.83 1.60 1.27 0.77 0.43 0.81
ANFIS-GA 1.31 0.839 0.82 0.42 0.86 1.62 1.29 0.76 0.42 0.85
ANN-GA 1.44 0.845 0.81 0.43 0.88 1.65 1.32 0.75 0.44 0.85
SVM-GA 1.45 0.847 0.80 0.44 0.82 1.71 1.33 0.74 0.45 0.80

ANFIS 1.35 0.849 0.79 0.45 0.85 1.73 1.41 0.73 0.44 0.84
ANN 1.45 0.853 0.78 0.47 0.85 1.77 1.42 0.72 0.49 0.82
SVM 1.47 0.855 0.77 0.49 0.8 1.78 1.45 0.70 0.50 0.79

3.4. Analysis of Scatterplots of Soft Computing Models

• piezometer 6

Scatterplots for the soft computing models are provided in Figure 7a for the training and testing
phases. It is clear that the hybrid ANFIS-GOA predictions were much closer to the measured data
in the testing and training phases with a higher coefficient of determination. This result indicated a
better correlation and a larger degree of statistical match between measured and predicted data of
ANFIS-GOA relative to the other hybrid ANN and SVM models. The R2 values were found to vary
in the range of 0.84–0.94 and 0.79–0.91 for the ANN (hybrid ANN models and based ANN model)
and SVM models (hybrid SVM models and based SVM model), respectively. The SVM model had the
lowest R2 among other models. Additionally, the ANFIS-GA, ANN-GA, and SVM-GA models had the
lowest R2 among other hybrid ANFIS, ANN, and SVM models. There is a weak agreement between
the lower and higher values of the actual and estimated GWLs in this scatter plots of piezometer 6,
unlike the ANFIS-GOA results.

• piezometer 9

As observed in Figure 7b, the R2 values of testing phase were 0.94, 0.93, 0.92, 0.90, 0.86, 0.84,
and 0.83 for ANFIS-GOA, ANFIS-CSO, ANFIS-KA, ANFIS-WA, ANFIS-PSO, ANFIS-GA, and ANFIS
model, respectively. GOA had a better performance than other optimization algorithms. The outputs
indicated that all hybrid optimized ANFIS, ANN, and SVM models outperformed the standalone
ANFIS, ANN, and SVM models. As the results in Table 4 show incorporating the Taguchi and GOA in
ANFIS training enhanced the R2 values 13% in comparison with the standalone ANFIS and in all of the
developed models the hybridized meta-heuristic models outperformed the single standalone models.

• Piezometer 10

The results of Figure 7c indicated that the ANFIS-GOA and SVM models produced the best and the
worst results, respectively. It is clear that developed hybrid ANFIS-GOA model forecasting of GWL was
less scattered and closer to the straight line of 1:1 than those the other models and it shows impressive
results in regard to the other models. For training and testing phases, GA had a worse performance
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than CSO, PSO, KA, WA, and GOA because of the lower values of R2. The standalone ANFIS model
had the worst performance among the ANFIS-GOA, ANFIS-CSO, ANFIS-WA, ANFIS-PSO, ANFIS-GA,
and ANFIS-KA models. The ANFIS-GOA model with R2 = 0.94 as is presented in Table 5, the values of
GWL simulated by the ANFIS-GOA are almost equal to the observed values of GWL. The linear fit of
the forecasted GWL and measured GWL results have a high correlation coefficient that is very close to
1.00 (R2 =0.97) and a perfect correlation coefficient (R2 value) of 0.94, confirmed that the simulation
model has provided a very good prediction of the observed values of GWL. Additionally, 94% of the
observed GWL values accurately fit the hybrid ANFIS-GOA model predictions.

3.5. Uncertainty Analysis of Soft Computing Models

As stated in the aims of the current study, the uncertainty analysis of hybrid intelligence models is
another major contribution and novelty of the present study. The same as the previous subsections,
in this section the results of uncertainty analysis of hybrid models in selected three piezometers are
provided and comparative evaluation between different hybrid models are presented. The hybrids of
ANFIS, SVM, and ANN models with GOA, WA, KA, PSO, and GA are joined with the non-parametric
Monte-Carlo Simulations (MCSs) to quantify the uncertainty of developed models in GWL simulations.
The probability of model predictions in MCSs is considered as a degree of uncertainty of model results
and demonstrates the probabilities in the GWL forecasting bands that enclosed the observed GWL
inside these bounds of probability.

• Piezometer 6

In the trained hybrid models, the uncertainty in the model trained parameters and weights is the
major source of uncertainty in model results. Here the effects of uncertainty in trained, optimization,
and determination of parameters, and weights of intelligence developed hybrid models for piezometer
6 are presented. For training and testing stage, the uncertainty of the models results in piezometer 6
are provided in Figure 8a and in Table 6. The uncertainty results are quantified by the two indices of p
and d and visualized by the uncertainty bounds of 95%. At first, the values of p show how many of
the observed GWL values in the training and testing stages are positioned inside the 95% confidence
bounds. Secondly, the d-factor as the measure of deviations should be small also. Figure 8 indicated
that the highest and lowest d was obtained for SVM and ANFIS-GOA, respectively. Based on p and d
indices, CSO had better performance than PSO, GA, KA, and WA. Results indicated that the standalone
ANN, ANFIS, and SVM models had higher d and lower p than hybrid ANFIS, ANN, and SVM models
that indicate higher uncertainty in the standalone model results. The overall comparison of the results
indicated that the ANN model outperformed the SVM model. The d values of uncertainties of models
in Table 6 show that in all of developed models for GWL the d value is lower than 1, that proves the
superior tight bounds of developed models. The best results are derived by the ANFIS-GOA with
d = 012 and p = 0.94 indicates that developed model 95% of observations are covered by the uncertainty
bounds. The desired values for p in model uncertainty analysis have values greater than 80% [49].

• Piezometer 9

As presented in Table 6 and in Figure 8b, SVM-GOA and SVM had the lowest and highest d
among SVM models. According to Table 6, GOA outperformed CSO and KA, but both algorithms
were better than GA, PSO, and WA. The p-value of the standalone ANFIS model was increased by the
optimization algorithms. GA provided lower performance in the optimization of ANN with p equal to
0.83 and d equal to 0.24, compared to WA, GOA, PSO, KA, CSO, and WA.

Again, the comparisons confirm the superiority of ANFIS-GOA in uncertainty verifications that
have p = 0.94 and d = 0.16. As confirmed by these values of p in all of the developed models, all of
them are satisfactory and the major part of GWL simulations are enclosed by the 95% prediction
interval based on model prediction in Monte Carlo simulations. However, the d values that measure
the average distance from upper and lower limits of prediction interval, for the ANFIS-GOA models
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are significantly and considerably smaller than those of all of the other models. In general, the benefits
of ANFIS-GOA models over the other models is two-fold. At first, the GOA based models provide a
more accurate prediction of GWL with fewer errors. Secondly, the confidence interval of ANFIS-GOA
model results is much narrower and yet encloses almost the greatest percent of observation in MCSs.

Table 6. The results of uncertainty of soft computing models.

Model
Piezometer 6 Piezometer 9 Piezometer 10

p d p d p d

ANFIS-GOA 0.94 0.14 0.94 0.16 0.95 0.17
ANN-GOA 0.93 0.16 0.91 0.17 0.93 0.19
SVM-GOA 0.86 0.23 0.86 0.20 0.89 0.27

ANFIS-CSO 0.93 0.15 0.93 0.15 0.92 0.17
ANN-CSO 0.91 0.19 0.92 0.21 0.91 0.20
SVM-CSO 0.84 0.21 0.88 0.23 0.88 0.29
ANFIS-KA 0.90 0.15 0.92 0.17 0.89 0.18
ANN-KA 0.89 0.20 0.87 0.19 0.87 0.21
SVM-KA 0.86 0.21 0.89 0.19 0.86 0.29

ANFIS-WA 0.90 0.19 0.89 0.19 0.85 0.18
ANN-WA 0.86 0.23 0.84 0.24 0.84 0.19
SVM-WA 0.89 0.27 0.85 0.25 0.83 0.29

ANFIS-PSO 0.89 0.21 0.86 0.19 0.84 0.19
ANN-PSO 0.84 0.25 0.85 0.20 0.82 0.21
SVM-PSO 0.84 0.27 0.84 0.24 0.81 0.31
ANFIS-GA 0.87 0.20 0.83 0.24 0.82 0.20
ANN-GA 0.84 0.27 0.86 0.25 0.80 0.25
SVM-GA 0.80 0.32 0.89 0.29 0.79 0.30

ANFIS 0.85 0.20 0.87 0.24 0.78 0.20
ANN 0.82 0.28 0.83 0.24 0.77 0.27
SVM 0.80 0.35 0.82 0.29 0.76 0.33

• Piezometer 10

From Table 6, it was observed that ANFIS-GOA yielded the most dominant performance
among other models. The weakest model in the optimization of the ANFIS model was ANFIS-GA
with a p of 0.82 and d of 0.20. The ANN model provided better performance than the SVM model.
The corresponding performance values of the SVM-GA model had p of 0.79 and d of 0.30. The standalone
SVM model had the worst performance among other models.
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Figure 8. Computed uncertainty bound for piezometer 6; (a) ANFIS, (b) ANN, (c) SVM.

However, general results indicated that the ANFIS-GOA has the best performance among other
models. Figure 9 shows the coefficient of variation for different optimization algorithms. ANFIS-GOA
had a lower coefficient of variation than other models and optimization algorithms. The worst results
were for GA. In general, there are three main sources that generate the uncertainty of model outputs:
the first one is the data and knowledge uncertainty, the second one is the parametric uncertainty due to
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unknown model parameters, and the third one is the structural uncertainty due to physical complexity
of phenomena. The main contribution of the current paper is the uncertainty analysis of hybrid models
prediction of GWL in the form of parametric uncertainty due to regulatory parameters and weights
produced in the training stage of models.

3.6. Spatiotemporal Variation of GWL

The previous section indicated that the GOA improved the performance of ANN, ANFIS, and
SVM models. The results indicated that the GOA had better performance than other optimization
algorithms. As shown in Figure 9, the hybrid GOA models (ANFIS-GOA, ANN-GOA, and SVM-GOA)
have low variation coefficients in modeling.

Most literature reviews revealed only a few quantity comparisons. Furthermore, they did not
include the spatiotemporal variation of GWL. In this section, the latitude, longitude, H(t-1), H (t-2),
H (t-3), H (t-4), and H (t-5), hydraulic conductivity (HC), and specific yield of nine observed wells
(well 6, 9, 10, 24, 11, 4, 7, 8, and 1) were used to provide the spatiotemporal variation of GWL for
different months. The Ardebil plain is a heterogeneous aquifer. Thus, the hydraulic conductivity and
specific yield spatially vary in the Ardebil plain. HC is a measure of a material’s capacity to transmit
water. The specific yield is defined as the ratio of the volume of water that an aquifer will yield by
gravity to the total volume of the aquifer. A pumping test method was used to obtain the value of the
hydraulic conductivity and specific yield. Figure 10 shows the measured hydraulic conductivity and
specific yield for the Ardebil plain. In this section, the ANFIS, ANN, and SVM models with the best
algorithm (GOA) were used to provide the spatiotemporal variation of GWL. The difference between
estimated GWL models and observed GWL was computed for all months of years. The RMSE was
used as an error function to compare the estimated data with the observed data. From Figure 11, it was
clear that the ANFIS-GOA provided more accurate estimation than ANN-GOA and SVM-GOA. It was
clear that the RMSE of ANFIS-GOA varied from white (1.2 m) to dark blue (2.2), while the RMSE of
ANN-GOA and SVM-GOA varied from 1.7 (yellow) to 2.7 m (light green). Thus, results indicated
that ANFIS-GOA has higher accuracy for the heterogeneous aquifers. The heterogeneous aquifers
are considered as complex hydraulic systems because their hydraulic parameters vary spatially and
temporally. Additionally, the climate parameters, such as temperature and rainfall, can increase the
complexity of prediction of GWL for heterogeneous aquifers.
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Figure 9. The map of variations coefficient of different models for 100 random runs of objective function.

 
   

Figure 10. (a) Spatial specific yield and (b) hydraulic conductivity.
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Figure 11. The spatial and temporal variation of GWL.

4. Conclusions

In this study, the ANFIS, ANN, and SVM models were used to predict groundwater level.
The GOA, CSO, GA, PSO, WA, and KA were used to fine-tune and integrate with the ANN, SVM, and
ANFIS models. Three piezometers (6, 9, and 10) in the Ardebil plain were considered as a case study for
the GWL investigation. The input combinations of time series (up to 12-month lag) were reduced using
principal component analysis (PCA). For the testing phase and piezometer 6 ANFIS-GOA indicated a
value of RMSE: 1.21, MAE: 0.878, NSE: 0.93, and PBIAS: 0.15 which reflected better performance than
the other models. The R2 values were found to vary in the range of 0.84–0.94 and 0.79–0.91 for the ANN
(hybrid ANN models and based ANN model) and SVM models (hybrid SVM models and based SVM
model), respectively. The results indicated that the SVM model had the lowest R2 among other models.
It was observed that the ANFIS-GOA yielded the most dominant performance among other models.
From uncertainty analysis, the weakest model in the optimization of the ANFIS model was ANFIS-GA
with a p = 0.87 and d = 0.21. However, general results indicated that the ANFIS-GOA had better
performance than other models. Additionally, the results of spatiotemporal variations maps of GWL
showed that ANFIS-GOA has high accuracy for the heterogeneous Ardebil aquifer. Future studies can
evaluate the accuracy of these models under climate change conditions. The climate parameters such
as temperature and rainfall can be simulated for future periods. Then, these parameters can be used as
input to the models to simulate GWL for the future periods.
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Abstract: Streamflow forecasting is a vital task for hydrology and water resources engineering, and the
different artificial intelligence (AI) approaches have been employed for this purposes until now.
Additionally, the forecasting accuracy and uncertainty estimation are the meaningful assignments that
need to be recognized. The addressed research investigates the potential of novel ensemble approach,
Bayesian model averaging (BMA), in streamflow forecasting using daily time series data from two
stations (i.e., Hongcheon and Jucheon), South Korea. Six categories (i.e., M1–M6) of input combination
using different antecedent times were employed for streamflow forecasting. The outcomes of BMA
model were compared with those of multivariate adaptive regression spline (MARS), M5 model
tree (M5Tree), and Kernel extreme learning machines (KELM) models considering four assessment
indexes, root mean square error (RMSE), Nash-Sutcliffe efficiency (NSE), correlation coefficient (R),
and mean absolute error (MAE). The results revealed the superior accuracy of BMA model over
three machine learning models in daily streamflow forecasting. Considering RMSE values among
the best models during testing phase, the best BMA model (i.e., BMA2) enhanced the forecasting
accuracy of MARS1, M5Tree4, and KELM3 models by 5.2%, 5.8%, and 3.4% in Hongcheon station.
Additionally, the best BMA model (i.e., BMA1) improved the forecasting accuracy of MARS1, M5Tree1,
and KELM1 models by 6.7%, 9.5%, and 3.7% in Jucheon station. In addition, the best BMA models in
both stations allowed the uncertainty estimation, and produced higher uncertainty of peak flows
compared to that of low flows. As one of the most robust and effective tools, therefore, the BMA
model can be successfully employed for streamflow forecasting with different antecedent times.

Keywords: streamflow forecasting; Bayesian model averaging; multivariate adaptive regression
spline; M5 model tree; Kernel extreme learning machines; South Korea

1. Introduction

Implementing a stable model to forecast streamflow can be influential for the fields of hydrology
and water resources researches [1–4]. Streamflow forecasting, however, is an intricate project because
of nonstationary time series and reliance on temporal and spatial parameters which have unclear and
complicated components [5–7]. Increasing issue complications often depend on long antecedent times
(or lead times) such as days and months [8–11]. Therefore, streamflow forecasting using different
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antecedent times can be categorized as universal assignment for hydrology and water resources
researches [12–16].

Machine learning (ML) models have popular and flexible approaches for simulating and
catching the nonlinear phenomena for science and engineering during three decades including
multivariate adaptive regression spline (MARS), M5 model tree (M5Tree), and Kernel extreme learning
model (KELM), etc. The MARS model has been successfully applied and employed for solving
streamflow forecasting problems until now. Al-Sudani et al. [17] surveyed the ability of MARS
incorporated with differential evolution (MARS-DE) model to forecast streamflow in Tigris River, Iraq.
They investigated that the MARS-DE model provided a reliable forecasted accuracy for semi-arid
streamflow. Adamowski et al. [18] managed the MARS model to forecast streamflow in Himalayan
watershed, Uttaranchal State, India. They found that the MARS model preformed a superior forecasted
accuracy compared to the artificial neural network (ANN) model. Tyralis et al. [19] utilized the
MARS model for daily streamflow forecasting in 511 basins, USA. The MARS model, however,
did not improve the performance of linear regression model obviously compared to the other models
(e.g., extremely randomized trees, XGBoost, and polyMARS).

M5Tree model has also been utilized for perceiving the pros and cons of streamflow forecasting.
Solomatine and Xue [20] applied the M5Tree model for flood forecasting in the Huai River, China.
They provided that the forecasted accuracy of M5Tree model were similar with that of ANN
models, and the hybrid model covering M5Tree and ANN indicated the best forecasted accuracy.
Štravs and Brilly [21] developed the M5Tree model for low streamflow forecasting in the Sava River
basin, Slovenia. They employed the recession streamflow data based on 7-day lead time for forecasting
and showed the reliable accuracy. Sattari et al. [22] hired the M5Tree model for daily streamflow
forecasting in the Sohu River, Turkey. They demonstrated that the M5Tree model forecasted 7-day lead
time streamflow accurately. Adnan et al. [23] worked using the M5Tree model for monthly and daily
streamflow forecasting in the Hunza River, Pakistan. This experiment said that the M5Tree model
could not forecast monthly and daily streamflow effectively compared to the least square support
vector machine (LSSVM) model.

However, the diverse researches using multiple machine learning models can be found for
streamflow forecasting including the MARS and M5Tree models from the published articles and
reports. Yaseen et al. [24] evaluated the MARS and M5Tree models for monthly streamflow forecasting
in Turkey and Iraq. This document explained that the LSSVM model, however, forecasted the monthly
streamflow accurately compared to the MARS and M5Tree models. Yin et al. [25] utilized the MARS and
M5Tree models for streamflow forecasting in a semiarid and mountainous region, Northwestern China.
They evaluated that the performance of M5Tree model was superior to the support vector regression
(SVR) and MARS models for 1-, 2-, and 3-day lead times forecasting. Kisi et al. [26] investigated the
MARS and M5Tree models for streamflow forecasting in the Mediterranean region, Turkey. This article
showed that the MARS and M5Tree model did not accomplish the outstanding performance compared
to the LSSVM model. Rezaie-Balf et al. [27] handled the MARS and M5Tree models to forecast daily
streamflow in Iran and South Korea. They indicated that the MARS model combined ensemble
empirical mode decomposition (EEMD) was the effective method to forecast streamflow based on 1-, 2-,
3-, and 4-day lead times. Additionally, Rezaie-Balf et al. [28] explored the MARS and M5Tree models
to forecast the reservoir inflow for Aswan High Dam, Egypt. They discovered that the MARS model
embedded with complete ensemble empirical mode decomposition with adaptive noise (CEEMDAN)
suggested the reliable accuracy to forecast dam inflow up to 6-month lead time.

Extreme learning machines (ELM) has also been accomplished to understand the nonlinear
behavior of streamflow forecasting. Lima et al. [29] forecasted the daily streamflow using the ELM
model in British Columbia, Canada. This research explained that the online sequential extreme learning
machine (OSELM) model was trained utilizing abundant dataset to choose the optimal parameters,
and generated the effective performance to forecast streamflow based on 1-, 2-, and 3-day lead times.
Yadav et al. [30] verified the ELM model for streamflow forecasting in the Neckar River, Germany.
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They illustrated that the OSELM model forecasted streamflow up to 6 h lead time accurately compared
to the ANN, support vector machine (SVM), and genetic programming. Yaseen et al. [2] investigated
the ELM model for forecasting monthly streamflow in the Tigris River, Iraq. They concluded that the
ELM model surpassed the SVR and the generalized regression neural network (GRNN) models to
forecast the monthly streamflow. Rezaie-Balf and Kisi [13] applied the ELM model for daily streamflow
forecasting in the Tajan River, Iran. This study revealed that the evolutionary polynomial regression
(EPR) model outperformed the multilayer perceptron neural network (MLPNN) and optimally pruned
extreme learning machine (OPELM) models to forecast daily streamflow. Niu et al. [31] developed the
ELM model for forecasting daily streamflow in Xinfengjiang Reservoir, China. They demonstrated
that the ELM integrated with quantum particle swarm optimization (ELM-QPSO) model enhanced
the performance accuracy of ELM model to forecast daily streamflow. Under addressed research,
Kernel extreme learning machine (KELM), a special type of ELM model, has been considered.

BMA model is a unique approach to implement a mechanism and clarify the model uncertainty [32].
However, the limited researchers have developed and applied the BMA model for fields of hydrology
and water resources engineering including streamflow, rainfall, and water stage, etc. Duan et al. [33]
employed the BMA model to develop the stable hydrologic predictions. They surveyed that the
BMA model carried out the effective probabilistic prediction compared to the original ensemble
model. Jiang et al. [34] investigated the BMA model for evaluating the multi-satellite precipitation
using simulated hydrological streamflows, South China. This research showed that the satellite
streamflow was merged by the BMA model, and the simulated streamflow was improved effectively.
Wang et al. [35] developed the BMA model for rainfall forecasting based on seasonal concept, Australia.
They inspected that the BMA model outperformed the specific model with two fixed predictors
to forecast the merging seasonal rainfall. Rathinasamy et al. [36] developed the BMA model for
forecasting streamflow at different time-scales (i.e., daily, weekly, and monthly) in two stations,
USA. They produced several wavelet Volterra to obtain ensemble BMA model. The BMA model
coupling ensemble multi wavelet Volterra outperformed the single wavelet Volterra and the mean
averaged ensemble wavelet Volterra clearly to forecast daily, weekly, and monthly streamflow. Liu and
Merwade [37] developed the BMA model to operate the system of water stage prediction in the Black
River watershed, Missouri and Arkansas, USA. They reported that the BMA model provided the
accurate prediction for flood water stage. In addition, flood inundation range estimated from BMA
flood map was more effective than the probabilistic flood inundation range.

It can be considered from literature reviews of the BMA model that there have been no previously
published the articles using the BMA model to compare the performance accuracy of MARS, M5Tree,
and KELM models for streamflow forecasting until now. The purposes of this article can be arranged
as follows: (1) to evaluate various input category of streamflow data with different antecedent times,
(2) to compare and assess the performance accuracy of multivariate adaptive regression spline (MARS),
M5 model tree (M5Tree), Kernel extreme learning model (KELM), and Bayesian model averaging (BMA)
models for streamflow forecasting, and (3) to map the uncertainty ranges utilizing the performance of
novel BMA model.

2. Methodology

2.1. Multivariate Adaptive Regression Spline (MARS)

MARS model (see Figure 1) does not require the particular presumptions of practical relationships
between input and output indicators [38]. The performance of MARS model using spline functions
gives larger flexibility than linear ones based on curvature and thresholds. The basic functions (BFs),
which are assigned as smooth polynomials (e.g., splines), are built using two step approaches. In the
first approach, the model performance is enhanced until probabilistic nodes are identified. The second
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includes the elimination of lowest real terms. Imagine y is an output indicator and X =
(

X1, . . . , Xp

)

is an
input indicator. Therefore, the actual response can be expressed using following Equation (1) [27,39].

y = f
(

X1, . . . , Xp

)

+ e = f (x) + e (1)

where e = the error distribution. The MARS model achieves the approximate function (ƒ) using the
BFs. The Equation (2) provides a linear combination of BFs and shared relation for the MARS model.

f (x) = β0 +
M
∑

m=1

βmλm(x) (2)

where individual λm(x) = a spline function or output of two (or more) spline functions. The least
squares method (LSM) can evaluate the coefficients β0 (i.e., constant value). A model, therefore,
can form the training error (e.g., having maximum reduction) using separating β0 and basis pair.
The following pair is boosted to the addressed model based on the M BFs as [27,39]:

β̂M+1λ1(X)max
(

0, X j − t
)

+ β̂M+2λ1(X)max
(

0, t−X j

)

(3)

where LSM can be applied for estimating β. When a novel BF is boosted to the model space,
the associated interactions are recognized among the BFs. BFs are accumulated to the model for
acquiring the maximum number of terms that deliver a sufficient fitness model. Then, a backward
technique is applied to reduce the numbers of terms effectively. In the backward technique, BFs with
the lowest accuracy are deleted to determine the best alternate model. Generalized cross validation
(GCV), a method for comparing alternative models, can be represented as [27,39].

GCV =
MSE

[

1− N+dN
M

]2
(4)

where M and N = the number of observations and BFs, respectively, MSE = mean squared error,
and d = the penalty of each BF. To broaden the knowledge of MARS model, [27] provided the detailed
theory and application using MARS models for streamflow forecasting.

1  

1

0
1

β β λ

λ

0β

0β
 

1 1 2 10 0β λ β λ

β

2

1 
  

Q(t–1)

Q(t–2)

Q(t–3)

: : 

Q(t–6)

Response

Response

Response

Response Basic Functions

: 

Backward Phase

(Apply GCV for Pruning)

Piecewise Linear Regressions

0
1

M

m

m

Q( t ) g( x ) β β BF( X )
=

= = + ⋅

 
Figure 1. Architecture of multivariate adaptive regression spline (MARS) model (M6 category).

2.2. M5 Model Tree (M5Tree)

M5Tree model (see Figure 2) is a layered algorithm to judge the connection between input and
output indicators [27,40]. The classification and regression trees (CART) is the basic algorithm for
developing M5Tree model [41]. The M5Tree model assembles a linear-based model to the specific
division which calculates the class properties of data portion leading to the leaf [27]. The standard
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deviation reduction (SDR) can influence to build the tree of M5Tree model. Additionally, it can reinforce
the expected error reduction for specific points using Equation (5).

SDR = sd(E) −
∑

i

|Ei|
|E| sd(Ei) (5)

where E = a group of demonstrations that reach the leaf and Ei = a sub-group of input data to
antecedent leaf. The pruning method was employed to suppress the overfitting burden and attain the
accurate formation [27]. To apply the M5Tree model for streamflow forecasting, the previous articles
(e.g., [20,27]) furnished the core approach to solve the addressed problems of streamflow forecasting.

  

 

1

β , 1 2

β

β

Figure 2. Architecture of M5Tree model.

2.3. Kernel Extreme Learning Machines (KELM)

ELM model (see Figure 3), one of novel training algorithms for feedforward neural networks
(FFNN) with single hidden layer, was recommended by the previous article of Huang et al. [42]
to lessen the handicaps of conventional training algorithm and enhance the model accuracy [43,44].
The training speed of ELM model, which generates the connection weights randomly in the hidden
layer, is faster than that of other models. Additionally, the performance of ELM model shows robust
generalizations with accurate control [42]. The aforementioned specification evaluates the ELM model
as a superior model compared to other models with conventional training algorithm. The conventional
version of the ELM model meets the disadvantages of providing diverse accuracies in various trials
because of randomly assigned connection weights. To solve the weak point of standard ELM model,
Huang et al. [45] supplied the Kernel ELM (i.e., KELM) model by improving the process of allocating
random connection weights between the input and hidden layers, which explains briefly the theory
of KELM model. Detailed demonstration can be found in published article of Huang et al. [45].
The conventional FFNN model (i.e., having single hidden layer) with N hidden nodes can be shown
using Equation (6).

N
∑

i=1

βig(Wixi + bi) = yk, k = 1, 2, . . . , M (6)

where g(·), bi, Wi, and βi = transfer function, specified bias randomly, connection weights from
hidden to output layer, and connection weights from hidden and output layer, respectively.
Equation (6), therefore, can be re-written as [43].

Hβ = Y (7)
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where Y = N target values and H = the matrix of hidden layer.

H =

























g(W1 · x1 + b1) · · · g(WM · x1 + bM)
...

. . .
...

g(W1 · xN + b1) · · · g(WM · xN + bM)

























N×M

(8)

where M = the number of nodes in the hidden layer. The connection weights in the output layer can be
generated applying the Moore-Penrose generalized inverse (H+) of hidden layer matrix.

β = H+Y (9)
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Figure 3. Architecture of ELM model (M6 category).

As one of accurate nonlinear regression models, the ELM model has been employed
widely in the fields of hydrology and water resources engineering (e.g., [13,46]). In this study,
12 neurons and polynomial kernel were applied in hidden layer by applying trial and error process.
Additionally, the regularization coefficient of KELM model was set to 10 to minimize difference between
observed and forecasted streamflow values in both stations.

2.4. Bayesian Model Averaging (BMA)

BMA model, as a Bayesian inference, is implemented for model selection, forecasting, prediction,
and estimation, and is also developed to combine the interferences and predictions from statistical
models [32]. It can provide a criteria for simple model selection with limited simulations. One can
simulate the parameter uncertainty utilizing a prior distribution as well as posterior parameter when
requesting BMA model. This approach causes the brash inferences by neglecting uncertainty of
candidate models [47]. This unique characteristics can provide a way to forecast natural behavior
utilizing statistical post-processing approach [48–50]. Dismissing process, therefore, to acquire the
posterior densities on BMA model parameters can be found from predictive probability density
function (PDF) of x.

p(x
∣

∣

∣ f1, f2, . . . , fM,θ1,θ2, . . . ,θM ) =
M
∑

k=1

ωkgk(x
∣

∣

∣ fkθk ) (10)
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where f1, f2, . . . , fM = the group for candidate models of a specific quantity x based on temporal and
spatial scale, θk = estimated parameter, and ωk = connection weights for the relative performance
of every ensemble member ( fk). Therefore, the connection weights form the probability density and
M
∑

k=1
ωk = 1 [51]. In BMA model’ category, fk demonstrates a component PDF (gk(x

∣

∣

∣ fkθk )) [52].

2.5. Assessment of Models Performance

To figure out the performance of MARS, M5Tree, KELM, and BMA models, four assessment
indexes were handled.

2.5.1. Root Mean Square Error (RMSE)

The error discrepancy between observed and forecasted streamflow values can be assessed by
root mean square error (RMSE) function [53]. Perfect forecasting can be judged by RMSE = 0. In case
of the highest error caused by the peak and higher values, RMSE can be distorted [54] and exploited
for model evaluation with absolute units [55].

2.5.2. Nash-Sutcliffe Efficiency (NSE)

Evaluating the models’ capability can be accomplished by the Nash-Sutcliffe efficiency (NSE)
function [56]. NSE = 0 when the squared difference between observed and forecasted streamflow
values is immense to approve the variance in observed streamflow values. If NSE < 0, this indicates
that the observed mean is better than forecasted one by the model [57]. If NSE = 1, all points are ideal
category [58].

2.5.3. Correlation Coefficient (R)

The correlation coefficient (R) is defined as the ratio of dependent indicator from the independent
one. If R = 0, it implies that streamflow cannot be forecasted using developed models, whereas if R = 1,
it demonstrates that the observed and forecasted streamflows have a strong correlation.

2.5.4. Mean Absolute Error (MAE)

The mean absolute error (MAE) can supply better knowledge for a model’s forecasting, and cannot
be contemplated in the vicinity of higher or lower significance. However, it assesses all derivations
from observed streamflow values in the same manner [59]. If MAE = 0, it defines that the employed
models can forecast streamflow absolutely, while if MAE = 1, it describes that the observed and
forecasted streamflows do not have any relationship for forecasting category.

Four assessment indexes (i.e., RMSE, NSE, R, and MAE) can be implemented as Equations
(11)–(14), respectively.

RMSE =

√

√

1
n

n
∑

i=1

[Sobs − S f or]
2 (11)

NSE = 1−

n
∑

i=1
[Sobs − S f or]

2

n
∑

i=1
[Sobs − S f or]

2
(12)

R =

n
∑

i=1
(Sobs − Sobs)(S f or − S f or)

√

n
∑

i=1
(Sobs − Sobs)

2 n
∑

i=1
(S f or − S f or)

2

(13)
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MAE =
1
N

N
∑

i=1

∣

∣

∣S f or − Sobs

∣

∣

∣ (14)

where Sobs and S f or are the observed and forecasted streamflow values; Sobs and S f or are the observed
and forecasted mean streamflow values; and n is total number of employed data.

3. Study Area and Data

Under the addressed research, two stations (i.e., Hongcheon and Jucheon) were appointed for
forecasting streamflow of the Hongcheon and Jucheon Streams (e.g., branches of the Han River),
South Korea. Hongcheon station is located at Hongcheon Bridge with a latitude of 37◦41′ N and a
longitude of 127◦52′ E, and Jucheon station is located at Jucheon Bridge with a latitude of 37◦16′ N and
a longitude of 128◦15′ E, respectively.

Streamflow data in both stations have been collected and managed in the Water Resources
Management Information System (WAMIS) of South Korea. The data available were divided into two
phases: 80% (1 October 2003–30 September 2011) of the whole data was employed for the training
phase and the remainder (i.e., 20%) (1 October 2011–30 September 2013) of the dataset was kept for the
testing phase. The schematic diagrams of Hongcheon and Jucheon stations are provided in Figure 4.
The properties of the used data for models’ development are summed up in Table 1. The statistical
evidence that the streamflow data have highly skewed distributions indicates the chaotic behavior of
the studied data. Since the streamflow follows a complicated transformation of excess rainfall, surface,
and subsurface flows, Salas et al. [60] reported that the streamflow bounced off chaotic behavior with
low dimension for the outlet of specific watershed.

1

1

 

Figure 4. Schematic diagram of research area.
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Table 1. Statistical properties of the streamflow data.

Hongcheon Jucheon

Training Testing Training Testing

Number 2922 731 2922 731

Maximum 1951.5 1362 2720.4 515.5
Minimum 2.92 0.92 0.01 1.12
Average 67.245 32.552 27.519 16.203

Standard Deviation 111.949 83.321 105.677 39.099
Skewness 4.844 9.310 11.966 7.207

One of the important projects for streamflow forecasting is determination of the appropriate
input variables [1,27]. For the application of forecasting model, the optimal selection of the best
input combination based on the antecedent times was suggested using six different combinations.
The detection of appropriate antecedent times for streamflow forecasting can be clarified as identification
of catchment characteristics including area, shape, length, and slope, etc. The previous research
demonstrated that the recent antecedent times (e.g., (t − 1), (t − 2), and (t − 3)) were better associated
than the ancient ones [27,61]. Rezaie-Balf et al. [27] accomplished that the antecedent times for
daily streamflow forecasting were determined as (t − 1)~(t − 4) days in Tajan (Iran) and Hongcheon
(South Korea) rivers. Under the addressed study, the antecedent times were increased to verify
the effective outcomes (e.g., forecasting accuracy) of input combinations based on the article of [27].
Thus, the six input combinations (i.e., six categories from M1 to M6) using six antecedent times values
which are provided in Table 2 were employed for the implemented methods.

Table 2. Different input combinations for streamflow forecasting.

Types Input Combinations Functions

M1 t − 1 Q(t) = f (Q(t − 1))

M2 t − 1, t − 2 Q(t) = f (Q(t − 1), Q(t − 2))

M3 t − 1, t − 2, t − 3 Q(t) = f (Q(t − 1), Q(t − 2), Q(t − 3))

M4 t − 1, t − 3, t − 5 Q(t) = f (Q(t − 1), Q(t − 3), Q(t − 5))

M5 t − 2, t − 4, t − 6 Q(t) = f (Q(t − 2), Q(t − 4), Q(t − 6))

M6 t − 1, t − 2, t − 3, t − 4, t − 5, t − 6
Q(t) = f (Q(t − 1), Q(t − 2), Q(t − 3),

Q(t − 4), Q(t − 5), Q(t − 6))

4. Application and Results

4.1. Hongcheon Station

Forecasting accuracy of developed models during testing phase are provided in Table 3 for
Hongcheon station. Bold values indicate the best category of each model (i.e., MARS, M5Tree, KELM,
and BMA). The MARS1 model (RMSE = 52.214 m3/s and NSE = 0.609) suggested the best performance
among all the MARS models. Additionally, the M5Tree4 model (RMSE = 52.528 m3/s and NSE = 0.605)
provided the best achievement among all the M5Tree models. Besides, the KELM3 model (RMSE
= 51.242 m3/s and NSE = 0.624) supported the best accomplishment among all the KELM models.
Finally, the BMA2 model (RMSE = 49.507 m3/s and NSE = 0.649) furnished the best accuracy among
all the BMA models for streamflow forecasting. Additionally, it can be found from Table 3 that the
BMA models provided better performance than the MARS, M5Tree, and KELM models based on
each category (i.e., Categories M1–M6) during testing phase. Therefore, the BMA2 (i.e., having t − 1

and t − 2 antecedent times) model supplied the best forecasting accuracy compared to the other
models, whereas the M5-based models (i.e., MARS5, M5Tree5, KELM5, and BMA5) showed the worst
performance considering all models and categories.
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Table 3. Performance of MARS, M5Tree, KELM, and Bayesian model averaging (BMA) models in terms
of root mean square error (RMSE), Nash-Sutcliffe Efficiency (NSE), correlation coefficient®, and mean
absolute error (MAE) values during testing phase (Hongcheon station).

Category Assessment Indexes MARS1 M5Tree1 KELM1 BMA1

RMSE (m3/s) 52.214 52.866 51.541 50.887

M1
NSE 0.609 0.600 0.619 0.629

R 0.780 0.780 0.789 0.798
MAE (m3/s) 15.510 14.860 15.890 19.280

MARS2 M5Tree2 KELM2 BMA2

RMSE (m3/s) 56.026 55.442 55.160 49.507

M2
NSE 0.550 0.560 0.564 0.649

R 0.743 0.749 0.751 0.812

MAE (m3/s) 16.210 15.160 14.740 17.200

MARS3 M5Tree3 KELM3 BMA3

RMSE (m3/s) 54.280 57.704 51.242 50.212

M3
NSE 0.578 0.523 0.624 0.639

R 0.760 0.732 0.789 0.805
MAE (m3/s) 15.500 14.320 13.470 15.010

MARS4 M5Tree4 KELM4 BMA4

RMSE (m3/s) 58.394 52.528 53.611 49.933

M4
NSE 0.511 0.605 0.588 0.643

R 0.715 0.779 0.767 0.808
MAE (m3/s) 16.110 15.720 14.080 14.720

MARS5 M5Tree5 KELM5 BMA5

RMSE (m3/s) 71.612 72.264 69.496 69.283

M5
NSE 0.266 0.252 0.308 0.313

R 0.524 0.505 0.555 0.562
MAE (m3/s) 26.860 23.910 21.360 25.040

MARS6 M5Tree6 KELM6 BMA6

RMSE (m3/s) 54.154 58.372 51.473 51.212

M6
NSE 0.580 0.512 0.620 0.624

R 0.762 0.715 0.794 0.790
MAE (m3/s) 15.570 16.310 15.690 14.410

The scatter diagrams between the observed and forecasted streamflow values using the best
models (i.e., MARS1, M5Tree4, KELM3, and BMA2) based on each model (i.e., MARS, M5Tree, KELM,
and BMA) and category for Hongcheon station are illustrated in Figure 5a–d including the exact (y = x)
line, fitted line, and R value, respectively. It can be judged that the forecasted streamflow values
based on the BMA2 model were more adjacent to the equivalent observed values during testing phase.
Figure 6 supports the RMSE values for each model during testing phase in Hongcheon station. It can
be observed from Figure 6 that the BMA models based on M1–M6 categories provided lower RMSE
compared to other models during testing phase.
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(a) BMA2     (b) MARS1 

  

  (c) M5Tree4     (d) KELM3 

Figure 5. Scatter diagrams for the best models during testing phase (Hongcheon station).

Figure 6. Comparison of RMSE values for each model during testing phase (Hongcheon station).
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Figure 7a,b present the comparison of methods in streamflow forecasting based on M2 category
during testing phase in Hongcheon station. It can be judged from Figure 7a that the BMA2 model
forecasted the observed streamflow closely compared to other models (i.e., MARS2, M5Tree2,
and KELM2). Additionally, Figure 7b explains the uncertainty estimation using 95% prediction
interval for the BMA2 model. It can be found from Figure 7b that the BMA2 model provided higher
uncertainty of peak flows compared to that of low flows.

 

(a) Relationship between observed and forecasted daily streamflow 

 

(b) 95% prediction interval for uncertainty estimation 

Figure 7. Comparison of streamflow based on M2 category during testing phase (Hongcheon station).

In addition, Figure 8a,b provide that the comparison of streamflows based on M4 category during
testing phase in Hongcheon station. Furthermore, it can be seen from Figure 8a that the BMA4
model better forecasted the observed streamflow than the alternative models (i.e., MARS4, M5Tree4,
and KELM4). Additionally, Figure 8b represents the uncertainty estimation using 95% prediction
interval for the BMA4 model. It can be seen from Figure 8b that the BMA4 model has also higher
uncertainty in catching peak flows compared to that of low flows.
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(a) Relationship between observed and forecasted daily streamflow 

 

(b) 95% prediction interval for uncertainty estimation 

Figure 8. Comparison of streamflow based on M4 category during testing phase (Hongcheon station).

4.2. Jucheon Station

Table 4 supplies the forecasted accuracy of employed models during testing phase in Jucheon
station. Bold values display the best category of each model (i.e., MARS, M5Tree, KELM, and BMA).
M1-based models (RMSE = 30.429 m3/s and NSE = 0.397 in MARS1; RMSE = 31.367 m3/s and
NSE = 0.360 in M5Tree1; RMSE = 29.498 m3/s and NSE = 0.434 in KELM1; RMSE = 28.396 m3/s and
NSE = 0.475 in BMA1) suggested the best accuracy based on each category (i.e., Categories M1–M6)
for streamflow forecasting. Additionally, it can be seen from Table 4 that the BMA model provided
better forecasting ability than the MARS, M5Tree, and KELM models considering each category.
Based on all models and categories, the BMA1 (i.e., having t − 1 antecedent time) model furnished the
best forecasting compared to the other models, while the worst accuracy was accomplished by the
M5-based models during testing phase in Jucheon station.
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Table 4. Performance of MARS, M5Tree, KELM, and BMA models in terms of RMSE, NSE, and R
values during testing phase (Jucheon station).

Category Assessment Indexes MARS1 M5Tree1 KELM1 BMA1

RMSE (m3/s) 30.429 31.367 29.498 28.396

M1
NSE 0.397 0.360 0.434 0.475

R 0.688 0.670 0.664 0.689

MAE (m3/s) 9.910 10.390 7.380 7.850

MARS2 M5Tree2 KELM2 BMA2

RMSE (m3/s) 34.026 31.972 29.730 29.083

M2
NSE 0.247 0.335 0.425 0.449

R 0.642 0.654 0.667 0.670
MAE (m3/s) 10.760 9.900 7.600 7.840

MARS3 M5Tree3 KELM3 BMA3

RMSE (m3/s) 32.925 32.554 30.346 29.321

M3
NSE 0.294 0.310 0.401 0.440

R 0.656 0.658 0.648 0.664
MAE (m3/s) 10.490 13.180 7.700 7.940

MARS4 M5Tree4 KELM4 BMA4

RMSE (m3/s) 31.896 31.648 29.923 28.972

M4
NSE 0.337 0.347 0.416 0.454

R 0.654 0.665 0.651 0.674
MAE (m3/s) 10.540 11.720 7.550 7.990

MARS5 M5Tree5 KELM5 BMA5

RMSE (m3/s) 37.917 38.960 35.990 34.657

M5
NSE 0.063 0.011 0.156 0.219

R 0.465 0.415 0.445 0.469
MAE (m3/s) 15.410 19.110 11.960 11.870

MARS6 M5Tree6 KELM6 BMA6

RMSE (m3/s) 30.690 31.417 29.723 29.092

M6
NSE 0.386 0.357 0.424 0.449

R 0.676 0.651 0.656 0.670
MAE (m3/s) 9.730 11.800 7.610 8.190

Considering all models and categories, the observed and forecasted streamflow values using
the best models (i.e., MARS1, M5Tree1, KELM1, and BMA1) are illustrated in Figure 9a–d including
the exact (y = x) line, fitted line, and R value for Jucheon station, respectively. It can be seen that the
forecasted streamflow values based on BMA1 model were more neighboring to the corresponding
observed values during testing phase. Figure 10 explains the RMSE values for each model during
testing phase in Jucheon station. It can be seen from the figure that the BMA models based on M1–M6
categories provided lower RMSE compared to other models.
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(a) BMA1 (b) MARS1 

  

(c) M5Tree1 (d) KELM1 

Figure 9. Scatter diagrams for the best models during testing phase (Jucheon station).

 

Figure 10. Comparison of RMSE values for each model during testing phase (Jucheon station).
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Figure 11a,b present the comparison of methods in streamflow forecasting based on M1 category
during testing phase in Jucheon station. It can be seen in Figure 11a that the BMA1 model provided
better forecasting performance compared to other models (i.e., MARS1, M5Tree1, and KELM1).
Additionally, Figure 11b explains the uncertainty estimation using 95% prediction interval for the
BMA1 model. It can be considered from Figure 11b that the BMA1 model provided higher uncertainty
of peak flows compared to that of low flows. Besides, Figure 12a,b yields the comparison of methods
based on M4 category during testing phase in Jucheon station. It can be seen from Figure 12a that
the BMA4 model produced better forecasting compared to other models (i.e., MARS4, M5Tree4,
and KELM4). Additionally, Figure 12b describes the uncertainty estimation using 95% prediction
interval for the BMA4 model. It can be considered from Figure 12b that the BMA4 model provided
higher uncertainty for catching peak flows compared to that of low flows.

 

(a) Relationship between observed and forecasted daily streamflow 

 

(b) 95% prediction interval for uncertainty estimation 

Figure 11. Comparison of streamflow based on M1 category during testing phase (Jucheon station).
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(a) Relationship between observed and forecasted daily streamflow 

 

(b) 95% prediction interval for uncertainty estimation 

Figure 12. Comparison of streamflow based on M4 category during testing phase (Jucheon station).

4.3. Discussion

The addressed research boosted that the BMA models based on each category correctly captured
the nonlinear time series of streamflow and could carry out the accurate forecasting in both stations.
The comparison of individual RMSE values among the best models in Hongcheon station supplied
that the BMA2 model enhanced the accomplishment by 5.2%, 5.8%, and 3.4% compared to MARS1,
M5Tree4, and KELM3 models during testing phase, respectively. Additionally, the comparison of
individual RMSE values among the best models in Jucheon station furnished that the BMA1 model
increased an efficiency by 6.7% (MARS1 model), 9.5% (M5Tree1 model), and 3.7% (KELM1 model)
during testing phase.

Based on the category of the best models, the forecasted accuracy using the BMA model in
Hongcheon and Jucheon stations was found to be slightly better than the other models. In addition,
the best models in the Hongcheon station could be found considering the different category
(i.e., MARS1, M5Tree4, KELM3, and BMA2 models), whereas the best models in the Jucheon
station were discovered based on the M1 category (i.e., MARS1, M5Tree1, KELM1, and BMA1)
during testing phase, respectively. The improvement difference between both stations might be
derived from the characteristics (e.g., maximum and minimum values) of data available. The similar
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results can be found from the previous documents [2,62,63]. Additionally, comparison of two
stations revealed that the employed models were more successful in forecasting streamflows of
Jucheon station compared to Hongcheon station. This can be explained by the different properties
of the data sets, for example, training data of Jucheon station have much more skewed distribution
(skewness = 11.966, Table 1) than those of the other station. If the different models produced the best
accuracy using the same data, the additional statistical skills (e.g., null hypothesis [64] and Akaike’s
information criterion [65]) are proposed to determine the best model for the undergoing project.
Considering the previous researches for Bayesian approaches, Rasouli et al. [62] proposed that three
machine learning models (i.e., Bayesian neural network (BNN), support vector regression (SVR),
and Gaussian process (GP)) were utilized to forecast the daily streamflow using from 1- to 7-day lead
time, British Columbia, Canada. The BNN model outperformed other models slightly. Wang et al. [35]
proved that the BMA–ensemble–wavelet–Volterra model were superior to the wavelet–Volterra and
ensemble–wavelet–Volterra models, obviously. Therefore, the forecasting accuracy of addressed
research follows the previous researches.

As one of the continuous projects for streamflow forecasting, the different forecasting models
(e.g., seasonal autoregressive integrated moving average (SARIMA) [66,67] and bootstrap aggregation
(bagging) [68]), which demonstrated their superiority for temporal forecasting in previous literature,
can be applied to compare and evaluate the performance accuracy of BMA model. In addition,
different nature-inspired evolutionary algorithms and data pre-processing approaches can be joined
with the BMA model to increase the forecasting accuracy of hydrological processes including streamflow,
water stage, and groundwater, etc. Thus, to boost the forecasting accuracy of undergoing project,
the continuous researches utilizing the BMA model, evolutionary algorithms, and data pre-processing
techniques should be recommended for daily streamflow forecasting.

5. Conclusions

Accurate streamflow forecasting is a major problem of interest related to water resources and
hydrology. This research evaluated the efficiency of Bayesian model averaging (BMA) model for
daily streamflow forecasting in two different streams including Hongcheon and Jucheon stations,
South Korea. Six categories (i.e., M1–M6) of input combination using different antecedent times were
employed for streamflow forecasting. Additionally, the forecasting accuracy of the BMA model were
compared with those of other models (i.e., MARS, M5Tree, and KELM) with respect to root mean
square error (RMSE), Nash-Sutcliff efficiency (NSE), correlation coefficient (R), and mean absolute
error (MAE).

The forecasting accuracy confirmed that the best BMA model (i.e., BMA2) increased an achievement
by 5.2% (MARS1 model), 5.8% (M5Tree4 model), and 3.4% (KELM3 model) based on RMSE values
among the best models during testing phase in Hongcheon station. Additionally, the best BMA
model (i.e., BMA1) enhanced an accuracy by 6.7% (MARS1 model), 9.5% (M5Tree1 model), and 3.7%
(KELM1 model) based on the best models during testing phase in Jucheon station. In addition, the best
BMA models (i.e., BMA2 in Hongcheon station and BMA1 in Jucheon station) permitted the uncertainty
estimation, and accomplished higher uncertainty of peak flows compared to that of low flows.

The addressed research outcomes suggested that the BMA model could be successfully employed
for streamflow forecasting with different antecedent times for sustainable and efficient water
management. For the continuous research, the different hybrid approaches such as coupling BMA
model, evolutionary algorithm, and data pre-processing, can be recommended as a potential alternative
methodology to enhance the forecasting accuracy based on diverse hydrological processes.
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Abstract: Southern California’s Imperial Valley (IV) faces serious water management concerns due
to its semi-arid environment, water-intensive crops and limited water supply. Accurate and reliable
irrigation system performance and water productivity information is required in order to assess and
improve the current water management strategies. This study evaluates the spatially distributed
irrigation equity, adequacy and crop water productivity (CWP) for two water-intensive crops, alfalfa
and sugar beet, using remotely sensed data and a geographical information system for the 2018/2019
crop growing season. The actual crop evapotranspiration (ETa) was mapped in Google Earth Engine
Evapotranspiration Flux, using the linear interpolation method in R version 4.0.2. The approx()
function in the base R was used to produce daily ETa maps, and then totaled to compute the ETa
for the whole season. The equity and adequacy were determined according to the ETa’s coefficient
of variation (CV) and relative evapotranspiration (RET), respectively. The crop classification was
performed using a machine learning approach (a random forest algorithm). The CWP was computed
as a ratio of the crop yield to the crop water use, employing yield disaggregation to map the crop
yield, using county-level production statistics data and normalized difference vegetation index
(NDVI) images. The relative errors (RE) of the ETa compared to the reported literature values were
7–27% for alfalfa and 0–3% for sugar beet. The average ETa variation was low; however, the spatial
variation within the fields showed that 35% had a variability greater than 10%. The RET was high,
indicating adequate irrigation; 31.5% of the alfalfa and 12% of the sugar beet fields clustered in the
Valley’s central corner were consuming more water than their potential visibly. The CWP showed
wide variation, with CVs of 32.92% for alfalfa and 25.4% for sugar beet, signifying a substantial scope
for CWP enhancement. The correlation between the CWP, ETa and yield showed that reducing the
ETa to approximately 1500 mm for alfalfa and 1200 mm for sugar beet would help boost the CWP
without decreasing the yield, which is nearly equivalent to 44.52M cu. m (36,000 acre-ft) of water.
The study’s results could help water managers to identify poorly performing fields where water
conservation and management could be focused.

Keywords: EEFlux; irrigation performance; CWP; water conservation; NDVI

1. Introduction

Irrigated agriculture is the major consumer of freshwater supplies, being attributed to
65% of total water withdrawals [1,2]. With a rising population, the demand for food produc-
tion is growing, whereas the share of irrigation water for agriculture is declining. Primarily
in the western United States, water management has become a complex issue [3–6] which
is further aggravated by a semi-arid climate, periodic drought and low precipitation [2,7,8].
A collective large-scale irrigation scheme is often established to manage the irrigation in
such regions; hence, evaluating and improving the performance of the system is a critical
step towards establishing better water management practices [9].

The proper evaluation of an existing system is also one of many ways to achieve
several of the Sustainable Development Goals (SDGs) developed by the United Nations
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(UN) in 2015. Goal no. 2 aims to “end hunger, achieve food security and improved nutrition,
and promote sustainable agriculture”. Insufficient irrigation water is a major threat to food
security in water-scarce areas; hence, the study of crop water consumptions and finding
ways to ensure ‘more crop per drop’ are ways to attain this goal. Moreover, studies of this
kind will also assist us in identifying the proportion of agricultural area under productive
and sustainable agriculture, which is one of the indicators developed by the UN to track
the progress for this goal. In addition to this, goal no. 6 aims to “ensure availability and
sustainable management of water and sanitation for all”. At the moment, population
growth, agricultural intensification and urbanization are beginning to overwhelm the
available freshwater resources [10–14]. With irrigation water being the largest consumer
of freshwater resources, saving even a fraction of this can significantly ease the strain on
other sectors [15,16]. The integrated challenge of maintaining water and food security to
achieve SDGs 2 and 6 in such a short period of time requires the extensive study of existing
agricultural areas.

The concept of irrigation performance assessment has shifted during the last 25 years,
from traditional irrigation efficiency measurements to performance indicators [17–19].
Several performance indicators have been introduced, based on adequacy [20–22], eq-
uity [20,22,23] reliability [24], productivity [20,25] and sustainability [26,27]. Indicators
based on adequacy and equity are greater in number and have been employed in several
studies [18]. Roerink et al. utilized the concept of relative evapotranspiration (RET) to
investigate irrigation adequacy and water deficiency severity [23]. A similar concept was
employed in other studies [2,28]. Likewise, coefficients of variation for actual evapotran-
spiration were used as an equity measure by numerous studies [2,17,29]. More recently,
the attention to performance indicators based on productivity is also growing, primarily
in regions where water is limited. Crop water productivity (CWP) provides information
about how effectively water is being expended [30]. CWP, along with water use, has
been used to assess water savings measures at different scales in the past, including the
basin level [31–33] the irrigation scheme level [29,34–36] and the administrative division
level [37].

Important aspects of irrigation performance indicators are the accurate estimation
of the crop evapotranspiration (ET) and its spatial distribution. Recent improvements in
remote sensing and satellite image products offer effective ways to estimate the spatial vari-
ation of ET [11,38]. Over the last few decades, a number of remote sensing techniques have
been developed and used to estimate ET in large areas [39], including vegetation index (VI)
methods and surface energy balance (SEB) methods. In a VI-based method, a relationship
between the crop coefficient (kc) and VI is developed, and the ET is calculated based on the
Food and Agriculture Organization (FAO) approach. [40] utilized the normalized difference
vegetation index (NDVI) to determine the kc and crop ET, and they derived ET maps on a
regional scale. With a slightly different approach, [41] employed additional parameters,
including the crop cover fraction and the soil evaporation, to establish a relationship with
the kc of a wheat crop. Unlike energy balance methods, these methods avoid complex
processes of parameter estimation. However, the relationship developed between VI and
crop coefficients varies with the location. Hence, it may require the modification and
validation of the relationship in new setting [31].

Commonly used SEB models include the Surface Energy Balance Algorithm for Land
(SEBAL) [42], Mapping Evapotranspiration at High Resolution using Internalized Calibra-
tion (METRIC) [43], and the Simplified Surface Energy Balance Index (S-SEBI) [44]. SEB
models estimate the actual crop ET (ETa) as a residual of the surface energy budget and
capture the impacts of poor water management on ETa [31,43]. Singh et al. evaluated
different SEB models over the Midwestern US in the calculation of instantaneous ETa for
irrigated maize crops [45]. The reported relative errors, when compared with flux tower
measurements, were less than 10% for all of the models. A modification of the METRIC
version, wet METRIC, was used conjunctively by [46] in the Midwest US to estimate the
seasonal ETa. An R2 value of 0.91 was obtained when comparing the modelled ET with the
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eddy covariance tower measured ET. Although the residual methods performed well, with
promising accuracy [31], the complexity of the calibration, data entry and manipulations,
and executions of these models requires a certain level of expertise. A recently introduced
automated version of the METRIC algorithm in the EEFlux platform is a promising ap-
proach to obtain ETa maps without complex calculations. Costa et al. estimated the maize
water consumption for different stages of maize growth development based on the EEFlux
platform, with promising results [47]. Likewise, Venancio et al. [48] assessed soybean ET
using EEFlux ETa, and the variation of the ETa in field was accurately estimated by the
model. While the traditional version of the METRIC algorithm has been widely used and
tested, the automated version of METRIC lacks extensive studies. Its applicability for
regional water management is scarce and yet to be studied.

Yield mapping is another important aspect for the computation of an indicator based on
productivity. Primarily, two different approaches, including crop growth models and empiri-
cal models, have been used in the past to estimate the crop yield using remote sensing [49,50].
The first method, though accurate, is limited by data availability [51]. The empirical method,
on the other hand, can be utilized to assess the within-field variability in a simple and effective
way [52]. Past studies showed that VI can explain up to 80% of the within-field yield variabil-
ity [53,54]. The NDVI is one of the most widely used vegetation indices for the estimation
of crop yield. Crop yield highly correlates with NDVI at specific growth stages [37]. Hence,
some studies have directly utilized the production statistics from census data and successfully
extrapolated it to the pixel level using NDVI as a medium [31,37]. A gap is often seen to
utilize these two data sources conjunctively, because national statistics are often used only at
the time of RS data interpretation [31,55]. The statistics on the district levels are collected in
an organizational framework, are regularly available, and are widely accepted. Therefore, a
simple disaggregating approach of published yield statistics to the pixel level, using remote
sensing, can also help fill the gaps between two data sources. This may assist stakeholders to
make use of the RS technique effectively.

Functioning as one of the country’s largest irrigation projects, the Imperial Valley (IV)
provides a significant contribution to the economy, as well as the nation’s diet, health, and
wellbeing [56]. Although the valley is highly dynamic and productive, the dry environment,
water-intensive crops, and limited water supply render challenges in its water management.
It is one of the major areas stressed by the Federal Government and State of California
for water conservation [57]. Recently, a water transfer agreement was introduced that
requires the transfer of about 10% of the IV’s total Colorado river allotment to other
Southern Californian regions. This new strain has further amplified the challenge water
that managers are facing in the Valley. The prospects of the development of a new water
supply are very limited in this scenario. However, the hospitable conditions of the Valley’s
environment support the growth of multiple crops, which would otherwise have been
imported from other countries, adding a high economic value to its agriculture. Therefore,
the proper assessment of the existing irrigation systems in the valley may help to identify
the fields with low performance levels, where water management could be focused.

In this study, we quantified irrigation performance indicators based on adequacy,
equity, and productivity, utilizing EEFlux ETa, NDVI and county-level statistics of the crop
yield in the IV. The study focuses on fields where alfalfa and sugar beet crops are grown.
A linear interpolation was performed in order to generate daily ETa maps for the crops’
growing seasons in 2018 and 2019, which was further summated to obtain the total ET for
the whole year. The computed ET was verified with literature-reported values and the ET
computed from crop coefficient-reference evapotranspiration (kc-ETo) approach. Landsat
NDVI images corresponding to the early growth stages for both crops were utilized to
disaggregate the county-level yield statistics to the pixel level. A crop map was utilized to
generate the crop specific ETa and yield map. We computed the seasonal RET as a ratio
of the actual to the potential ET in order to assess the adequacy of the water in the fields.
The United States Bureau of Reclamation (USBR) field boundary was utilized to estimate
the coefficient of variation (CV) of the actual ET within and among fields, as a measure

151



Sustainability 2021, 13, 7967

of equity. A CWP map was produced as a ratio of the crop yield and ETa. High and low
zones of the indicators were identified, and possible reasons, along with prospects for
improvement and implications were devised. Additionally, a relationship of the CWP
with the yield and ETa was also interpreted in order to identify the possible scope of the
water management through CWP enhancement. Research questions of interest include:
(1) What is the accuracy of EEFlux ETa compared to the literature-reported values and ET
from kc-ETo approach? (2) How do high- and low-performance fields differ in proportion
and location in the valley? (3) What is the scope of water conservation through water
productivity enhancement for high water-use crops?

The remaining document is organized as follows. In the next section, the datasets
used for the research are properly outlined, along with the sources and data characteristics.
After this section, the research methods are explained progressively. Subsequently, the
research results and findings are explained, followed by a discussion. The references are
listed at the end.

2. Study Area

The study area for this research is the IV, within the extent of the Imperial Irrigation
District (IID) (Figure 1). The IV covers an approximate area of 2.07B sq. m (512,163 acres).
It consists of very productive soils, resulting from the periodic flooding of the Colorado
River in the past. Because of the extremely hot and dry climate, scant rainfall, and water-
intensive crops, the Valley requires an extensive amount of water for its agriculture to
thrive. Approximately 3.8B m3/year (3.1M aft/year) of irrigation water is imported from
the Colorado River, and its delivery to the field is managed by the IID. More than 4828 km
(3000 miles) of canals and drains have been constructed for this purpose. The availability
of irrigation water and rich soil makes it possible to grow hundreds of crops year-round
amidst harsh climatic conditions. The major crops include alfalfa, sugar beet, sudan grass
hay, winter vegetables, wheat and corn. Alfalfa supports huge industries of cattle and dairy
production, and sugar beet is only produced in the IV among western US states. Both crops
are grown year round, require intensive irrigation and have high field coverage. Hence,
the study of the water use for alfalfa and sugar beets is the focus of this study.

Figure 1. Study area location map that shows the major rivers flowing through the valley, as well as
the major canals and meteorological stations.
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Alfalfa is usually planted from mid-August to mid-March and is harvested three to
four times a year. Sugar beets are planted between early August and October and are
harvested between mid-April and mid-August. This study covers a full growing season
of sugar beets from October 2018 to August 2019. Because alfalfa has a 3–4-year cropping
cycle, the 2019 crop year was considered for the study. Hence, any crop-specific information
and mapping presented in this study corresponds to each crop’s growing season.

The weather conditions throughout the study period are shown in Figure 2. The
weather data were obtained from the California Irrigation Management and Information
System (CIMIS) (https://cimis.water.ca.gov/, accessed on 9 November 2020) for four
stations located in the IV (Figure 1), and averaged. The average minimum (1.35 m/s) and
maximum wind speeds (3.33 m/s) were observed during December and May, respectively.
The mean solar radiation was high during most of the spring and summer months, and
relatively low during the winter. Likewise, the average monthly temperatures were high
most of the year, and ranged between 53 and 93 ◦F. The warmest month of the year was
August (93 ◦F), whereas January and December (53 ◦F) were the coldest. The valley
experienced the most rainfall during late summer and winter. Precipitation as high as
17.18 mm was observed on 25 September 2019, whereas June, July, August and October
did not experience any rainfall in 2019.

Figure 2. Weather conditions in the IV during the study period. (a) Monthly average windspeed and solar radiation,
(b) monthly average temperature and precipitation. The value denotes the averages from four stations located in the valley.

3. Materials and Methods

The research approach to quantify the irrigation performance indicators based on
adequacy, equity and productivity utilizing the EEFlux ET, NDVI and county-level statistics
of the crop yield in the IV is presented in this section. Seven sub-sections are designated to
explain the process. The Section 3.1 provides information on the key datasets. The image
preprocessing steps are explained in the Section 3.2. The crop classification approach is
explained in the Section 3.3. The description of the mapping of the seasonal ET is presented
in the Section 3.4. The Section 3.5 explains the approach for the yield mapping, followed
by the accuracy assessment and validation in the Section 3.6. The Section 3.7 explains the
method used to compute the performance indicators. The estimation of each indicator is
explained in a separate section.

3.1. Datasets

This section provides the description of the datasets used in the study. Each sub-
section presented below summarizes the data types, the sources and their specifications.
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3.1.1. Google EEFlux Datasets

The Landsat images for the ET calculation (Table 1) used in this study were processed
on EEFlux/METRIC version 2.0.3 on the EEFlux website. EEFlux can be accessed freely at
https://EEFlux-level1.appspot.com/ (accessed on 10 November 2020). EEFlux utilizes the
thermal and short-wave infrared band of Landsat to estimate the surface energy balance,
vegetation amount, albedo and surface roughness. The ETa is computed as a residual of
the surface energy balance [43], then calibrated mechanically using the gridded weather
data. The ET is expressed in terms of ETrf, which represents the ET as a fraction of the
reference ETr (alfalfa reference ET). Additional Details on the EEFlux METRIC processing
are provided in Section 3.2. We processed a series of 25 Landsat scenes for the ETrf
computation on the EEFlux platform. Both the Landsat 7-Enhanced Thematic Mapper
(ETM) and the Landsat 8-Operational Land Imager (OLI), along with the Thermal Infrared
Sensor (TIRS) scenes with cloud cover less than 10%, were collected to compensate for large
data gaps during the interpolation. The images from December 2018 for both platforms
were unusable due to high cloud cover, and hence were not considered. All of the Landsat
7 images obtained after 31 May 2003 had continuous data gaps due to the failure of the Scan
Line Corrector (SLC). Therefore, the data gaps in the Landsat 7 scenes must be corrected by
the user.

Table 1. Details of the Landsat images acquired in this study for processing in the EEFlux platform.

Satellite Image Acquisition Dates

Landsat-7 ETM 17 February 2019
8 May 2019

24 May 2019
Landsat-8 OLI 4 October 2018 29 March 2019 19 July 2019 23 October 2019

and TIRS 5 November 2018 16 April 2019 4 August 2019 8 November 2019
21 November 2018 30 April 2019 20 August 2019 24 November 2019

24 January 2019 1 June 2019 5 September 2019 10 December 2019
25 February 2019 17 June 2019 21 September 2019

13 March 2019 3 July 2019 7 October 2019

3.1.2. Satellite Images for NDVI Mapping

Landsat-8 OLI and TIRS images for 13 March 2019 were obtained for the crop-specific
NDVI computation. The images were downloaded from the United States Department
of Geological Survey (USGS) website. Primarily, the Near Infrared (NIR) and red bands
were utilized for the NDVI calculation. In this study, we utilized NDVI images to perform
linear regression with the crop yield data for the yield mapping. Previous studies have
shown that NDVI correlates well with the alfalfa yield during the second cutting and 10%
bloom [58]. Similarly, a good correlation with the sugar beet biomass was observed during
the crop development stage (NDVI < 0.85) before leaf senescence in a study by [1]. In
semi-arid areas like California, the first alfalfa cutting period is approximately 60 days, and
takes place during January and February [59]. After the first cutting, alfalfa is cut every
30 days, starting from March. Therefore, the image of 13 March belongs approximately to
the early growth stage of alfalfa. For the sugar beets, we computed the average NDVI in
the sugar beet fields during several months, starting from January. An average NDVI of 0.8
was observed for the 13 March image, and hence was considered for the NDVI mapping.

3.1.3. Reference Evapotranspiration

The reference ET was obtained from the CIMIS website. The CIMIS is a database
maintained by the California Department of Water Resources (DWR). The ET dataset that
CIMIS provides is a standardized ET based on the alfalfa (ETr) or grass surfaces (ETo)
where each CIMIS station is located. The estimates of reference ET were carried out by
CIMIS based on the CIMIS Penman’s method. The CIMIS Penman method is the modified
version of Penman equation created by [60]. The detailed steps used to compute the CIMIS
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Penman’s ET are described here: https://cimis.water.ca.gov/Content/PDF/CIMIS%20
Equation.pdf (accessed on 5 May 2021).

In this study, we retrieved the daily ETr and ETo values over the study period (4 Octo-
ber 2018 to 10 December 2019) from four stations located in the IV. The EEFlux utilizes ETr
during the calibration of the algorithm [48]. Because CIMIS has only one station based on
the alfalfa’s surface, the daily ETos from the remaining stations were converted to ETr by
multiplying them by a factor of 1.23 [59] in order for the further processing to be consistent
with EEFlux.

3.1.4. Data for the Crop Mapping and Validation

The mapping of the crop areas is required in order to quantify and map the crop-
specific water consumption, yield and performance indicators. In this study, Sentinel-2
Level-2A images were acquired from the European Space Agency (ESA) (Paris, France) on
the Sentinel Scientific Data Hub website for crop mapping. The satellites systematically
acquire optical imagery including 13 spectral bands. The four visible bands have spatial
resolutions of 10-m, the six infrared bands are at 20-m resolutions, and the remaining three
bands are at 60-m resolutions. Level 2A products do not require atmospheric correction, as
they are corrected for atmospheric effects before their delivery to users.

In addition, as a reference dataset to collect the training samples for crop-specific
and non-crop categories, the Cropland Data Layer (CDL) products were acquired from
the National Agricultural Statistics Service (NASS), United States Department of Agri-
culture (USDA) (Washington, U.S). The field-level crop data were obtained from Lower
Colorado Water Accounting System (LCRAS), United States Bureau of Reclamation (USBR)
(Washington, U.S), in order to assess the classification accuracy. The dataset contains the
Geographical Information System (GIS) layer, which shows the crops grown throughout
the year within the extent of the IID. The crop acreage estimates for each year were ob-
tained from crop reports published by the IID’s water department for the validation of the
extracted area.

3.1.5. Other Datasets

No other spatially explicit ETa data were available to assess the accuracy of the ETa
map prepared in this study. Hence, the ET reported in Table 1 of [57] were extracted for
comparison with the EEFlux-computed Eta (Table 3). It includes the ET computed for the
IV, as well as other western states for the two crops studied. Although the reported values
represented point measurements, and were associated with methodological differences,
the datasets were the best available reference to access the accuracy. In addition, the ETa
was also compared with the ET computed using the kc-based procedure (ETc), in which the
ETo is multiplied by kc to produce an estimate of the ETc. In order to do so, the kc values
of alfalfa and sugar beet at different growth stages were obtained from various reference
studies in the Western US and worldwide, as listed in Table 2. Crop-specific yield data for
2019 was obtained from Agriculture Commissioner reports. The shape files of the field
boundaries were provided by USBR.

Table 2. Kc values from the literature used in this study.

Crop Kc Location References

Ini Mid Late
Alfalfa 0.87 0.91 0.86 Argentina, semi-arid area [61]

0.6 1.1 1.1 California [62]
0.3 1 0.95 Idaho [63]
0.4 1.04 0.98 - [59]

Sugar beet 0.2 1.17 1.12 California [64]
0.35 1.24 0.78 - [59]
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3.2. Image Preprocessing

The Google EEFlux platform was used to process the Landsat scenes for the ETrf
calculations. EEFlux utilizes the METRIC algorithm, which computes the energy expended
during the evapotranspiration process as a residual of the surface energy balance according
to Equation (1):

LE = Rn − G − H (1)

where LE is the latent heat flux or energy consumed by ET (W m−2), Rn is the net radiation,
G is the soil heat flux (W m−2), and H is the sensible heat flux (W m−2).

In order to extrapolate the LE for each pixel from the exact moment of the passage of
the satellite to the instantaneous value, the LE is divided by the latent heat of vaporization
using Equation (2):

ETinst = 3600
LE
λρw

(2)

where ETinst is the instantaneous ET (mm h. −1), λ is the latent heat of vaporization (J kg −1),
and ρw is the density of water.

The resulting ETinst is expressed as ETrf, which represents the fraction of the reference
evapotranspiration (ETr) (Equation (3)). ETr is the reference evapotranspiration based on
alfalfa, as defined by the ASCE Standardized Penman-Monteith equation [65]. EEFlux
computes ETr using gridded hourly and daily weather data stored in the Earth Engine.

ETrf =
ETinst

ETr
(3)

ETrf can be used to estimate the actual ET for any period by multiplying it with
the ETr for nearby stations. In the EEFlux platform, the image size that can currently be
downloaded is limited and does not cover the entire study area. Hence, the resulting ETrf
maps were mosaicked for each image date in ArcGIS Pro. In addition, the data gaps in the
images from the Landsat-7 platform were filled using the nibble tool in ArcGIS Pro. The
nibble tool replaces the cells of the raster with the values from the nearest neighbors.

3.3. Crop Classification

We classified a Level-2A S2 image of 6 April 2019 using a machine learning approach,
i.e., a random forest (RF) algorithm. The image corresponds to the pre-harvest period for
most of the crops in the field. Before classification, the 10 bands of S2 (aerosol bands not
included) were resampled to 10-m resolutions using a bilinear resampling method. Five
crop classes grown in the Valley were considered, including alfalfa, mixed grasses, wheat,
corn, mixed crops and sugar beets. Mixed grasses include hays, excluding alfalfa (turf
grass, bermuda grass, klein grass, etc.). All of the vegetables and remaining crops were
included in the class of mixed crops. The non-crop classes included built-up, water bodies,
and fallow. Though the non-crop classes were included during the classification process,
the results were only interpreted in terms of the alfalfa and sugar beets, the main focus of
this study. The CDL layer from the USDA was used as the reference dataset to collect the
training samples for crop-specific and non-crop categories. Polygons, representing various
crop types, were sampled from the Sentinel image, in which the identification of the crop
type was performed based on a cropland map. We utilized the ‘randomForest’ function
in the ‘randomForest’ package of R version 4.0.2 for the crop classification. Independent
reflectance values from each band of S2, along with NDVI, were used as features during
the crop categorization. A confusion matrix was prepared between the ground truth
datasets provided by the USBR and Sentinel-identified crop types in order to evaluate the
classification accuracy. The predicted crop acreages were validated with acreage statistics
provided by the IID. The crop map was resampled to a 30-m resolution after accessing
accuracy to use with 30-m resolution Landsat-derived products. Then, alfalfa and sugar
beet polygons were extracted from the resampled classified map, and two distinct crop
layers representing the crops were prepared to be used for further analysis.
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3.4. Mapping the Seasonal ET

The series of ETrf maps of the study area, obtained from the EEFlux platform, were
used as a vehicle to extrapolate the ETa for the whole season. At the beginning, daily
ETrf maps were generated for each day between the image dates by means of linear
interpolation. The interpolation was performed in R statistical software version 4.2. The
Approx() function in the base R package was utilized. Two sets of computations were
performed in order to obtain daily ETrf maps, with each corresponding to the growing
seasons of the crops studied. We interpolated images from 24 January 2019 to 10 December
2019, which were utilized later for the ETa computation of alfalfa, whereas images from
4 October 2018 to 20 August 2019 were interpolated in order to compute the ETa for sugar
beets. The daily ETrf images obtained after interpolation were multiplied by the ETr of
each day, then totaled to obtain the cumulative ET for the whole season (Equation (4)). The
ETrs from four weather stations were averaged for each day.

ETperiod =
n

∑
i=m

[(ETrfi) × (ETr24i)] (Allen et al., 2007) (4)

where ETperiod is the cumulative ET starting from day m to n, ETrfi is the interpolated ETrf
for day i, and ETr24i is the 24 h ETr for day i.

An overlay of the seasonal ET map with the classified crop map of the study area was
made in order to obtain a seasonal ET map for individual crop classes.

3.5. NDVI and Yield Mapping

The Landsat images utilized to compute the NDVI for 13 March 2019 were atmospher-
ically corrected before further processing. The Digital Number (DN) was converted to the
at-surface reflectance using the formula provided by the USGS. The required information,
including the multiplicative rescaling factor, additive rescaling factor and local sun eleva-
tion angle, were obtained from the metadata files. Then, the NDVI was computed using
NIR and red band.

In order to obtain the crop yield map at the pixel level, the yield information of the
crops obtained from the crop report was disaggregated using the Landsat NDVI data as
a bridge [31]. An assumption was made that the NDVI of the crops during the growing
season is directly related to the yield. The higher the NDVI of the crops, the higher the
yield would be. Hence, a weighting factor (WF) was defined as the ratio of the pixel-wise
NDVI for the crop of interest to the average NDVI for the Valley (Equation (5)). WF was
related to the observed yield statistics using Equation (6). The equation generated a crop
yield map with a resolution of 30 m.

WF =
NDVIpixel

NDVIavg
(5)

Yieldpixel = WF × Yieldobs × Area of one pixel (6)

where NDVIpixel and NDVIavg are the NDVI of an individual pixel and the average NDVI
for the crop of interest, respectively. A crop-specific map of NDVIpixel was masked out
utilizing the crop map. Yieldobs is the observed yield from the report, and Yieldpixel is the
yield of any given pixel for the crop of interest in kg/m2.

3.6. Validation of ETa and Yield

The Mean Absolute Deviation (MAD) and Relative Error (RE) were computed in order
to assess the associated differences between the computed Eta and the values reported in
the literature for the IV. In addition, we computed the ETc for each crop using the kc values
from the other reference studies, as well as those from [59], and compared this with the
EEFlux ETa. The grass reference ETs (ETo) from three CIMIS stations were obtained for
days corresponding to initial, mid- and late growth stage of the crops, then multiplied with
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the kc from Table 2 to obtain the ETc values. The FAO-56 specified kc values represented
the standard climate, with the mean daily minimum relative humidity (RHmin) equal
to 45% and the mean daily wind speed (WS) equal to 2 ms−1. When the mean weather
differs from the standard, kcmid and kclate has to be adjusted as described in Allen et al.
(1998) [66]. This procedure was followed in this study, and Table 2 represents the adjusted
values. The mean ETa from EEFlux were extracted for similar days. The Root Mean Square
Error (RMSE) and Mean Absolute Error (MAE) were computed between the two, and the
results were analyzed. The pixel-wise yield assessment was also restricted due to limited
data. Therefore, for validation, the pixel-wise yield values were summed and compared
with the reported total crop production. Because the model is the linear extrapolation of
the field data reported by the county itself, the quality of the yield map produced can be
considered acceptable.

3.7. Computation of the Performance Indicators

Several performance indicators are available to evaluate the existing practices in the
field and identify room for efficient water management improvement. Hence, the selection
of the appropriate indicators is needed, which should be based on the purpose of the
assessment and the availability of data [67]. Surface energy balance models are direct
indicators of equity and adequacy [18]. Productivity indicators based on yield and ETa
can provide valuable insights for the identification of the scope of water management,
where water is the limiting factor [34]. Therefore, considering the aforementioned factors,
three indicators were chosen in this study, and their computation methods are explained in
several subsections below.

3.7.1. Water Consumption Uniformity (WCU)

WCU is the indicator of the irrigation equity or the uniformity of water consump-
tion [18]. Measurements of equity based on water consumption, rather than on the supply
side, are considered more relevant in water-scarce regions [17]. The WCU was evaluated by
computing the CV of the ETa at two levels in this study. The availability of field boundaries
from the USBR allowed for the calculation of the CV within the fields (CVw). The zonal
statistics tool in ArcGIS Pro 2.5 (ESRI, 2020) was utilized for this purpose. The crop map
prepared in this study contained several scattered pixels, which might have resulted from
misclassification. Therefore, in order to avoid the inclusion of such pixels during the CVw
computation, the fields with less than 40 pixels (~36,000 m2) were masked out from the
crop-specific ETa map beforehand. The threshold was set after visually analyzing the crop
map prepared. Hence, the mean and standard deviation of the ETa were obtained for
fields with areas larger than 36,000 m2. The number of alfalfa fields studied was reduced
from 4183 to 2481, and the number of sugar beet fields from 817 to 478 after masking out
the redundant pixels. In addition to CVw, we also computed the CV of ETa among the
fields (Cva).

3.7.2. Relative Evapotranspiration (RET)

RET is the indicator of the water adequacy in the field, and it provides essential
information on crop stress and water shortages. In the present study, RET is computed
as the ratio of seasonal ETa to ETp. ETp refers to the maximum crop evapotranspiration
under the optimal crop growing conditions, with no limitation based on plant growth. It
is similar to the theoretically computed ET. Therefore, ETp was expressed as a product
of seasonal ETo and kc [31]. The daily ETo measurements from the CIMIS stations were
summed to obtain the seasonal value at each station. Then, the station location information
was utilized, and seasonal ETp raster maps were generated from the point measurements
using Inverse Distance Weighting (IDW) interpolation. The algorithm was implemented in
ArcGIS Pro. A seasonal kc value of 0.9 was used for alfalfa [7,59]. The seasonal kc for sugar
beets was computed using kc values from [59]. The weighted average of kc computed
according to the growing season length resulted in a seasonal kc of 0.9 for sugar beets.
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3.7.3. CWP

The CWP was estimated for the study area using the crop specific ETa and yield maps
from Equation (7). Any differences in units from the yield map and ETa were adjusted to
calculate the CWP in kg/m3.

CWP (kg/m3) =
Crop yield (ton/acre)

ETa (mm)
(7)

In order to identify the field or areas with significant scope of improvement, the CV of
the CWP in the study area was computed. A low CV of CWP indicates homogeneity and
limited scope for improvement, whereas a high CV for an area indicates the opportunity of
water management [34]. The relationships of CWP with ETa and yield were also looked at
in order to evaluate the scope of CWP enhancement in the field under the current cropping
conditions.

4. Results

The results and discussion are organized into five sections. Section 1, the results
of the crop classification are presented. The ETa computation and spatial distribution
are presented and discussed in the Section 2. The accuracy assessment of the computed
ET is discussed in the Section 3. The yield map prepared using NDVI is presented in
the Section 4, along with the validation results. Following this section, the outputs from
the performance indicators are explained. The Section 5 primarily discusses the scope
of the water management improvements in the Valley, as depicted by the performance
indicator results.

4.1. Crop Classification

The overall accuracy of the crop mapping obtained was 85%. The individual assess-
ment of the crop prediction accuracy showed that sugar beets were the most accurately
mapped, with a producer accuracy of 99.5%. Alfalfa was also mapped reasonably well,
given its wide distribution in the field. The accuracy of alfalfa was 85.2%. Several mixed
grasses and mixed crops in the field were incorrectly labeled as alfalfa, which resulted in
an alfalfa prediction commission error. The researchers mostly identified the confusion
between alfalfa and mixed grasses. A similarity in the spectral signatures between alfalfa
and mixed grasses could be the reason for it. The comparisons between the predicted
and observed crop acreages showed that, for S2, there was underestimation of the alfalfa
crop area by 16.65%, and of the sugar beets by 4.38%. The slightly high difference in
the alfalfa acreage could be attributed to the predominant presence of alfalfa in the field.
Hence, the accuracies obtained for alfalfa and sugar beets were considered reasonable for
further study.

4.2. Spatial Distribution of ET and Yield

Figure 3 shows the spatial distribution of the seasonal ETa for both crops in the Valley.
Alfalfa showed a large spatial variation, with a CV of 23.86 %. The mean ETa for alfalfa was
observed to be 1388.26 mm. Though alfalfa’s ETa ranged from 39.09 mm to 2064.93 mm
(Figure 3a), less than 7.2% of the pixels were in the range of 39.09 mm to 849.43 mm. A
small proportion of the alfalfa field clustered on the north corner exhibited a low ETa
(849.43 mm–1659.77 mm). About 45% of the alfalfa fields had an ETa in the range of
1254.60 mm to 1659.77 mm, and this was scattered around the valley. However, fields with
a high ETa, up to 2064.93 mm, were found to be visibly clustered largely on the eastern
corner of the Valley. The high spatial variation for alfalfa may be attributed to the periodic
cutting of alfalfa during the growing season. Similar to the alfalfa, the proportion of sugar
beets with a low ETa, ranging from 124.87 mm to 763.25 mm (Figure 3b), occupied less
than 8.5%. For sugar beets, the mean ETa was observed to be 1126.95 mm, and the CV was
21.36%. Approximately 78% of the sugar beet fields exhibited ETas from 763.25 mm to
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1401.64 mm, clustered around northeast corner of the Valley. Less than 13% had high ETas,
up to 1720.83 mm.

Figure 3. Spatial distribution of the growing season ETa for (a) alfalfa and (b) sugar beet. The ETa maps are overlaid with
the USBR field boundary.

The alfalfa and sugar beet productivity maps resulting from disaggregation are shown
in Figure 4. The average alfalfa yield for the study period was observed to be 0.395 kg/m2.
Less than 2% of the areas exhibited yields in the range of 0.004–0.198 kg/m2; hence, they
are not visible in the spatial map presented (Figure 4a). The estimated range of the alfalfa
yield in this study was close to the range predicted by [58] in Saudi Arabia, which was
0.179–0.628 kg/m2. A few regions with visibly low yields (the brown patch in Figure 4a)
were observed in the northern corner of the Valley. It should be noted that the ETa was
also low in this area (Figure 3a). Besides this, it has also been identified that areas without
a significantly high ETa (pink patch in Figure 3a) also exhibited high yields for alfalfa.
In regard to sugar beets, the average yield was 2.351 kg/m2. Though 88% of the areas
exhibited yields greater than 2.5 kg/m2, noticeable spatial variation among the fields can
be seen after this range (Figure 4b). Regions with low yields were clustered at the northeast
of the Valley (green patch in Figure 4b). Continuous fields of high yield were perceived in
the northwest of the Valley, near the Salton Sea.
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Figure 4. Pixel-based distribution of the growing season yields for (a) alfalfa and (b) sugar beet, in kg/m2.

In order to analyze the extent of the differences between the observed and disaggre-
gated production values, the distributed yield was aggregated. The absolute differences
with the observed production were 13.55% and 2.9%, respectively. The resulting differences
were because of the underestimation of the planted area during the crop classification. The
pixel-level validity was limited due to a lack of ground truth data. However, because the
modelled yield is based on the linear extrapolation of district data, it mostly relies on the
input data consistency [31], which is officially accepted in the current study.

4.3. ET Validation

Section 4.3.1 describes the results of the validation of the computed Eta with the
literature reported values. Additionally, the results of the comparison with the ET from the
kc-ETo approach are explained in Section 4.3.2.

4.3.1. Comparison with the ET from the Literature

The alfalfa ET values obtained from the literature were mostly point measurements
ranging from 1295.4 mm to 1889.8 mm. Table 3 shows the comparison between the
predicted and observed ET from the literature. The MAD and RE of the alfalfa ETa were
found to be as low as 46.43 mm/year and 7%, respectively, with the USDA. The computed
values also showed reasonable agreement with [7], with an MAD of 134.37 mm/year
and an RE of 16%. With the IID and USBR, the deviation ranged from 220.27 mm to
250.77 mm, and the RE ranged from 24% to 27%, respectively. For sugar beets, a very good
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ETa agreement was obtained when compared with the point representative methods. The
MAD and RE were found to be nearly null with the IID.

Table 3. Comparison of the EEFlux-derived ETa with ET values reported in the literature. The ET
values for columns three to five were extracted from Table 1 of [57]. IID*, Imperial Irrigation District;
USBR*, United States Bureau of Reclamation; USDA*, United States Department of Agriculture.

Crops EEFlux Eta (mm) ET (mm) from Literatures

IID* USBR* USDA* [7]

Mean = 1388.26 1828.8 1889.8 1295.4 1657
Alfalfa SD = 331.34

Max = 2064.9
MAD 220.27 250.77 46.43 134.37

RE 0.24 0.27 0.07 0.16

Mean = 1126.95 1127 1097.3 660.4 N/A
Sugar beet SD = 240.82

Max = 1720.83
MAD 0.02 14.83 233.28 -

RE 0.00 0.03 0.71 -

Similarly, with the USBR values, an MAD of 14.83 mm/year and an RE of 3% was
attained. Slightly high differences were observed with the USDA-measured values. The
USDA-derived values were based on the Salt River Valley and Arizona; hence, climatologi-
cal differences with the IV may have resulted in greater variances. The literature shows
that the ETa computed from remote sensing can vary, with ground measurements in the
range of 1 to 20% [68]. With METRIC, an RE of up to 13.7% was observed by [45], and
up to 16% in the study by [69]. This shows that the difference exhibited in this study is
within the plausible range. It should be noted that the values identified in the literature are
not only associated with the methodological differences, scale of measurements, weather
conditions, and year when the measurements were taken but also varied, which results
in a complexity of comparison. Based on this fact, a relatively good agreement of the ETa
with the point measurements provides strong evidence that EEFlux may be a valuable tool
for the mapping of seasonal ETa.

4.3.2. Comparison with the FAO-56-Computed ETc

Figure 5 presents the mean ETa values during the initial, mid- and late season stages
obtained from the present work, along with the ETc computed using the kc values from
other reference works around California and other western states. The initial, mid- and
late growth stages for alfalfa correspond to 1, 13 and 29 March 2019, respectively. Likewise,
for sugar beets, they correspond to 5 November 2018, 1 February 2019, and 12 August 2019
for the respective growth stages. The values of the ET obtained from EEFlux for alfalfa
have an initial phase value of 3.58 mm, an intermediate phase value of 3.25 mm and a final
phase of 3.91 mm. Similarly, the values of 2.14 mm, 2.41 mm and 4.32 mm were obtained
for sugar beets for the corresponding growth phases.
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Figure 5. Comparison of the ET calculated from EEFlux METRIC with the ET computed using the kc-ETo approach for
(a) alfalfa and (b) sugar beet. The kc values were obtained from A: [61]; B: [62]; C: [63]; D: [59] and E: [64].

It was observed that ETa showed a wide variation with the observed data. The RMSE
and MAE variations for alfalfa from those in the literature ranged from 0.6 to 1.3 mm/day
and 0.5 to 1.25 mm/day, respectively. When compared with the computed ETc using kc
values from [59], the resulting RMSE was 1.22 mm/day, and the MAE was 1.19 mm/day.
The ETa was overestimated during the initial growth stage, whereas it was underestimated
in later stages. The sugar beet ETas computed in this study were like those obtained from
the literature during the initial and mid-growth stages. The resulting RMSE and MAE were
1.5–3.3 mm/day and 1.3–2.7 mm/day, respectively, with the lower value range computed
with the kc from [59]. The overall results suggest that EEFlux tends to underestimate the
ETa during the mid and late stages of alfalfa growth, as well as the late growth stage for
sugar beets. A similar result was obtained in the study by [47] for maize crops, and by [48]
for soybean crops, using the EEFlux tool. In addition, [70,71] also reported low accuracy
for cotton and coffee crops, respectively, using the SEBAL algorithm.

The low level of accuracy in general for EB algorithms, when compared to the compu-
tation based on the kc from [59] can be attributed to several reasons. First, EB algorithms
consider the spatial variability of ET and kc, unlike other methods. Differences in the ET
values may also be attributed to the variability of kc according to local growing conditions
and land use management, as well as the rainfall and atmospheric conditions, including
the air temperature, wind speed and vapor deficit [72]. In addition, FAO- kc values are
derived from multi-day data (average values), while EEFlux METRIC obtains its kc, i.e.,
ETrf values, at the satellite’s passing time [47,48]. Because the evaporation from soil is
usually higher immediately after rain or irrigation events, higher overall ET concentrations
can be anticipated during this time [61]. The average kc values from the literature therefore
consider both higher and lower evaporation rates from wet soil surfaces, whereas EEFlux
ETrf represents the actual conditions of the satellite overpass time [47].

4.4. Performance Indicators

In this study, three performance indicators based on equity, adequacy and productivity
were studied for alfalfa and sugar beet fields. The results for each are explained in the
separate subsections below.

4.4.1. WCU

ETa maps and field boundaries were used to calculate the coefficient of variation
of the water consumption, also known as WCU, for the alfalfa and sugar beet fields. A
problem associated with irrigation uniformity is suggested by the high variation of the
water use within the fields [73]. Figure 6 shows the spatial variation of the CVw for both
crops. The CVw for alfalfa ranged from 0.5% to 36.1% (Figure 6a), with the average being
9.7%. Although the map shows a CVw as high as 36.1%, only 0.8% of the regions had
variations greater than 21%. Hence, this may have resulted from the inclusion of some
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partial crop coverage fields (Santos et al., 2008). Similarly, for sugar beets, the CVw of the
seasonal ETa ranged from 0.2% to 22.2% (Figure 6b), with an average of 3.2%. Less than
0.23% of the regions had CVws greater than 18%. This could be explained by the same
reason attributed to alfalfa. We also computed the field variability of the water use for both
crops. A high variation of water use among the fields may indicate differences in farmers’
irrigation practices [73]. The resulting variations were 19.36% and 19.9% for the alfalfa and
sugar beet fields, respectively.

Figure 6. Within-field coefficient of variation for (a) alfalfa and (b) sugar beet fields, expressed in percentages.

Molden and Gates suggests a CV less than 10% to be good uniformity [74]. Approxi-
mately 36.14% of the sugar beets and 34.17% of the alfalfa exhibited CVws greater than
10% in our study. The focus on water management could be placed on those flagged fields,
rather than the whole district. The overall greater uniformity in the Valley can be attributed
to the application of various tilling methods, such as levelling and sod busting systems [75]
for precise field grading. Similarly, greater Cvas for both crop fields suggest that the irriga-
tion equity is slightly poor among the fields. The high Cva among the alfalfa fields could
also be attributed to their continuous planting and harvesting. Overall, even though the
average performance was satisfactory, the large variation in performance among farmers
suggests that there is significant room for improvement.
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4.4.2. RET

The ratio of the actual to the theoretical ET was used to calculate the adequacy for
both crops, which is also called the RET. The spatial distribution of the RET is presented
in Figure 7. The average RETs for the alfalfa and sugar beet fields were 0.844 and 0.797,
respectively. The difference between ETa and Etp should be less under ideal growth condi-
tions, and the ratio should be nearly equal to 1. Roerink et al. suggests that, for irrigated
agriculture, values of 0.75 and higher are satisfactory [23]. In the current study, more
than half of the planted area for both crops exhibited RETs greater than 0.75, suggesting
satisfactory adequacy. Focus could be placed on the fields with RETs lower than the optimal
value, where crops are experiencing water shortages that could result in poorly developed
crops, affecting the yield [68].

Figure 7. Spatial distribution of RET for (a) Alfalfa (b) Sugar beet fields.

The RET maps not only allowed us to identify the fields experiencing water shortages
but also the fields consuming more water than their potential. About 31.5% of the alfalfa
and 12% of the sugar beet fields had RETs of more than one. For alfalfa, these fields are
visibly clustered on the east side of the valley (Figure 7a), whereas for sugar beets, fields in
eastern regions and a few in the central regions exhibited RETs greater than one (Figure 7b).
A slightly high average RET (0.97) was found for the Palo Verde Irrigation District (PVID),
which is also located in Imperial County, in the study by [2]. The average was computed
for the whole irrigation district, rather than the crop-specific fields, and using the Priestley–
Taylor approach, which may have resulted in the differences. Bastiaanssen et al. [76]
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reported a comparable average RET value of 0.77 in the Nilo Coelho irrigation system in
Brazil, and 0.7 in the Gediz Basin in Turkey in a study by [28].

4.4.3. CWP

The water productivity was computed as a ratio of the crop yield to ETa in this study.
Figure 8 shows the spatial map of the CWP for both crops. The average alfalfa CWP for
the Valley is 0.328 kg/m3, with a CV of 32.92%. Although the alfalfa CWP ranged from
0.004 to 4.062 kg/m3, approximately 99% of the fields had CWPs of less than 0.8 kg/m3.
The remaining fields were likely to be associated with mixed pixels with other crop types
during the classification. The sugar beet CWP resulted in an average of 2.387 kg/m3, with
a slightly lower CV (25.4%) than alfalfa. Like alfalfa, though the CWP exhibited a higher
range for sugar beets, about 99% of the fields with CWPs of less than 4.6 kg/m3 were
observed, with the attributed reason being similar to that of the alfalfa. The average CWP
of alfalfa obtained in the study was close to the range, 0.38–0.43 kg/m3, recommended
by [77] for Saudi Arabia; however, it was slightly lower than that reported in [78], which
was 0.55 kg/m3. The variation in the climate and alfalfa productivity may have caused
the differences.

Figure 8. Spatial distribution of CWP for (a) alfalfa and (b) sugar beet fields.
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The crop fields showed a mixed trend of CWP with ETa and yield. The northwest
corner of the sugar beet fields (the green patch in Figure 8b) exhibited a high CWP because
of its low ETa and high yield. However, the northern corner of the alfalfa fields (the blue
patch in Figure 8a), in spite of having a low ETa, exhibited a low CWP as a result of its
low yield and inadequate water, as displayed by the RET map. Similarly, the high-water
use alfalfa fields (RET > 1) in the eastern regions, with moderate-to-high CWPs, also had
moderate-to-high levels of ETa and yield. This suggests that these fields are compensated
by high yields resulting in high CWP, despite having more than the required water use.
The overall results imply that the factors by which CWP is influenced vary widely in the
study area, and there should be careful consideration before making any management
decisions on enhancing CWP.

4.5. Analysis on the Scope of Water Conservation

The high CV of CWP for both alfalfa and sugar beet fields implies that by narrowing
the variability, there is a wide scope of CWP improvement. CWP enhancement can be
achieved either by increasing the yield or maintaining the same yield while reducing the
water use [34]. Because yield increment takes time [31], the second option could be more
viable in areas where water availability is limited.

In order to better understand the scope of water conservation through CWP improve-
ment, random points were generated from a corresponding spatial map, and scatter plots
were prepared among the CWP, yield and ETa in order to observe the association between
them (Figure 9). Figure 9a indicates that the distribution range of the alfalfa ETa with
yield was high for ETa in the range 500 mm to 1500 mm. However, it is observed that,
for ETas above 1500 mm, the variation decreases, and the yield remains constantly high
(Figure 9a; rectangular box). This implies that above this range, the reduction of the irri-
gation water amount would not affect the yield significantly, and its effect would not be
adverse. Similar results were observed for sugar beets in the range of Etas from 1200 mm
to 1600 mm (Figure 9c; rectangular box), where the yield distribution with ETa was low.
The relationship between the CWP and Eta for both crops, alfalfa (Figure 9b) and sugar
beet (Figure 9d), showed that the CWP decreases as the ET increases primarily for ETas
above 1500 mm for alfalfa and 1200 mm for sugar beet. Therefore, by decreasing the water
use above the aforementioned ranges to around 1500 mm and 1200 mm for alfalfa and
sugar beet, respectively, we identified a scope of CWP enhancement that keeps the yield
constant. Table 4 shows the possible volume of water that could be conserved through
CWP enhancement. The results imply that it is possible to save approximately 44.52M cu.
m (36,000 acre-ft) of irrigation water volume by reducing the ETa to a range where the yield
is not adversely affected and the CWP is enhanced.

Table 4. Possible water saving opportunities by reducing the ETa without adversely affecting
the yield.

Alfalfa

No. of pixels > 1500 mm 214,020
Volume for ETa > 1500 mm 327.73M cu.m
Volume after reducing ETa = 1500 mm 288.92M cu.m
Saved water volume = 38.37M cu.m

Sugar beet

No. of pixels > 1200 mm 45,357
Volume for ETa > 1200 mm 55.12M cu.m
Volume after reducing ETa = 1200 mm 48.98M cu.m
Saved water volume = 6.14M cu.m

Total volume that can be saved = 44.52M cu.m
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Figure 9. Relationship between (a,c) yield (kg/m2) and ETa (mm), and (b,d) CWP (kg/m3) and ETa (mm) for alfalfa (top
row) and sugar beet (bottom row), respectively. The rectangular red box denotes the area where the yield is nearly constant.

Other that water conservation through CWP enhancement, we also identified high-
water-use fields through RET analysis. For nearly 32% of alfalfa and 12% of sugar beet
pixels with RET > 1, the water overuse was equivalent to approximately 11M cu. m (8940
acre-ft) collectively for the two crops. Hence, possible water saving opportunities were also
identified for high RET fields, and the spatial map presented in this study helps identify
those fields.
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5. Discussions

The high yield fluctuation with ETa found in this analysis is consistent with the
previous research findings. [1] found a high variation of irrigated crop yields, including
sugar beets, even when the ETa is constant. Similar high fluxes of alfalfa yield with ETc were
observed by [7] for irrigated land in the Californian desert. The inconsistent relationship
of the yield with ETa below 1500 mm for alfalfa and 1200 mm for sugar beet infers that
the yield is only marginally limited by water consumption for both crops beneath this
range. This suggests that there are a number of other important factors that influence crop
production and, as a result, yield variability. Those factors may include the irrigation and
management practices, as well as the soil, nutrients, water table depth, land preparation
and fertilizer application, along with the tolerance capacity of the crop itself for drought
and salinity [34,35]. In addition, Smeal et al. discussed the dependence of the alfalfa yield
on the cutting number and the accumulated growing day temperatures [79]. Therefore, the
challenge associated with enhancing CWP in IV by decreasing the ETa for these ranges
would be to maintain a constant yield. Another option would be to reduce the ET in low-
yielding fields. This could be a suitable strategy specifically for the IV, where water costs
only account 10–20% of the overall alfalfa production costs [7]. Hence, the implementation
of water conservation approaches that will result in a greater loss of the hay yield may be
undesirable to growers. However, the research may necessitate data from multiple years in
order to validate the findings and establish accurate CWP benchmarks.

Although the average spatial variability of the water use within the fields was reason-
able for both crops, the use of the average performance value may not inform us about
the actual system performance level [76]. Having about 35% of fields with CVws greater
than optimal implies spatially heterogeneous water consumption in these fields. Moreover,
the high Cva exhibited among the fields implies significant room for improvement in per-
formance among the farmers. Because of the variable growing season, this heterogeneity
might represent the somewhat-upper limit for alfalfa. The high variance or non-uniformity
does not necessarily imply poor management in all of the fields, as it may also relate
to sub-optimal crop husbandry or deficit irrigation practices [73]. Remote sensing alone
may not explain the variation. However, the assessment of the variability offered by the
distributed nature of the remote sensing aided in locating the non-uniform fields, where
further investigation can be performed. Besides fields with water overuse (RET >1), equal
attention should be placed on the fields where adequacy is less than optimal (RET < 1). A
less salt-tolerant alfalfa crop may be unfavorably affected by salinity accumulations due to
the reduced water [80] in comparison to moderately salt-tolerant sugar beets.

Using EEFlux to estimate the water usage in this study provided a valuable method
for the quantification of the irrigation system performance at both the crop and field levels.
The overall accuracy of the ETa, when compared to the values in the literature, was found
to be reasonable. Though the comparison with the kc-ETo-derived ETc for several growth
stages resulted in differences, the discrepancies may be associated with methodological
differences in computing the kc [47,48]. EEFlux considers the current conditions of the
satellite overpass time, whereas the reported kc values are the average kc during the
growing phases. In addition, although an attempt was made to reduce the large temporal
gaps between the image dates by including Landsat 7/8 images, images were unusable
for December due to high cloud cover. The gap between the images might have impacted
the interpolation results, and ultimately the seasonal ETa values [61]. The advantage of an
eight-day satellite overpass frequency, in comparison to 16 days, to predict the seasonal
ET of a cotton crop was observed by [81]. Similarly, we employed a linear interpolation
method to generate daily ETa maps. Previous studies have shown that the use of spline
interpolation may improve the seasonal ETa estimation, although the results were not
statistically significant in either case [46].

This study utilized a yield disaggregation method [31] to map the large-scale yield,
using county production statistics and NDVI at specific growth stages. The method links
the publicly available district-level statistics to remotely sensed data and helps fill the
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gap between the two. Because this method avoids complex land surface processes and
biophysical parameter estimation [31,37], agricultural mangers can map the yields of large
areas efficiently. Although pixel-level validation was not performed in this study, the
reasonable accuracy from this method in other studies for wheat [31] and rice [37] provides
a confidence in others crops as well. Very few studies have explored the use of NDVI in the
prediction of the yields of alfalfa and sugar beet in the past. However, in other crops of
medium-to-high canopy sizes, such as corn, soybeans and winter wheat, NDVI showed
a good correlation with the cropped biomass per area [82,83]. This may also imply that
NDVI is a good metric for the estimation of the biomass in the crops analyzed in this
study. The uncertainty in the exact growing cycles of the crops may have resulted some
bias in the predicted yield using a single NDVI image, which could be improved in future
studies by incorporating accurate field data. Nevertheless, the yield disaggregation method
using NDVI is a promising approach that brings simplicity to the crop-yield mapping of
large areas.

6. Conclusions

In this study, we computed irrigation performance indicators based on equity, ade-
quacy and water productivity, using remote sensing, NDVI and crop production statistics.
All of the available Landsat 7/8 images with low cloud cover were processed in the EEFlux
platform to obtain ETrf images of the IV. Linear interpolation was performed in order to
obtain daily ETrf images. Seasonal ETa images were produced as a sum of the product of
the daily ETrf and ETr. Crop classification was performed using S2 images and the RF algo-
rithm, and crop-specific (alfalfa and sugar beet) ETa images were produced for the growing
season by a crop map overlay. We computed the WCU as a measure of irrigation equity,
RET as a measure of adequacy, and crop water productivity to reflect on productivity. The
relationship between the crop ETa, yield and CWP was also studied in brief, in order to
identify the scope of the CWP enhancement and water conservation.

The average WCUs for both crops were found to be uniform; however, spatial variation
within the fields showed that 36.14% of the sugar beet and 34.17% of the alfalfa fields had
variabilities greater than 10%. Similarly, the among-field variability was approximately
19% for both. The variability within and among the fields implies the variation in irrigation
and management practices among the farmers and indicates a wide scope for improvement.
Another indicator, RET, showed that more than half of the fields were provided with
adequate water (RET > 0.75). However, about 31.5% of the alfalfa and 12% of the sugar
beets were consuming more water than necessary (RET > 1), and are therefore where
the water conservation should be focused. The results showed that nearly 11M cu. m
(8940 acre-ft) of water can be saved by reducing the water overuse in these fields. The
CWP showed a wide variation, with a CV of 32.92% for alfalfa and 25.4% for sugar beets,
indicating a significant scope for CWP enhancement. Nearly 44.52M cu. m (36,000 acre-
ft) of water saving opportunities were identified by reducing the ETa to approximately
1500 mm for alfalfa and 1200 mm for sugar beet, which will enhance the CWP without
reducing the yield.

The EEFlux served as a valuable source to compute the ET in a simple and inefficient
manner. The MAD and RE, when the mean EEFlux ETa was compared with point repre-
sentative values from the literature, were as low as 46.43 mm and 0.07, respectively, for
alfalfa. Similarly, for sugar beets, the lowest MAD was 0.02. However, it is understood
that the EEFlux-computed ETa shows a significant difference with the ETc computed using
kc-ETo methods. This may be partly attributed to the methodological difference associated
with kc calculation between the two methods. The large gap between the image dates for
some months may also have affected the results of the seasonal ETa. The accuracy of ETa
mapping is imperative for the accurate estimation of the performance indicators. Further
investigation of other interpolation methods, the use of all of the available Landsat images
for the growing season, and validation with the ground truth data is recommended for
future studies.
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Overall, the results of this study confirm the wide scope of water conservation in
the valley. Fields with non-uniform irrigation distribution and high RET were visually
identified. Similarly, fields with a wide variation in CWP were also predicted, in which—by
narrowing the variability—significant CWP enhancement can be achieved. Although the
procedure did not provide thorough insight into the reasons for the high variation or
high–low values, the bigger picture of irrigation performance across the irrigation district
was shown. Policymakers and water authorities may use this information to increase the
effectiveness of the water conservation in the IV, which is of primary concern these days.
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Abstract: Shortwave radiation density flux (SRDF) modeling can be key in estimating actual evap-
otranspiration in plants. SRDF is the result of the specific and scattered reflection of shortwave
radiation by the underlying surface. SRDF can have profound effects on some plant biophysical
processes such as photosynthesis and land surface energy budgets. Since it is the main energy source
for most atmospheric phenomena, SRDF is also widely used in numerical weather forecasting. In
the current study, an improved version of the extreme learning machine was developed for SRDF
forecasting using the historical value of this variable. To do that, the SRDF through 1981–2019 was
extracted by developing JavaScript-based coding in the Google Earth Engine. The most important
lags were found using the auto-correlation function and defined fifteen input combinations to model
SRDF using the improved extreme learning machine (IELM). The performance of the developed
model is evaluated based on the correlation coefficient (R), root mean square error (RMSE), mean
absolute percentage error (MAPE), and Nash–Sutcliffe efficiency (NSE). The shortwave radiation
was developed for two time ahead forecasting (R = 0.986, RMSE = 21.11, MAPE = 8.68%, NSE = 0.97).
Additionally, the estimation uncertainty of the developed improved extreme learning machine is
quantified and compared with classical ELM and found to be the least with a value of ±3.64 compared
to ±6.9 for the classical extreme learning machine. IELM not only overcomes the limitation of the
classical extreme learning machine in random adjusting of bias of hidden neurons and input weights
but also provides a simple matrix-based method for practical tasks so that there is no need to have
any knowledge of the improved extreme learning machine to use it.

Keywords: water resources; Daymet V3; Google Earth Engine; improved extreme learning machine
(IELM); sensitivity analysis; shortwave radiation flux density; sustainable development

1. Introduction

Shortwave radiation is of essential significance in climate research since it controls
the complete energy exchange between the land/ocean surface and atmosphere [1]. It
plays a crucial role in biogeochemical, physical, ecological, and hydrological processes [2].
Shortwave radiation is the energy source that causes photosynthesis, transpiration, evap-
oration, and other significant process connected to agriculture systems. It is incredibly
variable (both temporally and spatially) on the earth’s surface. Precise shortwave radiation
is essential for evapotranspiration models, which are employed to construct irrigation
plans to improve crop yield while saving water and minimizing herbicide, fertilizer, and
pesticide applications [3].
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Reliable calculation of shortwave radiation is essential as a significant component
of the energy budget to understand global change [4–7]. In the clear sky, most of the
shortwave radiation is caused by direct sunlight. Shortwave radiation is divided into
direct and diffuse components. The direct component is the energy that emanates directly
from the sun’s rays, and particles and molecules disperse the diffuse component in the
air [8]. The amount of diffused shortwave radiation is affected by the height of the sun.
Shortwave solar input stands as an essential component of the surface energy balance and
is considered to be the principal source of energy on Earth [9–12]. The available energy for
hydrological processes such as evaporation and transpiration is strongly affected by solar
radiation. Additionally, biological phenomena such as photosynthesis and the carbon cycle
are also dependent on solar radiation (direct and diffused radiation) [13,14].

Re-analysis datasets are constantly being improved with increasing access to ob-
servational data and advances in modeling and data assimilation systems. The use of
re-analysis data has considerable potential for studying areas with a shortage of terrestrial
data. Re-analysis data are a combination of ground observations, field surveys, and vari-
ous models [15]. Different re-analysis datasets are available on a continental and global
scale today, e.g., Twentieth-Century Reanalysis, Daily Surface Weather and Climatological
Summaries (Daymet), and the Global Land Data Assimilation System. These datasets can
provide continuous data and compensate for the gap between terrestrial data.

The Daymet model includes a set of tools designed to calculate estimates of daily
weather parameters in Canada, the United States, and Mexico. The main advantages of
Daymet are (1) covering the vast majority of North America, (2) providing data on a daily
scale for a long period starting from 1980, (3) low spatial resolution (i.e., one kilometer),
which is higher than other Reanalysis data. According to the mentioned reasons and
increasing the modeling accuracy, Daymet was used to provide shortwave radiation flux
density (SRFD) information.

In the last decade, applying the machine learning-based approach to modeling non-
linear complex problems in hydrology and environmental science has attracted many
scholars [16–19]. The main advantages of these approaches are high accuracy, low human
intervention, and continuous improvement [20–22]. One of the commonly used machine-
learning-based techniques is the feedforward neural network, which has been successfully
applied in different fields of science. The main training algorithm in this approach is
backpropagation. The key advantage of this method is the nonlinear mapping of the inde-
pendent input variables and dependent output variable(s), which overcomes the limitation
of the classical regression-based approaches. It should be noted that although non-linear
mapping has several advantages, it preserves some of the limitations of the parent indepen-
dent input variables. For example, it can preserve the expected value of the autocorrelation
function but not the higher-order joint moments and time-asymmetry [23]. The feedfor-
ward neural network trained with the backpropagation algorithm is a well-known machine
learning method. According to easy implementation, suitable performance, and inherent
simplicity [24], it has been successfully applied in different fields of science [25–28]. To
overcome the drawbacks of this approach, including slow convergence, time-consuming
training [29], and trapping in local minima that leads to low generalizability [30], the ex-
treme learning machine (ELM) [31] was introduced. The ELM is a single-layer feedforward
neural network with a fast training process. The main pros of this algorithm are high
accuracy, robustness, least user intervention, rapid learning rate, a learning process that
requires only a single iteration, and high generalization [32]. However, the main drawback
of the ELM is the random generation of the two main matrices, including bias of hidden
neurons and input weights. To remove the main limitation of the ELM, an improved ver-
sion of the ELM is developed based on the orthogonal of the random generation matrices
and the definition of an iteration parameter.

According to current knowledge about the influence of non-renewable energies on the
environment, renewable energy sources have attracted scholars for their research interests.
It is principally because renewable energies are stabilized by natural procedures, which
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do not contribute to climate change, global warming, and greenhouse gases. With the
advancement of science and the discovery of solar radiation as a sustainable source of
renewable energy, it has been considered to overcome the problems caused by fossil fuels.
Moreover, the Sustainable Development Goals, which include various economic, social,
and environmental goals, provide a global framework that the United Nations member
states are committed to achieving [33]. The seventh goal of sustainable development is
to improve access to clean and affordable energy, which aims to ensure that sustainable,
reliable, modern, and affordable energy is accessible to everyone. To achieve this goal,
energy consumption and efficiency must be controlled and monitored. Solar radiation as a
renewable energy source can contribute to the seventh goal of sustainable development [34].
In this regard, it is necessary to develop practical and appropriate models for each region
to achieve sustainable development goals. This study tries to establish a suitable model
for SRFD estimation in Nunavik, which is one of the coldest regions of the world, so that
it can be used to play an effective role in environmental processes such as vegetation
management, water resources management, lake management, control of changes in land
use, and so on.

The primary purpose of the current study is to build an improved version of the ELM
known as IELM for monthly short-term prediction of the Shortwave Radiation Flux Density
(SRFD) in the Nunavik region, Quebec, Canada. It has been shown that key hydrological-
cycle processes (such as evapotranspiration, temperature, and precipitation) exhibit the
so-called long-range dependence that also affects the fractal short-range dependence [35],
and thus, prediction. The novelty of this study is four-fold. (1) Introducing the IELM
to overcome the main constraint of the ELM in random generation of the bias of hidden
neurons and input weights matrices: In this model, iteration parameters and calculation of
orthogonal random generation matrices are considered to find the most reliable results in
terms of simplicity and accuracy simultaneously. The main advantages of this model are
high generalization capability and fast training samples for a large number of iterations.
(2) Coding a JavaScript-based code in the Google Earth Engine environment to extract
SRFD data from the gridded Daymet product: Daymet supplies long-term and continuous
estimates of daily weather and climatology factors generated using ground-based obser-
vations through statistical modeling techniques. (3) Time series-based modeling of the
SRFD is used without requiring other independent variables to develop a simple model.
(4) Apractical matrix-based equation for practical applications is provided.

2. Materials and Methods

2.1. Case Study

SRFD is the main component of energy exchanges between the atmosphere, the Earth’s
surface, and the ocean. Therefore, it affects the context of temperature, atmospheric and
oceanic circulation, and the hydrological cycle [1]. The selected case study is located in the
northern part of Quebec in Canada. The Eastern Hudson Bay Basin is situated in the east
of Hudson Bay (longitudes 76◦40′ W–71◦30’ W and latitudes 54◦50’ N–57◦10’ N), which
is a part of the Nunavik area (Figure 1). Nunavik lies in both the subarctic and Arctic
climate zones. Due to the climatic conditions of this area, access to the site is complex,
and measuring hydrological variables in this area is not only easy but also costly. The
basin’s elevation is between zero and 594 m relative to the mean sea level, and its average
elevation is 300 m. The most important natural phenomena of this basin are clearwater
lakes composed of two separate lakes that occupy the middle part of the basin. The deepest
part of these lakes is 178 m. Annual precipitation in this basin is between 600 to 852 mm
with an average of 726 mm.

177



Sustainability 2021, 13, 8009

 

Figure 1. The geographic location of the study area.

Based on land cover data (MOD12Q1, 500 m × 500 m) obtained from NASA Land
Processes Distributed Active Archive Center, open shrubland mostly covers the northern
parts of the area with a height of one to two meters, the southern parts mostly include
savannas areas with 10% to 30% tree cover, and most of the cover is grasslands in coastal
regions (Figure 2).

 

Figure 2. Land cover of the study area.
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Solar energy is a clean source that does not introduce any pollutants to the environ-
ment, and it may even overcome the problems caused by fossil fuels. It should be noted
that this is mostly possible if the solar energy is combined with a water-energy nexus
battery (e.g., hydroelectric dam) to be effective and sustainable as an energy source. In this
regard, its efficient use requires practical and effective knowledge [36]. SRFD data provide
information about the impact of solar energy on the Earth in a given area over a period of
time. It should be noted that due to the high cost of observing and measuring, this parame-
ter is not easily accessible. Therefore, there is a need to create an alternative for estimating
this data as well as predicting it [37,38]. Over the past decade, SRFD measurements as well
as sunshine have declined in western Canada and elsewhere. Since the amount of SRFD
is critical for calculating the evapotranspiration, soil melt, snowmelt radiation, and other
hydrological cycle components, it is necessary to provide practical and accurate methods to
estimate it [39]. Because a large volume of the study area is composed of different vegeta-
tion and water, solar radiation has an influential role in the area’s environment. Changes in
solar radiation in each region may affect different parameters such as plant growth period,
photosynthesis, and melting outside the natural time of ice and snow (especially important
due to the cold region) [40,41].

Since the study area is one of the cold regions and its period of frost and snowfall
is high, the management of melting snow and ice is necessary for this region. Therefore,
comprehension of snow and ice melting levels is essential for the proper management of
available water resources, including short-term or seasonal flow forecasts, for hydrological
studies and ice–snow mass balance. SRFD is an effective parameter in this regard [42,43].

2.2. Daymet V3 (Daily Surface Weather and Climatological Summaries)

Daymet V3 provides daily ground-level weather parameters in North America (Canada,
Mexico, USA, Hawaii, and Puerto Rico) (https://daymet.ornl.gov/, accessed on 31 March
2020). This data is available with a spatial resolution of 1000 m and a time interval of
one day. Daymet includes data on daily minimum 2-meter air temperature (◦C), daily
maximum 2-meter air temperature (◦C), precipitation, the partial pressure of water vapor,
duration of the daylight period, snow water equivalent, and shortwave radiation flux [44].

Shortwave radiation flux density (SRFD) was extracted from the gridded Daymet
product for the study area. These data were processed in the Google Earth Engine environ-
ment and provide a monthly time series to apply as input in subsequent analysis. Google
Earth is free, it has up-to-date maps and data, it is available on a wide array of devices, it is
incredibly detailed, and it is very user-friendly. This dataset covers the period from January
1980 to December 2020. To access the SRFD data provided in the Google Earth Engine
by NASA, a JavaScript-based code was offered to extract data for the desired location in
Nunavik.

Google Earth Engine is a cloud platform for global spatial data analysis that allows the
processing of large amounts of data in various fields, including drought, natural disaster
water management, deforestation, vegetation, agriculture, soil studies, climate monitoring,
and conservation of the environment [45]. The Google Earth Engine provides convenient
conditions for developing algorithms and receiving results quickly with easy access and
a user-friendly environment. It improves accessibility and usability by offering Earth
observation data to a wide range of research fields. Additionally, the Google Earth Engine
cloud platform also provides access to relevant data and scripts for users who do not have
the necessary data or computing tools [46,47].

For the current study, 468 SRFD monthly data between 1981–2019 were used to model
SRFD, so that 336 samples (from January 1982 to December 2008) were considered for the
training phase, while the other 132 samples (from January 2009 to December 2019) were
applied to check the performance of the calibrated model. The different values of the SRFD
for both phases are provided in Figure 3. Additionally, the statistical characteristics of the
total, training, and testing data are presented in Table 1.
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Figure 3. SRFD time series plot for test and training data.

Table 1. Statistical attributes of SRFD data.

Nbr. Min. Max. 1st Q. Median 3rd Q. Mean σ(n) γ1 γ2

Total 468 41.89 516.18 106.77 243.38 350.39 231.67 131.50 0.11 −1.31
Train 336 43.41 516.18 106.78 245.02 356.37 232.74 131.06 0.08 −1.38
Test 132 41.89 497.03 105.92 232.70 329.67 227.24 128.67 0.08 −1.28

Nbr.: Number of data, Min. and Max.: minimum and maximum of data, 1st Q. and 3rd Q.: first and third quartiles,
σ(n): standard deviation, γ1: skewness, γ2: kurtosis.

2.3. Improved Extreme Learning Machine (IELM)

The backpropagation is a well-established training algorithm for the feed-forward neu-
ral network to solve many nonlinear complex problems leading to acceptable results [48].
However, similar to any machine learning-based approach, the BP has some drawbacks
with its generalization and implementation, including local minima, learning rate, overfit-
ting, low generalization ability [49], and time-consuming training [50].

To overcome the abovementioned limitations, Huang et al. [30] presented the extreme
learning machine (ELM) as a training algorithm for a single-layer feedforward neural
network. Using ELM is so simple that no parameters need to be set other than defining
the network architecture. Therefore, many of the complexities of tuning parameters in
gradient algorithms are not present in this algorithm. Additionally, as the modeling speed
in ELM is so high, most of the training takes a short time with a large amount of data,
which is not easy to model with the classical neural network; it takes about a few minutes.
Therefore, the most important advantages of this method are the least user intervention,
the learning process needing a single iteration, robustness, the fast learning rate, avoiding
local minimizations, high generalization, and high accuracy [51].

The modeling process in ELM consists of three main stages: (1) random determina-
tion of input weights and bias matrices of hidden neurons, (2) calculation of the hidden
layer outputs matrix using randomly generated matrices and activation function, and (3)
calculation of output weights through a linear process. Accordingly, among three different
matrices that need to be quantified, only the output weights are calculated analytically, and
the other two matrices are randomly set. The least-square solution of a linear system is
considered to define the output weights matrix.

To model a problem, it is first necessary to specify the inputs and outputs of the
problem. For the input matrix with d independent inputs and the output of the problem
with m, the outputs are InVi ∈ RDM and Tai ∈ Rz, respectively. The number of S training
samples are defined as {(InVi, Tai)}

S
i=1. By considering the f(·) as activation function and

NHN as number of hidden neurons, the output of the feedforward neural network is
considered as follows:

Oi =
NHN

∑
j=1

βjf(aj × InVi + bj, ), i = 1, 2 . . . , S (1)
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where NHN is the number of hidden neurons, S is the number of training samples, βj ∈ Rz

is the output weight matrix that connects the jth hidden node to the corresponding hidden
node, z is the number of the output variable, and Oi and InVi are the output and input
variables, respectively. bj ∈ R is the bias of the jth hidden neuron, and aj ∈ RDM is the
input weights that link the input variables to the jth hidden node and aj · InVi denotes the
inner product of the aj and InVi. The mathematical form of the different activations applied
in the current study are as follows:

Sine
f(OutW, b, InV) = sin(OutW × InV + b) (2)

Radial Basis Function

f(OutW, b, InV) = exp(−(OutW × InV + b)2) (3)

Triangular Basis Function

f(OutW, b, InV) =

{
1 − |OutW × InV + b| OutW × InV + b30
0 otherwise

(4)

Hardlimit

f(OutW, b, InW) =

{
1 If OutW × InV + b30
0 otherwise

(5)

Sigmoid

f(OutW, b, InV) =
1

1 + exp(−(OutW × InV + b))
(6)

Tangent hyperbolic

f(OutW, b, InV) = tanh(OutW, b, InV) =
exp(2(OutW × InV + b))− 1
exp(2(OutW × InV + b)) + 1

(7)

The matrix-based form of Equation (1) with N separated equations is defined as
follows:

Tβ = O (8)

where T, β, and O (O = [O1, . . . , ON]
T) denote hidden neurons’ output, output weight,

and output, respectively. The hidden neurons output matrix (T) is defined as follows:

T(OuTW1, . . . , OuTWL, INV1, . . . , INVN, b1, . . . , bL, )

=




f(OuTW1 × INV1 + b1) L f(OuTWNHN × INV1 + bNHN)
M O M

f(OuTW1 × INVDM + b1) L f(OuTWNHN × INVDM + bNHN)




DM×NHN

(9)

The two matrices T and β in Equation (8) are unknown. The H is calculated using input
weights and the bias of hidden neuron matrices that both of them are randomly assigned.
Therefore, T is calculated without the experience of training samples. Consequently, the
output weights matrix (β) is the only unknown matrix that should be calculated through
the training phase. To find this matrix, Equation (8) as a linear system should be solved.

The dimension of the T is DM × NHN. The NHN is generally higher than the input
variables (DM), and therefore, the H is not a square matrix. Thus, finding the output
weights matrix using Equation (8) is not simple [30]. To find the output weights matrix, the
optimal least square solution of the output weights matrix by loss function minimization is
calculated as follows:

EELM = MIN‖O − Tβ‖ (10)

where the output weights matrix calculated through the least square solution of the above
equation is calculated as:

β̂ = T+y (11)
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where T+ denotes the Moore–Penrose generalized inverse of the T [52]. The solution of
Equation (10) for NHN < S is as follows:

β̂ = (TTT)
−1

TTO (12)

The dimensions of the bias of hidden neurons, input weights, and output weights
matrices are “1 × NHN”, “DM × NHN”, and “1 × NHN”, respectively. Therefore, the
number of all tuned parameters through the training phase of the ELM is as follows:

k = NHN + DM × NHN + NHN = NHN(DM + 2) (13)

The ratio of the randomly generated parameters that are related to the input weights
(i.e., DM × NHN) and bias of hidden neurons (i.e., 1 × NHN) to the output weight (i.e.,
1 × NHN) is as follows:

R =
NHN + DM × NHN

NHN(DM + 2)
=

NHN(d + 1)
NHN(d + 2)

= 1 −
1

DM + 2
(14)

If the number of input variables is one, the R is more than 0.66. Therefore, it is
observed that two-thirds of the parameters tuned in the modeling using ELM are randomly
determined, which has a significant impact on the modeling results. An inaccurate value
of these parameters may reduce the generalizability of the developed model. Therefore, in
this study, two competencies are performed on the original ELM: (1) considering iteration
parameter for ELM and (2) applying the orthonormal basis for the range of input weights
and bias of hidden neuron matrices. Using these two competencies, the new version of the
ELM is named improved ELM (IELM). The flowchart of the developed IELM is presented
in Figure 4.



( )

Figure 4. The flowchart of the developed IELM.
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2.4. Uncertainty Analysis

The quantitative appraisal of the uncertainty analysis (UA) in the estimation of the
shortwave radiation flux density (SRFD) has employed the developed improved extreme
learning machine (IELM) instead of the original ELM. For a fair comparison of the different
IELM-based models, the UA is utilized to the test data [53,54]. The use of test data in
calculating and checking the UA of the developed IELM model has the advantage that
its performance is examined for testing data without any role in model training. The
generalizability of this model can be confirmed. The first step in UA is the calculation of
the individual estimation error (IEE) as follows:

Ei = SRFDE,i − SRFDO,i (15)

where SRFDE,i, and SRFDO,i are ith estimated and observed SRFD, respectively, and Ei is
the IEE of the ith sample. The IEE for all samples are applied to calculate mean estimation
error (MEE) as follows:

E =
S

∑
i=1

Ei (16)

where E is the MEE and S is the number of samples. Using the calculated E and IEE for all
samples (Ei), the standard deviation of the estimation error (SDEE) is calculated as follows:

SDEE =

√√√√ 1
N − 1

N

∑
i=1

(
Ei − E

)
(17)

The negative (or positive) value of the MEE demonstrates that the estimator model
underestimated (or overestimated) the observed values of the SRFD. To approximate a
confidence band around the estimated values of an error, the ±1.96 SDEE is calculated.

2.5. Workflow Approach

In this section, the workflow approach of the current study is presented. This workflow
comprises four main steps: data collecting, model definition, tuning IELM parameters, and
performance evaluation. Performing all four steps will lead to achieving the optimal model
in SRFD estimation.

The first step is collecting data. To collect data, SRFD is extracted from the Daymet
dataset by developing a JavaScript-based code in Google Engine Cloud. Using the devel-
oped code, the daily SRFD dataset from January 1981 to December 2019 is selected. The
second step is the definition of the inputs to apply developed IELM-based MATLAB code
to SRFD estimation. To do that, the auto-correlation function is employed [55]. Using this
function, the most effective lags of the SRFD are found and defined as different combina-
tions of these lags to find the best model. The third step is the definition of IELM parameters
for all input combinations, defined in the previous step. To define IELM parameters, the
type of activation function, the number of hidden neurons, and iteration number must be
pre-defined by the user. It should be noted that the maximum number of hidden neurons
should be considered. As the maximum allowable value of the hidden neurons should
be considered, the number of optimal tuning parameters through the training phase will
be less than the training samples. According to that, the number of columns and rows
in the input weighs is identical to the number of input variables (InV) and the number
of hidden neurons (NHN), respectively. The bias of hidden neurons (BHN) and output
weights are two matrices with one column in which the number of rows is equal to NHN.
The maximum allowable NHN is calculated as follows:

Max. NHN <
TrSa

InV + 2
(18)

where TrSa is the number of training samples.
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Besides the maximum allowable NHN, the activation function type and iteration
numbers also must be pre-defined. The iteration number is considered in the range of 100
to 100,000. At the same time, the six different activation functions, including hyperbolic
tangent, Sigmoid, hard limit, Sin, radial basis function, and triangular basis function,
are investigated to find the optimum one. The final step of the IELM modeling is the
performance evaluation of the developed models to find the optimum one. In this step,
different statistical indices and uncertainty analysis are employed to find the optimum
one. The schematic workflow for shortwave radiation flux density modeling is provided in
Figure 5.

 

–

Figure 5. Schematic workflow for shortwave radiation flux density modeling.
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2.6. Comparison Measures

In this section, four different statistical indices, including correlation coefficient (R),
root mean squared error (RMSE), mean absolute percentage error (MAPE), and Nash–
Sutcliffe model efficiency coefficient (NSE), are used to assess the performance of the
developed IELM model in SRFD estimation. The RMSE index is of considerable importance
in studying environmental and climatic parameters and is widely used in these fields [56].
However, this index is not practical enough to check the average performance of a model,
which may be a misleading index of the average error [57]. Scale dependency is one of the
main drawbacks of RSME, allowing outliers to have a significant impact on the obtained
results of this index, which will make it difficult to evaluate the model, and any fraction
of the data will cause fundamental changes in the results [58]. Therefore, it is necessary
to use other indices along with it. Scholars often employ MAPE because of its intuitive
understanding in terms of relative error [59]. In addition to these two relative (MAPE)
and absolute (RMSE) indices, two correlation-based indices (i.e., R and NSE) are also used.
According to the characteristics of each indicator, their simultaneous application can be an
excellent approach to assess the efficiency of the developed IELM-based models in SRFD
estimation. The mathematical definition of the R, RMSE, MAPE, and NSE is defined as
follows:

R =




∑
S
i=1
(
SRFDO,i − SRFDO

)(
SRFDE,i − SRFDE

)
√

∑
S
i=1

(
SRFDO,i − SRfDO

)2
∑

S
i=1
(
SRFDE,i − SRFDE

)


 (19)

RMSE =
1
S

√√√√
S

∑
i=1

(SRFDO,i − SRFDE,i)
2 (20)

MAPE =
100
S

S

∑
i=1

(∣∣∣∣
SRFDO,i − SRFDE,i

SRFDO,i

∣∣∣∣
)

(21)

NSE = 1 −
∑

S
i=1(SRFDO,i − SRFDE,i)

2

∑
S
i=1
(
SRFDO,i − SRFDO

) (22)

where SRFDO,i and SRFDE,i are the observed and estimated values of the ith samples of the
SRFD, respectively, N is the number of samples, and SRFDO and SRFDE are the mean of
the observed and estimated SRFD, respectively.

3. Results and Discussion

3.1. SRFD Modeling

Before starting the modeling, the input parameters need to be determined. In the
current study, historical values of the SRFD are used to estimate this parameter at future
times. Indeed, the time series concept is used to solve the problem. Hence, effective lags
are determined using the auto-correlation function. It indicates the correlations between
the past and future values of the desired parameters (i.e., SRFD in the current study). The
auto-correlation function of the SRFD time series was shown the most critical lags are 1 and
2. Additionally, Lag 12 is also evident as the periodic term. In addition to these three lags
and to find a more reliable model, Lag 3 is also considered as one of the input parameters
in the IELM-based modeling:

SRFD(t) = f(SRFD(t − 1), SRFD(t − 2), SRFD(t − 3), SRFD(t − 12)) (23)

According to the above equation, the number of fifteen input combinations with one
to four input variables is defined as provided in Figure 6.
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Figure 6. Input combinations of historical data defined for SRDF modeling.

3.2. Most Optimum Hidden Neurons

After defining different input combinations, finding the optimal number of neurons
for SRFD estimation is required. For this purpose, Model 15 with SRFD (t − 1), SRFD (t
− 2), SRFD (t − 3), and SRFD (t − 12) as input parameters (Figure 6) is employed. Addi-
tionally, by keeping other tuning parameters constant, including the activation function
(i.e., Sigmoid) and iteration number (10,000 iterations), the optimal number of neurons
is found. It should be noted that this number can be changed in the range of 1 to Max.
NHN (Equation (18)). The reason for limiting the number of hidden layer neurons to Max
is that increasing NHN could result in higher generalizability of the model so that if this
limitation is not taken into account, the generalizability of this model may be doubtful.

The total number of data is 468, 70% of which have been selected as training samples,
and 30% of the samples were considered testing samples. Taking into account the delays
created in the modeling process, the value of TrSa is 336 (this number can be varied by
changing the inputs). Given that the modeling process was initially performed using
all lags (Model 15), the value of InV is equal to four. Consequently, the Max. NHN is
calculated as 55 (Equation (18)).

The statistical indices of the developed IELM with different hidden neurons are
provided in Figure 7. The minimum values of NSE and R are less than 0.6 and 0.8,
respectively. As the number of the hidden layer neurons increases, the value of these two
indices increases significantly. In NHN > 10, the value of both indices is more than 0.9,
which is an acceptable value. Although the growth of the value of these two indices is
also observed in most models with NHN > 10, the growth rate compared to NHN < 10
has a significant decrease. The upward trend presented in the correlation-based indices
(i.e., R and NSE) is also observed as a similar downward trend in RMSE and MAPE (%). A
significant point is a sharp decrease in the value of R and NSE as well as the increase in
the RMSE and MAPE (%) at NHN = 31, which is significantly different from the values of
its neighbors. One of the reasons for the performance of Model 31 may be the number of
iterations, so for this model, the number of more iterations was examined, but there was
no effective change in the performance of the model in the testing stage. Another reason
can be the lack of accurate assignment of the input weights and bias of hidden neuron
parameters, which has led to a significant reduction in the generalizability of this model.
The results of this figure show that the best performance is obtained at NHN = 27 (R = 0.98;
NSE = 0.96, RMSE = 25.02; MAPE (%) = 10.64). Therefore, the number of hidden neurons
in the following modeling process is considered to be 27.
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Figure 7. Statistical indices of the developed IELM with different hidden neurons.

3.3. Activation Function Selection

After determining the optimum number of hidden neurons, six activation functions,
including hyperbolic tangent, sigmoid, radial basis function, triangular basis, hard limit,
and sine, are evaluated in this section. The statistical indices of the IELM with defined
input combinations in Model 15 and different activation functions are provided in Figure 8.
As shown in this figure, although hyperbolic tangent, hard-limit, and sigmoid activation
functions have close results, the RMSE value for sigmoid is improved by 12.2% and 4.2%
compared to hard-limit and hyperbolic tangent, respectively, which indicates sigmoid func-
tion performs better than the other two functions. The RMSE for the other three functions
(i.e., sine, radial basis, and triangular basis) is about ten times the value of this index for
sigmoid. Moreover, the value of MAPE error index for sigmoid is 10.64% and for hard limit
and hyperbolic tangent functions are equal to 12.44% and 11%, respectively. The NSE index
shows the same results for the three mentioned activation functions. Additionally, the
correlation coefficient value indicates the equality of this index in the hyperbolic tangent
and sigmoid functions with a value of 0.98, while this value for the hard limit is 0.97.
Therefore, it can be concluded that sigmoid has shown better performance compared to
the other activation functions.

Figure 8. Statistical indices of the developed IELM with different activation functions.
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3.4. Iteration Number

The third parameter is used to determine the iteration number. Many iterations in
IELM modeling are used to overcome the problems caused by randomly determining the
two matrices of bias of hidden neurons and input weights, which include at least 66% of
the total parameters optimized during the training process (Equation (14)).

In the next step, the effect of iteration number in SRFD modeling was investigated.
To investigate the impact of changes in the iteration number, a boxplot diagram was used
to obtain the best number of iterations in the modeling process. In this study, 15 different
values were used for the iteration number in the range of 10,000–100,000, similar to Table
2. The distribution of RMSE values for various iterations is shown in Figure 9. According
to the high value of RMSE for some models, the maximum value of RMSE in this figure
was plotted in two ranges, [0, 2×107] and [0, 160]. Additionally, the boxplot parameters,
including minimum, maximum, median, first quartile (Q1), and third quartile (Q3), are
provided in Table 2. The difference between Q1 and Q3 is known as IQR. Using IQR, the
minimum and maximum values are calculated as Q1 − 1.5 × IQR and Q3 + 1.5 × IQR,
respectively. Values smaller than the minimum and larger than the maximum are known
as outliers. Indeed, if a number outside this range is recorded, it indicates that the amount
of model error that is considered as RMSE in some cases might be very small or very large.
Figure 9 shows that at iteration number = 30,000, the RMSE value also reaches 2×10-7, a
high value for this index. By limiting the error range to [0, 160], it can be seen that in all the
values defined for the iteration number, a very large number of iterations record an error
value greater than the maximum value (=Q3 + 1.5 Q IQR). Except for iteration numbers =
10,000 and 30,000, in other cases, the changes’ range minimum, maximum, Q1, and Q3 are
almost constant.

Table 2. Boxplot parameters for 15 iteration numbers.

No. It. Number Max Min Median Q1 Q3

1 1000 50,000 29.93 47.46 42.15 54.57
2 2000 51,000 30.57 47.90 42.71 54.75
3 3000 1,201,000 28.47 47.83 42.69 55.16
4 5000 619,000 29.16 47.68 42.37 54.86
5 10,000 1000 21.11 62.40 47.64 81.13
6 15,000 619,000 29.16 48.02 42.66 55.16
7 20,000 498,000 24.83 47.84 42.60 54.94
8 30,000 20,386,000 44.18 99.93 82.81 120.11
9 40,000 435,000 24.47 47.71 42.57 54.79

10 50,000 1,019,000 27.10 47.72 42.53 54.83
11 60,000 997,000 26.75 47.79 42.59 55.00
12 70,000 1,714,000 25.68 47.66 42.48 54.81
13 80,000 2,108,000 25.91 47.79 42.59 54.99
14 90,000 1,327,000 26.21 47.72 42.48 54.80
15 100,000 2,506,000 26.44 47.76 42.57 54.92
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Figure 9. The distribution of the RMSE for different iteration numbers in SRFD modeling by IELM.

In Model 5 (iteration number = 10,000), the median is 62.4, which indicates that 50%
of the data model from 10,000 runs is in the range of 47.64 to 81.13, while the lowest error
recorded in this case is equal to 21.11. In all other models with different iteration numbers,
the minimum error value is greater than 21.11, which indicates the better performance of
Model 5 (Figure 9).

Figure 10 signifies the statistical indices of the best IELM-based model with the
different iteration numbers. According to this figure, the lowest MAPE (%) was recorded
for the iteration number = 10,000 (MAPE (%) = 10.64). The correlation-based indices (i.e., R
and NSE) for all iteration numbers except 30,000 are very close together. The lowest and
highest values of R are 0.973 and 0.982, respectively, and the lowest and highest of the
NSE are 0.945 and 0.964, respectively. The lowest RMSE is related to the 20,000 iteration
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(RMSE = 24.83). Considering the values of different indices, the iteration number = 10,000
is selected as the optimum value of the iteration number (R = 0.98, NSE = 0.96, RMSE =
25.02, and MAPE (%) = 10.64).

 

  

Figure 10. Statistical indices of the best IELM-based model with different iteration numbers.

3.5. Input Combination Selection

After determining the modeling parameters in IELM, the effect of each input is
examined by considering 15 input combinations, defined in Figure 6. The presented
models in this figure are divided into four general categories: models with one, two, three,
and four inputs, which include four, five, four, and one input combinations, respectively.

Models 1 to 4 are single-input models that include Lag 1, 2, 3, and 12. Among the
models presented with a single input, it is observed that the highest value of correlation-
based indices (i.e., R and NSE) is related to Model 4 (R = 0.983, NSE = 0.966) so that the
closest value of these two indices to Model 4 corresponds to Model 1 (R = 0.892; NSE =
0.756). The results of these two indices in Lag 2 and Lag 3 are significantly different from
the other two lags because in Lag 3, the NSE index has a negative value (NSE = -0.691).
The value of this index in Lag 2 (NSE = 0.106) is approximately 10% of the value of this
index in Lag 12. In addition to these two indices, Model 4 (i.e., Lag 12) also offers the best
performance in RMSE and MAPE indices, so that the modeling relative error is less than
9% (MAPE (%) = 8.88), while the value of this index for Models 2 and 3, whose inputs
are Lag 2 (MAPE (%) = 88.23) and Lag 3 (MAPE (%) = 90.28), is about ten times the value
of this index in Model 4. According to the explanations provided, Lag 12 has the most
effectiveness, and Lag 1 is in the second place for one-step-ahead modeling of SRFD by
considering only one lag.

Although Lag 2 had the weakest performance among all lags, its combination with
Lag 1 (Model 5) (R = 0.956; RMSE = 37.645; MAPE (%) = 20.038; 0.911) increased the
performance of Model 1, which uses only Lag 1 so that the values of R, RMSE, MAPE, and
NSE indices have increased by 7.24%, 34.42%, 55.88%, and 20.47%, respectively, compared
to Model 1.

The combination of Lag 3 with Lag 1 has also led to Model 6 (R = 0.975; RMSE =
28.833; MAPE (%) = 13.352; 0.948), which is more accurate than Model 1. According to the
results presented for single-input models, the weakest performance was observed for Lag
3. Therefore, it was expected that using Lag 2 in combination with Lag 1 would provide
better performance than combining Lag 3 with Lag 1, but Model 6, whose inputs are Lag
1 and Lag 3, compared to Model 5, whose inputs are Lag 1 and Lag 2, provided better
performance. Therefore, it is concluded that to achieve the optimal model, it is necessary to
examine the synergy of different parameters with each other.
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Considering that in single-input models, the best performance was obtained for Lag 12,
which was significantly different from other lags, it is expected that the combination of this
lag with one of the other lags (i.e., Lags 1, 2, and 3 as Models 8 to 10, respectively) leads to
a more accurate result compared to Models 5 to 7. The results presented in Figure 11 show
that the performance of Model 4, whose only input was Lag 12, has been slightly improved
by Models 8 to 10 (two-input models). In Models 8 to 12, correlation based-indices (i.e.,
R and NSE) and RMSE experienced an increase in accuracy compared to Model 4, which
has only one input (i.e., Lag 12). Still, for MAPE, this trend is not incremental in all three
models. In Models 8 and 10, which use Lag 1 and Lag 3 (respectively) as input in addition
to Lag 12, the MAPE is increased by about 2.5%, while in Model 9, which uses Lags 2 and
12 to estimate SRFD, the value of this index has decreased. Therefore, it is concluded that
the simultaneous combination of Lag 12 and Lag 2 offers the best performance between
models with 1 to 2 inputs. As the number of model inputs increases to 3 and 4 (Models 11
to 15), it is observed that in all models, correlation-based indices decrease, and both RMSE
and MAPE indices are increased. Therefore, it is concluded that Model 9 is the best input
combination for SRFD estimation.

 

–

Figure 11. Error and correlation coefficient values for different input combinations.

3.6. Comparison of the IELM with ELM

Figure 12 illustrates the scatter plot of the observed and predicted SRFD by ELM and
IELM. According to this figure, most of the estimated samples by IELM are in the range
of ±10%, while the results provided by ELM in different SRFD ranges have many errors.
Most of the estimated samples by the ELM in the range of 180–350 are fixed so that in this
range, the estimated points do not follow the 45-degree line and are presented almost in a
horizontal line.
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Figure 12. Scatter plot of the observed and predicted SRFD by ELM and IELM.

In both ELM and IELM methods, the errors are presented in both under and overesti-
mate forms, and the only significant difference is the modeling error values. The indices
presented in the figure show that correlation-based indices (i.e., R and NSE) in the IELM
method have increased by about 3.9% and 9% compared to ELM. An increase of about
47% and more than 17% was observed in RMSE and MAPE, respectively. Therefore, it is
determined that the developed method in the current study (i.e., IELM) has well overcome
the limitations of the ELM method.

3.7. Uncertainty Analysis of the IELM Models Versus ELM

The uncertainty analysis (UA) results are summarized in Table 3. The mean estimation
error (MEE), standard deviation of estimation error (SDEE), 95% estimation error interval
(EEI), and width of uncertainty band (WUB) are provided in this table. According to this
table, the MEE for IELM4 and ELM are positive, while the value of this index for others is
negative. Therefore, it is concluded that these two models over-estimated the SRFD, while
the other models underestimated the SRFD. Given that the positive and negative values
of the error are added together by considering their sign, the use of this model cannot be
used as an index to check the accuracy of the model. Therefore, other indices need to be
evaluated. The SDEE for all IELM models indicates that this index’s lowest and highest
values are associated with 21.12 and 105.47, related to the IELM9 and IELM3, respectively.
The widths of uncertainty bands of the IELM are in the ranges of [±17.56, ±3.64] so that
the lowest and highest ones are related to the IELM3 and IELM9, respectively. The widths
of uncertainty bands for ELM is ±6.9, which is 52% higher than the best of the IELM model
(WUB (IELM9) = ±3.64).
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Table 3. Uncertainty analysis of IELM versus ELM.

Model MEE SDEE 95% EEI WUB

IELM1 −2.40 57.56 (−11.91· · · 7.11) ±9.51
IELM2 −3.55 91.00 (−18.65· · · 11.54) ±15.10
IELM3 −4.86 105.47 (−22.42· · · 12.7) ±17.56
IELM4 0.07 23.24 (−3.93· · · 4.07) ±4
IELM5 −4.71 37.48 (−10.93· · · 1.51) ±6.22
IELM6 −4.58 28.57 (−9.34· · · 0.17) ±4.76
IELM7 −5.83 40.91 (−12.64· · · 0.99) ±6.81
IELM8 −2.73 22.81 (−6.66· · · 1.19) ±3.93
IELM9 −1.73 21.12 (−5.36· · · 1.91) ±3.64
IELM10 −3.01 22.43 (−6.87· · · 0.84) ±3.86
IELM11 −4.70 34.05 (−10.37· · · 0.97) ±5.67
IELM12 −1.63 28.37 (−6.52· · · 3.25) ±4.89
IELM13 −3.57 24.68 (−7.82· · · 0.68) ±4.25
IELM14 −4.36 23.97 (−8.49· · · −0.23) ±4.13
IELM15 −4.27 24.75 (−8.53· · · −0.01) ±4.26

ELM 0.093 40.07 (−6.81· · · 6.99) ±6.9
MEE = mean prediction error, SDEE = standard deviation of estimation error, 95% EEI = 95% estimation error
interval, WUB = width of uncertainty band.

The universal form of the IELM is as follows:

SRFD(t) =
[

1
(1 + exp(InW × InV + BHN))

]T

× OuTW (24)

where the InW, InV, BHN, and OutW are the input weights, input variables, bias of hidden
neurons, and output weights, respectively. The InW, InV, BHN, and OutW are defined as
follows:

InV =

[
SRFD(t − 2)

SRFD(t − 12)

]

BHN =




0.0028
0.0798
0.0282
−0.2781
0.0971
0.0618
−0.2191
−0.298
−0.0738
0.2939
−0.1102

0.061
0.1924
−0.1088
−0.1521
−0.3477
−0.2962
−0.3353
−0.2547
−0.0322
−0.2454
−0.0749
−0.1349
−0.1087
−0.2937
−0.1236
0.0312




InW =




−0.3155 0.0897
0.1958 −0.0233
−0.0134 0.006
0.0698 0.183
0.1113 0.2568
−0.1232 −0.3535
0.0043 0.1263
0.2896 0.0352
−0.2924 −0.1488
0.2656 −0.1874
−0.2286 0.2698
−0.113 −0.2295
0.1747 −0.0049
0.1458 −0.1498
0.0484 −0.202
0.3529 −0.0543
−0.3473 −0.0036
0.1246 −0.0774
−0.2028 −0.3509
−0.0016 0.0059
−0.019 −0.1279
0.0384 0.313
−0.0116 −0.1706
−0.2961 0.1584
0.0461 −0.1289
−0.1318 −0.3874
0.2436 −0.1908




OutW =




10.6
34962.01
−228.72
31039.42
32876.78
0.0013

30746.25
32791.86
0.0427
8.6694
−12.476
8.1247

−133843.68
−35.032
573.72

−61940.9
−38.53

36.8
1.68 × 10−5

944.98
417363.84
32980.31

−399887.66
63.81
−2.006

2.87 × 10−5

−13.614
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4. Conclusions

Shortwave radiation flux density (SRFD) modeling can be a key factor in the better
control of environmental parameters such as evaporation, transpiration, use in solar struc-
tures, etc. In the current study, an improved version of the ELM (IELM) is proposed to
overcome the limitation of this method due to random generation of the two matrices,
including input weights and bias of hidden neurons. Additionally, the Google Earth Engine
environment is employed to extract the monthly satellite-based data of the SRFD from the
gridded Daymet product. The datasets were from January 1981 to December 2019. Because
the time series concept was used in the SRFD modeling, using the SRFD historical data, the
most important lags were found to determine the input combinations. The auto-correlation
function was applied to find the most effective lags. This function indicated that Lags
1, 2, 3, and 12 are the most effective ones. Using these lags, fifteen different input com-
binations were obtained. The best input combination was found through the modeling
phase, with Lags 2 and 12 as input variables. It should be noted that the sigmoid was
found as the best activation function, and the optimum number of hidden neurons was
27. By considering different iteration numbers from 1000 to 100,000, the best results were
obtained at 10,000. Comparison of the developed IELM (R = 0.986, RMSE = 21.11, MAPE =
8.68%, NSE = 0.97) with original ELM (R = 0.949, RMSE = 39.91, MAPE = 26.36%, NSE =
0.89) proved the higher performance of the developed ones. Additionally, the uncertainty
analysis results indicated that the widths of uncertainty bands for IELM (WUB = ±3.64)
are almost half of this index’s calculated value for the original ELM (WUB = ±6.9). A
matrix-based equation for the optimum IELM-based model is provided to calculate SRFD
for one month ahead using Lags 2 and 12. Using this model in predicting the amount
of SRFD can be a practical solution in energy and water resources management. In the
current situation, where environmental factors and climate change are occurring, using this
type of model can be an effective way to advance the management of goals and achieve
a roadmap in the future with a sustainable development approach. In the current study,
the developed model was checked for only one station. The developed IELM could be
applied to other stations and other real-world problems. The developed IELM applied
an iterative process to overcome the limitation of the classical ELM in random generation
of the two main matrices (i.e., input weights and bias of hidden neurons). However, an
implementation of the developed ELM to overcome the mentioned drawback could also be
made in a follow-up study by using the new developed evolutionary algorithms such as
sperm swarm optimization (SSO), conscious neighborhood-based crow search algorithm
(CCSA), and other evolutionary-based algorithms to optimize the randomly generated
parameters for the input weights and bias of hidden neurons matrices. Moreover, the ACF
was applied to track the most effective lags dependence structure of the SRFD. As the
ACF has a large statistical bias that tends to underestimate the second-order dependence
structure, it is recommended to apply alternative methods.
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Abstract: Despite the wide applications of artificial neural networks (ANNs) in modeling hydro-
climatic processes, quantification of the ANNs’ performance is a significant matter. Sustainable
management of water resources requires information about the amount of uncertainty involved
in the modeling results, which is a guide for proper decision making. Therefore, in recent years,
uncertainty analysis of ANN modeling has attracted noticeable attention. Prediction intervals (PIs)
are one of the prevalent tools for uncertainty quantification. This review paper has focused on
the different techniques of PI development in the field of hydrology and climatology modeling.
The implementation of each method was discussed, and their pros and cons were investigated. In
addition, some suggestions are provided for future studies. This review paper was prepared via
PRISMA (preferred reporting items for systematic reviews and meta-analyses) methodology.

Keywords: artificial neural network; uncertainty; sustainability; prediction intervals

1. Introduction

Sustainable water resources management includes designing and managing various
aspects such as ecology, environment and hydrology integrity in the present and future [1].
Sustainable management requires adequate information about the state of water resources.
Thus, appropriate modeling to investigate the situation in present and future times is
necessary. On the other hand, reliability of the modeling is an important issue that di-
rectly influences the management and decision-making of the problems. Therefore, the
uncertainty involved in modeling should be carefully considered so as to achieve more
realistic decisions.

Recently, the artificial neural network (ANN) as a prevalent modeling method has
been used for identification of the complicated non-linear relationship of inputs and output
(e.g., see, [2–8]). The relationship between the hydrological phenomena is a complicated
issue and hot topic in hydrological studies, due to spatial and temporal changes of factors
that influence the process. Therefore, many hydrological models with various degrees
of complexity have been used for the simulation of such a stochastic process [9]. In
spite of the numerous applications of the ANN, it has been indicated in many previous
studies that ANN models are inherently stochastic, as identical results would be difficult
to be reproduced on different occasions [10]. Classic applications of ANN include some
imperfections; e.g., the weights of the ANN are randomly assigned, which leads to a
long training time; ANN behavior is unexpected and there is not a specified way for
determination of the best structure. These features are a deficiency of ANNs, which can
have a negative effect on the reliability of the modeling.
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Generally, point prediction of the ANN has been considered in most of the studies,
but the reliability of the point prediction decreases when the level of uncertainty is high.
In the point prediction method, only a point is directly predicted, which is the unknown
true targeted value, so its application is questionable. The point prediction is not able to
give information about the uncertainty of the modeling, and it is not able to describe the
prediction accuracy [11]. Furthermore, via the point prediction, only a prediction error can
be obtained, and the probability for correct predictions remains unknown, which can make
decision making more difficult. Most of the models associated with the water management
and modeling are in the form of point prediction, so various sources of uncertainties have
not been investigated, which may affect the modeling outcome. Uncertainty includes
model uncertainty, input uncertainty and parameter uncertainty. Prediction uncertainty
sources can be errors in measuring, lack of knowledge of constants, sparse and noisy
input data, and model approximation errors (e.g., due to imperfections in the model
formulation) [12,13], or the target values are affected by some probabilistic events [14].
The importance of determining the total model uncertainty is the same as model output
and it has efficient impact on decision making. Without investigating the resources of the
uncertainty, the assessment of the ANN modeling quality is impossible.

Prediction interval (PI) is a powerful measure of uncertainties associated with predic-
tion to inform decision makers [15]. PIs lead to the proper arrangement of the future trends
and plans, appropriate risk management and an increment of the benefits of modeling. PI
presents a bound that captures the observed values by measuring the indication of accuracy
called the confidence level ((1-a)%) [16–18]. As PIs contain more sources of uncertainties
compared to similar tools such as the confidence interval (CI), they are superior and more
practical in order to help decision makers distinguish the best and the worst of the modeling
scenarios. Wider PIs present more uncertainty, so more awareness is needed in decisions,
and narrower PIs show more confidence in decisions. There are some methods to quantify
uncertainty, such as ensemble of the ANN, sensitivity analysis and the self-organizing
map. Moreover, some techniques are applied to compute the PIs, such as delta, Bayesian,
Monte Carlo, bootstrap and lower upper bound estimation (LUBE). The delta method
basic concept is about analyzing the ANNs regression models and application of Taylor’s
series [19,20]. The procedure of this technique is based on the homogeneity of the noise
and its normal distribution. As most of the natural phenomena are heterogeneous, this
method’s reliability may be questionable. The Bayesian method is based on the consid-
eration of a pre-defined probability distribution of the ANN’s parameters, instead of a
single value, so the output will also have distributions conditional on the observed training
set [21]. The Bayesian technique includes great computations; moreover, to construct the
PIs, calculating the Hessian matrix is needed. The Monte Carlo method constructs the
PIs based on allocation of the ranges and probability distribution of each variable. These
classic methods contain some assumptions about the data distribution [22]. The bootstrap
method is a simple and frequently used technique to calculate the PIs [23,24]. This method
is based on resampling and training different ANNs. It does not need any assumption
about the data distribution but consists of high computational costs for large datasets.
Implementation of this method is easy, and it is independent of massive calculation. The
main disadvantage of this method is its computational cost for large datasets. The LUBE
technique [25] is a non-parametric method, independent of information about the data or
error distributions. Kasiviswanathan and Sudheer [22] have reviewed some techniques
to quantify the uncertainty of the ANN models in hydrology. Thirty-six research articles
associated with uncertainty analysis of the ANN-based stream flow and flood prediction
from the years 2002 to 2015 were reviewed, and it is concluded that in order to distinguish
the best procedure to encompass different sources of uncertainty, more investigations are
needed. The applied methodologies in papers from well-known international journals
about uncertainty analysis in hydrology from the year 2002 to quantify uncertainty are
tabulated in Table 1.
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Table 1. Papers from well-known international journals about uncertainty analysis in hydrology.

Method Author Name of the Journal

Ensemble ANN

Cannon and Whitfield [26] Journal of Hydrology

Jeong and Kim [27] Hydrological Processes

Fleming, Bourdin, Campbell, Stull and Gardner [28] Water Resources Research

Kan, Yao, Li, Li, Yu, Liu, Ding, He and Liang [29] Stochastic Environment Research and Risk Assessment

Kim and Seo [30] Journal of Hydro-environment Research

Sensitivity analysis Kim and Kim [31] The Journal of the American Water Resources Association

Self-organizing map Yang and Chen [32] Hydrological Processes

Bootstrap

Srivastav, Sudheer and Chaubey [33] Water Resources Research

Boucher, Perreault and Anctil [34] Hydrology and Earth System Sciences

Sharma and Tiwari [35] Journal of Hydrology

Kant, Suman, Giri, Tiwari, Chatterjee, Nayak and
Kumar [36] Neural Computing and Applications

Bayesian

Zhang, Liang, Srinivasan and Van Liew [37] Water Resources Research

Khan and Coulibaly [38] Journal of Hydrometeorology

Zhang, Liang, Yu and Zong [39] Journal of Hydrology

Zhang and Zhao [40] Journal of Hydrology

Humphrey, Gibbs, Dandy and Maier [41] Journal of Hydrology

Markov Chain Monte Carlo Shen, Zeng, Liang, Li, Tan, Li and Li [42] Water Resources Research

GLUBE Tongal and Booij [43] Stochastic Environmental Research and Risk Assessment

The application of PIs to quantify uncertainty has increased and attracted significant
attention in the last decade. Therefore, it is worthy to evaluate different PIs develop-
ment methods in order to identify the best performance of the methods and assess each
method suitability.

The lack of review papers investigating PIs development methods in the field of
hydrology caused the preparation of the current review paper. The number of published
papers regarding PIs construction methods is depicted in Figure 1. The major objective of
this review paper is to categorize and enumerate the PIs construction methods and their
applications in hydro-climatic studies. Moreover, some suggestions for future works in
order to develop and improve the PIs applications are presented. The reviewed sources are
mostly included by the Scopus abstract and citation database (www.scopus.com (accessed
on 26 January 2021)). Elsevier’s Scopus is the most frequently used research engine, and
it is updated earlier than the Web of Science on which the papers may be updated lately.
In addition, as authors can load any paper onto Google Scholar, some information may
not be reliable. The search terms were (“ANN”; “uncertainty”) and (“ANN”; “Prediction
interval”), respectively, for the uncertainty analysis and PIs. The search operator was
“and”. Then, the appropriate papers in the fields of hydrology and climatology were
selected by abstract reviewing. Moreover, only journal articles published in English were
considered, as most of the papers in Scopus research engine are in English. The initial
number of obtained papers about the uncertainty assessment of hydrological and hydro-
climatological studies was 36 papers; 18 papers from well-known international journals
from the year 2002 are tabulated in Table 1. In addition, 69 papers associated with PIs
construction of the ANNs were investigated, then 17 papers were selected according to an
abstract review and relation to hydrology and climatology. Papers from the years 2002 to
2020 were presented as selected papers.
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Figure 1. Number of published papers regarding prediction intervals (PIs) construction (indexed in Scopus) with respec
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Figure 1. Number of published papers regarding prediction intervals (PIs) construction (indexed in Scopus) with respect to
year of publication.

Some methodologies concerning standards of literature reviews and the way of report-
ing and structuring of them are RAMESES (realist and meta-narrative evidence syntheses:
evolving standards), PRISMA (preferred reporting items for systematic reviews and meta-
analyses) and PSALSAR (research protocol, appraisal, synthesis and analysis, reporting
results). RAMSES could be an appropriate choice for systematic narrative reviews. PRISMA
was developed for systematic literature reviews and meta-analyses [44]. PRISMA consists
of a 27-item evaluation checklist and a specific flowchart to follow [45]. Moreover, PRISMA
protocols (PRISMA-P) checklist and the Explanation and Elaboration [46] document could
lead to the improvement of a more complete and reliable review report [47]. The PSALSAR
method consists of six basic steps [48], while the common systematic literature review
methods include four steps, which are search, appraisal, synthesis and analysis (SALSA).
The PSALSAR method contains research protocol and reporting results at the first and last
steps. This review paper attempts to follow most of the checklist’s items of the PRISMA
method, since this method is used as a basis for reporting systematic reviews for most
research types. Some examples of systematic literature reviews are [49,50]. The systematic
research was conducted on September 1, 2020, and it was updated on December 20, 2020
and also on January, 20, 2021 for preparing a revision. The list of reviewed papers is
tabulated in Table 2.

In the following, Section 2 presents the base concepts of PIs and measurement criteria
of PIs, Section 3 describes the different PIs construction methods, Section 4 compares
different pros and cons of the methods and finally Section 5 recommends some suggestions
for future studies.
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Table 2. Number of the papers that applied PI to quantify the uncertainty of the artificial neural networks (ANN).

Keywords
Number of

Cites
Author

PI Construction
Method

Number of
Papers

ANN; Bayesian; Bootstrap; PI;
Uncertainty 27 Kasiviswanathan and Sudheer [51] Bayesian 1

Uncertainty analysis; PIs;Lake level;
ANN; ANFIS; Bootstrapping 129 Talebizadeh and Moridnejad [52]

Bootstrap 7

ANN; Bootstrap technique;
Hydrological processes; Non-linear

function; Taylor series
72 Kasiviswanathan and Sudheer [53]

Uncertainty; Flood forecasting;
Bootstrap; ANNs; Ensemble 60 Kumar, Tiwari, Chatterjee and Mishra [54]

Water quality forecasting; Wavelet
neural network; Bootstrap;

Uncertainty; Data missing; Data
filling; Songhua River

33 Wang, Zheng, Zhao, Jiang, Wang, Guo and
Wang [55]

ANN; Bayesian; Bootstrap; PI;
Uncertainty 27 Kasiviswanathan and Sudheer [51]

ANNs; ensemble simulation; input
uncertainty; prediction uncertainty;

rainfall–runoff modeling
82 Kasiviswanathan, He, Sudheer and Tay [56]

General circulation
models;Downscaling; PIs; ANN 9 Nourani, Paknezhad, Sharghi and Khosravi [57]

111 Shrestha, Kayastha and Solomatine [58]

Monte Carlo 3

groundwater; artificial intelligence;
hydrologic model; groundwater

level prediction; machine
learning;artificial neural network

7 Seifi, Ehteram, Singh and Mosavi [59]

ANNs; Bayesian uncertainty; fuzzy
logic; kriging; uncertainty analysis 5 Tapoglou, Varouchakis, Trichakis and

Karatzas [60]

Ensemble Optimization; PI;Rainfall
runoff models 68 Kasiviswanathan, Cibin, Sudheer and

Chaubey [61]

LUBE 9

MOFIPS; PSO; Prediction interval;
LUBE; Neural networks; Streamflow

prediction
63 Taormina and Chau [62]

PI; Symmetry; ANN; Uncertainty;
Flood forecasting; Shuffled complex

evolution
16 Zhang, Zhou, Ye, Zeng and Chen [63]

ANN; Bayesian; Bootstrap; PI;
Uncertainty 27 Kasiviswanathan and Sudheer [51]

ANN; ensemble simulation; input
uncertainty; prediction uncertainty;

rainfall–runoff modeling
8 Kasiviswanathan, Sudheer and He [64]

General circulation models;
DownscalingPI; ANN 9 Nourani, Paknezhad, Sharghi and Khosravi [57]

Evaporation; Neural network;
Prediction interval; Uncertainty
quantifying; Wavelet de-noising;

Jitterd data

1 Nourani, Sayyah-Fard, Alami and Sharghi [65]

Uncertainty analysis; Hybrid double
feedforward neural network;

Sediment load estimation; Lower
upper bound estimation

27 Chen and Chau [66]

ANN; Crop simulation; Reservoir
operation; Optimization; Uncertainty 0 Kasiviswanathan, Sudheer, Soundharajan and

Adeloye [67]
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2. PIs Concepts

An interval includes the upper and lower limits that capture indeterminate future
value with a prescribed probability [68]. This limit and interval respectively are known as
prediction limit and PI (see Figure 2).

( θ)
θ {( )}( θ)t ( θ) ;θ   

( θ) − θ

− θ = ( θ) − θ + 

PICP= 1N ciN
i=1        

Figure 2. PI description [68].

PI and CI are different measures, and it is important to distinguish them. The CI
corresponds to the accuracy of the estimation of the true regression, while PI corresponds
to the accuracy of the estimation concerning the observed target value. Actually, PI is more
applicable than CI, since it is associated with the accuracy of observed target prediction,
whereas CI presents the accuracy of true regression estimation. In order to investigate the
differences between the two measures, the following description should be considered.
For the estimation of the unknown function f(xi; θ) presenting the true underlying model,
where θ is actual parameter set, for N data samples {(xi, ti)}

N
i=1 we have:

ti= f(xi; θ)+ei (1)

where xi and ti are, respectively, input, observed target and model error. So, the objective
is to estimate the true model f(xi; θ). The approximate model f

(
xi; θ̂

)
is the mean of the

distribution of the targets, where the estimated parameters θ̂ are determined using machine
learning methods. To quantify the uncertainty, two aspects should be considered. One of
the aspects is that CI that indicates the accuracy of the estimation of the true model. CI is
measured by the distribution of the quantity f(xi; θ)− f

(
xi; θ̂

)
. The second aspect is that

PI indicates the accuracy of the prediction of the target. Therefore, Equation (2) can present
the relation between PI and CI as:

ti − f
(
xi; θ̂

)
=
[
f(xi; θ)− f

(
xi; θ̂

)]
+ ei (2)

It can be concluded from Equation (2) that PIs are wider than CIs, where PI contains
CI and covers more sources of uncertainty [54].

3. PIs Assessment Measures

The most commonly used measures for quantifying PIs construction are PI coverage
probability (PICP) and mean PI width (MPIW). The coverage measure corresponds to the
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encompassments of the obtained bounds. The wider PIs increase the PICP. The PICP is
calculated as [24]:

PICP =
1
N

N

∑
i=1

cici =

{
1, xi ∈ [L i, Ui]
0, xi /∈ [L i, Ui]

(3)

where N is the number of samples, and Li and Ui are the lower and upper bounds of the
ith PI, respectively. The second measure is used to evaluate the width of PIs. Normalized
MPIW (NMPIW) shows the normalized width as [24]:

NMPIW =
1

NR

N

∑
i=1

L(Xi)−U(Xi) (4)

where R is the range of the observed values. NMPIW, as a dimensionless criterion, indicates
the mean width of PIs. Each of these criteria separately cannot lead to a clear judgment due
to their inverse relationship. Therefore, the combinational coverage width-based criterion
(CWC) containing both criteria can be used to evaluate the estimated PIs as [24]:

CWC = NMPIW(1 + γ(PICP)e−η(PICP−µ)
γ =

{
0, PICP ≥ µ

1, PICP < µ
(5)

η and µ are fixed parameters, which determine the PIs with the lower value of the PICP.
µ represents the confidence level of the PIs. η magnifies variation of the PICP and µ.
Different η values should be examined to determine the most appropriate η value via a
trial–error process. The coverage and width criteria are the most commonly used measures
to evaluate the PIs’ quality, however some other statistical measures are also applied to
evaluate the calculated PIs. For example, in order to evaluate the constructed PIs via the
Monte Carlo method, mean and standard deviation of the Nash–Sutcliffe model efficiency
for each run are calculated to measure the PIs’ coverage [58].

4. PIs Construction Methods

There are some methods to calculate the PIs. The Bayesian and Monte Carlo are the
traditional methods. The other most frequently used method is the bootstrap technique;
besides LUBE, it is one of the reliable methods. In addition, there are some other methods,
such as mean variance estimation [11] and first order uncertainty analysis (FOUA) [53], but
as they are not so prevalent, in the following sub sections the most common methods and
their applications in hydro-climatic studies are described.

4.1. Bayesian Method

The Bayesian method was introduced by MacKay [21]. Training of the classic ANN is
based on minimizing the error function, which leads to obtaining the optimum weights.
Whereas, the Bayesian method attempts to train the ANN for the posterior probability dis-
tribution of weights from assumed prior probability distribution using Bayes’ theorem. In
the Bayesian method, ANN training is performed based on the regularized cost function as:

E(ω)= ρEω+βED (6)

where ED is the sum of squared error and Eω is the sum of squares of the network weights.
ρ and β are used to determine training goals. The concept of this method is based on
consideration of the set of ANN parameters, ω as a random set of variables with presumed
distributions.

The Bayes’ rule is applied to update the density function of the weights as [14]:

P(ω|D, ρ,β, M ) =
P(D|ω,β, M ) P(ω|ρ, M )

P(D|ρ,β, M )
(7)
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where M and D are the NN model and the training dataset. P(D|ω,β, M ) and P(ω|ρ, M )
are the likelihood function of data occurrence and the prior density of parameters, respec-
tively. Representing our knowledge, P(D|ρ,β, M ) is a normalization factor enforcing that
the total probability is 1. Assuming that noises are normally distributed and P(D|ω,β, M )
and P(ω|ρ, M ) have normal distributions, it can be concluded that [14]:

P(D|ω,β, M ) =
1

ZD(β)
e−βED (8)

P(ω|ρ, M ) =
1

Zω(ρ)
e−ρEω (9)

where ZD(β)= (π
β
) n/2 and Zω(ρ)= (π

ρ
) ρ/2. n and p are the number of training sam-

ples and NN parameters, respectively. By substituting Equations (8) and (9) into (7),
Equation (10) is obtained as [14]:

P(ω|D, ρ,β, M ) =
1

ZF(β, ρ)
e−(ρEω+βED) (10)

The ANN is trained via maximization of the posterior probability P(ω|D, ρ,β, M ),
which is based on the minimizing Equation (6). By taking derivatives with respect to
the logarithm of (10) and setting it equals to zero, the optimal values for β and ρ are
obtained [14]:

βMP =
γ

ED(ω
M P)

(11)

ρMP =
n − γ

Eω(ωM P)
(12)

where γ = p − 2ρM Ptr
(

HMP
)−1

is the so-called effective number of ANN parameters, and

p is the total number of ANN model parameters. ωM P are the most probable values of the
ANN parameters. HMP (Equation (13)) is the Hessian matrix of E(ω) as [14]:

HM P= ρ∇2Eω+β∇2ED (13)

The approximation of the Hessian matrix is generally performed using the Levenberg–
Marquardt optimization algorithm. Application of this technique for the training process
results in ANNs having the variance as [14]:

σ2
i = σ2

D+σ2
ωM P

1
β
+∇T

ωMP ŷi (H
MP
)−1

∇ωM P ŷi (14)

The uncertainties corresponding to the data and parameters, respectively, are quanti-
fied via the term in the right and left sides of Equation (15). Finally, PI can be calculated
considering the total variance of the ith future sample as [14]:

PI = ŷi±z1− a
2 (

1
β
+∇T

ωMP ŷi (H
MP
)−1

∇ωM P ŷi)
1
2 (15)

where z1− a
2 is the 1−(α/2) quantile of the normal distribution function with zero mean

and unit variance. Additionally, ∇T
ωMP ŷi is the gradient of the ANN output with respect

to its parameters’ set of ωMP. The Bayesian method for PI construction has a strong
mathematical foundation. This method requires calculation of the Hessian matrix, which
needs a significant amount of time, but it should be considered that the computational
load is lower in the process of constructing PIs because of only calculating the gradient of
Neural Network (NN) output.
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Some studies applied the Bayesian method in order to construct the PIs. Kasiviswanathan
and Sudheer [51] used the bootstrap and Bayesian techniques to assess the uncertainty of the
flood forecasting models of the ANN. The method application was based on the assumption
that the model structure is deterministic, therefore, only the parameter of uncertainty was
assessed in this study. It was concluded that model implementation is acceptable when the
ensemble mean is considered. It was concluded that the bootstrap method is simple and easy
in the case of the implementation as compared to the Bayesian method, but comparison of the
obtained results showed that the Bayesian method led to narrower PIs and lower variance in
parameter convergence.

4.2. Monte Carlo Method

The performance of the Monte Carlo method is based on alteration of the model
inputs, parameters or structure of their ensemble. The number of iterations depends on
the required level of reliability and is a problem-dependent task. More repetition leads to
more reliable results, but higher computational cost should also be examined. If the model
structure and the input data are assumed to be certain, Equation (16) can be presented
as [58]:

ŷt,i= M(x, θi); t = 1, 2, . . . , n; i = 1, 2, . . . , s (16)

where θi is the set of parameters sampled for the ith run of the Monte Carlo simulation, ŷt,i
is the model output of the ith time step for the ith run, n is the number of time steps and s
is the number of simulations. The statistical properties (such as moments and quantiles) of
the model output for each time step t are estimated from the realizations ŷt,i. In order to
quantile the uncertainty, the following equation can be expressed [58]:

P
(
ŷt < Q̂(p)

)
=

s

∑
i=1

wi|ŷ t,i < Q̂(p) (17)

where, ŷt is the model output at time step t, ŷt,i is the value of model output at time t
simulated by the model M(x, θi) in ith simulation, Q̂(p) is pth [0,1] quantile, wi is the
weight given to the model output in ith at simulation. Quantiles obtained in this way are
conditioned on the inputs to the model, the model structure and the weight vector wi. The
computation of the model’s PI with confidence level α (0 < α < 1) is achieved though
estimation of the 1−α

2 ∗ 100% and 1+α
2 ∗ 100% via the ŷt,i. The lower prediction limit PLL

and the upper prediction limit PLU are calculated as [58]:

Q̂(p)= PLL where p = (1 − α)/2 (18)

Q̂(p)= PLU where p = (1 + α)/2 (19)

Then, the PI is derived considering the output of the calibrated (optimal) model (y) as:

PIL= y − PLL, PIU= PLL−y (20)

where PIL and PIU are the interval of the obtained results as lower and upper bounds,
respectively. It should define the purpose of the work and its significance.

Shrestha, Kayastha and Solomatine [58] applied the Monte Carlo method to assess
the parametric uncertainty of the analysis of hydrological models of rainfall runoff using
ANN. It was shown that the Monte Carlo method could be used to determine the other
sources of uncertainty, such as input, structure or their combination. Tapoglou, Varouchakis,
Trichakis and Karatzas [60] applied the Monte Carlo technique to investigate the uncertainty
associated with modeling of the hydraulic head in an aquifer via the ANN. The model was
performed 300 times by various training sets, and initial random values and the training
results constituted a sensitivity analysis of the ANN training to the kriging part of the
algorithm. This study concluded that error intervals for the train and test data of the ANN
and kriging PIs were narrow, considering the complexity of the study area. Application of
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the Bayesian kriging methodology was assessed, and it was concluded that the difference
between the predicted values and the results of simulation of the actual data was low.
This method led to consistent and reliable performance in different conditions. It was
assessed that this method is appropriate to simulate groundwater-level, chiefly in cases
with complicated behavior and unknown geological data.

Seifi, Ehteram, Singh and Mosavi [59] attempted to evaluate the uncertainty of ground-
water level modeling via the hybrid ANN modeling and some other black box models
and six meta-heuristic optimization methods, such as the grasshopper algorithm, cat
swarm, weed algorithm, genetic algorithm, krill algorithm and particle swarm optimiza-
tion, and it was mentioned that hybrid methods led to better performance and accuracy
than sole methods.

4.3. Bootstrap Method

In this technique, several ANNs (B ANNs) are trained with randomly selected sub-
sets [22] (see Figure 3). The randomly selected samples from total data are used for training
each of networks. This technique is based on ensembling some ANNs, which could lead
to lower estimation errors with regard to a single ANN. This method is independent of
any complicated calculation using the non-linear operator or function. A model as fANN
(x) is fitted to each of the generated bootstrap sub-sets, and the bootstrapping estimate is
calculated as the average and variance of each model as:

ŷboot(x) =
1
B

B

∑
b=1

fb
ANN(x) (21)

σ̂2
boot(x) =

1
B − 1

B

∑
b=1

(f b
ANN(x)− ŷboot(x))

2
(22)

Figure 3. Schematic of the bootstrap method [14]. PB stands for training data sub-sets.

For constructing the PIs [l.u], values of the observed X = (x 1, x2, . . . , x3) with normal
distribution probability of P and according to Equations (21) and (22), P (l < X < u)
are as:

P(l < X < u)= P
(

l − ŷboot
σ̂boot

<
X − ŷboot

σ̂boot
<

u − ŷboot
σ̂boot

)
(23)
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where Z =
X− ŷboot
σ̂boot

, the standard score of X, is distributed as standard normal [69], hence:

l − ŷboot
σ̂boot

= −z ; (24)

or l = ŷboot−zσ̂boot ; u = ŷboot+zσ̂boot.
Table 3 presents the corresponding values of Z and PIs.

Table 3. Values of Z for different PIs [70].

PI z

75% 1.15
90% 1.64
95% 1.96
99% 2.58

Talebizadeh and Moridnejad [52] applied the bootstrap method to assess the uncer-
tainty arising from measurement error and also the uncertainty of the ANNs’ output
for forecasting the lake level fluctuations. It was stressed that PIs’ estimation provided
beneficial information for decision making and designing. Kasiviswanathan and Sud-
heer [53] combined the bootstrap and the FOUA method to investigate the parametric and
predictive uncertainty of the rainfall-runoff ANN-based modeling to forecast river flow.
It was concluded that the FOUA method could compute the sensitivity coefficients that
are the first order partial derivative of the model output and parameters of modeling. In
this method, the computational burden and time of simulation for uncertainty analysis
are reduced due to the usage of the statistical parameters such as mean and variance of
the ANN weight vectors and biases. The parameter variability was determined via the
bootstrap method. The obtained results for uncertainty analysis were quantified via the
coverage and width criteria. It was concluded that the results for training and verifying
data sets matched each other. Moreover, uncertainty associated with various domains of
flow (low, medium and high) was assessed to identify the effect of the magnitude of flow
on uncertainty; the results indicated that the uncertainty level changed with different flow
regimes, proportionally. The overall results, considering both width and coverage criteria,
show that the FOUA method led to a better quantification of the prediction uncertainty
compared to the bootstrap method. Wang, Zheng, Zhao, Jiang, Wang, Guo and Wang [55]
used the bootstrap method to calculate the PIs of water quality modeling via the wavelet-
ANN approach. The uncertainty of the model structure and data noise was investigated,
and it was shown that the application of the wavelet data pre-processing could lead to
more accurate results. Kumar, Tiwari, Chatterjee and Mishra [39] used the combination of
the bootstrap method and wavelet-ANN to quantify the uncertainty associated with the
reservoir inflow forecasting. Moreover, multiple linear regression model implementation
was compared to the bootstrap method and it was concluded that the performance of
the bootstrap method is more reliable. It was also mentioned that PIs’ estimation could
provide more useful information in operational inflow forecasting. Kasiviswanathan, He,
Sudheer and Tay [56] used the bootstrap technique for the quantification of the uncertainty
associated with modeling streamflow and flood management. The coverage and width
criteria were applied for quantification of the model’s performance uncertainty. Results
indicated that the bootstrap method is the proper method for streamflow forecasting and
flood management. Moreover, it was mentioned that there are some limitations associated
with forecasting high flow due to the lower samples and dependence of the ANN on the
number of samples. Thus, it was suggested that one use hybrid modeling and integrate the
data-driven models with physically-based/conceptual models and/or empirical relation-
ships between high flows and influencing factors for the enhancement of the accuracy of
the model for modeling high flow regimes.
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4.4. LUBE Method

The LUBE method is based on training an ANN with two outputs for developing the
PIs in one level (see Figure 4). Two outputs present the upper and lower bounds of the
PIs. The proposed ANN is trained based on minimizing the defined cost function. Cost
function contains both coverage and width criteria. This method is independent of special
information about the PI bound. Previous studies assumed that PIs developed via this
method are superior to the other PIs construction methods. In addition, its computational
expense is insignificant [24]. Unlike traditional methods, LUBE method performance is
independent of point prediction and it is a non-parametric technique. LUBE method
application does not depend on parametric distribution of data. It is fast and simple [71].

 

Figure 4. The structure of the ANN in the lower upper bound estimation (LUBE) method.

Kasiviswanathan, Cibin, Sudheer and Chaubey [61] attempted to develop the PIs of
the ANN-based rainfall-runoff modeling by generation of the ensemble predictions (similar
to the LUBE method). PIs were developed at two levels. At the first level, optimum ANN
parameters were obtained via the genetic algorithm. In the second step, the ensemble of
the models was created by optimization of the verity of the ANN parameters. PIs were
calculated by minimizing the residual variance of the ensemble mean and maximization
of the covering targets. Moreover, at the same time, the minimization of the PIs’ width
was taken into account. It was stated that by consideration of the ensemble mean value
as the output of the model, the peak flow could be predicted more precisely compared
to the classic point prediction of the ANN. Taormina and Chau [62] examined the LUBE
method for construction of the PIs at different confidence levels for the 6 hours ahead
streamflow discharges forecasting. Particle swarm optimization was used to minimize
the CWC cost function. It was shown that the obtained results depend on the used
particle swarm optimization paradigm. They claimed that the multi-objective framework
led to more appropriate results than single-objective swarm optimization. It was also
concluded that the applied algorithm to develop the model could have a remarkable effect
on the PIs quality. Zhang, Zhou, Ye, Zeng and Chen [63] applied the LUBE method to
construct the PIs of flood forecasting. This study proposed a PI symmetry index and
objective function to evaluate the coverage, width and symmetry of PIs. To optimize the
proposed objective function, the shuffled complex evolution algorithm was applied. The
mean of the bounds was used to present deterministic forecasting. Kasiviswanathan and
Sudheer [51] applied the PI method (similar to the LUBE method) for quantification of the
ANN modeling uncertainty. The coverage and width criteria were used to quantify the
PIs. This paper compared other PI construction methods results, such as the Bayesian and
bootstrap methods, and concluded that the PI method was more reliable. In addition, it was
presented that the PI method could successfully capture the peak points. Kasiviswanathan,
Sudheer and He [64] assessed the uncertainty associated with input and parameters for
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the ANN-based rainfall-runoff modeling. A two-stage optimization method was applied
to estimate the PIs. Chen and Chau [66] used the LUBE method to construct the PIs of
sediment load modeling via the hybrid double feedforward NN. It was demonstrated that
PIs led to appropriate results in the 90% and 95% CLs. The proposed method could generate
reliable PIs. It was discussed that application of the hybrid double feedforward NN could
improve performance of the PIs construction in the classification of the low, medium and
high sediment loads, and coverage probability about 100% for low and medium sediment
loads, but its performance was weak for modeling high sediment loads. Moreover, it
was concluded that the LUBE method was efficient in quantifying the uncertainty of
data-driven models. Nourani, Paknezhad, Sharghi and Khosravi [57] used the LUBE
method to construct the PIs associated with the ANN-based downscaling of the general
circulation models. In this study, the LUBE method was applied by generating multiple
sets of weights to develop narrow PIs with high coverage probability. It was indicated
that the LUBE method could be successfully used to compute the PIs of ANN-based
downscaling with reliable performance. Nourani, Sayyah-Fard, Alami and Sharghi [65]
quantified the uncertainty of the ANN-based evaporation modeling via the LUBE method.
It was claimed that the LUBE method could construct PIs with an appropriate level of
reliability; however, data pre-processing methods could affect the uncertainty. This study
applied simulated annealing optimization algorithms to construct PIs with higher coverage
and lower width. It was mentioned that this method could overcome the problem of
trapping in local minima. Kasiviswanathan, Sudheer, Soundharajan and Adeloye [67]
applied upper lower bound and mean of forecasting to evaluate uncertainty in inflow
modeling via the ANN for optimizing the reservoir operation and decision making. An
integrated simulation–optimization was applied, which led to minimizing the error. In
Figure 5, the procedure of PIs construction is depicted.

 

Process of PIs constraction 

Data gathering

Data preprocessing

Construct PIs using 

LUBE

Training ANN with two outputs and using 
optimazation algorithms 

Bootstrap

Resampling

Bayesian

Bayesian 
statistics 

Monte Carlo

Alteration of model's input, 
parameters, structure or their 

ensemble

Figure 5. The PIs construction procedure.

5. Comparison of the PIs Construction Methods

Various methods of PIs construction with different levels of complexity, computational
burden, difficulty in implementation, reliability and required times have been developed.
Undoubtedly, it is impossible to claim that a particular technique is superior to the others,
but each method has its own advantages. Therefore, in this section, the advantage and
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disadvantages of the prevalent methods are investigated. A brief comparison of each
method is tabulated in Table 4.

Table 4. The brief comparison of the proposed methods.

Method Run Time
Number of

Required Networks
Computational

Burden
Reliability Reference

Bayesian Conceptual
representation of the
Bayesian model for

inference of
parameters.

high One high high [21]

Monte Carlo
General overview of

the Monte Carlo
algorithm.

high More than 1 medium medium [58]

Bootstrap Schematic of the
bootstrap method, PB

stands for training data
sub-sets.

high More than 1 low medium [14]

LUBE
The structure of the
ANN in the LUBE

method

low One low high [24]

Khosravi, Nahavandi, Creighton and Atiya [14] compared the different methods of
PI construction for data from various domains. It was assumed that the delta method
obtains the highest quality of the PIs, but its repeatability (performance of the method
in worst cases) is not acceptable. Moreover, the constructed PIs via the delta technique
consist of fixed PI width. The Bayesian method is the most acceptable method in the case
of reproducibility (various iterations of the method lead to similar results). Moreover, the
stability of developed PIs is the other advantage of this method. The bootstrap method is
favorable in the case of variability (the response of PIs to the level of uncertainty associated
with data). However, the obtained PIs via the bootstrap method may lead to low quality
in comparison to the delta and Bayesian methods. The variance of the outputs may be
overestimated, which may cause wider PIs. In addition, it has been demonstrated that by
increasing the number of training iterations, the bootstrap method might not definitely
improve the results. It has also been indicated that each method has its pros and cons,
and implementation of different methods by consideration of various criteria may lead to
different outcomes. Kasiviswanathan and Sudheer [51] compared different PIs construction
methods and showed that parameters coverage and peak flow prediction are high for the
PI method and low for the bootstrap method. Fulfillment of statistical and probabilistic
assumptions is low for the bootstrap method, but it is high for the Bayesian method.
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The difficulty of the implementation of the bootstrap, Bayesian and LUBE methods are,
respectively, medium, high and low.

6. Gaps and Suggestions for Future Studies

The following issues are suggested for future studies to fill the existing gaps in already
performed studies.

i. Most of the PIs construction methods applied coverage and width criteria and their
combination, but there is not any criterion in order to present information about
the probability and reliability of the lower and upper bounds of the constructed PIs.
Therefore, future studies may develop and present some criteria about this issue, for
example, proximity of the target to the upper or lower bounds.

ii. The reviewing of multiple studies showed that there is not any study that uses the
delta method for PIs construction. Although it may have high level of computational
cost, according to its reliable performance in other fields as expressed in Khosravi,
Nahavandi, Creighton and Atiya [14], it is proposed that one apply this method in
hydrological studies as well.

iii. The performance of the LUBE method, as the most robust method of PI construc-
tion, can be improved in different aspects in order to obtain more reliable PIs. The
implementation could be augmented by combining with the ANN structure selec-
tion techniques.

iv. Adaptation between point prediction and PIs has not been examined, yet significantly
presented. Therefore, it can be recommended that future works analyze the adaptation
and correlation between point prediction and PIs construction. Moreover, some
criteria can be defined to capture simultaneously.

v. It is recommended that one apply the presented methods to assess the uncertainty
associated with the improved version of the ANN, such as emotional ANN [72] and
to investigate the effects of hormonal parameters in the reliability of the models.

vi. The LUBE method performance is based on the cost functions. Some studies used
multi-objective optimization cost function in which the coverage and width criteria
were considered as cost function simultaneously. In contrast, some other studies used
coverage and width combination criteria as the cost function, in which some parame-
ters should be determined by trial and error. Therefore, future studies can compare
the implementation of multi-objective and single-objective optimization methods.
Moreover, future studies can propose the appropriate value of CWC parameters or
propose a method for better and faster determination of the parameters’ values.

vii. As there are few studies attempting to investigate other artificial intelligence methods
such as ANFIS, it is recommended that one construct the PIs of those methods too.

7. Conclusions

This study investigated multiple PIs construction methods applied in hydro-climatic
studies. It concluded that the bootstrap method has been used in the majority of the studies
as it is simple and can be applied easily. Moreover, the LUBE method has gained noticeable
attention recently in hydrological studies due to its superiority in implementation and
reliability compared to other methods. Nevertheless, there are few applications of the
Bayesian or delta method in the development of PIs in the hydrological issues.
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Abstract: The prediction of nitrogen not only assists in monitoring the nitrogen concentration
in streams but also helps in optimizing the usage of fertilizers in agricultural fields. A precise
prediction model guarantees the delivering of better-quality water for human use, as the operations of
various water treatment plants depend on the concentration of nitrogen in streams. Considering the
stochastic nature and the various hydrological variables upon which nitrogen concentration depends,
a predictive model should be efficient enough to account for all the complexities of nature in the
prediction of nitrogen concentration. For two decades, artificial neural networks (ANNs) and other
models (such as autoregressive integrated moving average (ARIMA) model, hybrid model, etc.),
used for predicting different complex hydrological parameters, have proved efficient and accurate
up to a certain extent. In this review paper, such prediction models, created for predicting nitrogen
concentration, are critically analyzed, comparing their accuracy and input variables. Moreover,
future research works aiming to predict nitrogen using advanced techniques and more reliable and
appropriate input variables are also discussed.

Keywords: nitrogen compound; nitrogen prediction; prediction models; neural network

1. Introduction

Human activities have provoked serious effects on the nutrient cycle, ecological functioning of
streams, and water quality [1–3]. Presently, agriculture production consummately depends on the
amount of fertilizers and pesticides used. Fertilizers mainly contain nitrogen compared with other
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chemicals. Crops require nitrogen for their growth and for the production of fruits or grains. Some
agricultural specialists have also recommended using the fertilizers that carry a higher percentage of
nitrogen [4]. However, only 40–70% of nitrogen compounds applied as fertilizers are absorbed by the
crops. The remaining nitrogen compounds either percolate downward with water to join groundwater
or flow along with the runoffwater to join the streams [5,6]. In both cases, the nitrogen concentration in
water escalates, which can affect human health [7–9]. If pesticides and fertilizers are added to the fields
at a high rate, there is more chance for nitrate to percolate to the aquifer, increasing the nitrate level in
groundwater [10–12]. In warmer countries, the loss of total nitrogen is more, as mineralization rate is
probably higher due to the higher temperature; thus, the percolation of total nitrogen is increased [13].

The major proportion of the surplus nitrogen is transported by the runoffwater to the streams,
and consequently, nitrogen compounds such as ammonia-nitrogen, nitrite, and nitrate, are escalated in
the streams. A surfeit of nitrogen in streams seems to be deleterious for both human beings and aquatic
lives. In water bodies, it may lead to the magnification of aquatic plants and algae, which can result in
the depletion of dissolved oxygen and hinder the contact of water with air and light. The presence of
such excess nitrogen in drinking water reduces the amount of oxygen transported in the blood [5].
Mostly, treatment plants are not designed for the full removal of nitrogen compounds from river water.
In China, sewage treatment systems remove total nitrogen by 40–70% [14,15]. In Malaysia, sewage
treatment plants are not designed for ammonia removal [16]. Recently, several water treatment plants
have been forced to shut down when, after testing the samples, it was found that ammonia-nitrogen
pollution has crossed the acceptable limit in different rivers in Malaysia. The abrupt closure of the
water treatment plant affects the water supply to the consumers; thus, adding additional pressure on
the government for arranging an alternate source of water supply.

The lack of monitoring systems leads to an abrupt increase in pollution, which can result in
the closure of the water treatment plants. Monitoring systems should contain a proper predictive
system: which works based on the historical data; and a treatment system: that deals with the nitrogen
pollutant, should be developed in treatment plants. Predictive systems could provide the daily data
of pollutants and thus save the daily effort of quantifying such data in the laboratory. Moreover,
predictive systems would create an alert for nitrogen surge in rivers before it actually happens. Hence,
the government would have ample time to optimize various nitrogen inputs in the rivers. Different
river basins require a separate predictive model, trained on historical data of the basin’s parameters
because a model well-trained on historical data of one particular basin, not necessarily will perform
with the same accuracy on different basins. Hence, the government requires a separate predictive
model for each basin. Additionally, to consider the upcoming seasonal changes, the predictive models
need to be re-trained with the real-time data on a quarterly or yearly basis. Observing the increased
pollution of nitrogen in rivers, this topic becomes important to be evaluated.

Artificial neural networks (ANN) models have been utilized for developing better-precision
water quality predictive models [17–21]. The computational intelligence, among which ANN is one,
has become a fast-evolving area [22]. The applications of ANN are not limited to water quality
prediction. According to He, Oki, Sun, Komori, Kanae, Wang, Kim and Yamazaki [18], ANNs have
been successfully used for reservoir operations [23–27], water resources management [28,29], and
hydrological processes [30,31]. Application in water resources management includes river flow
forecasting [32,33], rainfall-runoffmodeling [31,34], and water quality predictions [35–38]. The present
study is confined to water quality predictive systems only.

The primary objective of this study is to classify different types of ANN used for predicting
nitrogen content in streams in different rivers all around the world. Furthermore, the states of different
rivers in the world were also evaluated, resulting in the scope of future research work. This review
paper also highlights the prediction accuracy and reliability, the parameters and methods used for
prediction, and the details of ANNs of different models used for nitrogen prediction. This review
paper will, surely, add some valuable points on the table for those researchers working for modeling
using ANN, for those modeling for nitrogen compounds pollution and for those seeking information
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about nitrogen pollution level in water bodies. The articles cited in this review are those published in
reputable journals.

2. Nitrogen Sources in Streams

Nitrogen is a vital element for plants, as it helps them in their growth and productivity. Nitrogen
present as N2 in the atmosphere cannot be utilized directly by plants until it is converted to its reactive
compounds, such as NH3, NH+

4 , NO−2 , or NO−3 [39]. This process is naturally done by bacteria present
in the soil and in the root nodules of legume crops. Additionally, nitrogen compounds are provided to
the soil in the form of fertilizers. Nitrate is the main constituent of fertilizers, but ammonia, ammonium,
urea, and amines are also present in minor proportions. Nowadays, fertilizers contain more of a
percentage of nitrogen compounds in order to boost the agricultural productivity.

In addition, the landscapes of the farmlands have been modified extensively. Farmlands are now
designed to drain off the excess rainwater or irrigation water [40]. This drained water is rich in nitrogen
compounds, which had been applied to the field for crop nourishment. The drained water then joins either
running rivers or still water bodies such as lakes, leading to a surfeit of nitrogen entering the water system.

Sources of nitrogen to streams are not confined to agricultural fields. Industries and municipal
and residential areas also contribute nitrogen compounds to streams. Comprehensively, the sources of
nitrogen are classified into two:

a. Point Sources

A point source of nitrogen pollution is any single identifiable source of nitrogen pollution into
rivers. Point sources include industries and municipal sewage treatment plants [15,41,42]. In urban
areas, the contribution of nitrogen from point sources is dominant. Industries and municipal sewage
treatment plants deliver more than 50% of the total nitrogen in rivers [39].

b. Non-point sources

Non-point sources are sources of nitrogen pollution whose specific locations of input to rivers
are not defined. They mainly consist of agricultural fields and atmospheric and biological nitrogen
fixation [15,41,42]. In rural areas, the contribution by non-point sources is dominant. In different regions
of rural areas, different parts of non-point sources contribute major amounts of nitrogen in streams; for
example, in farming regions, agricultural fields provide significant nitrogen to the streams, and in the
regions of rivers surrounded by dense forests, atmospheric nitrogen deposition dominates [39].

3. Effects of Nitrogen

Nitrogen, if present in river water, causes different disorders, which are deleterious for both
human and aquatic animals. Nitrogen present in streams are mainly found in three compound states:
ammonia, nitrate, and nitrite. Some amounts of ammonia present in the river water get converted to
nitrate depending on the dissolved oxygen concentration in the water [43]. As stated earlier, nitrate
is not much deleterious, but if present in surplus amount, it starts converting into nitrite, which is
very harmful even in minute concentration. The Environmental Protection Agency has set standards
which state that for water which is to be distributed for public use, the maximum acceptable nitrate
concentration is 10 mg/L [5,25] and that for nitrite is 1 mg/L.

There are two major effects of ammonia on the whole ecosystem: eutrophication of marine and
terrestrial ecosystems [44,45] and increase in the acidity of water bodies [46]. Excessive nutrients such
as nitrogen and phosphorus when present in water bodies lead to the growth of algae on the top surface
of water; this process is termed as eutrophication. Excess grown algae cover the whole water surface,
blocking the contact of water from sunlight and air. Additionally, the algae growth decreases the
oxygen level in the water body, which affects the aquatic lives. Stream eutrophication was recognized
as a major problem years ago, and the United States along with other countries commenced nutrient
control measures in rivers [47,48].
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Streams may get acidified due to the presence of surfeit ammonia. The most common form of
ammonia, ammonium sulphate, leads to formation of a considerable amount of acid, as hydrogen
ions are released during nitrification. Additionally, nitrite ions present in the streams lead to the
formation of nitric acid under different situations along with sulfate ions, consequently acidifying
the stream water [49]. Acidic stream water is not even suitable for reuse to satisfy human water
requirements. As stated by Gündüz [50], one day, reuse of treated water would be a reality for the rural
population, and this would result in serious problems such as human health issues. Compared with
urban areas, agricultural areas are more susceptible to health risks by the presence of nitrate-nitrogen
in groundwater [51,52].

Nitrite has been found to be more toxic than nitrate and if present in drinking water can cause
human health problems such as liver damage and, in worst cases, can lead to various types of cancer [53]
and two types of birth defects [54,55]. Nitrite present in surplus quantity in drinking water will
eventually lower the ability of bloodstreams to carry oxygen, leading to the lack of oxygen in the body.
Infants and young livestock are lamentably affected, as this causes “blue baby syndrome” [53]. The
reaction of nitrites with amines either enzymatically or chemically leads to the formation of potent
carcinogenic nitrosamines [53,56].

Consumption of nitrates leads to various tumors in the human body [53,57]. In the digestive
system, nitrate leads to the formation of N-nitroso compounds [53,58], which are considered to be
carcinogenic. Iodine uptakes can be restricted by nitrates, causing thyroid-related problems [53].

4. ANN

ANN is a black-box computational model [59] that contains interconnected network-like structures
passing values to other nodes of the connections. It contains an input layer, hidden layers as required,
and an output layer. It is well known for its capability of predicting the non-linear variables [60].
ANN forms the same structure as neurons in the human brain [6,20,61]. It functions like a biological
neuron, receiving the input as stimulus, evaluating the stimulus, and then providing the output as
the response to the stimulus. Figure 1 represents a simple example of the neural network. The inputs
are fed to the nodes in the input layer, and those nodes pass the values of input data to the nodes in
hidden layer 1 via interconnecting links. As the values are passed from input nodes to the following
nodes, it is multiplied with the weights and then passed to the corresponding layer through a transfer
function [62]. Likewise, it is passed up to the output layer, where the error is calculated using target
vector. Based on this error, weights get adjusted to obtain the exact weighted combination of the input
data for forecasting the target vector.

Figure 1. Basic structure of neural network.

220



Sustainability 2020, 12, 4359

The major advantage of application of the ANN model, over the traditional model, such as a
statistical model, is that it learns itself the complexity of nature, without being explicitly transformed
into mathematical form [63,64]. Statistical models have a limitation of assuming additional information
to derive a sharp conclusion [65]. The major disadvantage of ANN is that it is susceptible to overfitting.
Overfitting is the state in training, beyond which, training error decreases but the model starts losing
its ability of generalizing the relation between input and output for the new data set i.e., the testing set
data. This results in increasing the testing error and decreasing the overall performance of the model.
There are several ways to prevent the model from overfitting, among which a well-known method is
early-stopping; in which training process is stopped early. However, if the training is stopped too early
then the model fails to learn important information. Hence, training should be stopped accordingly to
learn all important information without overfitting.

Many types of ANNs feature different concepts of data processing. Each type is designed
differently to obtain a more precise output with less data processing time. This is achieved by changing
the network’s architecture. According to Jain et al. [66], based on the network connection pattern, i.e.,
their architecture, ANN is classified into two categories:

a. Feed-Forward Neural Networks (FFNNs)

FFNN has the simplest network connection pattern in which data flow in the forward direction only,
starting from the input layer to hidden layers, and then to the output layer. No loops are formed in the
paths of the data flow. As shown in Figure 2, FFNN is classified into three subcomponents: single-layer
perceptron, multilayer perceptron, and radial basis function neural network (RBFNN). Single-layer
perceptron, which consists of one layer, i.e., the output layer, is the simplest form of neural network. It is
mainly used for classifying the linearly separable cases that use binary targets. The connection patterns of
multilayer perceptron and RBFNN are the same: an input layer, as many hidden layers as required, and an
output layer. The only difference between these two is the use of the data processing function. Multilayer
perceptron utilizes either threshold function or sigmoidal function [67] in each of its computational units,
whereas RBFNN utilizes radial basis function as the activation function in each unit of its hidden layers.
The Table 1 presents the advantages and disadvantages of different models of FFNN. These models are
generally used for time series prediction, system control, and data classification.

Figure 2. Classification of neural network [66].
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Table 1. Advantages and disadvantages of different ANN (artificial neural network) models.

Main Type Model Name Advantages Disadvantages

FFNN
(Feed-Forward Neural

Network)

Single Layer Perceptron
• Less computation—time

Easy to setup

• Can only be used in linearly
separable data

Multi-Layer Perceptron
• Can be used for

complex problems
• Need more time for training
• Can get stuck in local minima

RBFNN

• Less susceptible to be stuck
in local minima

• Can tolerate with input noise

• Classification is slow, as the
network have to calculate the
radial basis function for each
input vector
during classification

Recurrent/Feedback Network

ART (Adaptive Resonance
Theory) model

• Can be integrated with other
models to enhance
the performance

• Some ART models are
inconsistent. They depend
upon the order of the
training data

Hopfield Network • No training needed

• Handles a smaller number
of memories.

• More number of patterns
results in spurious output

Kohonen’s SOM

• Provides deterministic and
reproducible results

• Simplicity of computation

• Performance depends
on initialization

Competitive Network
• Groups the similar pattern

based on the data correlation
• Susceptible to stability issue

b. Recurrent or Feedback Neural Networks

Recurrent or feedback neural networks experience the backward flow of data in some
computational cells. The data flow is not unidirectional; loops within the cells transfer back the
feedback of the errors encountered in computations, with reference to the target values. The feedback
of errors helps in updating the weights of the corresponding inputs. As shown in Figure 2, feedback
neural network is classified into four subcomponents: adaptive resonance theory model, Hopfield
networks, Kohonen’s networks, and competitive networks. Table 1 presents their advantages and
disadvantages. These networks form very complex architectures, composed of a number of loops.
These networks are utilized for complex computations, such as speech recognition, image processing,
robotics, and process controls. This study is limited to the review of the FFNN.

5. Hybrid Model

Hybrid model is the combination of different models to solve a computational task. The need
of hybridization aroused when the learning models were observed to be very efficient in some cases
and inefficient in most of the cases [68]. The main aim of hybridization is to resolve the limitations
of an individual model by fusion of decision making models with learning models [69]. The main
advantage of a hybrid model is that it provides better results in comparison to the standalone model.
The decision making model integrated in the hybrid model provides a good start with selected initial
values of the internal parameters of learning models; hence, increasing the productivity of the learning
model. The disadvantages of the hybrid models are: overall training process is time consuming, and
complex architecture and training requires modern computational resources. Some of the examples of
hybrid models are [70]:

• ANN and genetic algorithm
• ANN and fruit fly optimization algorithm
• ANN and firefly algorithm
• ANN and artificial immune systems
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• ANN and particle swarm-optimization algorithm

6. Methods and Evaluation

This study is based on nitrogen compounds prediction in water bodies using ANN and other
predictive models. In this study, in the section of ‘Application of ANN’, authors have first analyzed
the sources of data collection, methods used, internal parameters of the predictive model, and then the
final results of the previous research works in literature. On the basis of this analysis, authors have
recommended various steps to be followed in future studies for achieving better accuracy models.

As used by [71], authors of this study have used relevant search engines such as Google Scholar
and Science Direct. Additionally, the authors of [72] concluded, in their study, that Google Scholar is
the most comprehensive source. While searching the relevant literature research works, the following
keywords have been used: nitrogen compounds prediction, use of ANN in nitrogen prediction and
nitrogen prediction in water bodies.

6.1. Nitrogen Monitoring

More than 60% of the world’s rivers are affected by pollution [43], from point sources or non-point
sources. Wastes generated by industrial, municipal, and agricultural activities are discharged into
the rivers and pollute them [43,73]. Over time, human activities have escalated nitrogen species
concentration in water bodies. Nitrate concentrations in many European rivers have surged by 5- to
10-fold since the 20th century [39]. In Malaysia, because of the excessive chemical pollution in rivers,
more than one among the nine water treatment plants in Langat River basin has been closed several
times between 2012 and 2015 [41]. According to Selangor Water Management Authority, Malaysia,
between 2012 and 2015, the ammonia concentration level in the Langat River exceeded 7.0 mg/L, which
led to the repeated closure of many water treatment plants during the period [41]. Moreover, in the
Johor River basin, nearly five treatment plants were repeatedly closed between 2017 and 2019 due to
the high concentration of ammonia in the Johor River [74–76].

There is no specific standard set for ammonia discharge in water bodies, but different agencies have
provided separate guidelines for ammonia concentration in water bodies. “Canadian Water Quality
Guidelines for the Protection of Aquatic Lives”, [77] states that the guideline value for unionized
ammonia discharge in freshwater is a concentration of 0.019 mg/L. The guidelines for drinking water
quality (2003) published by WHO states that natural levels of ammonia in groundwater are usually
below 0.2 mg/L, and this level may go up to 12 mg/L for surface waters.

For analyzing nitrate variations, Rekacewicz [76] designed a map, as shown in Figure 3, by
considering all the river data at continental level, which represent the concentration of nitrate-nitrogen
in streams at various locations around the world. Rekacewicz [76] compared the data of two decades
and observed that rivers in North America and Europe were fairly stable, but those of south-central
Asia and southeast Asia showed high nitrate concentrations.
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Figure 3. Comparison of nitrate-nitrogen in rivers for two decades of data [76].

Furthermore, Basheer et al. [78] studied the water quality of the Langat River in Malaysia. They
utilized 10 samples from different locations to quantify different water quality parameters. Their
results showed that the pH range for the Langat River was between 5.91 and 6.79. The average value
of ammonia for the Langat River was measured to be 0.24 mg/L. The total ammonia-nitrogen amounts
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added to the Langat River from point and non-point sources were calculated to be 9.51 ton/day and
12.67 ton/day, respectively [41,79], as displayed in Figure 4.

Figure 4. (a) Classification of different point sources showing their contribution of ammonia-nitrogen
in the Langat River; (b) comparison of the contributions of ammonia-nitrogen from point and non-point
sources [41,79].

Moreover, Zhang, Swaney, Li, Hong, Howarth and Ding [15] tried to calculate nitrogen input to the
Huai River in China from anthropogenic point and non-point sources, and also the impact of nitrogen
discharge on the riverine ammonia-nitrogen flux. They used the data from Yan et al. [80], which stated
that the average nitrogen concentration in the sewage discharged from industries in the Changjiang
River basin was 25 mg/L. From the previous studies, they could conclude that ammonia-nitrogen in the
river was about 10% (or less) of the total nitrogen [15,81,82], and it could be as high as 70% in heavily
polluted Asian rivers in the urban areas [15,83,84]. They used the data of Zhang et al. [85], which
suggested that nitrate had become a major constituent of riverine nitrogen flux; the data was obtained
from measurement in 2008, at several stations in the Huai River basin; the values of riverine nitrate
concentration was found to vary between 0 and 15.7 mg/L nitrate-nitrogen, with a mean of 2.1 mg/L
nitrate-nitrogen. When the authors of [15] measured the ammonia-nitrogen in the same river basin,
they found that the average ammonia-nitrogen concentration varied between 0.2 and 3.3 mg/L N, with
an average of 1 mg/L N, which was half of the average nitrate-nitrogen concentration measured in
2008. The calculation of nitrogen input to the Huai River showed that on average, 27200 ± 1100 kg
km−2y−1 of nitrogen was added to the river from 2003 to 2010 as the net anthropogenic nitrogen input.

6.2. Application of ANN

ANNs have been extensively used worldwide in the past as a predictive model for nitrogen
prediction in streams. Table 2 lists studies on the use of ANN by various authors. Various authors
had utilized different methodology, as shown in Table 3. For nitrogen prediction, ANN was utilized,
for the first time, probably by Lek, Guiresse and Giraudel [20]. They used ANN to predict inorganic
and total nitrogen concentration in streams using eight input parameters from the catchments along
with the historical data of inorganic and total nitrogen. The input database was obtained from U.S.
National Eutrophication Survey (NES); which had many variables in record but according to the
scope of the research (prediction of stream nitrogen concentration), the following eight variables were
included: average annual flow; animal unit density; mean annual streamflow; the percentages of forest
cover, wetland, urban areas, and agriculture areas; and the percentages of the remaining area in the
catchment. Sensitivity analysis showed five different types of variation in total nitrogen concentration
and three different types of variation in inorganic nitrogen concentration. The sensitivity types (or
contribution) for total nitrogen concentration are: (i) Increasing sigmoid contribution: wetland and
animal unit density. Low values of these independent variables lead to low (minimum) value of total
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nitrogen; which then enhances to reach its maximum value with the independent variable. (ii) Weakly
growing contribution: agricultural areas. For low values of agricultural areas, the total nitrogen is less
and likewise increasing gradually. (iii) Decreasing contribution: average annual flow and percentage
of remaining area. (iv) Gaussian: Urban areas. (v) Weak contribution: percentage of forest cover.
For inorganic nitrogen: (i) Growing contribution: urban and agricultural areas. For low values of
urban and agricultural areas, inorganic nitrogen concentration is less and then rapidly increases with
these independent variables. (ii) Gaussian: percentage of wetland areas. (iii) Decreasing contribution:
Percentage of forest cover, animal unit density and remaining area. Forest cover rapidly and constantly
decreases the inorganic nitrogen concentration. The other two independent variables also reduce
the inorganic nitrogen concentration but at low levels only. Input variables were auto-scaled by
centered and reduced variables. Autoscaling reduces the chance of domination of any one particular
input variable over the prediction. This input database was divided into a training and independent
testing set (two thirds and one third of the total database, respectively). Using data from 927 sites
from different parts of the United States, Lek, Guiresse and Giraudel [20] developed a multilayer
feed-forward ANN model having 10 neurons and 1 hidden layer, with a correlation coefficient of
0.82 for total nitrogen concentration and 0.8 for inorganic nitrogen concentration. Examining the
results obtained, they concluded that the urban areas produced most of the inorganic nitrogen, and
animal husbandry contributed the most to the total nitrogen concentration in streams. It was assumed
that fertilizers were used in less quantities as its contribution was less in stream nitrogen. Forest
cover lowered the inorganic nitrogen concentration in streams and has less effect on total nitrogen
concentration. Percentage of wetland areas helped in reducing the inorganic nitrogen in streams, but
they increased the total nitrogen.

Table 2. A summary of studies that utilize ANN model for nitrogen prediction, including their specific
area, location, and methods used.

Authors Specific Area Location Method

1
Anctil, Filion and
Tournebize [61]

Streams Melarchez, France Stacked multilayer perceptron

2
He, Oki, Sun, Komori,

Kanae, Wang, Kim and
Yamazaki [18]

Streams Japan Feed-forward model

3
Holmberg, Forsius, Starr

and Huttunen [19]
Streams Finland Backpropagation algorithm

4
Lek, Guiresse and

Giraudel [20]
Streams The United States Multilayer feed-forward

5 Suen and Eheart [25] Streams
Illinois, The United

States
Backpropagation and radial basis

6
Sharma, Negi, Rudra

and Yang [6]
Drainage water Canada

Fast backpropagation and
self-organizing radial basis

7 Wang et al. [86] Groundwater Australia 13 machine learning models

8 Zhang et al. [87] Lake China ARIMA, radial basis, and hybrid

9 Markus et al. [88] Streams Illinois
Backpropagation, Evolutionary

Polynomial Regression (EPR), and
Naïve Bayes Model (NBM)

10 Amiri and Nakane [89] Stream Japan
Backpropagation and Multiple

Linear Regression (MLR)

11 Zeleňáková et al. [90] Streams Slovakia Dimensional analysis
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Table 3. Details of methodology of the reviewed research work.

No. Authors Duration of Data Data Pre-Processing Internal Parameters

1
Anctil, Filion and
Tournebize [61]

1975–1993 (Daily)
Standardization

(linearly)
2 Inputs, 12 hidden neurons

2
He, Oki, Sun, Komori,

Kanae, Wang, Kim and
Yamazaki [18]

1995 (Monthly) Sensitivity Analysis 8 Inputs, 7 hidden neurons

3
Holmberg, Forsius, Starr

and Huttunen [19]
1990–2000 (Daily) - 13 Inputs, 1 hidden layer, 7 nodes

4
Lek, Guiresse and

Giraudel [20]
One year

Sensitivity Analysis,
Autoscaling

8 Input, 10 hidden neurons

5 Suen and Eheart [25]
1993–2000,

(Daily)
- -

6
Sharma, Negi, Rudra

and Yang [6]
1991–1994,

(Daily)
Sensitivity Analysis

Fast Backpropagation:
8 Inputs, 20 hidden neurons,

learning rate: 0.02
RBFNN: Tolerance 20, spread 15

7
Wang, Oldham and

Hipsey [86]
2006–2014,

(401 samples)
- -

8
Zhang, Zhang and

Li [87]
2006–2011,
(Monthly)

-

ARIMA:

• Nitrogen: p = 1, d = 1, q = 1
• Phosphorus: p = 2, d = 1,

q = 1

RBFNN:

• 2 hidden layers
• Training width σ = 0.6

9
Markus, Hejazi, Bajcsy,

Giustolisi and Savic [88]
1994–1999,
(Weekly)

-

ANN:
4 Input, 2 hidden nodes, epochs:
100,000; performance gradient:

1E-10; goal: zero
EPR equations:
Nt+1 = 0.827Nt

Nt+1 = 0.659Nt + 0.560Nt
√

Qt

NBM equations:
Nt+1 = f [Nt, Qt, Pt, Tt]

Nt+1 =
f [Nt, Qt, Qt−1, Pt, Pt−1, Tt, Tt−1]

10 Amiri and Nakane [89] 2001, (Monthly) Statistical Analysis
6 Input nodes, 2 hidden nodes, 1

output nodes, 11,600 epochs

11
Zeleňáková,

Čarnogurská, Šlezingr
and Słyś [90]

2003–2010,
(Monthly)

Sensitivity Analysis
Dimensional analysis equations:

π1 = 0.0039π13.805
2

π1 = 0.1868π9.7892
2

The condition of the United States seemed to be critical in terms of nitrogen in streams, as four
years after the study by Lek, Guiresse and Giraudel [20], a research work published by Suen and
Eheart [25] stated that nitrate has become an important problem. They conducted a study in the Upper
Sangamon River, Illinois, and pointed out the use of chemical fertilizers in agriculture to be responsible
for the high nitrate concentration in streams. In their study, they developed two models, RBFNN and
backpropagation neural network (BPNN), and compared the models on the basis of accuracy. The
parameters used for modeling were daily highest temperature, seven-day cumulative daily rainfall,
daily streamflow, and Julian date. To include the common practice of fertilizer application, Julian
date was used as an input parameter to the model. They used a dataset of eight years, i.e., 1993–2000.
To divide the dataset into the training set and testing set, two methods were adopted. In the first
method, data from 1993 to 1996 were used as the training dataset and the remaining were used for
testing. For the second method, the data of odd years (i.e., 1993, 1995, 1997, and 1999) were used
for training, and those of even years were used for testing. Comparing the results obtained from the
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models, they concluded that the odd-even years method proved to be more accurate. The overall
accuracy of the first method was obtained to be 0.784 and 0.752 for BPNN and RBFNN, respectively,
and that of the second method was 0.832 for both the networks. Neural network models predicted
with greater precision when tested for Boolean output considering the second method. The network
signaled 1 when the nitrate concentration exceeded 10 mg/L and 0 when the nitrate concentration
was below 10 mg/L. Considering Boolean output, they concluded that RBFNN had a higher accuracy
(0.893) than BPNN (0.866).

In 2003, a research work published in Canada by Sharma, Negi, Rudra and Yang [6] stated that
subsurface waters in Canada were being polluted by the nitrate from the fertilizers used in agricultural
fields. Their experimental site was a field, of area 14 ha, located at the Greenbelt Research Farm of
Agriculture and Agri-Food Canada, near Ottawa. The authors proposed a neural network model to
assist in optimizing the use of fertilizers. The input database was collected from the experimental
field for the period of 1991–1994, except for the temperature and precipitation data. Data of these two
variables were collected at the station of Agriculture and Agri-Food Canada, located 12 km from the
site. Two neural network models, fast BPNN and self-organizing RBFNN, were examined, aiming to
select the superior network. Inputs to the model used were treatment (tillage or no tillage, i.e., whether
the land was prepared or not), Julian day, rainfall per day, cumulative rainfall, total nitrogen applied,
snowfall per day, and maximum and minimum temperature. Sensitivity analysis was performed to
determine the optimum internal parameters of both the networks. The input data were divided into
two sets: training and testing set. Training set consisted of eight input variables and two output, and
the testing set consisted of only the unexposed inputs from the replicate plots. For fast BPNN, the
parameters varied for sensitivity analysis were learning rate and number of hidden neurons. This
analysis comprised of two stages: First stage was to keep the number of hidden neurons constant at 20
and vary the learning rate from 0.02 to 0.08. Analysis of the fluctuation of error on every variation
led to the selection of optimum learning rate as 0.02. In the second stage, learning rate was kept
constant to 0.02 and number of hidden neurons were varied from 5 to 25. Analyzing the similar
way, optimum number of hidden neurons were selected as 20. Similarly, sensitivity analysis was
performed for RBFNN, in two stages, by varying the tolerance and spread values from 5 to 20 and
1 to 20, respectively. The selected optimum value for tolerance and spread values were 20 and 15,
respectively. Using these parameter values, both the models were further trained. Comparing the
results of both networks, the authors concluded that the self-organizing RBFNN, with a correlation
coefficient of 0.8079 for conventional tillage and 0.6911 for no tillage, outperformed the fast BPNN, with
a correlation coefficient of 0.8017 for conventional tillage and 0.6635 for no tillage, for nitrate-nitrogen
concentration prediction in drainage water.

Holmberg, Forsius, Starr and Huttunen [19], predicted the future data of total organic carbon,
total nitrogen, and total phosphorus in streams, considering the climate change effect and utilizing
the data of three streams (Kelopuro, Hietapuro and Valkea-Kotinen) located in two catchments of
the same name (Hietajärvi) in Finland. They developed a BPNN model employing the database of
13 input variables: month of data sampling, mean temperatures of 3 and 10 preceding days, runoff
of sampling day, maximum and minimum runoffs of 3 preceding days, days of peak flow, days of
low flow, catchment area, fractions of lake area and peatland area with respect to catchment area,
catchment latitude, and elevation. This database was collected from the catchment, except for the daily
temperature and precipitation, which was collected from the nearby Finnish Meteorological Institute
weather station, Lammi, from 1990 to 2000. Samples of these variables were divided into two sets:
training set and testing set. The samples were allocated into these sets by random choosing, provided
it was ensured that the highest and lowest 10-percentile data were included in both the sets. While
training, they were to test all the possible set of models with the available inputs, hence, they varied the
number of inputs from 2 to 16, fixing the number of hidden layer to 1 and the neurons in the hidden
layer were set as the integer part of (1 + number of inputs)/2. Training 10 sessions for each combination,
resultant models were analyzed on the basis of their efficiency. The model resulted the best efficiency
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with 13 input variables and 1 hidden layer with 7 nodes, having the values of flux efficiencies of total
organic carbon, total nitrogen, and total phosphorus as 0.94, 0.92, and 0.90, respectively. Using this
model, they forecasted the total nitrogen data until 2050. They stated that if there is a low change in
climate, then the total nitrogen flux will be near the value in 2005, but for a scenario of high change in
climate, the nitrogen flux will increase by 26%, with respect of the value in 2005.

Similar conditions have been stimulated in Melarchez, a catchment near Paris, France, where
Anctil, Filion and Tournebize [61] investigated an agricultural catchment area to develop a neural
network model for predicting the nitrate-nitrogen flux. Considering the soil moisture at different
depths as the input parameter, the authors analyzed its effect on the nitrate-nitrogen flux. They
developed a stacked multilayer perceptron model focusing mainly on the selection of best performing
model among the list of models developed, based on different combinations of input variables and
neurons in hidden layers. Fifty models were trained for each combination of inputs and neurons in
hidden layers. Neurons in hidden layers were varied from 2 to 20. Every issue was tested discretely to
make the final decision on the basis of the model accuracy. They had 12 different options for the input
parameter: same-day stream flow, previous-day stream flow, increment in the flow from the previous
day, same-day precipitation, previous-day precipitation, same-day historical mean flux, increment
in the historical mean flux from the previous day, same-day 10 cm-, 20 cm-, 40 cm-, 80 cm-, and 120
cm-depth soil moisture indices. These input variables were collected from the gauge station for the
period of 1975 to 1993. Since the important step, in pre-processing of data, is standardization [91],
all the input variables were ensured to be on the same scale by standardizing them linearly such
that their standard deviation as 1 and mean as 0. After optimizing, the final model had 2 input
parameters (same-day stream flow and same-day 80 cm-depth soil moisture index), 12 neurons in
hidden layers, and Levenberg-Marquardt with Bayesian regulation as the calibration procedure, which
performed well with an efficiency index of 0.888. The utilization of soil moisture content at different
depths revealed that the soil moisture also had an effect on nitrate-nitrogen flux generated from the
agricultural field.

Since a large number of input variables are available to decide for the neural network, these
inputs should be chosen using sensitivity analysis [92]. Numerous authors have provided models with
different sets of input parameters, which according to them, were suitable for their models (Table 4).
He, Oki, Sun, Komori, Kanae, Wang, Kim and Yamazaki [18] investigated 59 river basins all over Japan
and developed an FFNN to predict the monthly total nitrogen concentrations in streams. They had to
choose the most important independent input variables from a set of 16 input variables: the area of
each basin, amount of fertilizer applied in each basin, average temperature, precipitation, sunshine
duration and river discharge of each basin, ratio of paddy area, farmland area, forest area, bare land
area, urban area, road area, river area, lake area, seashore area, and other land areas in the total basin
area. This input database was collected from different sources. The land use variables were collected
from Ministry of Land, Infrastructure, Transport and Tourism (MLIT land use database), a digital
database in Japan. Total nitrogen concentration was collected from MLIT water information system.
Sunshine duration, precipitation and temperature data were obtained from Automated Meteorological
Data Acquisition System. The input data were divided into three subsets: Training, overfitting test and
validation subsets. Among the data of 59 river basins, 40 river basin data were used for training and
overfitting test (80% and 20%, respectively). The remaining 19 river basin data were never exposed to
the network for training and were used for validation only. FFNN was trained with backpropagation
algorithm with different combinations of input variables and internal parameters: input variables were
varied from 7 to 9, number of hidden layers was fixed to 1 with number of neurons in it fixed to 7 and
8. Analyzing the results of all the trained network on the basis of coefficient of regression, the authors
found that the model with 8 input variables (river discharge, average temperature and precipitation of
each basin, amount of fertilizer applied in each basin, the proportions of forest land area, urban land
area, road area, and other areas in the total basin area) and one hidden layer with seven nodes provided
the best accuracy with R2 for training as 0.96, R2 for validation as 0.84, and R2 for overfitting as 0.90.
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Table 4. A summary of studies that utilize ANN model for nitrogen prediction, including their input variables, prediction variables, and accuracy.

No. Authors Input Variables Prediction Variables Accuracy

1
Anctil, Filion and Tournebize

[61]

• Same-day stream flow
• Same-day 80 cm-depth soil moisture index Nitrate-nitrogen flux Efficiency index = 0.888

2
He, Oki, Sun, Komori, Kanae,
Wang, Kim and Yamazaki [18]

• River discharge
• Average temperature and precipitation of each basin
• Amount of fertilizer applied in each basin
• Proportions of forest land area, urban land area, road

area, and other areas in the total basin area

Monthly total nitrogen
concentrations

R2
training

= 0.96

R2
Validation

= 0.84
R2

Over f itting
= 0.9

3
Holmberg, Forsius, Starr and

Huttunen [19]

• Month of data sampling
• Mean temperatures of 3 and 10 preceding days
• Runoff of sampling day
• Maximum and minimum runoffs of 3 preceding days
• Days of peak flow, days of low flow
• Catchment area
• Fractions of lake area and peatland area with respect to

catchment area
• Catchment latitude and elevation

• Total organic carbon
• Total nitrogen
• Total phosphorus

Flux efficiency:

• Total organic carbon = 0.94
• Total nitrogen = 0.92
• Total phosphorus = 0.90

4 Lek, Guiresse and Giraudel [20]

• Average annual flow
• Animal unit density
• Mean annual streamflow
• Percentage of forest cover, wetland, urban, agriculture

and the percentage of remaining area in the catchment

Inorganic and total nitrogen
concentration

Correlation coefficient:
Total nitrogen = 0.82

Inorganic nitrogen = 0.8
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Table 4. Cont.

No. Authors Input Variables Prediction Variables Accuracy

5 Suen and Eheart [25]

• Daily highest temperature
• Seven-day cumulative daily rainfall
• Daily streamflow
• Julian date Nitrate concentration

Overall accuracy:

• Method one:

• BPNN = 0.784
• RBFNN = 0.752

• Method two:

• BPNN = 0.832
• RBFNN = 0.832

• Boolean output (Method
two)

• BPNN = 0.866
• RBFNN = 0.893

6
Sharma, Negi, Rudra and Yang

[6]

• Treatment
• Julian day
• Rainfall per day
• Cumulative rainfall
• Total nitrogen applied
• Snowfall per day
• Maximum and minimum temperature

Nitrate concentration

Correlation coefficient

• RBFNN

• Tillage = 0.8079
• No tillage = 0.6911
• BPNN

• Tillage = 0.8017
• No tillage = 0.6635
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Table 4. Cont.

No. Authors Input Variables Prediction Variables Accuracy

7 Wang, Oldham and Hipsey [86]

• Scenario 1

• Nutrients (dissolved organic nitrogen (DON), total
nitrogen, NH+

4 , NO−x )

• Landscape (vegetation, land use, and soil)
• Hydrological conditions (surface water subarea,

groundwater subarea, and catchment area)
• Sampling condition (temperature, sample depth, and

sampling date, pH)
• Scenario 2

• Total nitrogen
• All other non-nutrient data

DON

R2 of best models:

• Scenario 1

• Cubist = 0.897
• Bagged multivariate

adaptive regression spline
(Bagged mars) = 0.882

• Random forest (RF) = 0.856

• Scenario 2

• Cubist = 0.849
• Bagged mars = 0.887
• RF = 0.858

8 Zhang, Zhang and Li [87] Monthly data for total nitrogen
• Monthly total nitrogen
• Monthly total phosphorus

Mean absolute percentage
error:

• Nitrogen

• ARIMA = 18.194%
• RBFNN = 34.633%
• Hybrid = 7.017%
• Phosphorus

• ARIMA = 27.299%
• RBFNN = 126.957%
• Hybrid = 14.528%
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Table 4. Cont.

No. Authors Input Variables Prediction Variables Accuracy

9
Markus, Hejazi, Bajcsy,

Giustolisi and Savic [88]

• Observed weekly river discharge
• Precipitation
• Air temperature
• Nitrate-nitrogen concentration

• Weekly nitrate-nitrogen

Root mean square error
(RMSE) for ANN:

• Training = 0.787 mg/L
• Testing = 0.935 mg/L

RMSE for EPR:

• Training = 0.991 mg/L
• Testing = 1.010 mg/L

Critical success index for
NBM:

• NBM1:

• Training = 0.214
• Testing = 0.200
• NBM2:

• Training = 0.286
• Testing = 0.188

10 Amiri and Nakane [89]

• Percentage land use
• Urban
• Forest
• Agriculture
• Grassland
• Water body
• Population density

Total nitrogen

R2 Value:

• BPNN = 0.94
• MLR = 0.85

11 Zeleňáková, Čarnogurská,
Šlezingr and Słyś [90]

• Stream discharge
• Catchment area
• Stream velocity
• Temperature of air and water
• Concentration of pollutant

Nitrogen and phosphorus
concentration

Average Uncertainty:

• Nitrogen = 31.33%
• Phosphorus = 32.30%
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In addition to ANN, other machine learning methods can also be used to predict nonlinear
environmental variables. Wang, Oldham and Hipsey [86] compared 13 machine learning models,
including ANN, on the basis of precision in the prediction of DON (dissolved organic nitrogen) in
groundwater in urban areas in southwestern Australia. These 13 machine learning models are classified
into five different groups: (1) tree-based and rule-based model (generalized busted model (GBM), RF
(Random Forest), conditional inference random forest (cforest), and cubist); (2) kernel-based machine
learning model (Gaussian process with radial basis function kernel (GPR), Gaussian process with
linear kernel (GPL), support vector machine with radial basis function kernel (SVMR), and support
vector machine with linear kernel (SVML)); (3) generalized stepwise linear regression models (bagged
mars, multivariate adaptive regression spline (mars), and generalized linear model with stepwise
feature selection (GLM)); (4) instance-based model (k-nearest neighbors (KNNs)); and (5) ANNs. Using
401 groundwater samples (60% for training and 40% for testing), the models were examined based
on two scenarios: (1) to train the models with all the data available such as nutrients (DON, total
nitrogen, NH+

4 , and NO−x ), landscape (vegetation, land use, and soil), hydrological conditions (surface
water subarea, groundwater subarea, and catchment area), and sampling conditions (temperature,
sample depth, sampling date, and pH); (2) to train the models with only total nitrogen and all other
non-nutrient data. Database of nutrients were obtained from the Western Australian Department of
Water for the period of 2006-2014. ArcGIS spatial mapping feature provided the data of soil type, land
use and vegetation type. These models were analyzed on the basis of their RMSE and R2 values and
compared with the manually calculated DON (DONcal) (Figure 5). Analysis of all the results revealed
that scenario 1 produced lower errors in models than scenario 2, stating that nutrients can improve the
performance of models. Among the 13 tested models, 3 models showed higher R2 value. For scenarios
1 and 2, the cubist model had R2 values of 0.897 and 0.849; bagged mars, 0.882 and 0.887; random
forest, 0.856 and 0.858; and ANN, about 0.72 and 0.65, respectively.

Figure 5. Comparison of 13 different models results with the DONcal.
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Zhang, Zhang and Li [87] compared ARIMA model, RBFNN model, and hybrid ARIMA-RBFNN
model based on the analysis and prediction of water quality in Chagan Lake, China. Database of
water quality was collected from “The Second Songhua River Diversion Project Record” from the
Chinese Academy of Science. The water quality parameters utilized for analysis were monthly total
nitrogen and total phosphorus for the period of 2006–2011. The parameters of ARIMA model for total
nitrogen were p = 1, d = 1 and q = 1 and for total phosphorus were p = 2, d = 1 and q = 1. Water
quality data from 2006 to 2010 were used for training and the trained model was used for prediction of
water quality data of 2011. The width of training, σ, was 0.6 for RBFNN model with 2 nodes in hidden
layers. ARIMA-predicted values were linearly super-positioned with RBFNN-derived ARIMA residual
prediction values to generate the hybrid ARIMA-RBFNN model. These models were analyzed on the
basis of their RMSE and mean absolute percentage error. Results showed that RBFNN model had bad
prediction results for total phosphorus; though, this model had learned the pattern of total nitrogen,
but the predicted values were not satisfactory. Although ARIMA model did not have high prediction
accuracy, it had successfully learned various trends for both total nitrogen and total phosphorus.
Analyzing the results obtained, the mean absolute percentage error for the monthly total nitrogen was
18,194%, 34,633%, and 7017% for ARIMA, RBFNN, and hybrid ARIMA-RBFNN, respectively, and the
mean absolute percentage error for the monthly total phosphorus was 27,299%, 126,957%, and 14,528%
for ARIMA, RBFNN, and hybrid ARIMA-RBFNN, respectively. Following the results, it was stated
that hybrid models had more capacity in predicting nonlinear variables.

Markus, Hejazi, Bajcsy, Giustolisi and Savic [88] developed three models—BPNN, EPR and
NBM—for predicting weekly nitrate-nitrogen in a small agricultural watershed in Illinois. For the
ANN part, the authors utilized observed weekly river discharge, precipitation, air temperature, and
nitrate-nitrogen concentration as input variables. The study used the historical data of nitrate-nitrogen
concentration and was collected from the Upper Sangamon River near Decatur for the period of
1994-1999. Employing half of the data for training and the other half for testing, they predicted the
weekly data of nitrate-nitrogen in streams. The input selection was performed on the basis of trial and
error with two sets of variables and their time lags. The first set consisted of four variables: Nt, Qt, Tt, Pt;
and the second set consisted of four variables and three time lags Nt, Qt, Tt, Pt, Qt−1, Tt−1, Pt−1.
The first set predicted better results and hence was used for ANN modeling. ERP model has the
capability of selecting the input subset, hence it is fed with the larger input set, the second set. In case
of NBM, both the sets were used for modeling. For modeling in the ANN part, the internal parameters
selected were: epochs: 100,000; performance gradient: 1E-10; goal: 0; number of hidden nodes: 1, 2, 3,
4 and 5; input variables: 4 (air temperature, discharge, nitrate-N concentration and precipitation) and
output variable: 1 (next week nitrate-N concentration). The results indicated that the ANN with 2
nodes showed more accurate results in terms of RMSE as 0.787 mg/L and 0.935 mg/L for training and
testing, respectively. For EPR, two models (EPR1 and EPR2) were generated which had their equations
as: Nt+1 = 0.827Nt and Nt+1 = 0.659Nt + 0.560Nt

√
Qt, respectively. The RMSE obtained for EPR1

was 1.092 mg/L for training and 1.170 mg/L for testing. The RMSE obtained for the EPR2 was more
accurate: 0.991 mg/L and 1.010 mg/L for training and testing, respectively. The NBM model utilized two
categories: high and low values for variables. Each variable, except for nitrate-N concentration, had its
categories divided by the average values as threshold. For nitrate-N concentration, the separation
point was the emergency cutoff level (8.5 mg/L). NBM1 and NBM2 were the two models tested with
the equations as: Nt+1 = f [Nt, Qt, Pt, Tt] and Nt+1 = f [Nt, Qt, Qt−1, Pt, Pt−1, Tt, Tt−1], respectively.
The results of these models indicated that, for low concentration, NBM1 had accurately predicted 79 of
80 concentrations, but for high concentrations, the prediction rate was 2 of 9. For NBM2, the predicted
high flows (10) were somewhat similar to the observed ones (9). However, the false alarm rate for
NBM2 was higher (7) than NBM1 (1). The critical success index for NBM1 was obtained as 0.214 and
0.200 for training and testing, respectively, and that for NBM2 was 0.286 and 0.188 for training and
testing, respectively. The authors concluded that none of these models can be considered superior
based on this analysis criteria, hence, suggesting a multi-tool approach. In their previous study,
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Markus et al. [93] compared the ANN model and linear regression model to calculate the uncertainty
in forecasting the weekly nitrate-nitrogen in the Sangamon River, Illinois. They stated that the ANN
model was more accurate than the linear regression model. The ANN model surpassed the linear
regression model by 3.30% and 4.42% of RMSE in testing and training phases, respectively.

Amiri and Nakane [89] compared BPNN and MLR on the basis of the total nitrogen prediction in
streams. The study was conducted in the Chugoku district of Japan, which contains 21 river basins.
Total nitrogen database, for year 2001, was collected from prefecture offices from Okayama, Shimane,
Hiroshima, Tottori and Yamaguchi. Six input variables were used for the prediction, which included
five variables for land cover percentage (urban area, forest area, agriculture area, grassland, and water
body) and the last variable for population density. The total nitrogen was predicted by utilizing 60% of
the data for training, 25% for controlling, and the remaining 15% for testing. BPNN consisted of six
input nodes for the corresponding six input variables, one hidden layer and one node in output layer
for total nitrogen prediction. The optimum number of nodes in hidden layer were selected by varying
the nodes from 0 to 13 and training the network 5 times for each variation and evaluating them on the
basis of correlation coefficient. The selected optimum BPNN had the following internal parameters:
input nodes: 6, hidden layer: 1, hidden layer node: 2, output node: 1, epochs: 11, 600. MLR model had
the same inputs as for the BPNN. For MLR modeling, a normality test was conducted for total nitrogen
and land cover data using Sharpio-Wilk test having p-value less than 0.05. Models were analyzed on
the basis of regression statistics and coefficient of the model (if the resultant was normally distributed).
Final regression model was developed by using backward approach. The goodness of fit of the models
was evaluated by regression of observed versus predicted and scatter plot. Comparison of the results
for both the models showed that the backpropagation model (R2 = 0.94) predicted the results more
precisely than the multiple regression model (R2 = 0.85)

Zeleňáková, Čarnogurská, Šlezingr and Słyś [90] predicted nitrogen and phosphorus
concentrations in river Laborec in Slovakia, employing dimensional analysis method. They used
Buckingham theorem to develop a prediction model utilizing important variables such as stream
discharge, area of catchment, stream velocity, temperatures of air and water, and pollutant concentration.
The equation established for nitrogen concentration was: π1 = 0.0039π13.805

2 and for phosphorus was:
π1 = 0.1868π9.7892

2 . These models were tested for the data of eight years (2003–2010); which was
collected from Slovak Hydrometeorological Institute and Slovakian Water Management Company in
Košice. Sensitivity analysis of the model stated that air and water temperature have major influence
on the prediction of concentration of nitrogen and phosphorus. Velocity and flow of water have
less influence and the catchment area has no influence on the prediction. By exploring the results of
the model, it was found that the model equations calculated the prediction values with an average
uncertainty of 31.33% for nitrogen and 32.30% for phosphorus.

7. Recommendation for Future Works

The precision of the predictive ANN model relies on many factors such as the amount of input
data provided to the model for training and testing, relevant input variables, and different types of
ANN methods used in the model. Based on the reviewed research works, we suggest some techniques
to improve the accuracy of the nitrogen predicting model and also to account for a large range of inputs.

a) Being the first step of modeling, the training is the most important part of the modeling procedure.
Various kinds of important information are provided to the model during training. The model
learns different patterns in the input data. Weights are updated during training [94]. Providing
ample data for training can lead to better precision of the model. Input data is divided into three
sets: training, testing and validation sets [95], and sometimes divided into two sets: training and
testing set, depending on the model. Training set is used for updating the weights and biases of
the model. Validation set is used for preventing the model from overfitting. While training, if the
validation accuracy is decreasing, then the model seems to be overfitting and the training should
be stopped. Testing set is used for testing the output of the model in order to confirm the accuracy
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of the model. These sets are divided on certain percentage of input data, either provided by user
or divided, by default, by the model. By default, ANN modeling software uses 70% of the input
data as the training data, which may be less for getting higher accuracy, 15% for validation and
the remaining 15% for testing. In order to increase the accuracy of the model, we suggest using a
higher percentage of data for training, i.e., about 80% to 90%. The remaining is to be divided
equally for validation and testing. While dividing the input data into the training, validation and
testing set, it should be ensured that these sets are statistically similar. In order to increase the
learning capacity of the model, it should be ensured that the model is exposed to the maximum
and minimum values of the inputs while training.

b) The accuracy of the AI model also depends on the types of inputs provided to the model [96].
Since there are many input variables upon which the nitrogen in streams depends, we suggest
considering all the relevant inputs and then performing a sensitivity analysis to select the highly
sensitive input variables for the prediction. Some of the relevant inputs are daily average rainfall
data, daily average river discharge, daily average water temperature, historical data of nitrogen
in streams, land use pattern, Julian day, amount of fertilizer applied in the catchment area, and
the amount of nitrogen per day added from point sources. Using many input variables leads to
the increase in the complexity of the network, which often effects the results of the network. To
avoid this complexity, the user should avoid selecting the inter-dependent variables, for example:
if the runoff data is included in the input data then the precipitation data can be avoided because
runoff is dependent on precipitation and has the same pattern as that of precipitation.

c) ANN is divided into different types, which are utilized for modeling hydrological parameters
having different complexity levels. For creating a model involving a huge set of input variables,
we suggest creating a hybrid model, which has higher accuracy. The ANN model has to be
clipped with other models to create a hybrid model, and hence, it improves the accuracy of
the resultant model. Zhang, Zhang and Li [87] utilized a hybrid model (ARIMA and RBFNN)
to predict the monthly total nitrogen, and the mean absolute percentage error was reduced to
7.017%. However, in this case, they used only historical monthly data as input to the hybrid
model; hence, a hybrid model with a wide range of relevant stochastic input variables will attain
increased accuracy.

8. Conclusions

This research paper reviews the previous uses of ANN for the prediction of nitrogen compounds
in streams. The efforts that have been made in past decades to predict the nitrogen compounds with
greater accuracy are also demonstrated in this work. The current condition of rivers in terms of
nitrogen compound concentration is discussed. The major non-point source of nitrogen in the streams
is the fertilizer applied in agricultural fields. Excess nitrogen concentration in streams leads to human
health issues. The operations of many water treatment plants depend on the concentration of nitrogen
in the river. In the past two decades, ANNs have shown greater reliability in predicting the nitrogen
compounds and have also helped in optimizing the sources of nitrogen input to the streams. The
analysis of the literature reveals that published papers on the prediction of nitrogen compounds using
hybrid models are limited. This study suggests the usage of a hybrid model along with the set of
suggested relevant input variables and training procedures.
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