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Research on systems and circuits for interfacing sensors has always been, and will
surely be, a highly prioritized, widespread, and lively topic. This is because each applica-
tion that has usefulness in the real world inevitably needs to perceive and elaborate some
kind of magnitudes coming from it. For this reason, however, advances in technology
in many fields continuously pose new challenges in designing electronic interfaces. In
particular, they have to satisfy parameters strictly related to the magnitude under evalu-
ation, such as sensitivity and resolution, in addition to fulfilling new constraints coming
from the particular macro-system into which the sensor interface is embedded, such as
low power consumption and low cost. To make it even more challenging, with the first
interfacing stage typically analog, it does not gain much benefit from the technology scaling
in terms of chip area reduction and power consumption, whereas it has typically to deal
with parasitic elements that are of the same magnitude as the sensing element. Therefore,
the aim of this Special Issue has been to gather works that present new possible solutions
regarding electronics for sensors, both related to the analog processing stage as well as
including the digital processing section. Published manuscripts well embody the advances
and the latest novel and emergent results on the Special Issue topic, showing best practices,
implementations, and applications.

This Special Issue contains a selection of 16 papers covering photomultiplier tubes and
silicon photomultipliers (PMTs and SiPMs) interfaces and applications [1–3], techniques
for monitoring radiation levels [4,5], electronics for biomedical applications [6–8], design
and applications of time-to-digital converters [9–11], interfaces for image sensors [12,13]
and general-purpose theory and topologies for electronic interfaces [14–16].

In [1], Bosch et al. describe how it is possible to use together photomultiplier tubes and
silicon photomultipliers in a high-pressured Xenon particle detection chamber as part of the
Neutrino Experiment with a Xenon Time projection chamber (NEXT)–White experiment.
In [2], Calò et al. address how it is possible to take full advantage of SiPMs intrinsic fast
response time for characterizing and modeling the same SiPM when parasitic elements
are associated with the interconnection between the sensor and the interface degrade its
performances. In [3], Stornelli et al. propose a discrete-transistors level electronic interface
for SiPMs. The interface is based on the novel active block called second-generation voltage
conveyor (VCII) and has therefore the capability of working both in voltage and current
mode taking advantage of both approaches.

In [4], Jeon et al. propose a power-efficient interface for battery-powered dosimeters.
The manuscript presents both the analog and the analog-to-digital conversion stages and
proposes a sampling scheme that allows the analog to digital converter (ADC) to only
operate near its peak value. In [5], Holovatyy et al. design and implement a microcontroller-
based radiation monitoring system that is able to detect if excessive radiation exposure is
experienced in order to prevent long-term damages.

In [6], Castro et al. propose a novel bioreactor for biological tissue engineering that is
able to remotely stimulate magnetoelectric scaffolds through a magnetic field, and therefore,
via the scaffolds, provide a mechanical or electrical stimulus to the cells contained in the
reactor. In [7], Zhan et al. propose a novel methodology for indoor gas analysis based
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on a one-dimensional convolutional neural network, capable of detecting harmful gas
components by extracting nonlinear features of the analyzed samples. In [8], Kumngern
et al. propose the implementation of a fifth-order low pass filter for electrocardiogram
(ECG) acquisition purposes.

In [9], Chen et al. propose a novel gas flowmeter based on a microcontroller and
a time-to-digital converter aimed at solving common gas flowmeter drawbacks such as
pressure loss, reduced range, and contact measurement. In [10], Song et al. proposed
the implementation of a nonuniform multiphase time to digital converter, by means of a
Cyclone 10 FPGA as a working platform, achieving a resolution of 8.8 ps and showing
insensitivity to temperature variations. Another time-to-digital converter implementation
is shown by Shin et al. in [11], with the feature to be reconfigurable and the aim to be used
in electrical impedance spectroscopy.

Zamora et al. propose in [12] a complementary metal oxide semiconductor (CMOS)-
based analog front-end transceiver for ultra-sonic imaging. The piezoelectric ultrasonic
transducer was fabricated on top of the interface substrate. In [13], Li et al. tackle some
of the limitations that affect typical CMOS sensors such as linearity degradation caused
by in-pixel circuitry and propose the introduction of a pre-distortion circuit based on a
nonlinear ramp generator to replace linear ones commonly adopted.

In [14], Zhang et al. propose a modeling of the temperature hysteresis of inertial
navigation systems used in aerial navigation and a novel compensation methodology.
Marszalek and Duda, in [15], present the design and performances of a simultaneous and
multifrequency impedance measurement system used with four inductive loop sensors
for detecting vehicles’ magnetic profile. Finally, in [16], Pettinato et al. propose a current
reference circuit based on the LT199x amplifier, which has increased accuracy and linearity
with respect to commonly adopted op-amp-based solutions.
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Abstract: This article describes the event detection system of the NEXT-White detector, a 5 kg high
pressure xenon TPC with electroluminescent amplification, located in the Laboratorio Subterráneo
de Canfranc (LSC), Spain. The detector is based on a plane of photomultipliers (PMTs) for energy
measurements and a silicon photomultiplier (SiPM) tracking plane for offline topological event
filtering. The event detection system, based on the SRS-ATCA data acquisition system developed in
the framework of the CERN RD51 collaboration, has been designed to detect multiple events based
on online PMT signal energy measurements and a coincidence-detection algorithm. Implemented
on FPGA, the system has been successfully running and evolving during NEXT-White operation.
The event detection system brings some relevant and new functionalities in the field. A distributed
double event processor has been implemented to detect simultaneously two different types of events
thus allowing simultaneous calibration and physics runs. This special feature provides constant
monitoring of the detector conditions, being especially relevant to the lifetime and geometrical map
computations which are needed to correct high-energy physics events. Other features, like primary
scintillation event rejection, or a double buffer associated with the type of event being searched, help
reduce the unnecessary data throughput thus minimizing dead time and improving trigger efficiency.

Keywords: xenon TPC; trigger concepts; data acquisition circuits; FPGA

1. Introduction

NEXT-White [1] is the phase one of NEXT-100 [2], an experiment to measure the
neutrino double beta decay. The main objectives of NEXT-White are to demonstrate the
High-Pressure Xenon Gas (HPGXe) TPC technology and to measure and validate the
background model for the next generation of NEXT (Neutrino Experiment with a Xenon
TPC) detectors. NEXT is a staged experimental program aiming at the detection of ββ0ν in
136Xe, using successive generations of high-pressure gaseous xenon electroluminescent
Time Projection Chambers (HPXe EL-TPC). While other xenon experiments (EXO [3],
KamLAND-Zen [4]) have an approach of large exposures at the cost of losing energy
resolution (and therefore background rejection potential), the HPGXe TPC technology has
demonstrated an excellent energy resolution (1% FWHM at the Q value of the double beta
decay [5]) and an impressive topological rejection factor thanks to the relatively low density
of the xenon gas and to the tracking system with SiPMs [6]. These two tools provide a very
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low background index in the region of interest near Qββ, a fundamental parameter for
next generation detectors.

NEXT-White uses a 5 kg high-pressure gaseous xenon TPC with electroluminescence
(EL) charge amplification and optical readout. The detector, a prototype of NEXT-100, is
based on a PMT plane for energy measurements and a SiPM tracking plane for topological
event filtering. The experiment has been operating since the end of 2016 at the Laboratorio
Subterráneo de Canfranc (LSC) in Spain and will end its data-taking and be replaced by
NEXT-100, during 2021. The NEXT-White detector, being a demonstrator of the 100 kg scale
NEXT-100 detector, is needed to prove all the technical solutions that will be implemented
in the later detector. Specially, the background budget of the different materials and
components was strictly controlled to minimize it.

NEXT-White is an optical TPC. Ionizing radiation excites and ionizes the gas producing
primary scintillation (S1) and ionized electrons. The presence of a moderate electric field in
the active volume prevents their recombination, drifting them towards the amplification
region near the anode (EL region). In the anode, a more intense electric field accelerates the
electrons producing a secondary scintillation (S2) as a result of an amplification process.
The light is detected with two sensor planes in opposite sides of the detector vessel (see
Figure 1). The PMT plane measures event energy by integrating the amplified S2 signal
with 12 PMTs (Hamamatsu R11410-10) with a total area coverage of 31%. This plane
is also responsible for the detection of the primary scintillation light that provides the
event t0 and allows to position the event in the axial axis of the detector [7,8]. The SiPM
Plane, instrumented with 1792 SiPMs (SensL series-C) in an array at a pitch of 10 mm,
detects the light produced in the EL region allowing topological reconstruction that helps to
discriminate double beta decay events from the background, being a unique characteristic
of pressure gas detectors.

Figure 1. Schematic view of the NEXT-White Detector. Top right: Picture of the PMT sensors plane. Top left: Picture of the
SiPM sensors plane. In the active volume of the TPC: Drawing with the principle of operation of the detector.

The Data Acquisition System (DAQ) in NEXT-White is an enhancement of the system
developed for the NEXT-DEMO detector [9], the first prototype of NEXT-100. A double
data circular buffer has also been implemented to reduce dead time. DAQ also implements
data compression to reduce data throughput, which also has a remarkable impact on
decreasing overall system dead time.

Event detection systems for argon or xenon TPCs such as those from LUX, LZ,
DARKSIDE-50 and PANDA [10–13], as well as NEXT-White TPC, are based on fast detec-
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tion events (S1, S2, or both) either per PMT, or using a signal sum of several PMTs. The
detection operation is carried out by means of temporal, amplitude or energy parameters.
Moreover, it is common to have a second level of detection that requires the coincidence
of hits in a time window. In addition to these, the event detection system described in
this article brings some relevant and new functionalities. First, it adds more complex
event selection flexibility since the S2 expected signals generated by MeV electrons in
NEXT-White are very diverse due to the large variety of possible topologies of the events.
Second, the system allows to carry out calibrations while taking physics data, ensuring
a dynamic calibration. And third, the double circular buffer can be prioritized for a type
of event thus reducing dead time for this selected event, generally, physics data versus
calibration data.

2. Event Detection in NEXT

NEXT-White can provide a measurement of the two-neutrino double beta decay
mode. Furthermore, to fully validate the detection technique, the NEXT collaboration must
perform several studies in three different areas. First, the comparison of the background
model extracted from in situ data-taking with the expected contribution to the radioactive
budget of the different components. Second, to determine the energy resolution that must
be in the order of 1% FWHM for energy depositions near the Q-value of the decay (Qββ),
that is 2.458 MeV. And third, the background rejection efficiency of the topological signature
characteristic of this type of TPC.

Detector calibration and definition of the background model requires the detection of
events of different characteristics. Alpha, electron, gamma, x-ray events associated with
diverse sources (222Rn, 137Cs, 232Th, 22Na, and 83mKr) and muons, together with distinct
field settings, have been studied to understand the detector in a wide range of energies,
as well as to measure its energy resolution [5,14–16]. Equalization of the PMT gain is also
foreseen in dedicated runs by means of regular LEDs that generate pulses periodically.

The event detection is performed by reading the signal of the PMT sensors. As
commented in Section 1, one of the strengths of the NEXT technology is the capability to
reconstruct the topology of the electrons in the gas. In a TPC, different topologies imply
different temporal distributions of the charge reaching the amplification region and thus
different amplitude and time duration pulses in the PMT sensors.

In order to identify diverse types of events, different event detection approaches have
been explored. Figure 2 shows the typical type of searches applied in the experiment. In
the most common approach, DAQ must identify online S2 signals in a set of PMT sensors
synchronously. The S2 signal is centered in the middle of the data acquisition time window,
while the pre-trigger data shows the S1 signal, indicating the time drifted by the electrons
that have a linear relation with their initial position in the detector, thus allowing for a 3D
reconstruction of the event. In this approach, a peak-finding offline algorithm searches
for the S1 that can be as small as one photoelectron per PMT. In other approach, the same
identification procedure is used to identify synchronously S1 signals online in a set of PMT
sensors, searching also for the corresponding S2 offline. Both approaches are valid for
detector calibration and physics data.

External trigger and a set of LEDs arranged in the chamber planes are also needed for
test purposes and gain equalization of the different types of sensors.
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Figure 2. NEXT-White most common signal searches: (a) Online S1 signal search, with offline S2 signal search; (b) Online S2

signal search with offline S1 signal search. In both cases, a data acquisition window of 1300 μs and pre-trigger of 650 μs
is applied.

3. NEXT-White Data Acquisition Hardware Architecture

3.1. Hardware Architecture

NEXT-White DAQ System, described in [17], is based on the SRS-ATCA (Scalable
Readout System ported to the Advanced Telecommunications Computing Architecture
standard) jointly developed by the NEXT Collaboration, CERN-PH and IFIN-HH Bucarest
in the framework of the CERN RD51 collaboration [18,19]. Based on FPGA, it provides a
customizable interface between a wide range of front-end and DAQ. Originally developed
for micropattern gaseous detectors (MPGDs), it has also been used with other sensors such
as PMTs and SiPMs. This flexibility is achieved via generic plug-in cards to a common
module for all applications, the SRS DAQ module. The SRS default online system for RD51
users is DATE (ALICE Data Acquisition and Test Environment) [20], though other software
options are possible, like RCDAQ [21,22].

The SRS DAQ module (referred to as “ATCA blade” in Figure 3) provides real-time
digital processing through two Xilinx Virtex-6 FPGAs (XC6VLX240T-1ff1156). Each FPGA
is connected to a DDR3 SO-DIMM memory module that can be used as a data memory
buffer. Two on-board custom mezzanine connectors provide I/O flexibility for a wide
range of front ends. We use two different mezzanines: the EAD-M1 unit (ADC Card), with
24 ADC channels (12 bit, up to 60 MSa/s) and the DTC card, with 12 DTC links [23] on
HDMI connectors to interface digital front ends at a maximum speed of 200 Mb/s. DTC
stands for Data Trigger and Control and was specified in the framework of RD51′s SRS as
a 4-pair differential interface between digital front-ends and the SRS DAQ module. It can
be used for configuration and data transfer, and trigger purposes. The SRS DAQ module
also includes connection to a Rear Transition Module (RTM) for multiple GbE, 10 GbE
and other I/O connectivity, like two HDMI connectors for DTC connection and external
input/output NIM connection.

In the case of NEXT-White, on the one side, the SiPM plane is readout through the
SiPM Front-End Board (FEB) [24] and a DTC link to the SRS DAQ module. FEBs provide the
analogue front-end electronics for 64 SiPM sensors and digital processing through a Xilinx
Virtex-6 FPGA (XC6VLX130T-1ff784). On the other side, the PMT plane analogue front-end
is interfaced directly through the EAD-M1 unit, that is used to digitize the analogue signals
of the PMT sensors. In both cases, sensor data are sent individually to the DAQ PCs for
offline processing.
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Figure 3. NEXT-White Data Acquisition Hardware Architecture.

3.2. System Architecture

As shown in Figure 3, three SRS DAQ modules (in the figure ATCA blades) are needed
to read out the data from PMT and SiPM sensors, as well as to perform the event detection
and system control. In NEXT, each SRS DAQ module constitutes two independent modules,
five of them are used mainly for data acquisition purposes (DAQ Modules) and one for
system control purposes (Control Module). DAQ modules devoted to readout PMT sensors
can readout up to 12 PMTs each, while DAQ modules devoted to read SiPM sensor can
readout data from 12 FEB boards each. Since each FEB board digitizes, formats and sends
data form 64 SiPM sensors, 28 boards are enough to readout the total amount of sensors
needed, 1792 SiPM sensors.

For system control duties, the Control Module is connected with the other modules
through four LVDS-pair point-to-point connections (DTC links) devoted to clock distribu-
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tion, synchronization, system configuration and event command handling. DTC links are
also used to connect DAQ Modules to FEBs through DTC cards.

The readout works in push mode. DAQ Modules read out, time stamp and store data
coming from the front-end in a reconfigurable-length circular buffer, whose maximum size
corresponds to approximately six times the maximum detector drift time (up to 3200 μs).
The circular buffer is indeed a double circular buffer implemented on DDR3 memory.

Data are sent from the DAQ Modules to the DAQ PCs using optical 1 Gb/E links.
The online system, DATE, defines a hierarchy in the DAQ computers in which Local Data
Concentrator (LDC) PCs receive data that is merged in sub-events and sent to a set of
Global Data Concentrator (GDC) PCs. GDCs send complete events to the final storage.

DAQ Modules can be configured to limit data throughput. This feature prevents
data loss and also limits the number of LDC and GDC PCs needed. In NEXT-White three
LDCs and two GDCs suffice to handle the event data load of 120 MB/s initially set. Data
acquired near the detector is sent outside the LSC Hall to an external building where data
are analyzed and processed in a set of servers before being sent to final storage on tape.

A JAVA GUI implemented in the System Configuration PC is used to configure and
control the complete system through the Control Module. All the modules also send
slow control information that is processed by the GUI and sent to the detector Slow
Control System.

4. Event Detection System

4.1. Event Detection Architecture

In NEXT-White, event detection is based on two processing levels, distributed among
different modules, as shown in Figure 4. In the first level, from the early energy measured
in the PMT sensor, the Double Event Processor (DEP) generates event candidates, which are
sent to the second level, located in the Control Module. In this module, event candidates are
stored in the Multi-Hit Memory to be later processed by the Coincidence Event Processor
(CEP). This processor generates an Event Accept signal that produces data upload from
each DAQ Module buffer to the online system for later offline analysis.

Figure 4. NEXT-DEMO trigger scheme.
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Both DEP and CEP have a two-processor based parallel architecture. Each pair of
processors can be configured with a set of parameters to search for a different type of event
marked as EVT1 or EVT2 type. As mentioned in Section 2, the most obvious application
of these double event detection feature is to permit calibrations to be carried out while
taking physics data, ensuring high-quality and properly calibrated physics data. In this
context, EVT1 type is generally set to detect calibration events, while EVT2 type is devoted
to physics events.

As described in Section 3.2, DAQ data storage is partitioned into two circular buffers.
A central memory state machine manages the assignment and disposal of the buffers
and controls the memory readout. Sampled data are stored in the first available buffer.
Moreover, the use of the double circular buffer can be associated to the type of event,
allowing two modes of operation:

• Buffer Mode 1: Every type of event detected, EVT1 or EVT2 type, uses the double
buffer indistinctly. No priority is given no any event type.

• Buffer Mode 2: EVT1 type events only use one buffer. If at least one buffer is full, the
free remaining buffer is always reserved for the accommodation of EVT2 type events.
That means that priority is given to EVT2 type events. In this mode of operation, EVT2
type is devoted to detect physics data since it guarantees the minimum dead time for
this type of event.

4.2. External Trigger

The DAQ has a third mode of operation for external trigger and test purposes called
Test Mode. When this mode is set, event type configuration is not relevant and event
processors are set off. In this mode, when an external NIM pulse is detected, the Event
Accept is generated automatically. The trigger can be also be internally generated and
configured in frequency, so the external NIM trigger source is not needed.

In NEXT, the external trigger is used to calibrate the detector sensors. The aim of
the calibration is to equalize precisely the gain of the sensors. NEXT-White sensors are
calibrated using LEDs located in the PMT and the SiPM planes. In both type of sensor
calibration, the light of the LEDs is adjusted to have a response in the sensors on the order
of the single photo-electron.

In the case of the SiPM sensors, the LED, placed in the opposite plane, is connected to
a pulse generator outside the detector which generates synchronously the NIM external
trigger signal. This configuration allows acquiring data only in a window where the LED
is active. PMT sensors are calibrated with a similar procedure but, in this case, the LED
is placed in the SiPM plane and is controlled through the FEBs. No external NIM input
is needed since the Event Accept generation is internally synchronized with the signal
needed for the LEDs.

In both cases, since the signal under study is related to the single photo-electron signal,
the buffer needed can be of the order of hundred microseconds. On the one side, this
configuration strongly accelerates the acquisition rate as the data throughput is highly
reduced, compared to the usual data-taking. On the other side, it ensures that the signal
induced by the LED is in a fixed time position defined by the acquisition system facilitating
the data processing performed offline.

4.3. The Double Event Processor
4.3.1. Event Detection

As shown in Figure 5, each of the Double Event Detection processors generates event
candidates per selected PMT channel by means of configurable thresholds on amplitude
(baseline deviation and maximum amplitude relative to the self-calculated baseline), on
energy (maximum and minimum energy), and time (minimum and maximum length of
the event). Different configuration can be applied per PMT channel. Start and end of the
signal under study is defined by the baseline deviation threshold.
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Event timing is defined by the 40 MHz DAQ master clock generated in the Control
Module and it is distributed among DAQ Modules. This frequency matches with that of
the PMT signal sampling rate.

Due to capacitive coupling of the PMTs signal, the baseline needs to be restored by
a baseline restoration (BLR) algorithm. The effect of these DC rejecting capacitors on the
obtained analogue signals is similar to that of a high pass filter with a very low cutoff
frequency. Thus, the algorithm being implemented on the Event Detection block inside the
FPGA, aims at applying the inverse function of that high pass filter to the digitally acquired
signal from the PMT front end, described in [25]. A careful selection of the numerical
precision required for the digital implementation and a proper individual calibration
of every PMT channel allow a reconstruction of the original PMT output signal with a
neglectable error.

A configurable moving average filter applied to the output of the baseline restoration
block calculates its baseline value. Energy estimation is computed from the accumulation
of the difference between the signal and the calculated baseline whenever the signal is
beyond the baseline deviation threshold (noise is below 1 ADC count). The signal length is
also estimated. Comparing the estimated values with the aforementioned thresholds in
time, energy and amplitude, the event processor establishes whether the current signal is a
valid event candidate or not.

Figure 5. Example of signal candidate generation. In red, the complete set of configuration parameters
to generate an event candidate from a PMT signal. In blue, data estimated by the event processor
over the reconstructed signal by the BLR algorithm.

Table 1 shows the parameters applied to detect different calibration sources, muons
and beta decay physics. This set of parameters allows physic studies for low energy in the
range of tens of keV, while for high energy, from hundreds of keV to over 2.65 MeV.

Figure 6 shows a set of different event candidates for a RUN with a different range of
energies. In this case, EVT1 and EVT2 types are set for low and high energy event detection
respectively. The Kr event corresponds to an EVT1 type event, and the high energy electron,
the muon and the alpha events correspond to EVT2 type events.
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Table 1. Event detection parameters applied to detect some of the calibration sources, muons and
beta decay physics during RUN V. Same configuration applied in the event processor for all the PMT
sensors. Circular Buffer size of 1600 μs and pre-trigger of 800 μs.

Event
Type

Event Processor
Parameters

Coincidence Event
Processor Parameters

Energy Amplitude Time
Time Co-
incidence
Window

Coincident
Events

Accumulation of
ADC Counts

Relative to the Baseline μs μs
Number
of PMTs

Min Max Min Max Min Max

ββ 100,000 16,777,215 1 10 - 2 600 1.2 2

83mKr 5000 50,000 10 1000 2 40 1.2 2

232Th 220,000 16,777,215 10 2000 10 250 0.5 2

Muons 100,000 16,777,215 10 - 2 600 1.2 2
1 Maximum possible value (24 bits parameter).

4.3.2. S1 Event Rejection System

As mentioned in Section 2, one of the aims of the NEXT DAQ is to be able to identify
S1 signals online in a set of PMT sensor synchronously and, in this case, to search for the
corresponding S2 offline afterwards. This is challenging due to the low amplitude of the S1
signal, especially for low energy events.

When searching for S1 signals, due to the topology of the signal generated by some
radioactive sources used for calibration, a high number of non S1 hits are detected as signal
candidates. Some of the runs studied have up to 25% of “false” S1 signals. This happens
mostly at the beginning or at the end of S2 signals, as shown in Figure 7. S1 signal hits can
be tagged as false due to their topology or other effects that produce small signals too close
to an S2 signal to be considered a true S1.

The Double Event Processor has an additional module to reject the above mentioned
false S1 signals. When this system is activated, if an S1 signal is a valid event candidate,
it automatically searches for possible S2 signals in a time window around the time of the
detected event candidate. In this special case, if the S2 signal is detected, the previously
selected event candidate is rejected. The rejection time window is configurable in length,
as well as the time around the detected event candidate to start the search.

4.4. The Coincidence Event Processor
4.4.1. Event Accept Generation

The global Coincidence Event Processor (CEP) centralizes the searching of events in
the Control Module. This extra discrimination level is necessary to reject spurious events in
individual channel. Two more levels of discrimination are available. First, it is possible to
configure searches over a minimum number of event candidates per type in a time window
(Coincidence Window). Searches can involve from one to all of the PMTs hits, and the
Coincidence Window can be extended up to 1.6 μs. And second, two type of search can be
configured since the processor can search for only one signal, or for two following signals
in a defined time. These two different types of search give rise to two modes of operation:

1. Single Searching Mode.

This mode is oriented to the search of S1 or S2 signals. A set of S1 or S2 signals in a
coincidence window generate an Event Accept. Signals must be of the same type (EVT1 or
EVT2), but both can be searched in parallel. Priority is given to EVT2 events if both are
detected simultaneously.

2. Double Searching Mode.

This mode is oriented to the search of events, that is, an S1 signal followed by the
corresponding S2 signal. A double search implies that the system must be able to define
which event must be detected first and which one after. In the case of this searching mode,
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in the Double Event Processor, event candidates can also be defined as Type A or B, having
to be detected in this order. Generally, Type A represents an S1-like signal and Type B is an
S2-like signal. The Event Accept is defined as a combination of the two-consecutive type
of signal detected. Strictly, the Event Accept is generated when a set of Type A detected
signals is followed, inside a window time, by a set of Type B detected signals, which can
be different. In other case, the system looks for another set of type A signals, starting the
Event Accept searching process again.

Figure 6. Set of events with a different range of energies from RUN 8250. General configuration: Circular Buffer size of
1600 μs and pre-trigger of 800 μs. EVT1 type set for low energy: Maximum amplitude of 1000 ADC counts, minimum and
maximum amplitude thresholds of 5000 and 50,000 sum of ADC counts, and minimum and maximum time thresholds of 2
and 40 μs. EVT2 type set for high energy: Maximum amplitude of 4095 ADC counts (maximum possible value), minimum
and maximum amplitude thresholds of 50,000 and 16,777,215 (maximum possible value) sum of ADC counts, and minimum
and maximum time thresholds of 2 and 600 μs.
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Figure 7. Run 7979 83mKr energy deposition signal (S2) in PMT0 with possible false S1 signals after
and before the S2 signal that could be set as possible event candidates.

In the case of Single Searching Mode, only Type A signals defined are used by the CEP
to generate an Event Accept. Type B signal configuration is ignored by the processor.

Figure 8 shows an example of double search that generates an Event Accept. In blue,
number of events and time measured; in brown, configuration required for an Event Accept.
For each type of signal, if more than one PMT is involved, the starting time is set by the first
detected hit among them. Once a set of signals satisfies Type A conditions (at least 3 signals
in the same time bin in the example), the processor looks for Type B signal candidates.
As seen in the figure, in less than 625 μs (maximum difference allowed between Type A
and B signals), at least 3 Type B signals are detected in 850 ns, satisfying Type B proposed
conditions and, therefore generating an Event Accept.

Since PMT sensors can be readout by different DAQ Modules, event timing is defined
by the 40 MHz DAQ master clock generated in the Control Module as previously stated in
Section 4.3.1. This clock is distributed through the DTC links and synchronized at the level
of a clock period among modules.

Statistics per event type of the Event Accept finally processed and lost are continuously
sent to the offline system for later analysis of the background rate and half-live of the two
neutrino double beta decays over the time for a run.

Events lost occurs when an Event Accept is rejected in some conditions. Independently
of the searching mode, when an Event Accept is generated, processing continues and no
other events are accepted until the buffer is complete and ready to be downloaded. In this
special case, new Event Accept are rejected but do not contribute to the event lost statistics.
However, when buffers are full, Event Accepts are also rejected and counted as lost events.
In the case of the buffer full condition, the system will reject Event Accepts depending on
the Buffer Mode selected and event type detected, as described in Section 4.1.
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Figure 8. Event Accept example in Double Searching Mode: Run 4405 electron like Type A signal followed by a Type B
signal for PMT0, PMT1 and PMT2. Double Search configuration set: 625 μs Maximum Time Event A to B. Type A signal
configuration set: 50 ns Coincidence Window (CWA) and 3 minimum number of PMT hits (NA). Type B signal configuration
set: 1250 ns Coincidence Window (CWB) and 3 minimum number of PMT hits (NB).

4.4.2. Multi-Hit Memory Concept

DAQ Modules are continuously sending event candidates to the Control Module.
Event candidate related data, time-stamp and channel number, are stored in a Multi-Hit
Memory that is implemented in a true dual port RAM. Each of the available Multi-Hit
Memories (one per type of event) has the size, or an exact divisor, of the programmed
Circular Buffer, allowing multiple configurations in size of the Circular Buffer. The Multi-
Hit Memory stores, per cell, the number of possible hits, type A or B for double search, and
channel hit, with the minimum number of bits to reduce the data memory needed.

Each memory data cell of a Multi-Hit Memory points to a timer related value. This
timer is the Fine Timer (FT). The FT is connected to the 40 MHz DAQ master clock. The FT
synchronizes event time-stamps and event accept timing among modules.

As shown in Figure 9, when a signal is detected, the system performs a set of steps to
generate an Event Accept:

1. When a signal is below the threshold set (Baseline Deviation Threshold), the event
time-stamp and channel are stored: FTN and CHN respectively.

2. When the signal is above the Baseline Deviation Threshold, estimated values are
checked. If the signal satisfies the configuration set, the event is considered as detected,
if not, event candidate data stored are discarded.

3. The event candidate data are sent to the Control Module. Event data transmission
and memory writing take around 2 μs.
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4. Event candidate’s data received in the Control Module are stored in the Multi-Hit
Memory in the correspondent position to FTN in the memory. As mentioned above,
DAQ and Control Timers are synchronized by the DAQ system master clock.

5. In order to guarantee that the complete signal under study is stored, an amount of
time must elapse prior to starting processing the hits. The time elapsed must be at
least the time corresponding to the configured buffer pre-samples and maximum time
threshold.

6. It is then when processing starts from the beginning of the memory. To speed up
processing, the Coincident Event Processor runs at 200 MHz. Moreover, groups of
16 memory cells are read out and stored in a shift register performing a flash detection
in one clock cycle. Moreover, only one clock cycle is needed to read and clear the cells.
In the case a hit is found, it takes 16 cycles to process the shift register. Processing
implies searching for other hits and getting the total number of hits in the coincidence
window set. The fast processing guarantees that the event detected in FTK time is
sent completely including the configured number of pre-event samples.

7. Depending on the configuration applied (searching mode), only Type A, or also Type
B defined signals, are considered. If the number of hits and the time between them
satisfies the configuration, Event Accept is generated and sent to the DAQ Modules.
The Control Module sends to the PC farm data about the configuration set and the
sensors involved in the Event Accept generated.

8. Upon arrival of the Event Accept in the DAQ Modules, the end of the buffer is
calculated with the Event Accept data sent and the configured buffer size and pre-
events. Once the buffer is filled, buffer data is readout and formatted, and sent to the
PC farm.

Figure 9. System event detection and Multi-Hit Memory scheme and functionality example.

As seen above, the event detection system processors introduce latency that does
not affect its functionality due to the large buffer provided and the possibility to send a
configurable number of pre- and post-event data.

5. System Performance

5.1. Data Acquistion

The intensive calibration campaigns, especially with 83mKr sources and their event
topology associated, have prioritized the S2 signal detection over S1 using the Single
Searching Mode. This decision was taken based on sheer simplicity as S2 signals are

17



Sensors 2021, 21, 673

noticeably more prominent than S1 signals further requiring a less precise configuration.
This is especially the case with 83mKr sources as their weak S1 signal is hard to distinguish
from a dark count-induced response at a given PMT, as can be seen on Figure 6. This,
of course, is not the case of the high energy sources where S1 triggering would not be as
challenging. However, for offline processing simplicity, because the signal that causes the
Event Accept is always in the same position in the acquisition window, it is desirable to
configure both processors for S2 signal detection. Despite this, all the described features,
among them the Double Searching Mode, have been successfully tested and validated.

An advantage of the event detection system is the possibility to simultaneously
perform very long calibration runs with low energy sources (tens of keV) combined with
searches for high energy physics (few MeV) events. The simultaneous data-taking scheme
is of vital importance for the experiment and one of the highlights of the acquisition
system as it permits to have deep knowledge at all times of the electron lifetime and the
geometrical corrections maps, necessary ingredients to correct high energy events and
achieve the objective energy resolution as described in [5,16]. Moreover, this scheme is
not only important to maximize the detector potential but also to monitor the detector
status during the data-taking as the event rate of the high energy events, aside from the
calibration periods, is considerably small, of the order of few hundreds of mHz. Therefore,
any deviation from the standard operation is considerably harder to notice in the high
energy events, and if relaying only on it, the reaction time would be much worse. Once
this feature was included and tested properly, NEXT-White has carried out several runs
during two years, combining calibration with low and high energy, using 83mKr and 228Th
sources, low background or double beta decay searches. Around 900 million events have
been processed along this period of time. In each run, the low-energy events acquired are
used to compute the lifetime and geometric correction maps that are used to correct the
high-energy events.

In addition to the simultaneous data-taking, another tool that is proving itself to
be greatly beneficial for the experiment, is the capability to keep count of rejected Event
Accepts that are considered lost events by the DAQ (see Section 4.4.1). This can be used
as an estimate of the dead time of the detector on a run-by-run basis, allowing to correct
each run individually by the number of known lost events. Proper understanding of the
lost events is required in order to compare the measured background with the expected
one and thus correctly extract the half-live of the two neutrino double beta decays over the
time for a run.

5.2. Dead Time

Another innovative feature reported is the association of the type being searched
with the use of a double buffer. This feature has an impact in the dead time for the events
selected as EVT1 or EVT2 type, as described in Section 4.1. Table 2 shows three runs taken
with the same configuration where dead time increases with data rate, which has been fixed
by adjusting the quantity of 83mKr in the chamber. Data rate can be lowered by adjusting
the event detection parameters though runs are configured with a wide margin in them so
that no bias is expected in the data analysis even at the cost of an increase of the dead time.
Moreover, the table shows that almost the total data rate is due to the 83mKr source events,
with the beta decay events representing less than 0.5% of the total rate.
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Table 2. Three run statistics with general configuration: Single Searching Mode, two type of S2 events
(83mKr and beta decay events), 24 h, buffer priority for beta decay events, at least 2 PMT hits in a
Coincidence Window of 1.2 μs, data compression applied.

Total
Event
Rate

Data
Rate

EVT
Rate

Dead Time
Rate

EVT2 EVT1 EVT2

7520 20.78 Hz 31.78 MB/s 1.95 Hz 9.4% 3.8%

7512 27.27 Hz 41.66 MB/s 1.01 Hz 16.4% 5.3%

7502 76.53 Hz 77.28 MB/s 0.84 Hz 39.2% 15.15%

Data throughput bottleneck can be easily solved adding more Local and Global Data
Concentrator PCs (LDCs and GDCs) to the online system. For the time being, due to the
current needs of the detector, a maximum throughput of around 120 MB/s has been fixed
in the online hardware configuration described in Section 3.2.

Dead Time improves when only one event processor is used. This is mainly because
the double processor shares the double buffer and the GbE links to readout the data. Table 3
shows that dead time for a high energy run can be almost negligible if only one processor
is used. In the runs shown, for beta decay events, dead time decreases from 0.46% to 0.03%.

Table 3. Two run statistics with general configuration: Single Searching Mode, 24 h, buffer priority
for beta decay events, at least 2 PMT hits in a Coincidence Window of 1.2 μs, no data compression
applied. RUN 8087 is set for two type of S2 events (83mKr and beta decay events) and RUN 8091 is
set for one type of S2 events (beta decay events).

RUN
Total
Event
Rate

Data
Rate

EVT
Rate

Dead Time
Rate

EVT2 EVT1 EVT2

8087 8.56 Hz 26.25 MB/s 0.089 Hz 1.06% 0.46%

8091 0.097 Hz 0.31 MB/s 0.097 Hz - 0.03%

5.3. Trigger Efficiency

Trigger efficiency has been also studied, for low and high energy searches, specifically
for 83mKr and 228Th sources. In both cases, independent events have been obtained from
coincidences with other events. This has been done by looking at events that have an
additional S2 candidate aside from the S2 which caused the Event Accept. The additional
S2 signal has been characterized and only signals which are fully compatible with the
event under study have been kept, filtering out any incompatible S2. In particular, events
have been chosen based on their well-known energy and their position within the buffer
window, leaving enough margin from the event accept position (at the middle of the buffer)
to avoid interferences. These events are completely uncorrelated with other events in the
buffer window and, therefore, are an unbiased sample which can be used to evaluate the
event detection efficiency. This strategy has been used for low and high energy events.
Selected data have been processed by a Python model of the event detection system. For
each type of event under study, individual event search and possible coincidences are set
with the same conditions of the runs under study. Event Processor has shown an efficiency
of 100%, but as it is shown in Table 4, the Coincidence Event Processor reduces the event
detection efficiency for both type of events to a value between 97–98%. Table 4 also shows
that there is a margin of improvement to the 98–99% widening the coincidence window to
its maximum possible value. In any case, the number of events lost due to event detection
efficiency is below the one shown due to dead time.
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Table 4. Coincidence Event Processor efficiency results. Configuration under study: Two mini-
mum PMT hits in a Coincidence Window (CW) of 1.2 μs (run parameter) and 1.6 μs (maximum
possible value).

RUN
Event
Type

Searched

Number
of

Events

Event Detection
Efficiency

CW = 1.2 μs CW = 1.6 μs

7492 83mKr 41,101 97.33% 98.25%

7738 228Th 3511 98.15% 99.09%

The efficiency reported integrates all selected events for the study without taking
any additional considerations. Full geometrical and energetic characterization will be
performed in the future.

6. Conclusions

This paper has presented the NEXT-White Event Detection System, adapted from the
latter prototype NEXT-DEMO, fully commissioned and deployed in NEXT-White, and
ready to be dimensioned (thanks to its modularity) and installed in NEXT-100. The system
has evolved during the four years of operation of the detector, being an important tool to
prove its event identification capabilities. Its performance, reliability and robustness in the
simultaneous calibration and double-beta physics searches have been thoroughly tested.

Among many other, the key feature of NEXT-White, and future NEXT detectors, is
the capability of detecting a wide variety of events with the highest efficiency. This fact
helps to avoid an excess of data throughput and reduces the amount of offline data to
be analyzed. The system described is able to search for events in a very wide dynamic
range, triggering in the S1 or S2 signals of different types of sources, from Kr events that are
very low in amplitude and short, to other events with very high amplitude, like S2 alpha
events, or very long like muons, thanks to the high versatility and configurability of the
processors implemented.

Moreover, the number of lost events shows a remarkable improvement when only one
event processor is used, as stated in Section 5.2. Anyway, in the case the double processor
is used, the number of lost events is low for one type of event, considered of interest. In
this sense, the modular hardware used that allows to expand easily the data throughput,
as well as the programmability of the implemented system, have both demonstrated its
adaptability to the new detector demands.

7. Future Work

NEXT final detector is more demanding in terms of readout channels and chamber
drift time, which implies more DAQ buffering and processing capacity. The event detection
system will need to cope with the processing of more channels, up to 60 PMT signal
sensors compared to the 12 of NEXT-White. From this point of view, the advantage of the
current modular DAQ and event detection system is that it has been dimensioned from
the beginning to cope with the number of sensors that will allocate NEXT-100. Due to the
modularity of the RD51 electronics and DATE, DAQ hardware and online system can be
easily scaled.

Next step in the NEXT collaboration will be to extrapolate the technology to a 1-ton
scale detector. This will imply a deep revision of the detector that will affect completely
the DAQ and the event detection system like the replacement of the PMT sensors of the
Energy Plane by SiPM sensors. This will imply the study of new detection techniques since
the sensors show a completely different behavior. Studies of new detections algorithms
based on the concepts learned in the previous detectors must be carried on.

Another line of improvement is the reduction of the dead time in double searching
mode (see Sections 4.4.1 and 5.2). In addition to scaling the online system, a double buffer
per type of event could be foreseen. Both could reduce dead time drastically for every type
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of event. In the same direction, to provide 10 Gb Ethernet connection would speed up data
download, reducing dead time as well. DAQ modules have foreseen this type of connection,
but the current online system, DATE, does not support any more UDP transactions. For
this reason, the use of other online systems, like RCDAQ (PHENIX experiments), is under
study. In the short term, next version of DAQ will provide a configurable size of buffer per
event type. This will reduce the data throughput for low energy events in the simultaneous
calibration and double-beta physics searches.

Author Contributions: Conceptualization, R.E.B., J.F.T.A., V.H.B., A.S.E., F.M.C., V.Á.P., J.R.S., M.Q.S.
and F.B.M.; methodology, R.E.B. and A.S.E.; software, R.E.B. and A.S.E.; validation, R.E.B., A.S.E. and
F.M.C.; formal analysis, R.E.B. and A.S.E.; investigation, R.E.B., J.F.T.A., V.H.B., A.S.E., F.M.C., V.Á.P.,
J.R.S. and M.Q.S.; writing—original draft preparation, R.E.B.; writing—review and editing, R.E.B.,
J.F.T.A., V.H.B., A.S.E., F.M.C. and J.R.S.; visualization, R.E.B. and A.S.E.; supervision, R.E.B.; project
administration, R.E.B., J.F.T.A.,V.H.B., A.S.E. and F.M.C.; funding acquisition, R.E.B., J.F.T.A., V.H.B.
and F.M.C. All authors have read and agreed to the published version of the manuscript.

Funding: The NEXT collaboration acknowledges support from the following agencies and in-
stitutions: the European Research Council (ERC) under the Advanced Grant 339787-NEXT, the
Ministerio de Economía y Competitividad and the Ministerio de Ciencia, Innovación y Univer-
sidades of Spain under grants FIS2014-53371-C04, RTI2018-095979, the Severo Ochoa Program
SEV-2014-0398 and the María de Maetzu Program MDM-2016-0692; the GVA of Spain under
grants PROMETEO/2016/120 and SEJI/2017/011; the Portuguese FCT under project PTDC/FIS-
NUC/2525/2014, under project UID/FIS/04559/2013 to fund the activities of LIBPhys, and under
grants PD/BD/105921/2014, SFRH/BPD/109180/2015 and SFRH/BPD/76842/2011; the U.S. De-
partment of Energy under contracts number DE-AC02-06CH11357 (Argonne National Laboratory),
DE-AC02-07CH11359 (Fermi National Accelerator Laboratory), DE-FG02-13ER42020 (Texas A&M)
and DE-SC0019223/DE-SC0019054 (University of Texas at Arlington); and the University of Texas
at Arlington. DGD acknowledges Ramon y Cajal program (Spain) under contract number RYC-
2015-18820. We also warmly acknowledge the Laboratori Nazionali del Gran Sasso (LNGS) and the
Dark Side collaboration for their help with TPB coating of various parts of the NEXT-White TPC.
Finally, we are grateful to the Laboratorio Subterráneo de Canfranc for hosting and supporting the
NEXT experiment.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data collected through research presented in the paper are available
on request from the corresponding authors.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Monrabal, F.; Gómez-Cadenas, J.J.; Toledo, J.; Laing, A.; Álvarez, V.; Benlloch-Rodríguez, J.; Cárcel, S.; Carrión, J.; Esteve, R.;
Felkai, R.; et al. The NEXT White (NEW) detector. J. Instrum. 2018, 13, P12010. [CrossRef]

2. Álvarez, V.; Borges, F.I.G.M.; Cárcel, S.; Carmona, J.M.; Castel, J.; Catalá, J.M.; Cebrián, S.; Cervera, A.; Chan, D.; Conde, C.; et al.
NEXT-100 Technical Design Report (TDR). Executive summary. J. Instrum. 2012, 7, T06001. [CrossRef]

3. EXO-200 Collaboration. Search for neutrinoless double-beta decay with the upgraded EXO-200 detector. Phys. Rev. Lett. 2018,
120, 072701. [CrossRef] [PubMed]

4. KamLAND-Zen Collaboration. Search for Majorana neutrinos near the inverted mass hierarchy region with KamLAND-Zen.
Phys. Rev. Lett. 2016, 117, 082503. [CrossRef]

5. The NEXT Collaboration; Renner, J.; López, G.D.; Ferrario, P.; Morata, J.H.; Kekic, M.; Martínez-Lema, G.; Monrabal, F.;
Gómez-Cadenas, J.J.; Adams, C.; et al. Energy calibration of the NEXT-White detector with 1% resolution near Qββ of 136Xe.
JHEP 2019, 2019, 230. [CrossRef]

6. The NEXT Collaboration; Ferrario, P.; Benlloch-Rodríguez, J.M.; López, G.D.; Morata, J.H.; Kekic, M.; Renner, J.; Usón, A.;
Gómez-Cadenas, J.J.; Adams, C.; et al. Demonstration of the event identification capabilities of the NEXT-White detector. JHEP
2019, 2019, 52. [CrossRef]

7. Gómez-Cadenas, J.J.; Martín-Albo, J. NEXT, a HPXe TPC for neutrinoless double beta decay searches. J. Physics Conf. Ser. 2008,
136, 042048. [CrossRef]

8. Fernandes, L.M.P.; Freitas, E.D.C.; Ball, M.; Gómez-Cadenas, J.J.; Monteiro, C.; Yahlali, N.; Nygren, D.; Dos Santos, J.M.F. Primary
and secondary scintillation measurements in a Xenon Gas Proportional Scintillation Counter. JINST 2010, 5, P09006. [CrossRef]

21



Sensors 2021, 21, 673

9. Esteve, R.; Toledo, J.; Monrabal, F.; Lorca, D.; Serra, L.; Marí, A.; Gómez-Cadenas, J.; Liubarsky, I.; Mora, F. The trigger system in
the NEXT-DEMO detector. JINST 2012, 7, C12001. [CrossRef]

10. Akerib, D.S.; Araújo, H.; Bai, X.; Bailey, A.J.; Balajthy, J.; Beltrame, P.; Bernard, E.; Bernstein, A.; Biesiadzinski, T.; Boulton, E.; et al.
FPGA-based trigger system for the LUX dark matter experiment. NIM A 2016, 818, 57–67. [CrossRef]

11. Druszkiewicz, E. The Data Acquisition System for LZ. JINST 2016, 11, C02072. [CrossRef]
12. Agnes, P.; Albuquerque, I.; Alexander, T.; Alton, A.; Arisaka, K.; Asner, D.; Ave, M.; Back, H.; Baldin, B.; Biery, K.; et al. The

Electronics, Trigger and Data Acquisition System for the Liquid Argon Time Projection Chamber of the DarkSide-50 Search for
Dark Matter. JINST 2017, 12, P12011. [CrossRef]

13. Wu, Q.; Ren, X.; Chen, X.; Ji, X.; Liu, J.; Lei, S.; Wang, M.; Xiao, M.; Xie, P.; Yan, B.; et al. Update of the trigger system of the
PandaX-II experiment. JINST 2017, 12, T08004. [CrossRef]

14. The NEXT Collaboration; Simón, A.; Felkai, R.; Martínez-Lema, G.; Monrabal, F.; González-Díaz, D.; Sorel, M.; Hernando, J.A.;
Gómez-Cadenas, J.; Adams, C.; et al. Electron drift properties in high pressure gaseous xenon. JINST 2018, 13, P07013. [CrossRef]

15. Martínez-Lema, G.; Hernando, J.A.; Palmeiro, B.; Botas, A.; Ferrario, P.; Monrabal, F.; Laing, A.; Renner, J.; Simón, A.; Para, A.;
et al. Calibration of the NEXT-White detector using 83mKr decays. JINST 2018, 13, P10014. [CrossRef]

16. The NEXT Collaboration; Novella, P.; Palmeiro, B.; Sorel, M.; Usón, A.; Ferrario, P.; Gómez-Cadenas, J.J.; Adams, C.; Álvarez, V.;
Arazi, L.; et al. Radiogenic backgrounds in the NEXT double beta decay experiment. JHEP 2019, 2019, 51. [CrossRef]

17. Esteve, R.; Toledo, J.; Rodríguez, J.; Querol, M.; Álvarez, V. Readout and data acquisition in the NEXT-NEW Detector based on
SRS-ATCA. JINST 2016, 11, C01008. [CrossRef]

18. Martoiu, S.; Muller, H.; Costa, F.; Tarazona, A.; Toledo, J.; Zang, F. The SRS scalable readout system for micropattern gas detectors
and other applications. In Proceedings of the TWEPP 2012, Oxford, UK, 17–21 September 2012.

19. Toledo, J.; Muller, H.; Esteve, R.; Monzó, J.M.; Tarazona, A.; Martoiu, S. The front-end concentrator card for the RD51 scalable
readout system. JINST 2011, 6, C11028. [CrossRef]

20. RD51 Collaboration. Development of Micro-Pattern Gas Detectors Technologies. Available online: http://rd51-public.web.cern.
ch/rd51-public/S (accessed on 15 January 2021).

21. Martin, L. Purschke, RCDAQ, a Lightweight yet Powerful Data Acquisition System. 2020. Available online: https://www.phenix.
bnl.gov/~{}purschke/rcdaq/rcdaq_doc.pdf (accessed on 15 January 2021).

22. Purschke, M.L. Readout of GEM stacks with the CERN SRS system. In Proceedings of the 2012 18th IEEE-NPSS Real Time
Conference, Berkeley, CA, USA, 9–15 June 2012. [CrossRef]

23. Tarazona, A.; Gnanvo, K.; Martoiu, S.; Muller, H.; Toledo, J. A point-to-point link for data, trigger, clock and control over copper
or fibre. JINST 2014, 9, T06004. [CrossRef]

24. Rodriguez, J.; Toledo, J.; Esteve, R.; Lorca, D.; Monrabal, F.; Alarcón, J.F.T. The front-end electronics for the 1.8-kchannel SiPM
tracking plane in the NEW detector. JINST 2015, 10, C01025. [CrossRef]

25. Álvarez, V.; Herrero-Bosch, V.; Esteve, R.; Laing, A.; Rodríguez, J.; Querol, M.; Monrabal, F.; Toledo, J.; Gómez-Cadenas, J. The
electronics of the energy plane of the NEXT-White detector. NIM A 2019, 917, 68–76. [CrossRef]

22



sensors

Article

Analytical Study of Front-End Circuits Coupled to
Silicon Photomultipliers for Timing Performance
Estimation under the Influence of
Parasitic Components

Pietro Antonio Paolo Calò *, Savino Petrignani, Michele Di Gioia and Cristoforo Marzocca *

Department of Electrical and Information Engineering, Politecnico di Bari, via E. Orabona 4, I-70125 Bari, Italy;
savino.petrignani@poliba.it (S.P.); m.digioia2@studenti.poliba.it (M.D.G.)
* Correspondence: pietroantoniopaolo.calo@poliba.it (P.A.P.C.); cristoforo.marzocca@poliba.it (C.M.)

Received: 6 July 2020; Accepted: 5 August 2020; Published: 8 August 2020

Abstract: Full exploitation of the intrinsic fast timing capabilities of analog silicon photomultipliers
(SiPMs) requires suitable front-end electronics. Even a parasitic inductance of a few nH, associated to
the interconnections between the SiPM and the preamplifier, can significantly degrade the steepness
of the detector response, thus compromising the timing accuracy. In this work, we propose a simple
analytic expression for the single-photon response of a SiPM coupled to the front-end electronics, as a
function of the main parameters of the detector and the preamplifier, taking into account the parasitic
inductance. The model is useful to evaluate the influence of each parameter of the system on the slope
of its response and to guide the designer in the definition of the architecture and the specifications for
the front-end electronics. The results provided by the model have been successfully compared with
experimental measurements from a front-end circuit with variable configuration based on a bipolar
junction transistor (BJT), coupled to a 3 × 3 mm2 SiPM stimulated by a fast-pulsed laser source.

Keywords: silicon photomultiplier; front-end electronics; single-photon response; timing accuracy

1. Introduction

Accuracy in time measurements represents a challenging task for a growing number of
photo-detection systems in applications such as time-of-flight positron emission tomography
(ToF-PET) [1],γ-ray spectroscopy [2], time-correlated single photon counting (TCSPC) [3,4], and distance
measurements (LiDAR) [5,6]. In this kind of applications, time resolution as low as 100 ps FWHM,
or even less, are often required.

Silicon photomultipliers (SiPMs) are becoming the detectors of choice for such applications,
owing to their intrinsically fast response, characterized by sub-nanosecond risetime, and single-photon
sensitivity. The design of effective SiPM-based detection systems aiming at good single-photon time
resolution calls for the development of high-speed and low-noise front-end electronics. When the
detector equivalent capacitance is quite large, as in the case of SiPMs, the best achievable time resolution
is often constrained by the characteristics of the front-end electronics [7]. Indeed, electronic noise is one
of the main causes of jitter in time measurements and often dominates other sources of error, such as the
intrinsic jitter due to avalanche build-up statistics [8,9]. The effects of electronic noise are emphasized
when the maximum slope of the output pulse produced by the front-end electronics is reduced because
of either non-optimal coupling between detector and preamplifier or bandwidth limitations.

Sensors 2020, 20, 4428; doi:10.3390/s20164428 www.mdpi.com/journal/sensors23
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In fact, the most common time pick-off technique is leading-edge discrimination. A fast comparator,
cascaded to the preamplifier, fires when the signal overcomes a suitable threshold VTH. The resulting
rms time jitter σt is expressed by the following well-known equation:

σt =
σn

dVout(t)
dt

∣∣∣∣
Vout = VTH

, (1)

where σn is the rms electronic noise at the preamplifier output, and the denominator represents the
slope of the output pulse Vout(t), evaluated around the level of the discriminator threshold [10]. Hence,
whenever good timing accuracy is required, it is important to figure out how the parameters of the
front-end electronics, such as the input resistance and the bandwidth, affect the leading edge of the
output pulse and its slope.

For this purpose, even though powerful simulation tools and accurate models of the system can be
used, analytical expressions of the response Vout(t) and its slope as a function of the main parameters
involved can be very helpful. For instance, if these expressions are available, the initial choice of the
specifications for the front-end electronics can be easily made. Moreover, the designer can understand
with little effort in which direction the circuit must be modified to optimize the time performance
of the detection system. From this perspective, useful analytical expressions of Vout(t) are already
available in the literature [11–13], but their accuracy can be improved if relevant parameters, not yet
considered, are added to the model used.

In fact, it is well known that also the small parasitic inductance Lpar, associated to the
interconnection between the SiPM and the front-end electronics, plays a relevant role in shaping
the very fast waveform of the SiPM signal [14,15]. Consequently, an effective model of the whole
detection system, besides including the parameters of both the SiPM and the preamplifier, must also
take account of this inductance. This results in increased complexity of the transfer function of the
system, which makes it very difficult to obtain the desired analytical expression for both the system
response and its slope as a function of time. Previous attempts have been made in this regard, but
they have been based on an oversimplified detector model and are not supported by experimental
validation [16].

We propose a new approximate analysis which results in few simple mathematical equations that
relate some features of the single-photon time response of a SiPM readout circuit to the most important
circuit parameters, including the parasitic inductance Lpar. In particular, the approximate expression
obtained for the slope of the single-photon response correctly reproduces the behavior of the complete
model of the system.

A factorized expression of the overall system transfer function is derived, such that the individual
contributions of the parameters involved to the formation of the leading edge of the output response
can be easily identified and evaluated.

The proposed analysis allows us to draw some conclusions about the way parasitic components
interact with the detector and circuit parameters and influence the timing performance of a SiPM-based
detection system. The resulting analytic expressions provide the designer of the front-end with
practical guidelines for the selection of the most suitable architecture and useful indications about
its specifications.

Experiments carried out with a 3 × 3 mm2 SiPM coupled to a BJT-based front-end circuit have
also been carried out to validate the effectiveness of the proposed analysis. The achieved results show
that our analytical model reproduces the slope of the single-photon circuit response as a function of
the main parameters involved.

2. Transfer Function of a Typical SiPM-Based Detection System

The complete electrical model of a SiPM detector with N micro-cells coupled to a front-end
circuit based on the classic current-mode approach [17,18] is shown in Figure 1. The preamplifier is a
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current buffer with gain Ai, which exhibits a low input resistance Rin. The load resistance RL converts
the output current of the buffer into the voltage Vout, whereas the bandwidth of the preamplifier is
dominated by the single output time constant τL = RLCL.

 

Figure 1. Equivalent electrical model of the silicon photomultiplier (SiPM) coupled to a
current-mode front-end.

In Figure 1, only one micro-cell of the detector is supposed to undergo a Geiger discharge, since
our analysis is restricted to single-photon events.

The model of the SiPM includes the delta-like current source Iμcell(t) = Qtot·δ(t), which represents
the very fast Geiger discharge of the fired micro-cell, the quenching resistor Rq, the parasitic capacitance
across it Cq, the photodiode capacitance Cd, and the capacitance Cg, due to the routing metal grid used
to connect in parallel all the micro-cells. Lpar represents the parasitic inductance associated with the
interconnection wire between the SiPM and the front-end.

The same electrical model of the SiPM has been already used to derive the transfer function from
the input Dirac’s delta to the current Iin flowing through Rin in Figure 1 [19–21]. Compared with the
analysis proposed in Ciciriello et al. [19], limited to the Laplace domain, the only additional element
introduced in the model is the resistor Rpar. This component, as described in Licciulli et al. [22], includes
both the series substrate resistance of the SiPM, Rsub, that improves the accuracy of the SiPM model,
and other series parasitic resistances associated with the interconnections between the detector and
the electronics. In all the practical cases the contribution of Rsub is dominant in Rpar, thus Rsub � Rpar.
To simplify the analysis in the s-domain, the input section of the circuit in Figure 1 has been redrawn,
after applying the Norton equivalent to the SiPM model, resulting in the schematic of Figure 2.

The expression of the Norton equivalent current IN(s) in Figure 2 is the following:

IN(s) = Qtot
1 + τqs
1 + τrs

, (2)

where the time constants τq = RqCq and τr = Rq
(
Cd + Cq

)
appear.

After expressing the parallel admittances Ydet(s) and Ypar,in(s) respectively as

Ydet(s) = NCd
s
(
1 + τqs

)
1 + τrs

+ sCg, (3)

Ypar,in(s) =
1

Rs
· ω2

n

s2 + 2 ζ ωn s +ω2
n
(1 + τins), (4)
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where τin = RinCin, Rs = Rin + Rpar, ω2
n = 1

LparCin
· Rs
Rin

= 1
τin
· Rs
Lpar

, and 2 ζ ωn = 1
τin

+
Rpar
Lpar

,
application of the current divider rule leads to the following expression for the current Iin(s):

Iin(s) =
1

1 + τins
· Ypar,in(s)

Ypar,in(s) + Ydet(s)
·IN(s). (5)

Replacing expressions from (2) to (4) in (5), the Laplace transform of the current flowing into the
input resistance of the preamplifier Rin can be rearranged as follows:

Iin(s) =
Qtotω

2
n

(
1 + τqs

)
ω2

n(1 + τins)(1 + τrs) + Rss
(
s2 + 2 ζ ωn s +ω2

n

)[
Cg(1 + τrs) + NCd

(
1 + τqs

)] (6)

Figure 2. The input section of the circuit in Figure 1, redrawn as the parallel of two admittances, Ydet

and Ypar,in.

In Figure 1, the output current of the current buffer is converted into the output voltage

Vout(s) =
KR

(1 + τLs)
·Iin(s), (7)

where KR = Ai·RL represents the overall transimpedance gain of the preamplifier.
Equations (6) and (7) can be expressed in the following way:

Iin(s) = Qtot·
(

1 + τqs

1 + a1s + a2s2 + a3s3 + a4s4

)
, (8)

Vout(s) = Qtot·KR·
[

1 + τqs

(1 + τLs)(1 + a1s + a2s2 + a3s3 + a4s4)

]
, (9)

where
a1 = τin + τr + Rs

(
Cg + NCd

)
,

a2 = τinτr + Cg
(
Rsτr + Lpar + Rparτin

)
+ NCd

(
Rsτq + Lpar + Rparτin

)
,

a3 = Lpar
(
Cg + NCd

)
τin +

(
Lpar + Rparτin

)(
Cgτr + NCdτq

)
,

a4 = Lpar(Cgτr + NCdτq)τin.

Equation (9) is the relation between the total charge Qtot released by a single fired micro-cell and
the voltage at the output of the current-mode preamplifier in Figure 1.
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In case a voltage-mode approach is used for the front-end, as, for instance, in Di Lorenzo et al. [23]
and Fisher et al. [24], the current pulse of the detector is first converted into a voltage by means of the
input resistor Rin. The voltage across Rin is amplified by means of a voltage amplifier with gain AV,
as depicted in Figure 3.

 
Figure 3. Model of the SiPM coupled to a voltage-mode front-end circuit.

In this case, the output voltage Vout(s) can still be expressed by Equation (9). The only formal
difference is that the overall transimpedance gain KR = Ai·RL of the current-mode approach must be
replaced with the factor KR’ = AV·Rin, and the dominant time constant of the voltage amplifier τAMP

must be considered instead of τL.
The transfer function in Equation (9) is characterized by one zero and five poles, thus the

corresponding expression of the pulse Iin(t) in the time-domain is rather complex. This expression can
be either calculated as the inverse Laplace transform of Equation (9), for instance using a MATLAB®

script, or plotted by means of SPICE simulations of the circuit in Figure 1. In both cases, to distinguish
the influence of each model parameter on the slope of the leading edge of the pulse, sets of parametric
simulations would be required. In order to effectively support the choice of the architecture and the
design of the preamplifier, it is more convenient to simplify the complex analytic expressions derived
so far, considering suitable approximations.

3. Analytic Approximation of the Model for the Study of the Fast Transient

We are interested in the fast initial transient of the output pulse, which dominates the timing
performance of the detection system. Thus, an analytic approximation of the model that does not
affect the high frequency components of the response is needed. In this perspective, the slow second
order term (1 + τins)(1 + τrs) can be neglected in Equation (6), since its contribution is irrelevant as
compared to the remaining fourth order polynomial of the denominator.

The resulting expression of the current Iin(s), valid for the early fast transient of the response, can
be written and factorized as follows:

Iin(s) � V0·
(
1 + τqs

)
s
(
1 + τps

) · 1
Rs
· ω2

n(
s2 + 2 ζ ωn s +ω2

n

) , (10)

where τp =
Cgτr+NCdτq

Cg+NCd
and V0 =

Qtot
Cg+NCd

.
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By substituting expression (10) in (7), the following approximation for the output pulse Vout(s)
is obtained:

Vout(s) � V0·
(
1 + τqs

)
s
(
1 + τps

) · 1
Rs
· ω2

n(
s2 + 2 ζ ωn s +ω2

n

) · KR

(1 + τLs)
. (11)

In Equation (11), the whole system is represented in the s-domain as the cascade of three
submodules, as shown in Figure 4. The blocks of Figure 4 correspond to the factors of Equation (11).
G1(s) accounts for the SiPM model with its electrical parameters; G2(s) models the interaction between
the SiPM and the preamplifier, i.e., the interconnections and the input impedance of the current buffer;
G3(s) represents the current-to-voltage transfer function of the preamplifier.

Figure 4. Simplified block diagram of the system.

Thus, expression (11) allows isolating the contribution of each of the main blocks of the detection
chain to the shaping of the initial current pulse.

The results provided by expressions (9) and (11) have been compared, using the set of electrical
parameters of the SiPM S10931-050P from Hamamatsu reported in Table 1, extracted by applying the
procedure described in Licciulli [22].

Table 1. Electrical parameters of the SiPM used in the simulations.

Rq 182.75 kΩ

Cq 17.72 fF

Cd 75.17 fF

Cg 36.85 pF

Rsub 22.9 Ω

N 3600

The inverse Laplace transforms of Expressions (9) and (11) are plotted in Figure 5. They represent,
respectively, the response of the complete model and the response of its approximation, valid for high
frequencies, when just one micro-cell of the SiPM undergoes avalanche breakdown with the following
set of parameters: Lpar = 10 nH, Rin = 10 Ω, Cin = 1 pF, KR = 1.2 kΩ, and BW = 1/2πτL = 1 GHz.

The inset in Figure 5 proves that the approximation of Vout(t) and the complete model fit almost
perfectly in the region of interest for time pickoff, with only marginal deviations. The two expressions
start to diverge only in proximity of the peak of the exact model. It is worth noting that good fittings
are obtained regardless of any realistic choice of the parameter values.

As already mentioned, the slope of the response at the chosen threshold VTH is a key parameter
for time resolution: once established the noise level, the steeper the waveform at the threshold crossing
point, the lower the jitter.

Figure 6 shows the time derivatives of the waveforms in Figure 5 in the portion of their rising
edge, confirming the validity of approximation (11).

In general, the slope of the response exhibits a strong dependence on the value of the series
inductance. Figure 7 shows that also a small 10 nH inductance remarkably affects the shape and the
amplitude of the slope of the response. It is also apparent that the approximate model can predict the
slope of the pulse even in presence of such a small inductance.
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Figure 5. Comparison between the waveforms Vout(t) obtained from Equations (9) (complete model)
and (11) (approximate model). The inset shows the early part of the transient response.

 

Figure 6. Time derivatives of the response Vout (t): comparison between the complete model in
Equation (9) and its approximation in Equation (11).

 

Figure 7. Slope of output pulses obtained with no series inductance and with a 10 nH inductance
included in both the complete and approximate models.
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4. A Comprehensive Analysis Including the Front-End Bandwidth

To account for the effect of the finite bandwidth of the front-end upon the shape of the response
and its slope, in Equation (11), the preamplifier has been described as a single pole transfer function,
as reported hereinafter for convenience:

VI, out(s) � V0·
(
1 + τqs

)
s
(
1 + τps

) · ω2
n

Rs
(
s2 + 2 ζ ωn s +ω2

n

) · KR

(1 + τLs)
. (12)

In Equation (12), the subscript “I” has been added to emphasize that we are referring to a
current-mode approach. Here, a transimpedance preamplifier with gain KR = Ai·RL and cut-off
frequency set by the dominant time constant τL is used to convert the current pulse Iin(t) into the
output voltage VI,out(t), as illustrated in Figure 1. As already pointed out, in case a voltage-mode
readout is adopted, (see Figure 3), the gain KR is replaced with the product KR’ = Av·Rin and the time
constant τL is replaced with τAMP, resulting in the following expression of the output voltage pulse:

VV, out(s) � V0·
(
1 + τqs

)
s
(
1 + τps

) · ω2
n

Rs
(
s2 + 2 ζ ωn s +ω2

n

) · Av·Rin

(1 + τAMPs)
(13)

By observing that, in practical cases, τin = RinCin � Lpar
Rpar

, the term 2 ζ ωn can be approximated

to 1
τin

. Thus, the second order contribution that appears in Equations (12) and (13) can be further
simplified as follows:

G2(s) =
ω2

n

Rs
(
s2 + 2 ζ ωn s +ω2

n

) � 1
Rs

1
τin·τA(

s2 + s
τin

+ 1
τin·τA

) , (14)

where τA =
Lpar
Rs

and the two poles of the system are respectively equal to −1/τA and −1/τin.
The time constant τin is very small compared with τA (typically τA/τin > 10) and, consequently,

the faster exponential term associated with τin decays to zero almost instantaneously, compared with
the slower term associated with τA.

Therefore, a dominant pole approximation can be considered for G2(s) and Equation (14) can be
rearranged as

G2(s) �
1

Rs
·

1
τin·τA(

s + 1
τin

)(
s + 1

τA

) � 1
Rs
· 1
(1 + τAs)

. (15)

Furthermore, at high frequencies, which describe well the leading edge of the output pulse we are
interested in, the following assumption can be made:

1 + τqs
1 + τps

�
τq

τp
= α,

leading to further simplification of Equation (12), which becomes

VI,out(s) � α·V0· 1
Rs
·1
s
· 1
(1 + τAs)

· KR

(1 + τLs)
(16)

The Laplace transform of the slope of the output pulse, SlopeV,I(s), is obtained by multiplying
expression (16) by the variable s:

SlopeV,I(s) = α·V0·KR

Rs
· 1
τAτL

·
⎛⎜⎜⎜⎜⎜⎝ a

s + 1
τA

+
b

s + 1
τL

⎞⎟⎟⎟⎟⎟⎠, (17)
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where a = − τA·τL
τL−τA

and b = τA·τL
τL−τA

.
Equation (17) can be conveniently used to derive simple expressions for both the time corresponding

to the maximum slope, tMAXS , and the value of the maximum slope of the output pulse as a function of
the most relevant parameters involved.

The inverse Laplace transform of Equation (17) leads to the final expression for the slope of the
output voltage signal in the time domain:

SlopeV,I(t) = L−1
{
SlopeV,I(s)

}
= α·V0·KR

Rs
· 1
τA·τL

·
(
a·e− t

τA + b·e− t
τL

)
. (18)

Taking the time derivative of SlopeV,I(t), equating it to zero and solving for the time variable t,
the time tMAXS, expressed as a function of τA, τL, Lpar, and Rs is

tMAXS =
τA·τL

τA − τL
· ln
(
τA

τL

)
=

τA

θ− 1
· ln θ, (19)

where θ = τA
τL

is a normalization variable, depending on τA = Lpar/RS and τL. The maximum slope,
i.e., Equation (18) evaluated for t = tMAXS , is the following:

SlopeV,I

(
tMAXS

)
= α·V0·KR

Rs
· 1
τA
·e−

tMAXS
τA , (20)

and, replacing tMAXS with Equation (19) and the transimpedance gain KR with the product Ai·RL,
the following expression results:

SlopeV,I

(
tMAXS

)
= α·V0·Ai·RL

Lpar
·θ 1

1−θ . (21)

The corresponding expression for the voltage-mode approach is

SlopeV,V

(
tMAXS

)
= α·V0·Av·Rin

Lpar
·θ 1

1−θ , (22)

where the dominant time constant τAMP of the voltage amplifier replaces τL in the parameter θ.
Equations (21) and (22) are very simple expression which describe the dependence of the maximum

slope of the output pulse on the parameter θ, which, in turns, depends on the time constants τA, i.e.,
the ratio Lpar/RS, and the dominant time constant of the preamplifier.

It is apparent that the maximum slopes obtained in case of application of a current-mode
or voltage-mode front-end approach share the same dependence on the parameter θ. However,
Equation (22) exhibits also an explicit dependence of the maximum slope on the input resistance of the
preamplifier Rin. Consequently, if a voltage-mode approach is used, the maximum slope of the output
pulse tends to increase when the input resistance increases, whereas the opposite happens in case the
current-mode approach is adopted.

These conclusions are illustrated by the following Figures 8 and 9, which compare the exact slopes,
obtained using the complete models (12) and (13), with their corresponding approximations (21) and
(22), respectively. In both Figures 8 and 9 the maximum slope is represented as a function of Rin for
four values of the inductance Lpar. The plots prove that the proposed lower order approximation of
the complete system gives very accurate results.
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Figure 8. Maximum slope of the leading edge of the output pulse for the current-mode approach (12),
compared with its approximation (21), with Lpar = 10 nH, 40 nH, 70 nH, 100 nH, Cin = 0.5 pF and
BW = 0.5 GHz.

 

Figure 9. Maximum slope of the leading edge of the output pulse for the voltage-mode approach
(13) compared with its approximation (22), with Lpar = 10 nH, 40 nH, 70 nH, 100 nH, Cin = 0.5 pF,
and BW = 0.5 GHz.

The same conclusions can be drawn observing the plots in Figure 10. Here, the output waveforms
resulting from both a current-mode approach and a voltage-mode approach, obtained with the complete
model, are shown for different values of Rin. As Rin increases, the system becomes faster for both the
current-mode and the voltage-mode, thanks to the decreasing value of the time constant τA = Lpar/(Rin

+ Rpar). This causes the decrease of the peaking time observed in both graphs of Figure 10 for increasing
values of Rin. However, in the current-mode case, increasing the input resistance causes also a decrease
of the amplitude of the current pulse Iin(t) and, consequently, of the output voltage pulse. This results
in a net reduction of the maximum output slope, despite the decrease of the peaking time. Instead,
in the voltage-mode case, the increase of Rin also causes an increase of the amplitude of the output
pulse and, consequently, of its maximum slope.
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Figure 10. The current-mode (a) and voltage-mode (b) responses as functions of the input resistance
when Lpar = 70 nH, Cin = 0.5 pF, and BW = 0.5 GHz, obtained using the complete model.

A clear advantage of the current-mode approach is that, owing to the absence of internal high
impedance nodes, it is preferable compared to a voltage-mode approach in case large bandwidth is
needed. Let us consider, for instance, a simple current buffer realized by means of the common base (CB)
amplifier depicted in Figure 11a. The transimpedance gain of the circuit is given by the load resistance
RL, whereas the time constant associated to the load capacitance τL = RLCL determines its bandwidth,
according to the system shown in Figure 1. Moreover, a basic voltage-mode implementation of the
front-end using the same active device is the common-emitter (CE) amplifier shown in Figure 11b.

Figure 11. Two readout approaches: (a) a BJT in the common base configuration; (b) the same BJT in
the common emitter configuration.
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If the open-circuit time constant method is applied to estimate the dominant time constant τAMP

of the CE amplifier, we obtain

τAMP � RLCL + (Rin||rπ)Cπ + RinCμAV, (23)

where AV = gmCERL.
To make the bandwidth of the CE equal to the bandwidth of the current buffer, both the second and

the third terms in Equation (23) should be negligible. Under the assumption that the input resistance is
small enough to make the second term very small, by imposing

RinCμgmCERL � RLCL (24)

the following condition on the value of Rin is obtained:

Rin � 1
gmCE

·CL

Cμ
. (25)

Condition (25) states that, in practice, in this example of voltage-mode circuit it is impossible
to exploit the increase of the input resistance to increase the slope of the output pulse. In fact, this
would result in an unavoidable penalty in terms of bandwidth, in comparison to the corresponding
current-mode circuit. Increasing the transconductance would have a beneficial effect on the voltage
gain of the circuit, thus on the response slope. However, this would also require a further decrease of
the input resistance to fulfil the condition (25); otherwise, the bandwidth would be compromised, thus
neutralizing the benefits in terms of slope. Instead, in the CB case, increasing the transconductance,
and hence the power consumption, would decrease the input resistance of the current-mode circuit,
thus increasing the slope of the output pulse, without affecting the bandwidth of the preamplifier.

Another possible example of voltage-mode front-end is reported in Figure 12, based on a simple
op-amp non-inverting configuration.

 

Figure 12. A voltage-mode preamplifier, based on an op-amp.

In this case, the closed-loop bandwidth is expressed as

BW =
GBW
AV

, (26)

where GBW is the gain-bandwidth product of the op-amp, and AV = 1+RF/RG is the DC closed-loop
voltage gain.
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Referring to Equations (21) and (22), the maximum slopes obtained with the two front-end
approaches are the same if AVRin = AIRL and also if BW = 1/2πτL = 1/2πRLCL. Therefore,
we must have

Rin =
AIRL

AV
=

AIRL

GBW
·BW =

AI

2π·GBW·CL
. (27)

Equation (27) states that if we want to obtain advantages in terms of maximum slope of the output
signal with the voltage-mode circuit in Figure 12, with respect to the current-mode circuit in Figure 11a,
its input resistance Rin must be very large. In fact, since CL is of the order of few pF, to keep the
value of Rin provided by Equation (27) within reasonable limits, i.e., around few hundreds of Ohms,
huge values of GBW would be needed. If Rin is increased beyond these limits, the time constant τin

cannot be considered negligible any longer, slowing down the rise time of the output pulse, due to the
contribution of this further time constant. Moreover, with large values of Rin, the duration of the long
tail of the output pulse increases, causing pile-up problems and worsening the timing accuracy of the
circuit, due to baseline fluctuations [25,26]. In conclusion, also for this further example of voltage-mode
preamplifier, exploiting the increase of the input resistance Rin to improve the timing performance of
the detection system is not practically feasible.

5. Experimental Tests and Results

To confirm the validity of the proposed analysis with experimental results, a printed circuit
board (PCB) has been designed to readout the response of the S10931-050P SiPM from Hamamatsu
(see Table 1). In this board, a fast RF BJT configured as a common base current buffer, as shown in
Figure 11a, is used in the very front-end. Figure 13 shows the PCB with the 3 × 3 mm2 SiPM and the
experimental setup, enclosed in dark box.

 
Figure 13. Pictures of (a) the printed circuit board used for the experiments and (b) the experimental
setup in the dark box.

The SiPM can be coupled to the input of the preamplifier directly, using a zero-ohm resistor, or by
interposing a small discrete inductor with two possible values, L = 51 nH or L = 100 nH. Moreover,
four possible different values of Rin can be selected, i.e., 10 Ω, 18 Ω, 33 Ω, and 50 Ω, by changing the
emitter resistor REE that sets the DC current of the transistor, as shown in Figure 11. A large-bandwidth
voltage amplifier, cascaded to the front-end, has been used to increase the amplitude of its output
pulse. A 380 nm fast pulsed laser source has been used to generate light flashes with FWHM duration
of 50 ps. The light is sent towards the SiPM sensitive surface by means of an optical fiber and an optical
diffuser has been interposed between the fiber and the detector, to maximize the probability of the
detection of single-photon events.
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Among all the responses of the circuit to the laser flashes, acquired in coincidence with the laser
trigger, only the ones corresponding to single-photon events have been selected. For each possible
circuit arrangement in terms of input resistance and series inductance, a noiseless ‘golden’ waveform
has been extracted, by aligning and averaging the acquired pulses. Examples of such waveforms
obtained with L = 51 nH and different values of Rin are reported in Figure 14.

 
Figure 14. Examples of ‘golden’ pulse waveforms, obtained with L = 51 nH and different values of Rin.

The derivative of each ‘golden’ pulse and its maximum value have been evaluated. Figure 15
shows an example of such derivative, obtained with L = 51 nH and Rin = 33 Ω.

Figure 15. An example of time derivative of a ‘golden’ pulse, obtained with L = 51 nH and Rin = 33 Ω.

Finally, the peak values of the slopes have been plotted as a function of the input resistance for the
three possible values of series inductance, as shown in Figure 16. The fitting curves of the experimental
data and the corresponding behavior of the maximum slope obtained respectively by means of the
proposed mathematical model and by SPICE simulations of the circuit are also reported in Figure 16.
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Figure 16. Maximum slopes of the output pulse of the front-end as a function of the input resistance
Rin for three values of parasitic inductance: comparison among measured data, proposed model
predictions, and SPICE simulations.

It is apparent from Figure 16 that the behavior of the measured data basically reproduces the one
predicted by the approximate analytical model and by the SPICE simulations. Small corrections of the
series inductance have been introduced in the model with respect to the ideal value of the inductance
L. These corrections are needed to take account of the unavoidable parasitic contributions associated to
the zero-ohm resistor and the interconnections, slightly variable when a different physical inductor
is interposed between the SiPM and the front-end. As also shown in Figure 16, these corrections
increase the total value of the inductance Lpar to 20 nH, 55 nH, and 115 nH, respectively in case
the zero-ohm resistor, the 51 nH and the 100 nH inductors are inserted. Whatever the value of the
series inductance, when the input resistance Rin of the CB amplifier is increased, the maximum slope
decreases, as predicted by the proposed model.

Figure 17 shows the time jitter as a function of the input resistance for the three different values of
series inductance.

The jitter has been evaluated using the time spread distribution of the delay between the trigger
pulse of the laser and the time when the output signal resulting from the detection of a single
photo-electron event reaches the threshold. The threshold has been fixed at the level corresponding to
the maximum slope of the ‘golden’ pulse. The curves in Figure 17 include the contributions of the
measurement setup to the total jitter.

Considering low and moderate values of the series inductance, the jitter is poorly dependent
on the input resistance and slightly increases when Rin increases. This behavior is consistent with
both experimental data reported in Figure 16 and Equation (21), since the slope decreases when Rin

increases and, in our circuit, the electronic noise is dominated by the contribution associated with
the resistor RL (see Figure 11), thus it does not change significantly. With higher inductance values
(green curve), the time resolution rapidly degrades when Rin increases. This suggests that, when a
current-mode approach is used, choosing low values for the input resistance of the front-end electronics
has relevant advantages in terms of low input jitter especially when the parasitic interconnection
inductance is relatively large. Conversely, when the SiPM is coupled directly to the front-end with very
short interconnections and Lpar is very small, the influence of Rin on the timing performance of the
circuit is, to some extent, reduced. In this case, the advantages of the decrease of Rin must be compared
to possible drawbacks, such as, for instance, an increase of the power consumption of the circuit.
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Figure 17. Time jitter as a function of Rin and L. The light continuous curves are first order exponential
fittings of the measured data points.

6. Conclusions

Analytical expressions for the single-photon response of a SiPM-based detection system are
already available in the literature. However, these models either do not account for relevant factors,
such as the parasitic inductance interposed between the detector and the front-end electronics, or are
based on inaccurate electric models of the SiPM.

Starting from a complete model of the detector and considering reasonable assumptions,
we propose a new factorized expression of the transfer function of the system, able to accurately
reproduce its behavior in the initial transient of the response. In this expression, the individual
contributions of the SiPM, the interconnection parasitic components, and the front-end electronics
have been distinguished as independent blocks.

Based on this model, a simple but accurate closed-form equation for the single-photon response as
a function of the main system parameters has been derived. As is well known, the slope of the response
has a relevant influence on the timing performance of the system, when leading edge discrimination is
the chosen time pickoff technique. Our simplified model reproduces with good accuracy the slope of
the initial transient of the response provided by the complete model of the system, when its parameters
are varied.

The proposed analysis allows to easily perform a direct comparison of the single-photon response
obtained with different front-end architectures. The results of this comparison show that a current-mode
readout approach is preferable to a voltage-mode one in terms of timing accuracy, with typical values
of the parameters involved.

Moreover, practical design guidelines for the front-end electronics can be devised by means
of the proposed analytical model of the response. For instance, when a current-mode approach is
chosen, we found that extremely low values of the input resistance of the preamplifier are particularly
convenient only in presence of increasing values of the parasitic interconnection inductance.

Last, experimental tests, carried out on an example of current-mode front-end circuit coupled to a
3 × 3 mm2 SiPM, have been used to validate the results of our analysis. The behavior of the real readout
system has been reproduced with good accuracy by our approximate model, in terms of maximum
slope of the single-photon response and resulting time jitter.
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Abstract: This work presents the design of a discrete second-generation voltage conveyor (VCII) and
its capability to be used as electronic interface for silicon photomultipliers. The design addressed
here exploits directly at the transistor level, with commercial components, the proposed interface;
the obtained performance is valuable considering both the discrete elements and the application.
The architecture adopted here realizes a transimpedance amplifier that is also able to drive very
high input impedance, as usually requested by photons detection. Schematic and circuital design of
the discrete second-generation voltage conveyor is presented and discussed. The complete circuit
interface requires a bias current of 20 mA with a dual 5V supply voltage; it has a useful bandwidth of
about 106 MHz, and considering also the reduced dimensions, it is a good candidate to be used in
portable applications without the need of high-cost dedicated integrated circuits.

Keywords: current mode; sensor interface; silicon photomultiplier; transimpedance amplifier; voltage
current conveyor

1. Introduction

Discrete components are still the primary solution for many electronic applications [1]. When a
low integration factor can be adopted or system dimensions are not critical, hybrid circuits can still
obtain good performance and synthesize the desired electrical behavior, because, from a technology
point of view, commercially available electronic components are able to provide almost state-of-the-art
performances. Additionally, in integrated systems, the capability to design and test preliminary hybrid
solutions is usually beneficial for the designer in order to validate the circuit functionality [2,3].

From different points of view, silicon photomultipliers (SiPMs) are becoming an enabling
technology in several fields (physical, medical, automotive applications, etc.) replacing the traditional
photomultiplier tubes, especially in portable sensor applications. The technology advancements in
recent times have achieved a high sensitivity and detection capability in compact dimensions and
also require a reduced power consumption. Even though SiPMs represent a new powerful solution
in the realization of photon detectors, on the one hand, on the other hand, they stress the electronics,
requiring advanced interfaces with strict performances. This is due to the large parasitics provided by
the SiPM, in particular, the output capacitance that increases even more when considering SiPM arrays,
a typical solution adopted when a larger sensitive area is required.

In the literature, some SiPM sensor interfaces have been presented in the last few years [4–7], and
this topic is currently a sensible task due to a large number of possible applications, as previously said.
These works usually present electronic solutions at an integrated level, and they are mainly based
on a voltage-design approach [8–11]. To the best of our knowledge, no hybrid solutions have been
presented for this purpose for practical applications. In addition, previously presented works usually
present voltage-mode design, because it is preferable for noise performance, even if it lacks velocity
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with respect to current-mode circuits [12]. Only a few solutions in mixed voltage/current mode have
already been presented in the literature [13–16], the latter proposed by the same authors [15,16].

The discrete, full commercial component-based sensor interface proposed here achieves many
benefits. First of all, it is a mixed voltage-mode current-mode design, and thanks to this choice,
it is able to merge the two different design conceptions, taking advantage of both of them. In addition,
it is the first discrete hybrid interface designed at the transistor level, making use of the so-called
second-generation voltage conveyor (VCII) [17–20]. To the best of our knowledge, no other discrete
VCIIs have been presented in the literature up to now. The proposed circuit was fabricated, and a smart
prototype board was tested in our laboratory with promising results that are reported here, providing a
feasible demonstration of its usability in practical applications. In order to test the interface, the sensor
was emulated by means of an equivalent circuit as discussed in this paper, allowing us to easily mimic
different working conditions.

In the following, Section 2 summarizes and makes some remarks on the VCII characteristics,
Section 3 illustrates the proposed solution and describes the achievable performances, while Section 4
presents measurement results and the overall characteristics of the sensor interface. Finally, in Section 5,
conclusions are drawn.

2. VCII Characteristics

The VCII is a three-port device, presented for the first time in [17] and conceived for duality from
the current conveyor [21–23]. It has two input ports, X and Y, and an output port Z, as shown in
Figure 1. It is logically representable as a current buffer between Y and X terminals and a subsequent
voltage buffer between the X and Z ports. The peculiarity of the VCII that makes it suitable for the
proposed application is that it inherently acts as a transimpedance amplifier between the Y and Z
terminals, obtaining at the same time low input and output impedances. The relationship between
external terminals can be summarized as in Equation (1), where α is the voltage gain between the X and
Z ports and β is the current gain between Y and X terminals, while rx,y,z are the parasitic impedances
relative to the corresponding X, Y, and Z terminals. Ideally, α and β are equal to one (β in absolute
value) and rx is infinite, while ry and rz are equal to zero.
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Figure 1. Block representation of the second-generation voltage conveyor (VCII) with its parasitic
port impedances.
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Further advantages of this building block are the capability to ensure faster operation with respect
to traditional purely voltage-mode circuits, to maintain good performance up to a relatively high
frequency, and to provide a constant transimpedance gain regardless of the operational bandwidth.
The latter assumption can be justified by considering and discussing the configuration proposed in
Figure 2. Assuming that rx >> R, and by considering Equation (1), we have the following:

Vx = IxR = ±βIin(Rrx) � ±βIinR (2)

 

Y 

X 

Z 

I in 
V z 

Figure 2. VCII configuration as current to voltage converter.

Then, combining Equation (2) with Equation (1), the output voltage at the Z terminal can be
obtained as in Equation (3):

Vout = Vz = αVx = ±βαRIin (3)

and so, the final version of the transimpedance transfer function, FTI (which is the transimpedance
gain) is synthesized as follows:

FTI =
Vout

Iin
= ±αβR (4)

As evident from Equation (4), the gain linearly depends only on the value of external resistor R,
disregarding the parameters α and β that are almost equal to one, if the circuit is properly designed.

3. Transistor-Level Hybrid Interface

The sensor interface proposed here is realized with the described VCII acting as a transimpedance
amplifier and implemented completely at the transistor level with discrete components. The simplified
schematic of the proposed VCII is reported in Figure 3.

The current sources are physically implemented with current mirrors whose reference current is
obtained by the provided bias voltage. The input stage is the so-called regulated common-gate [8,24],
in which the traditional common source amplifier is implemented by a differential amplifier, whose
differential pair consists of the transistors M1 and M2. The Y terminal of the VCII is considered to
be the inverting input of the differential pair, while the non-inverting input is grounded; in this way,
better rejection of the common-mode DC input noise is achieved. The input current incoming from the
Y terminal is then mirrored on the X terminal with the current mirror implemented by M6 and M7 and
the current sources Ibias2 and Ibias3. In this manner, the input current buffer is realized between the Y
and X terminals.
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Figure 3. Simplified schematic of the proposed discrete VCII.

Conversely, the output section of the schematic implements the voltage mirroring between the X
and Z ports. The voltage buffer is obtained by the so-defined flipped voltage follower (FVF), which,
compared to a traditional common-drain circuit, realizes a feedback on the bias line of the output
transistor M9. In this way, it is possible to obtain a constant bias current and thus a fixed drain-source
voltage for this transistor, achieving the desired voltage buffering action. Regarding the stability design
criterion of the FVF block, we have taken into account the already developed theory reported in [25].
The current buffer block design also follows general stability consideration, because the two blocks
are cascaded and there is no feedback loop between them. In addition, in assessing the noise impact,
the designer should consider both current and voltage noise contributions. In the proposed front-end
circuitry, the main noise contributions are due to the two bias currents Ibias2 and Ibias3, as well as the
flipped voltage follower-biasing architecture.

For completeness, in Figure 4 the complete schematic of the proposed VCII is depicted, where
the resistors R1 and R2 are used to properly bias the transistor M8, while C1 and C2 are AC
coupling capacitors.

 
Figure 4. Complete schematic of the defined VCII in SPICE Environment.
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By considering the proposed VCII as a transimpedance amplifier, it is possible to evaluate also
input and output impedances that can be calculated with Equations (5) and (6), respectively.

Rin =
1

gm(M5)gm(M2)(ro(M2)//ro(M4))
(5)

Rout =
1

gm(M9)gm(M10)ro(M10)
(6)

The circuit was simulated in LTSPICE Environment and completely realized by using discrete
metal-oxide semiconductor (MOS) transistors. The selected devices are the N-channel BSS123 and
the P-channel BSS84, both from ON Semiconductor. They have fast switching performances and are
particularly suited for low-voltage and low-current applications. The complete schematic of the circuit
is reported in Figure 4. Performances of the VCII have been optimized by varying current and bias
voltage and by analyzing α and β parameters with the goal to make them close to unity in the largest
possible bandwidth. Simulated results are shown in Figures 5 and 6, respectively; they demonstrate the
capability of the proposed circuit to effectively work even at very high frequencies thanks to the large
bandwidth. In more detail, Figure 5a,b shows the magnitude and phase of the transfer function of the
voltage buffer section of the interface, demonstrating for α a -3dB bandwidth of about 55 MHz; while
Figure 6a,b illustrates the characteristics of the circuit section operating as a current buffer: the −3dB
bandwidth for the β parameter is about 33 MHz.

 

(a) (b) 

Figure 5. Voltage buffer characteristics: magnitude (a) and phase (b) of α.

 
(a) (b) 

Figure 6. Voltage buffer characteristics: magnitude (a) and phase (b) of β.
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By connecting an external resistor on the X terminal of the described VCII (as shown in Figure 2) and
considering the overall transfer function between Y and Z terminals, the transimpedance characteristic
can be evaluated and optimized, it being the main design parameter in order to maximize the
performances for the proposed interface in term of bandwidth and response time. Figure 7a,b shows
the complete transfer function Vout/Iin as magnitude and phase charts, respectively. They have been
obtained considering a 100 Ω resistive load on the X terminal, even if, as will be better discussed later,
this component will determine mainly the gain value of the interface. Even so, in these operating
conditions, the results clearly show an almost constant gain of 42 dB and a useful bandwidth of about
106 MHz.

 

(a) (b) 

Figure 7. Transimpedance characteristics: magnitude (a) and phase (b).

4. SiPM Description

In Figure 8 (left side), a simplified circuital representation of a single SiPM elementary cell is
depicted. It is mainly composed of a single-photon avalanche diode (SPAD), in series with a damping
resistor RDAMPING. The single cell, also called a pixel, is connected in parallel with other identical
structures, with a common electrode structure, forming a multi-pixel photon counter matrix. The SPAD
here is intended to operate in reverse bias, setting the supply voltage VBIAS above the breakdown
threshold of the photodiode. Consequently, the SPAD enters into a very unstable state of operation,
called Geiger mode, which represents the core of the sensor functionality. In this state, when a single
photon hits the SPAD sensitive area, its energy is transferred to an electron–hole couple generation,
which starts a chain reaction for which, other electron–hole couples are created because of the high
electric field imposed by the external reverse bias voltage. This leads to the formation of a high
current flow, which, however, is limited by the damping resistor, which quenches the self-sustained
phenomenon, thus restoring the Geiger state. From a circuital point of view (Figure 8, right side),
the SPAD can be described as a small resistance RS in series with a voltage generator, which represents
the diode breakdown voltage, in parallel with the junction Capacitor CJ. The switch S is introduced to
simulate the occurrence of a photon in the sensitive area.

At regime, the capacitor CJ is charged at VBIAS, and the Geiger mode is active. When a single
photon is absorbed by the pixel, the switch S closes, and the junction capacitance starts discharging
quickly through the resistor RS. As the capacitor discharges, the voltage decreases towards zero and
is restored by the external bias voltage through the damping resistor, thus quenching the avalanche
effect. As a final result, this process produces a current pulse, where the rise time is led by the diode
equivalent series resistance RS, having a time constant τ = RSCJ, while for the fall time, the main
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contribution is given by the damping resistor, having a time constant of τ = RDAMPING·CJ. Therefore,
the peak value of the current pulse Ipeak can be computed as follows:

Ipeak =
VBIAS −VBD

RDAMPING + Rs
(7)

and it can be modified only by changing the bias voltage value VBIAS, with the other contributions
fixed by the SiPM technology. If this single pixel is connected in parallel with other identical cells, it is
clear that the corresponding total parasitic capacitance CTOT of the SiPM is equal to the following:

CTOT = NCJ (8)

where N is the number of pixels connected in parallel. Therefore, the total capacitance could be large,
up to thousands of pF, depending on the SiPM model and the number of cells constituting the sensor
matrix, and this represents the most critical aspect for a front-end circuitry, because it can considerably
degrade the interface bandwidth, if not properly designed. In the proposed VCII-based solution,
the input impedance Rin at the Y node, as shown in Equation (5), is considerably less than 1. Therefore,
the parasitic capacitance of the SiPM, expressed as 1/(s·CTOT), will be greater than the transimpedance
amplifier input impedance even at higher frequencies, ensuring a large bandwidth.

Figure 8. Silicon photomultiplier (SiPM) equivalent circuit.

5. Results and Measurements

The sensor interface that has been designed and discussed in Section 3 was fabricated as a discrete
prototype. The complete schematic, designed in LTSPICE Environment, was optimized at the layout
level through Autodesk Eagle software. The circuit was organized in a compact double-sided printed
circuit board (PCB); the transistors NMOS BSS123 and PMOS BSS84 have a SOT23 package, while for
passive components, a 0402-inch socket was chosen. The substrate was FR4 with a 0.7 mm thickness,
and the board size was 40 mm × 40 mm. Figure 9a,b shows the top and bottom sides of the realized
prototype board.

The interface was tested both in time and frequency domains for complete characterization.
The stimulus for time-domain measurements was generated by using the Keysight 33600A Signal
Generator, which can define a single pulse or a pulse train with a shape factor and characteristics
similar to that provided by a typical SiPM sensor [26]. Both the time domain and frequency domain
measurements were performed utilizing the digital oscilloscope and signal analyzer InfiniiVision
MS0X3054T provided again by Keysight Technologies. DC power supply and current probes (Keysight
E36313A) were also used. In order to emulate real SiPM electric behavior, a simple conditioning

47



Sensors 2020, 20, 2042

circuitry was added between the signal generator and the proposed front-end system. In particular,
the generated voltage pulses were converted into current pulses by means of a resistor, while the
produced current signal was then buffered by means of the commercial current buffer AD844 from
Analog Devices. Finally, a signal conditioning circuit with a 320 pF shunt capacitor was added at the
output of the current buffer to reproduce the sensor parasitic capacitance effect. The characteristics
of the commercial SiPM S13360-3050 from Hamamatsu were considered as a reference for the signal
conditioning circuit definition. In Figure 10, a block diagram of the complete test bench used for
measurements is reported. The device under test (D.U.T.) block refers to the proposed sensor interface,
whose schematic is shown in Figure 4.

  

(a) (b) 

Figure 9. Discrete prototype board: top (a) and bottom (b) views.

 
Figure 10. Test bench scheme of the prototype board.

At first, the functionalities of the base building block, the VCII shown in Figure 3, were tested.
Both α and β characteristics were evaluated by considering a voltage/current input signal, respectively.
The analysis was done by setting a relatively small amplitude, thereby preserving the circuit operation
in the linear regime, and both were kept at a fixed and variable frequency. In this manner, both the
values and bandwidths of these parameters were evaluated directly in the time domain, and the data
confirmed the simulation results with good accuracy. The operational bandwidth of α and β are
reported in Figure 11. They were obtained by sweeping the frequency of the input source and iterating
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the measurements each time. The transimpedance characteristics were also verified with a circuital
setup organized as in Figure 2.

 
Figure 11. Measured transfer function in magnitude of both α (left axis) and β (right axis).

The transimpedance gain remains constant at a value of value 39.8 dB, while the operation
bandwidth is 150 MHz when considering an external 100 Ω resistor on the X terminal. The achieved
measurements are shown in Figure 12. Comparing them with simulations (Figure 7), there is good
agreement, also confirming the accuracy of the spice models of the active devices beyond the feasibility
of the design. In addition, by changing the cited resistor, it is possible to modify the transimpedance
gain, as shown in Figure 13. This is a further advantage that justifies the use of the proposed architecture.

 

(a) (b) 

Figure 12. Measured transimpedance characteristics: magnitude (a) and phase (b).

Finally, the interface was also tested with respect to short pulses or pulse trains. So, time-domain
signals reproducing the real signals coming from SiPMs were defined by using the aforementioned
signal generator. Pulses of different duration were considered, and the results demonstrate the
capability of the circuit to properly detect and follow short pulses up to 80 ns, as shown in Figure 14,
while in Figure 15, an incoming pulse train at different amplitudes is shown together with the output
signal. As reported, the proposed circuit shows good sensitivity and a good settling time at different
amplitude levels, making it possible to use the interface in real-world applications when a fast detection
of several pulses in a short time is a typical circumstance. In Table 1, a comparison with different
literary solutions is reported. It is worth noting that the solution we have proposed, to the best of our
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knowledge, is the first transistor-only VCII discrete interface that can be used in practical applications
with silicon photomultipliers. As a result, we have been able to include in Table 1 only equivalent
integrated solutions. Some transimpedance amplifiers in both CMOS and SiGe technologies are shown.

Figure 13. Ideal (grey trace) and measured (black trace) transimpedance gain at different values of the
external X terminal gain resistor.

 
Figure 14. Input current pulse with a duration of 80 ns (grey trace, right axis) and output voltage signal
of the defined SiPM interface (black trace, left axis).

 
Figure 15. Output voltage signal of the circuit (black trace, left axis) when considering a current pulse
train with different amplitudes and repetition time (grey trace, right axis).
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Table 1. Comparison with different literary solutions.

Refs. Technology Supply Power
Transimpedance

Gain
Bandwidth Noise

[8] CMOS 130 nm 1.2 V 0.34 μW 100 dB 10 MHz 2.7 mVrms (output)
[27] CMOS 350 nm 3.3 V 0.68 μW 100 dB 50 MHz 1300 e- (ENC)
[28] CMOS 350 nm 3.3 V 0.68 μW 500 150 Hz 2 uVrms (input)
[29] CMOS 350 nm 3.3 V 0.68 μW / / 6.9 mVrms (output)
[30] SiGe 130 nm −3.2 V 82 μW 56 dB 45 GHz 30.6 pA/

√
Hz

This work Discrete ±5 V 200 mW 42 dB 106 MHz 9 mVRMS (output)

Obviously, our work has a large power consumption because it is realized with hybrid components
and the power consumption is strictly dependent on the technology and the required biasing conditions.
It is worth noting that in many applications, the power consumption is not critical, and the sensor
interface minimally affects the total power consumption of the complete system. It is also important
to remark that the main novelties are the realization of a functional interface with discrete elements,
the ease of realization, and the very low cost. To conclude, even though we present a discrete solution,
our results are comparable with integrated interfaces, so the overall performance of the proposed
solution is credible.

6. Conclusions

In this paper, a fully discrete MOS transistor-only VCII was presented for the first time. It was
designed, realized with commercial components, and tested with successful results. The capability
to use the proposed circuit as a sensor interface for silicon photomultipliers was also evaluated and
tested. The proposed solution has compact dimensions and low power consumption and is able to
provide an agile response for quick incoming signals. The system was tested with both short current
input pulses and pulse trains, reproducing the operative conditions of SiPM systems. As shown,
the proposed interface provides stable characteristics, demonstrating its feasibility to be used in
practical applications.
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Abstract: Radiation sensor interfaces for battery-powered mobile dosimeters must consume low
power to monitor the amount of radiation exposure over a long period. This paper proposes a
power-efficient radiation sensor interface using a peak-triggered sampling scheme. Since the peak of
the analog-to-digital converter’s (ADC’s) input represents radiation energy, our ADC only operates
around the peak value thanks to the proposed sampling scheme. Although our ADC operates with a
high sampling frequency, this proposed sampling scheme reduces the power consumption of the
sensor interface because of the reduced operation time of the ADC. Our sensor interface does not
have signal distortion caused by a conventional shaper because the interface quantizes the peak
value using the high sampling frequency instead of the shaper. When the radiation input occurs once
every 10 μs, the power consumption of the ADC with the proposed sampling scheme is only about
21.5% of the ADC’s power consumption when the ADC continuously operates. In this worst case,
the fabricated radiation sensor interface in a 0.18-μm complementary metal-oxide-semiconductor
(CMOS) process consumes only 1.11 mW.

Keywords: radiation sensor interface; silicon photomultiplier (SiPM); mobile dosimeter;
analog-to-digital converter (ADC)

1. Introduction

Nuclear power plants have been the basis of modern industrial development because these
plants produce large amounts of highly efficient electricity. However, since the recent Fukushima
nuclear accidents, concerns about the safety of nuclear power plants have been raised more than
before. The radiation exposure over a certain level may cause biologically harmful effects, such as
carcinogenesis [1–3]. As a result, not only the nuclear power plant workers managed by competent
agents, but also the ordinary people in daily life are at increased risk of radiation exposure [4].

If people in daily life can easily use mobile dosimeters, they will be able to promptly address
harmful situations. Figure 1 shows a block diagram of a mobile dosimeter, which consists of a radiation
detector, a sensor interface, a data extraction module, and a power management circuit. Because
the required bias voltage of silicon photo-multipliers (SiPMs) is lower than that of other radiation
detectors [5], SiPMs are currently being used as radiation detectors. The sensor interface converts the
output of the radiation detector to digital outputs, and the data extraction module processes these
digital outputs appropriately for transmitting data to data servers or other mobile devices. The power
management circuit generates supply voltages of the mobile dosimeter from a small battery for users
to make these dosimeters portable in daily life. In such a battery-powered system, it is important
to implement each subsystem in a power-efficient manner for a long time of operation. We propose
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a power-efficient radiation sensor interface because prior ones consume high power in handling
high-speed radiation signals.

ν

 ν

Figure 1. Block diagram of a mobile dosimeter.

2. Prior Radiation Sensor Interface

Figure 2 shows the architecture and operation of prior radiation sensor interfaces [6–11]. It consists
of a charge-sensitive amplifier (CSA), a shaper, and an analog-to-digital converter (ADC). The radiation
detector converts radiation energy (hν) into charge signals. When radiation particles are injected
into the radiation detector, charges are generated in the form of spikes, which have a short period.
The accumulated charge amount is proportional to the radiation energy.

Cfb

Dout

Cp

Vbias

CLKs

CMOS
RST

hν

 hν

Figure 2. Architecture and operation of prior radiation sensor interfaces.

The CSA integrates the charge spike into the feedback capacitor to generate the voltage signal,
which has enough amplitude for the ADC to handle [6,7,11]. Since the parasitic capacitance (Cp) of
the radiation detector is much larger than the feedback capacitance (Cfb), the voltage loop gain of
the CSA is close to zero, and the integration is performed through the open-loop bandwidth of the
operational amplifier (OP-AMP). As a result, the conversion from charge to voltage through this type
of CSA is much more power-efficient than the conversion through closed-loop amplifiers. In this CSA,
the feedback capacitor must be periodically reset through a complementary metal-oxide-semiconductor
(CMOS) switch and other digital logic elements to recover the original DC bias point of OP-AMP
before integrating the newly generated charge spike.

As shown in Figure 2, since the peak of the CSA’s output represents radiation energy, the ADC
must quantize the peak value of the CSA’s output. When the CSA’s output is directly quantized by the
ADC, the ADC needs a very high sampling frequency (fs) due to the short period of the charge spike.
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In order to reduce f s, the shaper is introduced to stretch the period of the CSA’s output. When the
ADC quantizes the shaper’s output rather than the CSA’s output, the ADC can quantize the peak
value of the CSA’s output with a lower fs. This results in reducing the power consumption of the ADC.
However, the shaper, which has a bandpass characteristic, causes signal distortion because the charge
spike itself has a wideband characteristic inherently.

3. Proposed Radiation Sensor Interface

We propose a peak-triggered sampling scheme that minimizes the power consumption of the
ADC and quantizes the peak without the shaper. Figure 3 shows a block diagram of the proposed
radiation sensor interface for the mobile dosimeter. The sensor interface consists of a CSA, a proposed
peak-triggered signal generator (PTSG), and a successive approximation register (SAR) ADC with a
voltage buffer (BUF). The CSA converts charge spikes to voltage signals, and the SAR ADC quantizes
the CSA’s output using a sampling clock signal (CLKPTS), which is generated by the PTSG. Since this
CLKPTS has logic transitions only around the peak of the CSA’s output (Vout), the PTSG reduces the
operation time of the ADC. The BUF is adopted to precisely sample Vout on a large sampling capacitor
of the SAR ADC. A more detailed description of operation is as follows.

Rfb

Cfb

Cin

VCM

Dout

VREF

Cp

Vbias

Vout

Rs CLKPTS

Cs

CLKEXT
VREF

Figure 3. Architecture and operation of the proposed power efficient radiation sensor interface.

Our sensor interface supports a radiation detector based on SiPM with a series resistor and a DC
blocking capacitor. The DC blocking capacitor with a capacitance of 1 μF is used to decouple the DC
bias points of the SiPM output and the CSA input. We also adopt the open-loop CSA used in [6,7] to
convert the charge spike to voltage signals with low power consumption. Instead of the reset switch in
Figure 2, our CSA maintains DC operating point through a feedback resistor (Rfb) not to miss charge
spikes without any complicated digital logic elements [12].

The proposed PTSG, which consists of a comparator (CMP) and an edge detection logic, generates
CLKPTS from an external clock signal (CLKEXT). The CMP compares Vout and a pre-defined DC
reference voltage (VREF). When Vout is lower than VREF, the CMP’s output equals the supply voltage.
In contrast, the CMP’s output equals ground when Vout is higher than VREF. The edge detection logic
passes CLKEXT only when the CMP’s output equals the supply voltage. As a result, since the SAR
ADC only performs sampling and conversion when radiation particles are injected and Vout is near
the peak value, the PTSG drastically reduces the averaging power consumption of the SAR ADC by
reducing the operation time of the ADC. In addition, the PTSG reduces the power consumption of the
data extraction module because our sensor interface does not generate unnecessary data to process
and transmit.
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When the maximum power consumption of the sensor interface is limited in a mobile dosimeter
by battery size, our sensor interface can use a higher fs than previous sensor interfaces because the
operation time of the ADC is reduced. As a result, our sensor interface quantizes the peak value of
Vout through high f s instead of the shaper, which causes distortion.

Commercial SiPM has various problems to be considered when actually using it [13]. Therefore,
it is important to set VREF in our sensor interface for optimizing the power consumption and accuracy.
VREF can be determined after monitoring Vout or the ADC’s outputs (Dout) with radiation check sources,
which are harmless to the human body. In addition, the dark current (or count in [13]) should be
considered to ensure more accurate operation. The dark current is the main noise source of a SiPM,
which is caused by thermal electrons generated in the active volume [13]. Since this dark current is
smaller than the spike generated by radiation particles, to prevent waste of the power by the dark
current, VREF can be determined by monitoring Dout without the check source. That is, when the
radiation energy is not changed, VREF should be decreased until there is no sudden change in the Dout.
Since this dark current is a function of the active area and varies from device to device [13], initial
calibration is required for each mobile dosimeter.

Figure 4 shows the simulated power consumption of the SAR ADC with the peak-triggered
sampling scheme. The power consumption of the SAR ADC is the product of the average current
that flows to the circuit and the driving voltage. It can be seen that as the interval of radiation spike
increases, it decreases drastically. The DC bias and the peak value of the CSA’s output are about 1 V
and 200 mV, respectively. VREF used in this simulation is 0.6 V, and fs is 4 MHz. When the interval
between radiation spikes is 10 μs, the power consumption of the ADC with the proposed sampling
scheme is about 0.11 mW, which is about 21.5% of the ADC’s power consumption when the ADC
continuously operates. The power consumption of the ADC decreases as the interval of the radiation
spikes increases. When the interval is 100 μs, the power consumption of the ADC with the proposed
sampling scheme is reduced to about 0.01 mW.

μ

Figure 4. Simulated power consumption of the analog-to-digital converter (ADC) with the
peak-triggered sampling scheme according to the interval of radiation spikes.

The OP-AMPs of the CSA and BUF are implemented based on the conventional two-stage
OP-AMP structure [14], as shown in Figure 5. Each OP-AMP of the CSA and BUF achieves a simulated
open-loop bandwidth of 50 MHz with a 5-pF load and a DC gain of 60 dB while consuming only 0.5 mW.
These simulated results confirm good enough performances to satisfy the specifications required for
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the CSA to interface with the SiPM thanks to the open-loop structure of the CSA as well as for the BUF
to drive the large sampling capacitor of the following SAR ADC.

Vin VoutVin+

Ibias

Iin,stg Iout,stg

Cc
Min Min

Mout

VDD

VSS

Figure 5. Circuit diagram of the 2-stage operational amplifier (OP-AMP) used in the charge-sensitive
amplifier (CSA) and voltage buffer (BUF).

The CMP of the proposed PTSG has to operate to detect the time moment when the Vout reaches
the same value as the VREF. As shown in Figure 6, the CMP is designed using the cross-coupled
hysteresis comparator structure, which is suitable for high-speed operation [15]. Our designed CMP
achieves a simulated delay of 10 ns with only 10-μW power consumption. This delay is sufficiently
short compared to the time for the CSA’s output to reach the peak value. Furthermore, since the power
consumption of the CMP is much smaller than other analog circuits, the power consumption of the
overall sensor interface can be minimized.

Vin VoutVin+

Iin,stg

Min Min

VDD

VSS

Vbias

VDD

Iout,stg Iout,stg

Figure 6. Circuit diagram of the comparator (CMP) used in the proposed peak-triggered signal
generator (PTSG).

4. Measurement Results

Figure 7 shows the measured output waveforms of the proposed radiation sensor interface.
We generate the input charge spike mimicking the condition that SiPM injects 15 fC of charge into the
CSA during a sufficiently short time of about 1 μs. When this charge spike is injected, Vout reaches
the peak value after 1 μs and recovers to the original DC bias point by Rfb. When Vout is lower than a
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VREF of 0.6 V, CLKPTS exhibits logic transitions with fs = 4.096 MHz. In contrast, CLKPTS does not have
transitions, and the ADC does not perform sampling and conversion when Vout is higher than a VREF
of 0.6 V. As a result, as shown in Figure 7, the ADC performs sampling and conversion only when a
radiation spike is injected and Vout is lower than VREF. The peak value of Dout shows good agreement
with a peak value of Vout.

μ

CLKPTS

Vout

VREF

Dout

Figure 7. Measured output waveforms with the proposed sampling scheme.

Figure 8 presents the measured performances of the 10 bit SAR ADC in order to show how
accurately Vout is converted to Dout when fs = 4.096 MHz. Figure 8a shows the measured output
spectrum when a 165.625-kHz sine wave is applied to the SAR ADC. The SAR ADC achieves a
signal-to-noise and distortion ratio (SNDR) of 53.9 dB and an effective number of bits (ENOB) of 8.65,
which means that the ADC has a resolution of 1.8 V/28.65 = 4.44 mV. In addition, as shown in Figure 8b,
the differential nonlinearity (DNL) and integral nonlinearity (INL) are measured below 0.5 least
significant bit (LSB). That is, this SAR ADC has sufficiently good linearity. As a result, this designed
ADC achieves high resolution and obtains reliable data even at high fs.

Figure 9 shows a die photograph of the proposed radiation sensor interface integrated circuit (IC).
The proposed sensor interface is implemented in a 180-nm standard CMOS, and the fabricated IC
occupies a small area of 0.715 mm2. In particular, the proposed PTSG occupies a much smaller area
than the SAR ADC, which occupies a dominant portion of the total area.

A comparison of the performance of the proposed sensor interface with prior interfaces is shown
in Table 1. The proposed interface for mobile dosimeters includes an ADC, unlike prior interfaces,
and its performance is also described. When the ADC continuously operates, the ADC consumes
0.51 mW. However, when the peak-triggered sampling scheme is used, the power consumption of the
ADC is 0.11 mW and 0.01 mW for intervals of 10 μs and 100 μs, respectively. The CSA and BUF are
implemented with relatively low power consumption.
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Figure 8. Measured performances of the 10 bit successive approximation register (SAR) ADC:
(a) Measured output spectrum of digital outputs; (b) Measured differential nonlinearity (DNL);
(c) Measured integral nonlinearity (INL).
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Figure 9. Die photograph of the proposed radiation sensor interface IC.

Table 1. Performance summary and comparison.

Parameters [6] [7] This Work

Process (nm) 500 350 180
Structure CSA + Shaper CSA + Shaper CSA + BUF + ADC

Area/Ch (mm2) 1 N/A 0.715

Power/Ch (mW) 6 1 1 (CSA+BUF)
< 0.11 (ADC)

fs (MHz) N/A N/A 4.096
SNDR (dB) N/A N/A 53.9
SFDR (dB) N/A N/A 67.4

ENOB (bits) N/A N/A 8.65
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5. Conclusions

We presented a radiation sensor interface using a peak-triggered sampling scheme. The proposed
sampling scheme drastically reduces the power consumption of the ADC because the operation time
of the ADC is reduced significantly. In addition, when the maximum allowable power consumption is
limited, our sensor interface can use a higher f s than conventional ones. Therefore, our sensor interface
accurately quantizes the peak value of the CSA’s output without a shaper, which causes distortion.
As a result, our proposed radiation sensor interface that achieves low power consumption and high
accuracy is suitable for mobile dosimeters.
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Abstract: An appearance of radiometers and dosimeters on free sale made it possible to provide
better radiation safety for citizens. The effects of radiation may not appear all at once. They can
manifest themselves in decades to come in future generations, in the form of cancer, genetic mutations,
etc. For this reason, we have developed in this paper a microcontroller-based radiation monitoring
system. The system determines an accumulated radiation dose for a certain period, as well as gives
alarm signals when the rate of the equivalent dose exceeds. The high reliability of this system is
ensured by a rapid response to emergency situations: excess of the allowable power of the equivalent
radiation dose and the accumulator charge control. Further, we have composed a microcontroller
electronic circuit for the monitoring radiation system. Additionally, an operation algorithm, as well
as software for the ATmega328P microcontroller of the Arduino Uno board, have been developed.

Keywords: background radiation monitoring system; Atmel AVR ATmega328 microcontroller (MC);
Geiger-Mueller counter; Petri net model

1. Introduction

Radiation is dangerous due to its high damageability as well as the fact that it is not perceived by
human sense organs. None of the human sense organs is able to detect the presence of the nearby
radioactive source. This makes it possible to hide the information about accidents at nuclear power
plants (NPPs) and their consequences. Even after the events at the Chernobyl nuclear power plant,
the radioactive consequences contaminated the countries of Europe, and for several years in the
USSR the devices for the determination of the level of radioactive pollution were forbidden for the
civilian population.

The appearance of radiometers and dosimeters on free sale made it possible to provide better
radiation safety for citizens. The effects of radiation may not appear all at once. The effects of radiation
can manifest themselves in decades to come in future generations, in the form of cancer, genetic
mutations, etc. It is enough to mention the consequences of the atomic bombings of the Japanese cities.
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As the level of radiation in the human body increases, disorders occur that can lead to death
in a matter of days or hours. Having established the increased level of radiation, it is necessary to
immediately determine the source of radioactivity. In order to do this a radiometer-dosimeter is needed.

Ionizing radiation is any radiation that causes an ionizing medium. Ionizing radiation belongs
to cosmic radiation, and its natural sources on Earth are radioactive substances distributed in the
geosphere. Artificial sources of ionizing radiation are nuclear reactors, artificial radioactive isotopes,
nuclear explosions, X-ray equipment, etc. (OSS-2000 [1] basic sanitary rules, NRBU-97 [2] norms of
radioactive safety in Ukraine).

Nowadays, a significant proportion of the world’s electricity is generated by nuclear power
plants. Most countries around the world attempt to reduce this share by replacing it with wind,
solar stations, and others. At the same time, despite the very large investments in renewable and
green energy, the process of replacing nuclear power plants is much slower than the world community
expects. Therefore, in the near future we are forced to use nuclear power plants. On the other hand,
we observe large-scale changes in the Earth’s climate with extreme conditions that threaten nuclear
safety in many parts of the globe. In such conditions inexpensive and mobile tools for monitoring
ionizing radiation of environment are necessary. Therefore, the development of devices and systems
for radiation monitoring is a topical task.

2. Related Work

There are various scientific and technical articles which are devoted to the development of
background radiation monitoring systems. In particular, in [3] the authors have developed a personal
portable effective dose dosimeter with a radio frequency data transmission channel. The construction of
the microcontroller X-ray detector has been developed. The sensor element of the device is implemented
on the basis of a radiochromic film, Gafchromic EBT3, which changes its transparency under the
influence of ionizing radiation.

The schematic diagram of the dosimeter and its electronic circuit have been designed and
implemented. The developed dosimeter evaluates the change in the effective dose according to the
degree of the sensory element transparency. The dosimeter has a radio frequency (RF) data transmission
system. The active mode of the dosimeter operation performs only at the moments of data reading
using external RF devices. The lifetime of a personal device for measuring an effective dose of ionizing
radiation, due to the absence of its own power source, is limited by the maximum radiation dose and
the property of the photodetector to record the optical stream that passes through the film sensor.

There is no aforementioned shortcoming in the developed microcontroller systems [4,5].
The implemented radiation monitoring system [4] is intended for monitoring of subatomic high-frequency
particles in the gamma-radiation zone. The device is built on the PIC16F84 microcontroller and the
SBM-19 Geiger–Mueller counter. Unlike other works, in experiments of which personal computers
for processing and remote data transmission were used, in this work, the independent autonomous
microcontroller system, which includes standard Internet protocols, has been developed.

The measurement data, as well as warning signals, are sent to the decision-making system through
communication channels (e.g., the Internet, mobile phone, or radio amateur strap). The system is not
portable and requires an Internet or mobile network for remote data transmission. The device for
registration and measurement of radioactive radiation [5] was developed with the help of sensors and
the transmission of the collected data is performed wirelessly. At the same time, the registration and
measurement system of radiation is expensive, as well as not enough compact and mobile.

An example of a wireless mobile system for measuring gamma radiation using a commercial
portable instrument (dosimeter-radiometer) GAMMA-SCOUT is given in [6]. Since the GAMMA-SCOUT
device does not provide built-in wireless connectivity, an additional hardware module was developed.
The prototype of the module is implemented on the MIC PIC16F887 by Microchip and RF-Telit LE70-868
transmitters. The paper presents the structure and algorithm of module work. At the same time,
the system is commercial and contains closed software that limits its area of use.
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In [7], a digital search dosimeter for measuring low-level gamma radiation was developed.
The dosimeter uses a scintillation detector (scintillation counter) as a radiation detector (radioactive
radiation) and the PIC microcontroller PIC16F876 to control the functions of the developed system.
The microcontroller generates a frequency of rectangular shape with a defined pulse width for forming
and regulating high voltage order of +1200 V. High voltage is required to bring the scintillation detector
into operation.

An amplifier and signal amplifier were designed for further processing by the microcontroller.
MK records the pulses from the output of the amplifier, programmatically treats them, and outputs the
result. The software for the microcontroller is created in C using the PCWH compiler. There are no
means of wireless data transmission and information about the parameters of the radioactive radiation
detector used, which limits the scope of use of the developed device.

Worthy of attention is the development of devices for monitoring the radiation background from
air and under water [8,9]. In particular, in [8] the development of an unmanned aeronautical complex
for remote monitoring of background radiation is considered. The research was carried out using the
developed aircraft in the exclusion zone of the Chernobyl Nuclear Power Plant. The descriptions of the
created dosimeter and experimental data of the radiation background measurement with automatic
recording of the longitude, latitude and height of the measuring point are given. As a drawback, it can
be noted that the dosimeter does not belong to the class of portable measuring devices.

An example of a compact wireless radiation monitoring system in real-time in an underwater
environment is given in [9]. The system is marked by a high selling price.

Accordingly, the best approaches and technical solutions among the above-described solutions
for the range of tasks involved include the methods described in [4,7,8]. The research methods were
based on conducting experiments that included measurements of radiation, and their processing and
analysis with the help of self-developed hardware and software systems. The developed systems are
closed and have a high price, which does not allow us to expand their functionality and modification
to the corresponding operational needs.

Consequently, the analysis of the existing approaches and technical solutions makes it possible to
state the necessity of developing a qualitatively new, inexpensive, open-source mobile microcontroller
radiation background monitoring system. Such a system should be built on affordable and inexpensive
components, and open source software with the ability to modify or extend its functionality in
accordance with the user and application requirements.

The goal of the work is to develop and research a microcontroller based system for background
radiation monitoring, which has low cost and a wide range of functional capabilities.

In order to achieve the goal, the following tasks have to be solved:

• Develop the block diagram and operation algorithm of the microcontroller system for monitoring
radiation which is based on the modular principle.

• Develop the physical model of the low-cost microcontroller-based radiation monitoring system.
• Develop the embedded software of the microcontroller-based radiation monitoring system, which

makes it possible to implement a wide range of functionality.

3. Development of Structure and Operation Algorithms of Microcontroller Based System for
Background Radiation Monitoring

The developed microcontroller system measures the level of radiation, analyzes the received data
and transmits them to the PC via serial interface. It sends the alarm signal when the level of radiation
exceeds. In Figure 1, the block diagram of the microcontroller-based radiation monitoring system is
shown. The system is built on the Arduino Uno board based on the ATmega328P microcontroller [10–12].

The developed structure includes three main subsystems, such as a subsystem for collecting
the background radiation information, a data processing subsystem, and a subsystem for displaying
output results. The developed structure implies the use of the modular principle in the process of the
system implementation.
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The algorithm of the microcontroller system operation for monitoring background radiation is
shown in Figure 2. When the microcontroller software (firmware) starts, it performs its initial setup
and initialization of the parameters of the dosimeter-radiometer, LCD, serial interface, and I/O ports of
the Arduino Uno board [13].

In the next step, the system checks the battery voltage supply. If the voltage is normally checked
for the anode voltage of the tube, the SBM-20 Geiger–Mueller counter [14] and the timer1 start.
The system counts the number of impulses per 1 min with the SBM-20. Then, the system processes the
measurement results and displays them on the display and via the serial interface on PC. On the liquid
crystal display (LCD), the system outputs the value of the power of radioactive radiation in μSv/h and
the number of impulses per minute.

Each minute the timer is reset and restarted for the next measurement. When the permissible
power of radiation is exceeded, the system having a sound alarm, turns on the alarm LED. If the
“Start/Stop” button is pressed for the first time, the system enters the dosimeter mode. In the dosimeter
mode, timer2 starts to measure the received radiation dose. The LCD displays the irradiation dose
value. If the “Start/Stop” button is pressed again, the dosimeter mode will be disabled and the system
returns to the radiometer mode.

 

Figure 1. The block diagram of the microcontroller-based radiation monitoring built on the Arduino
Uno board [15].
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Figure 2. Operation algorithm of the microcontroller-based system for background radiation
monitoring [15].

The measurement accuracy depends on a number of settings for the components of the designed
system. In particular, in Figure 3, we see a block diagram of the adjustment algorithm of the anode
voltage for the Geiger–Mueller counter which is one of the main components of the system.
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Figure 3. Algorithm of the anode voltage adjustment for the Geiger–Mueller counter.

At the stage of developing the structure of the microcontroller system, the models based on theory
of Petri nets have been developed [16–18]. The models are based on the use of the expression:

Nmodel = {P, T, F, M0}, P = {P1, P2, . . . , Pn}, T = {t1, t2, . . . , tm}, (1)

where P is a set of positions (states); T is a set of transitions; F is a set of arcs, which includes two
subsets of input and output arcs in relation to the transition; M0 is a set of the initial marking of the
Petri net; n is a number of positions; m is a number of conversions.

The obtained models made it possible to construct a reachability graph of states [19] in which
the system may be located and to investigate the dynamics of the operation of the developed system.
In particular, an example of the schematic representation of the model based on a simple Petri net
for the process of the anode voltage adjustment for the Geiger–Mueller counter is shown in Figure 4.
The reachability graph of states is shown in Figure 5 [20]. The developed graph allows us to obtain the
information about the states in which the researched system can be:

St = {S0, S1, . . . , Sl}, (2)

where St is a the set of states, and l is a number of states. The obtained results allow us to state that the
system is alive, there are no dead ends, and the system operates correctly.

70



Sensors 2020, 20, 7322

Figure 4. Schematic view of the model based on Petri nets for researching the process dynamics of the
anode voltage adjustment for the Geiger–Mueller counter.

Figure 5. The reachability graph of the states for studying the process dynamics of the anode voltage
adjustment for the Geiger–Mueller counter.

Consequently, the developed model based on the theory of Petri nets allows us to research the
dynamics of the designed system.

As a result of the performed research using the developed models, based on the theory of Petri
nets, it can be argued that the created Petri nets are alive, there are no dead ends, and certain states are
achievable. Accordingly, it can be concluded that the designed system at the system level operates
correctly and all the technical requirements are met.
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4. Development of the Physical Model of the Microcontroller-Based System for Background
Radiation Monitoring

The developed system includes hardware and software. The developed physical model of the
system is shown in Figure 1. It consists of the data processing module, components of the collection of
environmental data and control, and components for the processed data displaying. The data collection
is implemented using a radiation detector, a gas-discharge Geiger–Mueller SBM-20 meter [14,21,22].

The control of the operating modes of the microcontroller system is performed using the key
(button) (start-stop). The received data are processed by using the Arduino Uno microcontroller [10].
The processed data are displayed on the liquid-crystal display module as well as using the sound and
light indication module. In addition, the physical model includes a number of modules that have
been developed to ensure the functioning of the main components, such as a module for charging the
battery, a DC 6 V–DC 12 V converter, a module of the anode voltage generator 400 V for power supply
of SBM-20, and a univibrator circuit.

The SBM-20 counter detects beta- and gamma radiation in the range of dose rates up to 40 μR/s
(0.4 μSv/h). The nominal operating voltage is 400 V. The operating voltage range is from 350 to
475 V. The voltage range is from 260 to 320 V. The range of registered capacities of exposure doses
of gamma radiation is 0.004 ... 40 μR/s (0.014 ... 144 μR/h) or 0.00004 . . . 0.4 μSv/h (0.00014 ... 1.44
μSv/h). Sensitivity to gamma radiation from radium (226Ra) is 29 cps/mR/h (3 cps/μSv/h), and from
cobalt (60Co) is 22 cps/mR/h (2 cps/μSv/h) (60 ÷ 75 cps/μR/s = 600 ÷ 750 cps/μSv/s). The plate-counting
characteristic length is at least 100 V. The slope of the plate-counting characteristic is 0.1% per 1 V.
Dead time at the voltage supply of 400 V is 64 R/μs. Calculation speed (counting speed) at P = 4 μR/s
(0.04 μSv/s) from the source 137Cs is from 240 to 280 im/s (280 cps). The unit’s own background is no
more than 1 im/s.

The dosimeter-radiometer operates on 6 V 1.2 Ah accumulator (rechargeable battery). In order to
charge the accumulator (rechargeable battery), the special module is used. In order to provide the
required voltage for the high-voltage converter, the 12 V DC voltage is used which is received from the
DC-DC converter. The DC-DC converter converts the input voltage from the accumulator (5.5–6.8 V
rechargeable battery) to 12 V. The DC-DC converter is built with an MC34063 chip, The MC34063 chip
operates in the circuit as the step-up converter.

The transistor Q1 is used to increase the power of the converter to 3 A. Using the potentiometer
RV1 the output voltage can be adjusted. In order to operate the Geiger counters need a high voltage
source. Usually, such sources are autonomous. One of the classic converters is a 12 V to 400 V converter.

The circuit of the pulse-width modulator (PWM oscillator) is built using a 555 timer IC. With the
potentiometer RV1 the oscillator frequency is adjusted, and with the potentiometer RV2, the oscillator
duty cycle. The impulses of the required frequency and duty cycle arrive at the gate of the transistor
Q1. The transistor Q1 increases the voltage on the coil L1 to 400 V. The accurate voltage value is
adjusted with the potentiometer RV2. From the capacitor C4, the high voltage is applied to the Geiger
counter (tube). The frequency of the oscillator impulses is 4–14 kHz. The high voltage oscillator can be
implemented on the microcontroller which provides PWM functions. From the output PE3 (OC3A) to
the input Q1 the PWM sequence arrives that sets the voltage to 400 V.

For adjusting the output voltage in the required range we apply the divider R6-RV3 to the
microcontroller ADC input ADC0. Depending on the voltage value at the output PE3 (OC3A) the
necessary PWM sequence is generated.

The Arduino Uno board based on the ATmega328P microcontroller is the main module for
processing data from the Geiger–Mueller counter (tube), displaying the needed information on the
LCD module, sending data to the PC through the serial port [15,23].

In Figure 6, the circuit of the microcontroller-based radiation monitoring system is shown.
The system monitors the power of radiation, displays information and transmits the output data
through the serial port to the PC.

72



Sensors 2020, 20, 7322

 

Figure 6. Circuit diagram of the Arduino microcontroller based system for radiation monitoring [15].

As the radiation power increases more than the permissible norms (0.3 μSv/h), the sound
(LS1 buzzer) and the light (the red LED “Alarm” blinks) alerts are switched on.

The indication of the intensity of the radiation impulses occurs with the blue LED1. In the
LCD module the information about the radiation power in μSv/h and CPM (counts per minute) is
continually displayed.

By pressing the key KH1 “START/STOP” the timer starts and additionally the obtained radiation
dose during the period (μSv) is displayed on the LCD module.

For the correct operation of the system, additionally the accumulator (rechargeable battery) charge
status and the supply voltage of the SBM-20 counter are measured (the ADC inputs of the Arduino
Uno board A1, A0, respectively). The high voltage of the counter is generated with the pulse width
modulator at the output 9 of the Arduino Uno board. It is controlled by the ADC input A0. The high
voltage generator consists of the coil L1, transistor Q1, diode D4, resistors R6, R5, R11, RV3.

The short impulses from the SBM-20 counter arrive using the single-vibrator (univibrator) (the U1
chip, elements C1, C2, R10, R9, R8, R7) to the input INT0 of the Arduino Uno board for detection
and analysis.

The developed hardware of the microcontroller-based radiation monitoring system has a low cost
and the modular structure [15,22–25] that makes it possible to rapidly improve the system.

5. Features of Specialized Software Development for the Microcontroller-Based Background
Radiation Monitoring System

The system software is written in Arduino IDE [26,27] with the maximum use of libraries of this
environment and tools for downloading compiled code into the board. In particular, as an example,
the software implementation of the algorithm for adjusting the anode voltage of the Geiger–Mueller
radiation counter according to Figure 3 is shown in Appendix A.

The developed software has been tested [28]. It has a modular structure that enables the system to
be upgraded quickly and efficiently [29]. In addition, the specialized software makes it possible to
extend the functionality of the system when needed.
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6. Simulation and Analysis of the Operation of the Microcontroller-Based System for Background
Radiation Monitoring

The compiled program in Arduino Software (IDE) [26,27] for the Arduino Uno board (based on
the ATmega328P microcontroller) is a hex file. The hex file is flashed into the microcontroller of the
Arduino board. In the Figures 7–9, the results of the operation simulation of the developed system
are shown.

 

Figure 7. Simulation of the microcontroller-based system for background radiation monitoring
(radiometer operation mode).

 

Figure 8. Simulation of the situation of exceeding the allowed radiation dose.

 

Figure 9. Simulation of the system operation in dosimeter mode.

In the radiometer mode, Figure 7, the radiation power in μSv/h and the number of impulses per
minute are displayed in the LCD module. The blue LED D1 “Impulse” blinks when the incoming
impulse is detected. Simultaneously, the information is displayed in the LCD and sent to the PC via
the serial interface (Table 1). Information update occurs every minute.

Table 1. Output of radiation dose in uSv/h and counts per minute.

cpm uSv/h

0 0.00
46 0.26
42 0.24
45 0.26
43 0.25

In Figure 8 the simulation results of the radiation dose exceeding are shown. The critical radiation
dose is set during programming and is equal to 0.3 μSv/h. When the value of this dose exceeds, the red
“Alarm” LED and alarm sound (LS1) are switched on. If the radiation is within the set tolerances,
then the “Alarm” signals are off.

In Figure 9 the results of the system simulation in dosimeter mode are shown. When the KH1
button (“Start/Stop”) is pressed, the timer switches on and the system displays on the LCD screen the
value of the accumulated radiation dose during the timer operation. The maximum timer value is 24 h.
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then the account is executed from scratch. The timer displays minutes and hours. The accumulated
radiation dose in μSv. Pressing the KH1 key again stops the dosimeter mode and resets the LCD.

The obtained results of the device operation testing can be confirmed by the following data from the
official technical documentation on the Geiger–Mueller counter SBM-20 [29–33], its radium calibrated
sensitivity (Ra-226) is 29 cps/mR/h, cobalt calibrated sensitivity (Co-60) 22 cps/mR/h. The formula
for converting the number of impulses per minute into the accumulated radiation dose in μSv/h is
as follows:

[cpm]CF = [μSv/h]. (3)

The conversion factor (CF) (conversion factor) from cpm into μSv/h for SBM-20:

29 cps/mR/h − 29 × 60 cpm/mR/h = 1740/8.77 (1 mR/h ~= 8.77 μSv/h)~ = 198 cpm/μSv/h,
1 cpm ~ 1/198 = 0.005040 μSv/h.

Therefore, CF = 0.00504 (Ra-226).

22 cps/mR/h - 22 × 60 cpm/mR/h = 1320/8.77 ~= 150 cpm/μSv/h,
1 cpm ~ 1/150 = 0.006644 μSv/h.

Thus, CF = 0.00664 (Co-60).
For SBM-20 the conversion factors are: CF = 0.00504 (Ra-226) and CF = 0.00664 (Co-60). In the

software of the developed system, the average value of the coefficient CF = 0.0058 is taken, therefore,
56 imp. corresponds to a radiation dose of 0.32 μSv/h (μSv/h).

Consequently, the obtained results of the simulation and testing of the developed device and
their coincidence with the theoretical calculations allow us to assert that the implemented system
operates correctly.

7. Discussion of the Obtained Results

The obtained results of testing the developed physical model of the system in different modes
coincide with the theoretical grounding and allow us to assert that the device is designed and
implemented correctly and performs all previously defined functions. The system makes it possible
to measure the equivalent dose of radiation, and the accumulated dose for a given period, outputs
the received information on the serial port to the PC, and also gives warning signals in excess of the
equivalent dose rate. Output information is displayed on the liquid crystal display.

A distinctive feature of the developed radiation background monitoring system is its
multifunctionality, since inexpensive components are used, and the functionality of the device
can be changed by improving the software of the microcontroller. In addition, the feature of the
developed system is the ability to operate autonomously on accumulators and permanently from the
220 V network.

The limits of the developed system regarding the value and accuracy of the dose of radiation are
determined by the parameters of the Geiger–Muller counter [21,29–33], namely, the upper limit of the
radiation dose range can be adjusted using the built-in software.

However, it should be noted that the technical solution using the Arduino Uno platform is
associated with a number of problems for the mobile version of the radiation background monitoring
system. Accordingly, for such an option one must use industrial microcontrollers, which, in turn,
significantly increases the cost of the system.

The further improvement of the developed device is possible by means of using the STM
family of microcontrollers [34–36], which will increase the reliability [24,25,28]. In addition, the use of
microcontrollers enables one to increase the functionality of the background radiation monitoring system.
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8. Conclusions

In this paper, we have developed a background radiation monitoring system using the Arduino
Uno board (based on the ATmega328P microcontroller) and the SBM-20 Geiger counter tube. The block
diagram and operation algorithm for such a system have been composed. In addition, to research
the operation dynamics of the designed system, we have built a model based on the theory of Petri
nets. Next, we have built a low-cost physical model of the system. Appropriate software has also been
developed. It allows us to implement wide-range functionality. The developed microcontroller-based
system for background radiation monitoring can operate in both radiometer and dosimeter mode.
The microcontroller-based radiation monitoring system measures the intensity of radiation in the
radiometer mode. In the dosimeter mode, the microcontroller device determines an accumulated
radiation dose over a period of time (max. 24 h), as well as gives alarm signals when the intensity
of radiation is exceeded. The system can operate autonomously on accumulators and in stationary
situations from the 220 V electricity network. The high reliability of the microcontroller-based system
for background radiation monitoring is ensured by the rapid system response to the emergency
situations: excess of the allowable intensity of equivalent radiation dose and the accumulator charge
control. To conclude, our radiation monitoring system can be used in stationary premises as well as in
mobile measurements.

Author Contributions: Formal analysis: A.H. and V.T.; investigation: V.T. and N.K.; algorithms: A.H. and V.T.;
models: A.H., A.K., and V.T.; resources: N.K. and A.K.; software: A.H. and A.K.; hardware: A.H. and V.T.;
validation: V.T. and N.K.; writing—original draft preparation: A.H. and V.T.; writing—review and editing: V.T.
and A.H.; visualization: V.T. and A.K.; supervision: V.T.; data curation: V.T. and N.K. All authors have read and
agreed to the published version of the manuscript.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A. Software Implementation of the Algorithm for Adjusting the Anode Voltage of the
Geiger–Mueller Counter

void HV(void) // function of generation and control of the counter anode voltage
{
anod = analogRead(0); // analog Read – pin A0 – anode voltage
k = 127; // duty = 50%
a = (anod * 100)/1024; // anode voltage * 10
a = a * 10;
if (a < UHV)
{k = k + krok; // duty voltage increasing
if (k > 250)
{k = 250;};
}
else
{k = k − krok; // duty voltage decreasing
if (k < 0)
{k = 5;};
};
analogWrite(PWM, k); // PWM – anode voltage setting
}
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Abstract: Biomimetic bioreactor systems are increasingly being developed for tissue engineering
applications, due to their ability to recreate the native cell/tissue microenvironment. Regarding
bone-related diseases and considering the piezoelectric nature of bone, piezoelectric scaffolds
electromechanically stimulated by a bioreactor, providing the stimuli to the cells, allows a biomimetic
approach and thus, mimicking the required microenvironment for effective growth and differentiation
of bone cells. In this work, a bioreactor has been designed and built allowing to magnetically
stimulate magnetoelectric scaffolds and therefore provide mechanical and electrical stimuli to the
cells through magnetomechanical or magnetoelectrical effects, depending on the piezoelectric nature
of the scaffold. While mechanical bioreactors need direct application of the stimuli on the scaffolds,
the herein proposed magnetic bioreactors allow for a remote stimulation without direct contact with
the material. Thus, the stimuli application (23 mT at a frequency of 0.3 Hz) to cells seeded on the
magnetoelectric, leads to an increase in cell viability of almost 30% with respect to cell culture under
static conditions. This could be valuable to mimic what occurs in the human body and for application
in immobilized patients. Thus, special emphasis has been placed on the control, design and modeling
parameters governing the bioreactor as well as its functional mechanism.

Keywords: magnetic bioreactor; magnetoactive scaffolds; tissue engineering; magnetic actuator;
magnetoelectric stimulation

1. Introduction

Fundamental biological studies and therapeutic applications rely on tissue engineering (TE)
techniques, which aim to mimic the physicochemical and bioactive characteristics of natural cellular
matrices [1,2], in order to achieve the replacement and/or regeneration of damaged tissues or organs [3,4].
When building a new tissue culture, three tools are mainly used: cells, scaffolds and stimuli. The cells
are the building blocks for tissue culture as they contain the pre-programmed information that allows
tissue regeneration. Cells are thus placed in a scaffold, which acts as the cell culture support, where the
necessary environment is present, mainly in terms of biochemical stimuli, through the inclusion of
growth factors and biophysical stimuli, by using a bioreactor [5]. Bioreactors allow us to introduce
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different chemical or physical stimuli on tissue culture, depending on both bioreactor technology
and on how scaffold structures respond to those stimuli, in order to create a synergistic environment,
thus stimulating cell response. Biomaterials used as scaffolds can be tailored, allowing them to be
passively tolerated by the organism or actively providing the most appropriate and specific cell
responses [6,7].

In the context of physically active TE by using bioreactors, different approaches have been
implemented, including mechanoactive and electroactive scaffolds, among others [1,8]. In particular,
electroactive materials are gaining increased attention due to the possibility of regulating different cell
functions by providing electrical signals to the tissue culture [9–11]. Examples of such materials are
piezoelectric scaffolds, which provide the necessary stimuli for the effective regeneration of bone [7,9,12],
neural tissue [13,14], muscle [15–17], among others. The underlying mechanism relies on the possibility
for mechanoelectrical transduction from materials to the cells [12], but lack of appropriate bioreactors
able to stimulate those materials and take full advantages of their smart and multifunctional nature.
In this work, a bioreactor is presented able to apply magnetic, mechanical and electrical stimuli to
the cells in culture, based on the application of a magnetic field to a magnetically responsive scaffold
containing magnetostrictive nano/microparticles embedded in a specific matrix [18,19] which can be
electrically responsive (e.g., piezoelectric [20]) or not. These stimuli can be important for different
types of tissue and, in particular, for bone TE due to the piezoelectric characteristics of bone [21],
allowing to address novel TE strategies [22]. In particular, the performance of bone tissue along
with its development and functional characteristics is strongly influenced by the voltage variation
generated by mechanical stress to which the bone is subjected and, therefore, piezoelectric stimuli
must be considered for proper regeneration strategies [23].

In fact, the electric sensitivity of osteoblasts has been regarded as an important tool for enhancing
the ossification and healing through electric stimulation, as proven by piezoelectric scaffolds stimulated
by a mechanical bioreactor, thus providing a proper electroactive environment to the cells [24,25]. In a
similar approach, conductive composites have been proven to deliver exogenous electric currents to
cells and increase their function [26], while evidence of electric stimulation influence on the ossification
has been indeed observed [27].

In a novel approach, magnetoelectric (ME) scaffolds were used in order to provide support
for cell seeding and proliferation while taking advantage of the scaffolds material, which enables
electromechanical stimuli to the cells, generated by a magnetic field [19,28,29]. These composites are
composed of magnetostrictive and piezoelectric layers working synergistically to produce the ME
effect [30]. The ME effect can be described as a transduction from a magnetic field to an electrical field
once the vibration of the magnetostrictive phase generated by an alternated magnetic field results in
an electrical charge variation at the piezoelectric phase terminals at room temperature [31,32]. Further,
if the support is not piezoelectric, just a mechanical vibration will be induced, providing such stimuli
to the neighboring cells [33].

The flexibility, versatility and biocompatibility of these materials [8,34] can take advantage of
in-vitro dynamic cultures through the support of a remote magnetic field [33]. Thus, materials with
ME properties are therefore regarded as breakthrough platforms for TE applications that allow for
remote generation of these physical stimuli, resulting in a controled influence on the surrounding
tissue [9]. This effect has already been proven to induce a magnetomechanical [20] or a local
magnetomechanical and magnetoelectrical effect [19], on the cells thus triggering improved cell
proliferation and differentiation effect.

It is important to notice that the application of the magnetic field by itself, without further
magnetomechanical or magnetoelectrical transduction, is also interesting for biomedical applications.
This enables stimulation of cellular functions and cell manipulation to create cellular clusters, enabling
more complex tissue structures than conventional strategies based on static scaffolds [35]. As a recent
example, the use of superparamagnetic iron oxide nanoparticles proved to be a promising bioactive
additive for scaffold fabrication [36], the scaffold enhancing the performance of human dental pulp
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stem cells yielding a higher count of phosphatase activity, higher osteogenic marker gene expression
and improved cell-synthesized bone minerals. Other methods include the marking of C2C12 cells
with magnetite cationic liposomes, mixed in a collagen solution, and seeded in a cell culture space
of a hollow-fiber bioreactor [37]. The results demonstrated that high cell-density and viable tissue
constructs containing myotubes were successfully obtained. Magnetic stimuli through permanent
magnetic displacement were also proposed [38]. Rotation of permanent magnets was also employed
in order to induce cellular growth proving that the variation of the magnetic field between 7 and 10 Hz
increased the growth of neurite on chromaffin cells [39]. These devices can thus give an important
contribution to the field, in order to overcome the issues related to the traditional cell culture conditions,
improving the cellular distribution and accelerating cellular growth [40].

Besides biocompatibility and sterility, the design of mechanical bioreactors requires accurate
control of the applied stimulus in order to get accurate data and to replicate results within the same
parameters. In order to comply with these requirements and build a user-friendly device, which enables
the user to apply controlled stimuli while providing control over temperature, culture stimuli active
and resting time schedule, as well as total time, a modular magnetic bioreactor with an interchangeable
magnets table was designed and developed. The interchangeable magnets table module has been
designed to be used with 24-multiwell standard plates that can be easily operated and calibrated by
the user. Magnetic stimulation has been previously reported [19,20,41], however, the present work
reports on the development and validation of a novel bioreactor for magnetic stimulation of cells
and/or scaffolds, comprehending cells-scaffold-stimuli relation, electromechanical study for actuation,
control user interface and cell culture validation.

In terms of practical applications, the herein developed bioreactor can be a valuable tool for novel
and more efficient tissue engineering strategies, including (i) to perform cell culture assays in vitro to
validate the use of magneto-active materials for tissue engineering, thus avoiding extensive animal
testing; (ii) to grow in vitro cellular tissue to be further implanted in a patient, after detaching the tissue
from the surface of a magneto-active material and (iii) to be used in vitro to grow cellular tissue that
is further implanted in a patient with the magneto-active material, which would allow for a remote
stimulation of the material in the body, an important tool for immobilized patients.

2. Bioreactor Design

A bioreactor is an important tool for TE purposes since it allows us to mimic essential elements
of the tissue environment and thus evaluate the influence of the stimuli on cell proliferation and
differentiation. In order to study the influence of the electromechanical stimulation in bone tissue cells
remotely [19,20], magnetoelectric scaffolds have been developed to provide the required stimuli [19],
where an alternated magnetic field was applied to supply the necessary magnetic stimulation to
the scaffolds. In this way, the herein developed device was designed to fulfill these characteristics
and to meet experimental requirements to which the bioreactor will be subjected, which includes an
incubation chamber with controlled temperature and humidity (37 ◦C and 95%, respectively). Thus,
increasing the scaffolds temperature while applying the magnetic field is a critical design parameter,
excluding the use of electromagnets, which requires high current flow, consequently resulting in radial
heat from windings [42]. On the other hand, the displacement of permanent magnets as magnetic
actuators on magnetoelectric scaffolds were used instead, to avoid a bulkier system and further heat.
A schematic representation of the designed system is presented in Figure 1. The actuation system
is composed of a permanent magnetic table that is displaced at a controlled frequency until certain
limits, in order to get the required alternated magnetic field at the culture plate. For that, a mechanical
structure comprising a motor in a ball screw assembly was installed to obtain an electromechanical
actuation system. For mechanical protection, limit switches and precision sensors were applied to
obtain electronic control of table position through a linear sensor and magnetic encoder for speed,
as main operation components.

81



Sensors 2020, 20, 3340

 

Power 
System

Control 
System

User 
Interface

Alternate
Magnetic 

Field

Control Bus

Linear Sensor

DC Motor

Limit Switch Magnetic 
encoder

M
ag

ne
to

el
ec

tr
ic 

Sc
af

fo
ld

Magnets Table Stimulator
Mechanical

Motion

Magnet Displacement

Medium

Air Exchange

Commercial Culture Plate

Bluetooth 
Communication

37 °C Incubator

Limit Switch

Figure 1. Magnetoelectric bioreactor operating principle through the use of electrical and mechanical
controls to produce an alternated magnetic field and thus stimulate the magnetoelectric scaffolds and,
consequently, the cells.

Furthermore, the system required a stable power supply in order to handle all digital and power
electronic components, as well as remote control through wireless communication such as Bluetooth®®

and respective user-machine interface through buttons and light and/or display feedback. To facilitate
the use of this bioreactor in TE, the design included the application of a commercially available culture
plate on the top of the system, where the ME scaffolds are easily placed and tested for cell culture as
represented in Figure 1. The starting position of the magnets is user-defined as well as its displacement
and motion frequency. It is important to note that the displacement will influence the magnetic
variation over time in a specific place of the culture wells. The magnetic field peak values are directly
dependent on magnets grade and distance to the scaffold, which can be calibrated mechanically by
adding extra layers below the magnet table. The required magnetic field for the stimulation of the ME
samples must reach values within a range of 20 to 50 mT [20]. The selected magnets are nickel-plated
neodymium disks S−15–03-N52N from Supermagnete. The distance between the culture bottom and
the N52 grade neodymium permanent magnets influences the magnetic field intensity, as analyzed
through simulation with ANSYS®® Software. The magnetic field generated by a permanent magnet is
easily stronger at a given z distance from the source, by comparison with fair current amplitude within
a reasonable size coil for this system. It can be calculated for a cylinder type of permanent magnet,
using Equation (1).

B =
Br

2

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
D + z√

R2 + (D + z)2
− z√

R2 + z2

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠. (1)

This way, magnetic flux density can be calculated at a certain distance, where Br is the remnant
field, independent of the magnet’s geometry, z the distance from a pole face on the symmetrical axis,
D the thickness (or height) of the cylinder and R the semi-diameter (radius) of the cylinder [43]. Figure 2
displays the more appropriate distance according to each culture wells plates setup, which is different
according to the number of magnets and radius used, resulting in a distance of 10 mm, where a field
intensity of 30 mT was achieved at culture plate bottom (Figure 2a). In Figure 2b, it is possible to
observe the side views with a larger range of the magnetic field variation, due to the substantial higher
field at the N52 permanent magnets core. This fact enables higher magnetic fields at the culture bottom
by reducing distance through magnetic table mechanical elevation in the same mechanism represented
in Figure 2c. Furthermore, tailoring/exchanging the permanent magnets table with different magnetic
grades, sizes and geometries, enables the mechanics to fit with the number of wells and geometries
that a culture plate may present.

82



Sensors 2020, 20, 3340

 

Figure 2. (a) Magnetic field intensity distribution at the bottom of 24-wells cell culture plates,
(b) magnetic field force lines simulation in frontal and side planes and (c) rendered model of the
mechanical permanent magnets table ball-screw assembly.

As schematized in Figure 1, the DC motor is controlled by a custom electrical system built and
designed for the purpose of this application (control system). For this role, the system takes advantage
of the sensors (limit switches, encoder and linear) in order to perform a close loop control of the magnets
table positioning and displacement frequency. Furthermore, the system handles a user firmware
interface that allows us to select the culture cycles for active and resting times. Regarding the firmware
tasks, they are divided into two main control units: one unit controls the user inputs while the other
controls the magnets positioning, sensors and display feedback. The local user interface is composed
of an ILI9341 LCD providing 240 × 320 resolution with 262 k color and a side capacitive touch wheel
with one button and a sliding circular panel for selection and option confirmation. The setup allows
the user to locally stop, start or change the culture control parameters. A remote interface was also
installed by Bluetooth, which allows us to monitor the culture status and the sensor reads from outside
the incubator, using a mobile terminal. Since cell culture experiments require aseptic environments,
requiring a sterilization process before each cell culture experiment, the creation of a waterproof
enclosure was necessary. Nevertheless, such enclosure should withstand the temperature without
overheating the bioreactor thus damaging the cell culture. The three-dimensional project of the device
complying with such requirements is presented in Figure 3.

 

Figure 3. (a) Representation of the bioreactor assembled with a cell culture plate; (b) Bioreactor
prototype built mechanism with every component; and schematic representation of (c) all disassembled
main electric and mechanical components and (d) of the mechanical component represented as a
transversal cut.

The magnetostriction of the scaffolds is obtained as a consequence of the magnetic field application,
achieved by the movement of the magnets along the horizontal axis of the magnets table, below the cell
culture plate. The selected construction material was nylon in order to avoid magnetic field interference.
The system was designed for 24 and 48 well culture plates, although several types of commercial plates

83



Sensors 2020, 20, 3340

can be used with a different number of culture wells. Further, it was designed to be modular, thus the
permanent magnets table can be replaced with a higher or lower number of magnets to fit the culture
plate and apply an even magnetic field to all scaffolds (Figure 3). The result of the assembled system is
simple, compact and a sealed design (Figure 3a). It is worth noting that the herein used permanent
magnets were selected according to the magnetic field level required for inducing an electroactive
environment on the ME scaffolds. Thus, when subjected to a magnetic field, a magneto-mechanical
and magneto-electric stimulation is induced on the scaffold due to the incorporated magnetostrictive
particles [19,44]. The magnetostrictive particles deform and generate the mechanical stimulus to the
piezoelectric polymer within the scaffold which, in turn, develops an electrical charge that passes to the
cells. The movement of magnets along the horizontal axis is achieved by using two side supports and a
central motor shaft coupled with a DC motor, a component that can be observed in the device sectional
detail in Figure 3d. The mechanical setup is implemented with a 25GA370 DC motor with 400 rpm and
is controlled through an H-Bridge at 20 kHz pulse width modulation (PWM) pulses. This was selected
over a stepper motor due to the possibility of applying lower currents and avoid heating in order to
keep the system temperature low to protect the cell culture. The magnet table position is controlled
by a linear sensor 9615R5.1KL2.0 (from BEI Sensors, Attleboro, MA, USA), together with an ADC
resolution of 12 bits, which results in a linear resolution of 0.01 mm. The bioreactor was designed with
an IP68 waterproof rating system to withstand the sterilization process, through waterproof power
connector, rubber protection in the joints and capacitive touch avoiding mechanical buttons and leaks.
Figure 3 displays a photo of the prototype device after the design and development phase.

2.1. Power and Control Circuitry

The main system communication and control between modules is illustrated in the block diagram
of Figure 1. Thus, an electrical system was developed according to the mechanical design and user
interface operational requirements. Further, the designed circuits were implemented using commercial
electronic components. The electrical circuits designed are represented in the schematic of Figure 4.
These circuits can be divided between power conversions (A), user interface (B), sensors (C), main
control of operation (D), actuation (E) and system wireless communications (F). Power conversion
is required in order to comply with three different voltage levels, whereas the motor operates with
12 V, the LED lighting and sensors operate with 5 V and logical CMOS level of 3.3 V. The user interface
was designed in order to be intuitive and waterproof with no leaking fissures to the interior of the
device. Thus, the capacitive interface was selected with a dedicated microcontroller STM32F091CBT6
(IC2) ARM®® 32-bit Cortex®® M0 CPU frequency up to 48 MHz for both RGB led lighting (D1~D8)
and capacitive detection. The main control of the operation was performed by STM32F303RET6
(IC1) ARM®® Cortex®® M4 32-bit CPU with 72 MHz FPU, which controlled the overall firmware
architecture. Therefore, IC1 was able to control the operation of the motor with the aid of an H-Bridge
DRV8872-Q1 (IC3) with a high range of operation up to 3.6 A and 45 V. In addition, it made the interface
communication with IC2 and Bluetooth HM−10 (IC7) through UART, LCD screen design through SPI,
sensors input through ADC channels and system-timings for culture operation. In order to measure
the temperature, an LMT85 sensor (IC4) and magnetic field (AD22151) (IC5) in the most adequate
position an extra PCB was designed in order to house both sensors and wire communicate with the
main board for a closed-loop system response. A linear position sensor 9610R3.4KL2.0 (IC6) was used
in order to access magnets platform position to control permanent magnets positioning and resulting
magnetic field, was easily integrated with an ADC channel input. All integrated circuits were designed
with their respective decoupling capacitors in order to avoid high-frequency power transitions to
dwell in the rest of the circuit power lines. The 5 V regulator LM2596 (IC9) was a switching step-down
with 80% efficiency, being important for this application by comparison with linear regulators, during
long periods of use the amount of heat produced is considerably less for this level of power required.
In order to power the logic circuits at 3.3 V, an LD1117 voltage regulator (IC10) was employed.
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Figure 4. Main circuits used for the power conversion (A), user interface (B), sensors (C), system
control (D), actuators (E) and wireless communications (F).

2.2. Firmware and Interface Design

The developed circuit was based on microcontrollers and digital communication with every
component on the control boards. Regarding magnetic output, it must be noted that the peak amplitude
was topped by the permanent magnets magnetization grade, thus the electromechanical component
will control solely how much amplitude will reach the culture plate through the Hall sensor, as well
as the displacement and frequency. Thus, the resulting mechanism control followed an approach by
calculated displacement steps that will fit a distance at a given displacement frequency in order to
output at the culture plate an approximate alternated magnetic field wave. However, motor sliding
was a problem, using firmware breaking mechanisms with the aid of the IC3 H-Bridge, together with
linear sensor for displacement error, more precise control was enabled over the mechanical response,
and consequently the magnetic field. The interface, communication and each machine state (Figure 5)
was controlled by firmware developed for each microprocessor according to their own respective tasks.
The different machine states allowed the user to interface with each system functionality and take
advantage of its calibration, variable settings and running processes.
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Figure 5. State machine control nodes.

The device works through four main states: (i) a menu state where every state returns to and
consists of the core control of the device; (ii) a calibration state where the user sets the starting position;
(iii) a program calibration state where the user sets the culture variables; (iv) a running state where
the machine performs the programmed culture by the user. Through the capacitive interface, the
developed system allows us to navigate a menu to adjust variables (Table 1) such as whole culture
duration; active and resting cycles duration which work through two temporal levels (short and long
cycles); table position calibration and setting starting point. It is possible to store up to three culture
programs through emulated electric erasable programmable read-only memory (EEPROM) in the
program memory. Mechanical characteristics of the developed system allows us to move the magnets
up to 25 mm at a speed of up to 2.5 mm per second. The firmware provides these limitations in
order to protect the cells and hardware from human error by calculating hardware limits according to
distance and operation frequency. The user can define various stimulation parameters such as critical
temperature, displacement between 1 and 25 mm, resulting in operating frequencies between 0.1 and
2 Hz and different stimuli cycle timings to adapt the culture to the cell’s native environments.

Table 1. Bioreactor user control variables and respective ranges to be set in the programs menu.

User Control Variables Description Ranges

Displacement Distance traveled by the respective
permanent magnet platforms. 5–25 mm

Frequency Frequency of stretch or magnetic field
stimuli signal to be applied. 0.1–2 Hz

Runtime Culture total running time. 1–180 d

Cycle 1 active time Active time of sublayer cycle included in
the main layer active time. 1–360 min

Cycle 1 resting time Resting time of sublayer cycle included in
the main layer active time. 1–360 min

Cycle 2 active time Active time of the main layer cycle. 1–24 h
Cycle 2 resting time Resting time of the main layer cycle. 1–24 h

Shutdown temperature
Temperature value, which shuts down

stimuli until culture temperature lowers to
safety values again.

30–40 (◦C)
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3. Bioreactor Evaluation

The performance of the herein developed bioreactor was evaluated using magneto-active
materials based on composites comprising the piezoelectric poly(vinylidene fluoride) (PVDF) and
the magnetostrictive Terfenol-D (TD) particles (Etrema Products) with approximately 1 μm diameter,
as described in References [20,45]. This material was selected due to its magnetoelectrical properties,
i.e., actively responding to the magnetic field provided by the magnetic bioreactor. Due to their
magnetostrictive component (TD), the material senses the magnetic field, inducing a mechanical
stimulation on PVDF, which due to its piezoelectric properties further induce an electrical polarization
variation, creating the electrically active microenvironment that is translated to the cells [46].

MC3T3-E1 pre-osteoblast cells (Riken Bank) were used for the cell proliferation assays, as a
proof of concept for bone regeneration studies. Previous to the cell culture studies, the cells were
maintained in Dulbecco’s modified Eagle’s medium (DMEM from Gibco, ThermoFisher, Loughborough,
UK) containing 1 g L−1 glucose, 10% fetal bovine serum (FBS from Biochrom, Cambridge, UK),
and 1% penicillin/streptomycin (P/S, Biochrom) in a controlled atmosphere at 37 ◦C and 5% CO2.
The culture medium was replaced every 2 days, and at pre-confluence, cells were harvested using
trypsin−ethylenediaminetetraacetic acid (EDTA)(Biochrom). Non-poled (non-charged) films were
used to study the effect of the mechanical stimuli provided by the magnetostrictive particles in cell
proliferation while poled films were used to study the influence of the mechano-electrical stimulus
provided by the combination of electroactive PVDF and TD particles. ME films with a diameter of
1.3 cm were sterilized using UV for 1 h each side and placed in a 24-well tissue culture polystyrene plate.
Then, 3 × 104 cells·mL−1 in DMEM were seeded on each well and incubated for 24 h. For this, a drop
method was used, in which approximately thirty-five microliter of DMEM containing 15,000 cells
was first placed on the surface of the material for 30 min to allow the cell adhesion, and then 250 μL
DMEM was added to the well. After 24 h incubation time, one plate was used for the static cell culture
(without any stimulation) and the other was transferred onto the bioreactor for 48 h at 37 ◦C in a
95% humidified air containing 5% CO2, totalizing two cycles of magnetic stimulation. The dynamic
stimuli provided by the magnetic bioreactor was achieved through the following procedure: an
active time of 16 h under magnetic stimuli, which was divided into intervals of 5 min active stimuli
and 25 min of resting followed by a period of complete inactivity of 8 h (Figure 6a). After 48 h,
the 3-(4,5-dimethylthiazol-2-yl)-5-(3-carboxymethoxyphenyl)-2-(4-sulfophenyl)-2 H-tetrazolium (MTS,
Promega) assay was used in order to determine the cell viability at the defined time-points. MTS assay
is a coloring method that allows determining the cell viability and is based on the NADPH or
NADP-assisted bioreduction in living cells. For this assay, the samples were transferred to a new
48-well plate and further incubated with an MTS solution (in a 1:5 ratio) at 37 ◦C and 5% CO2. After 2 h,
100 μL of each well was transferred to a 96-well plate, and the optical density (OD) of each well
was measured at 490 nm using a spectrophotometric plate reader (Synergy HT from BioTek, Colmar
Cedex, France).

The selected conditions were employed in order to resemble the human body’s daily mechanical
conditions divided by 16 h of activity and 8 h of sleep, also considering the fact that bone is piezoelectric
itself [21] and the magnetoelectrical scaffold is able to mimic the electroactive microenvironment
upon magnetic stimulation. Those short bursts of stimuli for a duration of 5 min were performed by
displacing 25 mm the magnetic table at a frequency of 0.3 Hz, resulting in a magnetic field variation of
up to 23 mT within the cell culture wells. For every studied condition, three samples were assayed,
and growing cell viability was determined through the MTS assay. For this assay, three main variables
were considered: (i) under static conditions, i.e., without magnetic stimulus and bearing in mind the
single effect of the different morphologies related to pore size differences, (ii) under dynamic conditions
considering magnetic stimuli effect, and (iii) the relative effect between the material surface charge and
magnetic stimuli.
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Figure 6. (a) Stimuli schedule timing programmed in the bioreactor for pre-osteoblast tissue culture
assays using either static or dynamic conditions and (b) cell viability after 48 h of cell culture on
TD/PVDF films with and without magnetic stimuli. The cell viability was calculated regarding the
cells growing on the non-poled ME film at static conditions presented as % of growth. In each study,
three samples were assayed per studied condition.

The bioreactor system was found to be completely biocompatible and suitable for cell culture.
After 48 h of cell culture, MTT results show that cells grow and proliferate independently of the
condition applied, showing more than 100% of cell growth under all conditions. All the components
are thus biocompatible and the system working properly to avoid the increase in the temperature,
one of the main concerns related to this device.

Different conditions applied to the scaffolds further induce different effects in terms of cell
proliferation. The application of magnetic stimuli brings an unequivocal increase of proliferation rate
in all samples, indicating a clear response of the ME films to the magnetic field, thus demonstrating
that the bioreactor provides a suitable microenvironment to the pre-osteoblast cells especially in
positively charge TD/PVDF film (Figure 6b). The clear increase in cell viability upon application of the
stimuli indicates that a mechanoelectrical effect occurs on non-poled samples while a magnetoelectric
effect occurs on poled samples, being the later more beneficial for cell growth. On all tested
magneto-responsive materials, statistically significant differences in proliferation rate were observed
on the growing cells.

4. Conclusions

There is an ever-increasing need for more efficient strategies in TE applications. This fact is
becoming a driving force in the R&D efforts to develop a new class of materials, smart materials that
respond to stimuli that further triggers appropriate cellular response through the creation of a proper
microenvironment. The complexity of these microenvironments where cells are able to optimize cell
growth and control cellular functions, make it difficult to recapitulate in vitro. Thereby, the need for
these materials and devices capable of recreating in vivo conditions are key elements for the next
developments in TE applications.

The magnetic bioreactor developed in this study represents an advance on the state of the art in TE
and provides, together with specific magnetoelectric scaffolds, the electrically active microenvironments
necessary for cell tissue regeneration. The bioreactor was designed and constructed taking into
consideration the envisaged operating principles, by using biocompatible materials, conventional
mechanics and digital electronics. It also has the potential to integrate other electronic modules
that support digital communication for synchronization. This study further proved that tissue
cultures may be performed with this system since a boosting effect on the proliferation rate was
observed upon application of the stimuli and no signs of toxicity were found. Simultaneously,
this experiment demonstrates the suitability of magneto-responsive scaffolds for adhesion and
proliferation of pre-osteoblasts, availing itself from the mechanical and electrical microenvironment
conceived in the material. It was possible to conclude that the magnetic module of this bioreactor
was able to provide an important contribution to building the proper microenvironment as a device,
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whereas a scaffold which provides the proper cues to cells with the physical environment, mechanical
and electrical stimuli that can be used synergistically with the system.

Therefore, this work has provided the development of a novel bioreactor based on magnetic
stimulation that has proven that the developed bioreactor is biocompatible and that may be used
for advanced tissue engineering applications, allowing for advanced tissue engineering strategies.
It will certainly act as a valuable tool for mimicking in vitro the human stimulations provided by
the electrically active tissues that are present in the body. It could also be important for growing
well-formed cellular tissues in vitro in a more effective and rapid way, which could be further implanted
in the human body without the material. In the case that magnetoactive materials to be implanted
in the human body, it would provide a suitable platform to evaluate the remote stimulation and
thus for effective growth and differentiation of cells in immobilized patients. In fact, mimicking cell
microenvironments is thus a key issue to recapitulate in vitro what occurs in vivo and this bioreactor
holds great promise to fulfill such requirements.
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Abstract: Indoor harmful gases are a considerable threat to the health of residents. In order to
improve the accuracy of indoor harmful gas component identification, we propose an indoor toxic
gas component analysis method that is based on the combination of bionic olfactory and convolutional
neural network. This method uses the convolutional neural network’s ability to extract nonlinear
features and identify each component of bionic oflactory respense signal. A comparison with the
results of other methods verifies the improvement of recognition rate while with the same level of
time cost, which proved the effectiveness of the proposed model. The experimental results showed
that the recognition rate of different types and concentrations of harmful gas components reached
90.96% and it solved the problem of mutual interference between gases.

Keywords: electronic nose; convolutional neural network; component analysis

1. Introduction

Because low-concentration indoor harmful gases are invisible and tasteless, they are
difficult for people to distinguish. We can detect low-concentration indoor toxic gases
through physical and chemical identification methods. Still, they are cumbersome and
complicated operations, and to use the instrument needs to be professionally trained. It is
difficult to promote in the market.

Many different methods are applied in indoor air environment monitoring for the
quantitative analysis of harmful gases, including the non-dispersive infrared method [1],
gas chromatography [2], nessler’s reagent colorimetry [3], and ion-selective electrode
method [4]. The methods, as mentioned above, are relatively complicated and they cannot
perform real-time on-site air quality testing. With the rapid development of information
science and sensor technology, the bionic olfactory system has been applied in medical,
food processing, and environmental detection fields, with its advantages of simplicity
and economy.

However, when machine olfactory technology is used in the quantitative analysis
of substance odor in an open environment, it is easily affected by interfering gases and
environmental temperature and humidity, which causes the problem of reduced recogni-
tion accuracy.

The machine learning algorithms and their optimization methods were applied to
the quantitative analysis of machine olfactory rapidly. For example, Xianjiang Li et al.
proposed an optimization model for mixed gas quantitative detection that combines an
adaptive genetic algorithm and a traditional BP neural network. This algorithm can over-
come the shortcomings of the slow search rate and easily fall into local minimum. The BP
neural network can obtain better initial weights and early stage thresholds through the
adaptive genetic algorithm. Subsequently, the experiment uses this algorithm to quantita-
tively analyze the machine olfactory odor data of a set of five-element gas mixtures. The
experiment shows that the accuracy of the algorithm for identifying the gas concentration
of the gas mixture is higher than that of the traditional BP neural network [5]. Shurui
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Fan et al. used principal component analysis and random forest modeling, which can
qualitatively identify methane and ethylene gases. Subsequently, the optimal regression
model is constructed through support vector regression and particle swarm optimization
for quantitative analysis of the two types of gases. The experimental results show that the
average recognition rate of principal component analysis, combined with random forest, is
97% higher than logistic regression and the support vector machine. The fitting effect of
support vector regression is optimized by the particle swarm algorithm, and better fitting
results are obtained than support vector regression [6].

In practical applications, when using machine olfaction to quantitatively analyze the
odor of substances, it is often accompanied by the influence of interfering gas. Therefore,
nonlinear or linear inseparable phenomenon, or even gas shielding, will often appear in
the machine olfactory system. The phenomenon of shielding between gases means that
the response of the electronic nose sensor when measuring mixed gas is lower than that
of measuring pure gas of the same concentration [7]. However, the above-mentioned
literature does not fully consider the influence of these phenomena on the quantitative
analysis of machine olfaction [8], so some improved algorithms are proposed.

Yu Lu et al. combined the artificial neural network with the basic concepts of analytical
chemistry, designed an error function based on analytical chemistry, and applied the error
function to the neural network. This method can be used to control alcohol, petroleum gas,
and water. The experimental results show that the method predicts a gas concentration
error less than 10% [9]. Tang K TZ et al. proposed a Locally Weighted Nearest Neighbor
(LWNN) algorithm that is based on the K-Nearest Neighbor classifier (KNN) algorithm to
determine the odor components, and then combined with the types of odor components,
while using the weighted and constrained least squares (Weighted and Constrained Least-
Squares, WCLS) gas concentration estimation method that is based on the least squares
method measures the target gas concentration in the mixed gas [10].

The above analysis shows that, in addition to investigate the feasibility of applying
machine odor perception to quantitative gas analysis, great progress has been made in the
component analysis methods of machine odor perception; however, there are still various
shortcomings. The methods are not universally applicable and they do not take the mutual
influence between different gas concentrations and the reversal of the response curves
into consideration. Therefore, none of the above methods can be used for the component
analysis of indoor pollutant gases while using the odor perception engine. It is necessary to
find appropriate methods that are based on the properties of the pollutant gas odor data for
indoor spaces in order to extract the component properties of the target gas (for example,
formaldehyde) among other indoor gases. Based on the background values of indoor air
pollution, this paper proposes a component analysis method for indoor pollutant gases
when considering the influence of interfering gases.

2. Gas Data Preprocessing

According to the requirement of the research objectives and content of this article, a
machine olfactory system is required for collecting the odor information of indoor harmful
gases. This article contains the odor data of multiple indoor toxic gas samples through
the PEN3 electronic nose system in order to ensure the reliability of the data. The PEN3
electronic nose is the third generation of the PEN series developed by AIRSENSE, Germany.
It is built with 10 cross-sensitive metal oxide gas sensors. Table 1 shows the characteristics
of the sensors in PEN3 electronic nose.

94



Sensors 2021, 21, 347

Table 1. The characteristics of the sensors in PEN3 electronic nose.

The Number of Sensors The Name of Sensors Sensitive Substances (Primary Response Components)

S1 W1C aromatic substances such as toluene
S2 W5S nitrogen dioxide and other nitrogen oxides
S3 W3C ammonia and aromatic substances
S4 W6S hydrogen
S5 W5C alkanes and aromatic substances
S6 W1S methane
S7 W1W sulfide
S8 W2S ethanol
S9 W2W aromatic substances and organic sulfur substances
S10 W3S alkanes

This article selected the four most common pollution gases in daily life based on
the needs of the research objectives and content of this article. They are formaldehyde,
ammonia, benzene, and methanol, produced by Henan Testing Center. Additionally, the
multi-channel gas mixing system performs the ratio of indoor harmful gases in order to
ensure the objectivity and reliability of the data. Appropriate experimental materials and
exhaust gas treatment equipment should be selected when designing the practical plan in
order to ensure the safety of the experiment. Figure 1 shows the process of harmful indoor
gas collection based on machine olfactory. In order to obtain accurate gas concentration
sample data, the MT-500X dynamic gas mixing system (gas mixing instrument) is used
in this paper to carry out the precise ratio of indoor harmful gas samples, to ensure the
objectivity and accuracy of the data that were collected in this paper. The system is
equipped with a high-precision mass flow controller, which can meet the requirements of
stable, reliable, and high-precision gas distribution.

Figure 1. The experimental procedure of indoor hazardous gas collection based on machine olfaction.

Before starting the experiment, the indoor air conditioner and humidifier should be
turned on, so that the temperature should be controlled within the range of 25 ± 1 ◦C
and the humidity should be controlled at 75 ± 1%. Table 2 shows the other experimental
parameters. First, we prepare the gas samples that are required for the experiment with the
standard gas through the gas mixing instrument, transport the prepared gas samples to
the gas testing chamber, and then collect the odor data through the PEN3 electronic nose.
Finally, the residual test gas in the gas test box is passed through the tail gas treatment
device for harmless treatment.
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Table 2. The parameters of the gas data acquisition experiment.

Experimental Parameters Parameter Setting

collect temperature 25 ± 1 ◦C
collect humidity 75 ± 1%

gas sample volume 4 L
gas testing chamber volume 4 L

sample standing time 30 min
sensor array automatic cleaning time 120 s

sampling time 60 s
sample interval 1 s

gas-flow rate 60 mL/min

According to different interference groups, the response curve of the electronic nose
to different indoor harmful gases in the same interference group can be drawn through
the data set. The concentrations of formaldehyde gas containing 0.01 mg/m3, 0.05 mg/m3,
0.09 mg/m3, 0.13 mg/m3, 0.17 mg/m3, and 0.21 mg/m3 are drawn, respectively, as shown
in Figures 2 and 3.

Figure 2. The response curve of weak interference group.

Figure 3. The response curve of moderate interference group.
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By observing Figures 2 and 3, it can be found that, in the case of the same interference
group, each response curve of the sensor is very similar in the overall listing, and it is still
necessary to use the radar chart to supplement the observation. The radar chart data still
uses the data with a sampling interval of 30 s to 40 s in order to calculate the average value,
and then the average value is converted into a radar chart, as shown in Figure 4.

Figure 4. Radar diagram for each set of data.

The response values of sensors numbered S2, S6, and S8 are quite different from other
sensors, especially for S2. The response of the sample is more sensitive. However, with
the exception of the S2, S6, and S8 sensors, the difference in the response values of other
sensors is small enough to determine that “high dimensionality, redundant information,
and non-linearity” are the characteristics of indoor harmful gas data that are collected by
machine olfactory.

The above data show that we can infer that indoor harmful gas samples containing
different formaldehyde gas have differences in data that are based on the difference between
the response curve of the sensor and the radar chart. According to their differences, suitable
identification methods can be selected in order to train the computer to identify the level of
formaldehyde pollution in indoor harmful gases.

In this experiment, Table 3 shows the 60 × 10 odor data matrix generated by PEN3. Each
column represents a different sensor, and each row represents the response of the same
sensor at different sampling times.

Table 3. Raw data format.

sensor1 sensor2 ...... sensor10

1.0040 0.9695 ...... 1.0023
1.0224 1.0341 ...... 1.0065
....... ...... ...... ......

1.3567 1.1501 ...... 1.2354

According to the original data format of the PEN3 electronic nose in Table 3, the data
matrix of 60 × 10 is first transposed to the data matrix of 10 × 60, and then the data matrix
is represented by a brand new row vector. The specific method is as follows. Based on
the corresponding sensor that generates the response, the original matrix is divided into
10 row vectors of 60, and is then sequentially connected by the sensor number to form
a new row vector, and stored in the .csv format. If the sampling time of the acquisition
experiment is 60 s to collect m samples, then the converted data set of the electronic nose
data file is a .csv file with m 600-dimensional features. In this paper, 1040 gas samples are
collected through experiments, so the data in this paper are concentrated.

In this paper, a total of 1040 data samples were collected through the collection
experiment. According to the indoor air quality standard (GB/T18883-2002), the data
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samples are divided into three types of data with different pollution levels. Among them,
320 data samples containing formaldehyde gas from the concentration of 0.01 mg/m3 to
0.08 mg/m3 (without 0.08 mg/m3) are qualified (Normal), and 320 data samples with the
formaldehyde concentration from 0.08 mg/m3 to 0.16 mg/m3 were classified as mildly
polluted (Mild), and 400 data samples containing formaldehyde concentrations that were
greater than 0.16 mg/m3 were classified as severely polluted (Serious). Select 70% of the
data samples of each type of pollution level as the training set and the remaining 30% data
samples as the test set of the experiment. The data set used for model training has 728 data
samples, and the data set used for testing has 312 data samples.

Therefore, we construct an indoor hazardous gas odor information collection system.
A number of indoor harmful gas samples with different concentrations were prepared
by a dynamic mixing gas distributor, and the PEN3 electronic noses was used in order
to collect odor data from these samples, thereby obtaining a data set of the response of
the indoor harmful gases. The exhaust gas of the experiment was treated in a harmless
manner in order to eliminate the impact of harmful gases on the health of the experimenters.
According to the characteristics of the electronic nose response data, a component analysis
method of indoor harmful gases based on machine olfaction and global average pooling
convolutional neural network model is proposed.

3. One-Dimensional GAP-CNN

CNN is a neural network with deep structure and a classic algorithm that is widely
used in deep learning [11]. Nowadays, many typical and widely used CNN models have
been proposed, such as LeNet-5 [12], AlexNet [13], and GoogleLeNet [14]. They have
been successfully appled in face detection [15], role recognition [16], pedestrian detec-
tion [17], and robot navigation area [18]. Because CNN has the structural characteristics
of local connection, weight sharing, and down-sampling, the model is sample-invariant
to translation, scaling, and distortion, and, thus, has strong robustness [19]. This feature
makes convolutional neural networks a great success in the field of image processing.
The main difference between CNN and the traditional BP (Back Propagation, BP) neural
network lies in the two aspects of weight sharing and local connection. Weight sharing
makes the convolutional neural network more suitable for the structure of biological neural
networks. The local connection of convolutional neural network is not like a traditional
neural network. Each neuron in the first layer is connected to all neurons in the first layer,
but the neurons in the first layer are partially connected to the neurons in the first layer.
The role of these two characteristics makes the model have lower model complexity and
fewer weights than traditional BP neural networks.

The convolution layer performs convolution processing on the input data through
multiple convolution kernels and extracts the convolutional features, which is the feature
map. A corresponding type of feature is extracted through a convolution kernel. Because
the operation of the same convolution kernel has the characteristics of local connection,
parameter sharing, and multiple convolution kernels, when compared with the fully con-
nected layer, the convolution layer can propose more features with fewer parameters when
extracting data features. Because the convolution structure is not affected by the input
dimensions and the training depth structure is simple, it can effectively extract features from
complex and high-latitude inputs. The convolution formula of the convolution layer is:

g(i) =
m

∑
x=1

n

∑
y=1

p

∑
z=1

αx,y,z × wi
x,y,z + βi, i = 1, 2, . . . , q (1)

where: i is the i-th convolution kernel, g(i) is the feature map that is extracted by the
i-th convolution kernel; α is the input data; β is the bias of the convolution kernel; x, y,
z represent three different dimensions of data. After completing the convolution of the
data, it is necessary to use a nonlinear activation function in order to perform nonlinear
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conversion on the data. The commonly used activation function in CNN is generally ReLU,
and its formula is:

y(i) = f (g(i)) = max{0, g(i)}, i = 1, 2, . . . , q (2)

pl(i,j) = max
(j−1)w<t<jw

{
αl(i,t)

}
, j = 1, 2, . . . , q (3)

pl(i,j) = avg
(j−1)w<t<jw

{
αl(i,t)

}
, j = 1, 2, . . . , q (4)

where: αl(i,t) is the t-th neuron of the i-th feature map in the l-th layer, w is the width of the
convolution kernel, and j is the j-th pooling kernel [20].

In the convolutional neural network, the convolutional layer and the pooling layer
both perform feature extraction on the data, and the operation of data classification is
performed in the fully connected layer based on the feature. The fully connected layer
can integrate features through the feature maps output by the convolutional layer, thereby
obtaining classification information with high-level meaning, and then classify and output
according to these. As the output of the CNN model, the output of the fully connected
layer is a fixed-length feature vector that is obtained by transforming the feature map input
from the layer. The feature information of all combinations of the original data will be
integrated by this feature vector. Although this fixed-length feature vector does not have
the location information of the original data, the feature information used to effectively
complete the data classification task has been fully extracted [21].

In the traditional convolutional neural network, the parameter ratio of the fully
connected layer is almost 80% of the entire neural network model [22]. In order to achieve
the purpose of reducing network parameters, there are generally two common methods.
The first method is to replace the fully connected layer in the model with a convolutional
layer. If the convolution kernel of the same size as the feature map in the full connection
layer is used as the input of the output layer, this often makes the model output result far
inferior to using the fully connected layer as the input of the output layer accurate. The
second approach is to reduce the feature output dimensions of all the layers in the network,
but the disadvantage of this approach is that the neural network lacks sufficient features
for network training, which results in the final output feature information that contains
less feature information than the original dimension, which reduces the model accuracy of
recognition.

In this article, we refer to the idea of using global pooling in GoogleNet,and use the
global pooling layer to replace the fully connected layer in order to extract features [23].
There are generally two methods for global pooling, global average pooling (GAP) and
global maxing pooling (GMP). This article takes the global average pooling as an example
to illustrate the difference between global pooling layer and full connection. The global
average pooling layer, like the fully connected layer, has the function of connecting global
feature information, so as to ensure the accuracy of the output result of the recognition
model. However, because the global pooling layer does not contain any parameters, the
phenomenon where the fully connected layer is easy to overfit is avoided during the model
training process.

4. Result

In order to verify that GAP-CNN can reduce the weight parameters while ensuring
the accuracy of identifying formaldehyde pollution in indoor harmful gases, a CNN model
with the same depth and the same convolution kernel size as GAP-CNN will be used as
the control group. Both network models use the same convolution layer and convolution
kernel with the same parameter settings. However, in the CNN model, the number of
parameters that need to be trained is 14,963, which is much higher than the number of
4259 parameters shown in the GAP-CNN model. The reason is that in the CNN model, the
number of parameters in the first dense layer, which is the fully connected layer, accounts
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for 70% of the total network model parameters. This also proves that global pooling
can effectively compress the volume of the convolutional neural network model. The
parameters of the prediction models of the two convolutional neural networks are set
as: the number of training data is epoch = 400, the size of the training set data and the
test set data is randomly selected each time batchsize = 32, and the learning rate α is 0.01.
Figures 5 and 6 show the training curves of the two models, respectively.

Figure 5. Training curve of global average pooling-CNN (GAP-CNN) model.

Figure 6. Training curve of CNN model.

Among them, the abscissa represents the number of epochs of model training, the
ordinate represents the accuracy and the size of the loss function value, train acc represents
the recognition rate of the model to the training set, train loss represents the value of the loss
function of the model to the training set, the val acc model represents the recognition rate
of the set, and val loss represents the value of the loss function of the model to the training
set. In Figure 5, the values of train loss and train acc of GAP-CNN reach a stable state after
the number of training is 260. The GAP-CNN model has been trained. The value of train
acc of the model is 0.9684, and the value of train loss is 0.0954. The correct recognition rate
val acc of the model on the training set is 0.9140. From Figure 6, the train loss and train acc
values of the CNN model reach a stable state after 230 training times. The train acc value
of the CNN model is 0.9615 and the train loss value is 0.1083. The correct recognition rate
val acc of the CNN model on the training set is 0.9071.

When comparing the training curves of the two models, we can find that, under the
same training parameters, although the convergence speed of the GAP-CNN network
model is slightly slower than that of the classic CNN, the recognition of GAP-CNN on the
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test set of indoor harmful gases. The accuracy is slightly better than the classic CNN model,
which also proves that the GAP-CNN network model can reduce the model parameters
while reducing the occurrence of overfitting, and it can also ensure a certain model accuracy.
By saving the GAP-CNN model to identify the test set again, it is found that there are
three main reasons why the classification accuracy rate cannot reach 100%. The first is
that GAP-CNN will make a small part of the formaldehyde concentration in the strong
interference group close to 0.08 mg/m. The Normal class is incorrectly identified as the
Mild class. The second reason is that GAP-CNN will incorrectly classify a small part of
the Mild and Serious, especially gas samples whose concentration is at the classification
boundary. For example, gas samples containing Mild’s 0.14 mg/m3 formaldehyde will be
classified as Serious. The Serious class’ 0.18 mg/m3 will be classified into the Mild class.
The third reason is that there is a high concentration of interfering gas, indoor harmful gas
samples containing low concentration of formaldehyde gas, the model can easily identify
it as a higher level of formaldehyde pollution level.

In order to further verify the effectiveness of the GAP-CNN algorithm,in Table 4,
PLS model, PCA+LDA model, CNN model, t-SNE+RF model, and GAP-CNN model are
used in order to calculate the average of the classification results while using five-fold
cross-validation.

Table 4. Cross validation results of 5 models.

Algorithm PLS PCA+LDA CNN t-SNE+RF GAP-CNN

Accuracy (%) 71.16 41.54 90.58 85.58 90.96

Through the analysis and research of the above experimental results,it can be known
that the traditional PCA+LDA machine olfactory recognition method cannot effectively
extract the effective features for the classification of formaldehyde pollution in indoor
harmful gases. The PLS model can extract the effective features of formaldehyde pollution
classification in indoor harmful gas to a certain extent, but, in the presence of other indoor
harmful gas interference, the accuracy of algorithm recognition is low. The t-SNE+RF
algorithm is less accurate than the classification that is based on the CNN neural network.
In the CNN and GAP-CNN models, although the classification accuracy of the Normal level
of formaldehyde pollution is not as good as t-SNE+RF, as compared with the t-SNE+RF
algorithm, it is found that the advantage of the CNN neural network formaldehyde
pollution classification is that CNN When the neural network recognizes the level of
formaldehyde pollution of Mild and Serious, it has higher classification accuracy. At the
same time, GAP-CNN has better generalization performance than t-SNE+RF.

By observing the results of cross-validation experiments, it can be found that CNN,
t-SNE+RF, and GAP-CNN have an ideal effect on identifying the level of formaldehyde
pollution in indoor harmful gases. Therefore, this paper uses the aboved algorithm to
compare and analyze the total computing time of data preprocessing, feature extraction,
model training, and output results in order to further compare the characteristics and
performance of the three machine learning algorithms to identify machine olfactory odor
data. The operation time presented in Table 5 shows that GAP-CNN algorithm needs to
go through multi-layer convolution operation, and the convergence speed is slow, which
leads to greater time consumption of GAP-CNN algorithm.

Table 5. Computational time comparison of discrimination algorithm.

Algorithm Computing Time (s)

CNN 19.3968
t-SNE+RF 12.1842
GAP-CNN 25.7133
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5. Discussion

This paper proposes an indoor harmful gas component analysis algorithm that is
based on the combination of CNN and bionic olfactory. This method uses one dimensional
convolutional neural network weight sharing and adding a global maximum pooling layer,
so that the neural network has a higher recognition rate for indoor harmful gases when
the number of training parameters is small. The research of this algorithm is of great
significance to the solution of the subsequent concentration estimation problem of the
bionic olfactory system. The algorithm that is proposed in this paper has not been well
verified in the concentration regression experiment. In the process of the experiment, the
influence of external factors on the experimental results has not been considered. This will
be the direction of follow-up research.

6. Conclusions

In this work, a novel component analysis strategy was proposed for formaldehyde
pollution in harmful indoor gases based on machine olfaction. While using a portable
electronic nose system, indoor harmful gas samples’ odor information is collected and
processed to achieve an real-time monitoring. By converting the smell information of
the machine olfaction into a one-dimensional time series, the machine olfactory analysis
method GAP-CNN that is based on global average pooling and one-dimensional convolu-
tional neural network is innovatively proposed. Additionally, through the comparison of
the experimental results, in the case of compressing the model volume, the recognition ac-
curacy of the model is guaranteed, which proves the performance of the GAP-CNN model.
At the same time, this paper uses the GAP-CNN model and the classic CNN model to build
an indoor hazardous gas formaldehyde pollution classification model. Through comparing
the experimental results, it is found that the accuracy of the two classification models is
greater than 90%, and the weight parameters of the GAP-CNN model are much lower.
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WCLS Weighted and Constrained Least-Squares
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GMP Global Maxing Pooling
PCA Principal Component Analysis
LDA Linear Discriminant Analysis
GAP Global Average Pooling
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Abstract: This paper presents a 0.5 V fifth-order Butterworth low-pass filter based on multiple-input
operational transconductance amplifiers (OTA). The filter is designed for electrocardiogram (ECG)
acquisition systems and operates in the subthreshold region with nano-watt power consumption.
The used multiple-input technique simplifies the overall structure of the OTA and reduces the number
of active elements needed to realize the filter. The filter was designed and simulated in the Cadence
environment using a 0.18 μm Complementary Metal Oxide Semiconductor (CMOS) process from
Taiwan Semiconductor Manufacturing Company (TSMC). Simulation results show that the filter has
a bandwidth of 250 Hz, a power consumption of 34.65 nW, a dynamic range of 63.24 dB, attaining a
figure-of-merit of 0.0191 pJ. The corner (process, voltage, temperature: PVT) and Monte Carlo (MC)
analyses are included to prove the robustness of the filter.

Keywords: fifth-order low-pass filter; operational transconductance amplifier; multiple-input
bulk-driven technique; subthreshold region; nanopower

1. Introduction

Continuous-time filters are widely used in biomedical systems devoted to applications in
electroencephalographic (EEG), electromyographic (EMG), and electrocardiographic (ECG) systems.
The biological signals processed in these systems typically occupy the frequency range of 0.05–250 Hz,
with an amplitude of 15 μV–5 mV [1]. In more detail, the frequency/amplitude ranges for EEG, EMG,
and ECG signals are 0.05–60 Hz/15−100 μV, 10−200 Hz/0.1−5 mV, and 0.05−250 Hz/100 μV−5 mV,
respectively. Figure 1 shows a typical data acquisition system for ECG signal processing.
The pre-amplifier stage amplifies a low-amplitude ECG signal, then the low-pass filter selects the
frequency range and eliminates out-of-band noise. The filtered analog signal is converted into digital
form by an analog-to-digital converter (ADC) and then it is further processed by a digital signal
processing (DSP) block. This work focused on the design of a low-pass filter with the cutoff frequency
of 250 Hz. The analog low-pass filters for ECG acquisition systems should be designed to meet specific
requirements, such as high dynamic range, low-power consumption, and small chip area. There are
many low-pass filters for ECG acquisition systems described in the literature [2–10]. The Butterworth
approximation is usually used because it provides a better linear phase and flat response within each
bandwidth. Considering the analog filters in [2–10], one can distinguish two main techniques that
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have been used to realize the low-pass Butterworth filters: the cascade approach [2–6] and the ladder
simulation approach [7–10]. The cascade structure can be obtained by cascading several biquad filters,
which leads to a simple and easy-to-tune realization.

Figure 1. Electrocardiogram acquisition system.

The present work focused on the second approach, i.e., the ladder simulation of a prototype filter.
In particular, we designed a fifth-order low-pass Butterworth filter based on the RLC prototype shown
in Figure 2. As it is widely known, the high-order filters based on the RLC prototypes have lower
pass-band sensitivity to the variation of passive elements, compared with that of the cascade approach.

Figure 2. Prototype of a fifth-order low-pass filter.

The fifth-order low-pass Butterworth filters derived from the LC ladder-type filter were
reported in [7–10]. The fifth-order Butterworth low-pass filter using fully differential operational
transconductance amplifiers (FD-OTAs) is shown in Figure 3a [7]. The floating inductors L2 and
L4 are simulated using OTA-based gyrators. The resistors RS and RL are simulated using OTAs as
well. It should be noted that the filter in [7] employs eleven FD-OTAs and consumes 453 nW of
power. The number of active devices that are used to realize this fifth-order Butterworth filter can be
reduced by using multiple-output fully differential OTA (MOFD-OTA) as shown in Figure 3b [8,9],
or fully differential-difference transconductance (FDDA) (a multiple-input active device) as shown in
Figure 3c [10]. The structures in [8,9] employ six MOFD-OTA while the structure in [10] employs five
FDDAs and one OTA. The filter in [8] consumes 350 nW of power and offers a 49.9 dB dynamic range
while the filter in [9] consumes 41 nW of power and offers a 61.2 dB dynamic range. The filter in [10]
consumes 453 nW of power and offers a 50 dB dynamic range.

This paper proposes a fifth-order Butterworth low-pass filter based on multiple-input operational
transconductance amplifiers. It is clearly shown that the number of active devices needed to
realize the fifth-order low-pass filter can be reduced by using the multiple-input OTA and results in
reducing the power consumption and the active chip area. A novel technique with a multiple-input
gate-driven (MIGD) transistor is used to realize multiple-input OTA with an internal CMOS structure
as simple as a conventional OTA, hence, no additional current branches or cascade connections
of multiple OTAs is needed. Unlike the floating-gate technique, the multiple-input technique
does not require any additional processing steps to eliminate the trapped charge effect on the
isolated gate nor any auxiliary circuit. Another advantage is that the multiple-input gate-driven P-
orN-MOS transistors can be realized with any CMOS process. It is worth noting that the results
presented in this work are based on pre-layout simulation and this work does not include the
physical realization of the filter, nor the experimental testing in the context of ECG applications.
However, the principle of multiple-input transistors, as multiple-input bulk-driven and multiple-input
bulk-driven quasi-floating-gates, have been confirmed experimentally by Khateb et al. in previous
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works [11–13]. The paper is organized as follows: Section 2 shows the principle of multiple-input
gate-driven OTA and the filter design based on it, Section 3 the simulation results, and finally Section 4
the conclusion.

Figure 3. Fifth-order Butterworth low-pass filters, (a) FD-OTA-C filter [7], (b) MOFD-OTA-C filter [8,9],
(c) FDDA-based filter [10].

2. Fifth-Order Butterworth Low Pass Filter

2.1. Multiple-Input Gate-Driven OTA

The active filter proposed in this work exploits multiple-input OTAs, which allows for simplifying
its overall structure [14]. The multiple-input OTA is realized using a concept of a multiple-input
MOS transistor. The symbol and CMOS realization of this element are shown in Figure 4a,b,
respectively. As it is seen in Figure 4b, the multiple-input MOS can be seen as a connection of an
“internal” MOS transistor and a voltage divider/analog summing circuit, composed of capacitances
CGi (i = 1 . . . N). The capacitors CGi are shunted by the large resistances RLi, which ensures proper
biasing of the gate terminal of the internal MOS for DC. The large resistances can be realized using an
anti-parallel connection of two minimum-size MOS transistors operating in a cutoff region, as shown
in Figure 4b. The small-signal equivalent circuit of the resulting multiple-input MOS is shown in
Figure 4c. Assuming 1/ωCGi � RLi, the gate potential VG is given by

VG =
N∑

i=1

CGi
C∑ Vini (1)
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where CΣ is the sum of the capacitances CGi and the input capacitance of an internal MOS seen from its
gate terminal Cin:

C∑ = Cin +
N∑

i=1

CGi (2)

Figure 4. MIGD MOS transistor, (a) symbol, (b) realization, (c) small-signal model.

Since the AC signal at the gate of the internal MOS transistor is attenuated by the capacitive
divider, the transconductance of the multiple-input device seen from its i-th input, and operating in
the subthreshold region, can be expressed as:

gmi =
ID

npUT
·CGi
C∑ (3)

where ID is the DC drain current, np. is the subthreshold slope, and UT. is the thermal potential. As it
is seen from (3), the transconductance seen from the i-th input is equal to the transconductance of the
internal MOS, multiplied by the voltage gain of the capacitive voltage divider.

The lower input transconductance gmi entails a lower intrinsic voltage gain of the multiple-input
MOS, as well as an increased input-referred noise. Both parameters are degraded by the factor of
CΣ/CGi. However, it is worth noting that the linear range for such a device is also increased by the
factor of CΣ/CGi, therefore, its dynamic range (DR) remains the same as that of the internal MOS.

The multiple-input MOS transistors were used to design a multiple-input OTA. The symbol and
CMOS realization of the circuit are shown in Figures 5 and 6, respectively. The multiple-input MOS
transistors M1 and M2 were used to create a multiple-input differential pair, biased by the self-cascode
current sources M7,7c and M8,8c. The drain currents of the input differential pair are transferred to the
outputs (Io+ and Io-) through the current mirrors composed of the self-cascode transistors M3/3c-M4/4c

and M5,5c-M6,6c. The current mirrors are loaded with the self-cascode current sources M10,10c and M9,9c.
Note that the tail node that supplies the differential pair in Figure 6 is drawn with two branches for
esthetic reasons. The application of self-cascode connections in this design allows for an increase in the
output resistance of the OTA, which entails increasing the DC voltage gain of this circuit. The transistors
M9c-M11c form a simple common-mode feedback circuit (CMFB) circuit, which forces the output
common-mode level to be equal to the reference potential VCM. All the transistors operate in a
subthreshold triode region. If the common-mode level is increasing/decreasing, the channel resistances
of M10C1,c2 are increasing/decreasing as well, thus lowering the currents flowing through M10 and M9,
and consequently, decreasing/increasing the common-mode level to the desired value. The transistors
M9c and M10c are divided into two devices, which makes the circuit insensitive to the output differential
signals of the OTA, at least for small amplitudes of the signal. For larger amplitudes of the output
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signals, one can observe nonlinear components of the drain currents ID9 and ID10, caused by the
differential output voltage of the OTA. However, this nonlinear effect is not apparent at the differential
output of OTA, since variation of ID9 and ID10 are identical. This effect, however, causes variation of
the output common-mode level. Figure 7 illustrates the large signal transfer characteristics and the
common-mode level variation for unloaded OTA in Figure 6 controlled with differential signals. Note,
moderate nonlinear effects are caused by the nonlinear output conductance of the OTA rather than that
of the CMFB. Variations of the common-mode output voltage are maintained at an acceptable level.

Figure 5. Symbol of a multiple-input operational transconductance amplifier (OTA).

Figure 6. CMOS implementation for an MIGD OTA.

Figure 7. Output differential voltage and common-mode level versus input differential voltage for
unloaded OTA in Figure 6.

One can say that the applied CMFB has a simple structure and does not consume additional
power from supply rails. On the other hand, it slightly limits the maximum output voltage swing due
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to nonzero voltage drops across transistors M9c–M11c and variations of the output common-mode level
caused by differential signals. However, the negative effects can be maintained at an acceptable level.

Assuming 1/ωCGi � RLi, the differential output current of the OTA can be expressed as:

Io+ − Io− = IBtanh

⎛⎜⎜⎜⎜⎜⎝
N∑

i=1

V+ini −V−ini

npUT
·CGi
C∑
⎞⎟⎟⎟⎟⎟⎠ (4)

where IB is the biasing current (it was assumed that ID7 = ID8 = ID11). From (4), the small-signal
transconductance from i-th input is given by:

gmi =
ID

npUT
·CGi
C∑ (5)

The DC voltage gain of the OTA from the i-th input can be expressed as:

Avd = gmirout (6)

where rout is the output resistance of the OTA, given by:

rout � gm4,6rds4,6rds4c,6c

∣∣∣∣∣∣∣∣gm9,10rds9,10

(
rds9,10c/2

)
(7)

Thanks to the self cascode connections, the voltage gain of the OTA can be at an acceptable level,
despite the lower transconductance of the input differential pair.

From (4), the third order harmonic distortion of the OTA for a sinusoidal signal applied to one
pair of input terminals, while the other pairs are shorted to ground the AC signals, can be expressed as:

HD3 =
1
48

(
V+i −V−i

npUT
·CGi
C∑
)2

(8)

Thus, as it is seen from (8), the input linear range is increased by the factor of CΣ/CGi,
i.e., the voltage attenuation factor introduced by the input capacitive divider.

The input referred noise of the OTA, including both thermal and flicker noise components, can be
expressed as:

v2
ntı = 2

(UT

IB

)2(C∑
CGi

)2[
ı21,2 + 2ı23−6 + 2ı29,10

]
(9)

where:

ı21,2 = 2qIB +
KFp
( IB

UT

)2
f COX(WL)1,2

(10)

ı23−6 = 4kTgds3−6c

(
1 +

2
3

gds3−6c

gm3−6

)
(gm3−6rds3−6c)

2

(1 + gm3−6rds3−6c)
2 +

1
4
·

KFn
( IB

UT

)2
f COX

[(
WL)3−6e f f

] (11)

ı210−14 = 4kTgds9−10c

(
1 +

2
3

gds9−10c

gm9−10

)
(gm9−10rds9−10c)

2

(1 + gm9−10rds9−10c)
2 +

1
4
·

KFp
( IB

UT

)2
f COX

[(
WL)9,10e f f

] (12)

where gds9−10c = gds9−10c1//gds9−10c1, WLieff = (WLi·WLic)/(WLi + WLic), i = 3 . . . 10, WL9,10c =

WL9,10c1 + WL9-10c2, KFn and KFp are the flicker noise constants for n- and p-channel transistors,
respectively, and COX is the oxide capacitance per unit area.

As it is easy to note from (9), the input referred noise is increased by the factor of CΣ/CGi,
as compared with the input noise of a single-input OTA biased with the same current. However,
if the multiple input OTA is realized with N identical OTAs, each biased with the current of IB/N,
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then the input transconductance from each input and the input referred noise would be the same as
that for the proposed realization (see the Appendix A). Since the linear range in the proposed design is
increased CΣ/CGi times, then the DR of the proposed solution is also increased in the same proportion.
The improved DR can be considered as the most important advantage of the proposed approach.
Note that a similar capacitive attenuation approach that increase the dynamic range of OTAs has been
presented before [15].

2.2. Proposed Filter

The proposed fifth-order Butterworth low-pass filter is shown in Figure 8a. It was developed
from the LC-ladder filter based on the OTA-C topology. Its signal flow graph is shown in Figure 8b,
where τ1 = C1/gm1, τ2 = C2/gm2, τ3 = C3/gm3, τ4 = C4/gm4, and τ5 = C5/gm5. The filter comprises
five MIGD OTAs and five capacitors. The number of active devices is reduced from 6 to 5, as compared
with [8–10], which allows for the reduction of the active area and power.

Figure 8. (a) Proposed fifth-order Butterworth low-pass filter, (b) signal flow graph.

Considering OTA0, OTA1 in Figure 3b and OTA0, FDDA1 in Figure 3c, it can be noted that these
devices are used to realize a floating resistor [9]. In this work these components together with the
capacitor C1 create a lossy integrator as shown in Figure 9a [8], Figure 9b [10]. The ideal transfer
function of these circuits can be expressed as:

Vop1 −Von1

Vip −Vin
=

gmo/gm1

(sC1/gm1) + 1
(13)

It is evident that the circuits work as lossy integrators, where the voltage gain can be controlled
by gmo. Usually, all transconductances are set to be equal for easy tuning. Figure 9c shows the lossy
integrator based on the three-input OTA that is proposed in this paper. The ideal transfer function of
the circuit in Figure 9c can be expressed as:

Vop1 −Von1

Vip −Vin
=

1
(sC1/gm1) + 1

(14)

Thus, the circuit works as a lossy integrator with unity gain. Assuming that gmo = gm1,
Equations (13) and (14) will be identical. Thus, it can be concluded that the OTA0 in Figure 3b,c can be
removed by using multiple-input OTA. This application can only be realized using multiple-input OTA
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and it is not possible by using conventional OTA. It should be noted that only the parts mentioned
above in Figure 9a of [8], Figure 9b of [10] are modified, the other parts (OTA2-5 or FDDA2-5) are not
changed and the feedback connection is still similar to the filters in [8,10].

Figure 9. Lossy integrator, (a) circuit in [8], (b) circuit in [10], (c) proposed circuit.

3. Results and Discussion

The circuit was designed in the Cadence environment using a TSMC 0.18 μm CMOS process with
a metal-insulator-metal (MIM) capacitor. The OTA with bias current IB = 3.3 nA consumes 8.25 nW
under a 0.5 V supply voltage. The isolation between OTA inputs is assured by the large value resistance
of the MOS transistor operating in a cutoff region. The input currents are well below 100 pA for input
range rail-to rail.

The RLC filter in Figure 2 was designed for the cut-off frequency of 250 Hz. The prototype element
values were chosen as follows: RS = RL = 1 Ω, C1 = C5 = 393.4 μF, C3 = 1.27 mF, and L2 = L4 = 1.03 mH.
For the OTA-C filter C1 = C5 = 5.43 pF, C2 = C4 = 14.2 pF, C3 = 17.57 pF, and the bias current for each
OTA was IB = 3.3 nA. Note that the bias current circuit serves to bias all OTAs hence the maximum
power consumption of the filter is 34.65 nW. Figure 10 shows the frequency responses of the RLC
and the proposed filter. The gain magnitude at low frequency was −6 dB and −6.4 dB and the cut-off
frequency (fc) was 250.2 Hz and 250.4 for the RLC and OTA filters, respectively. Both curves are in
good agreement up to −70 dB. Figure 11 shows the frequency response of the filter with different bias
currents ranging from 0.1 nA to 3.3 nA while the fc was in the range of 17.11 Hz to 250.4 Hz. The tuning
capability and the linear relation between fc and IB are demonstrated in Figure 12. The transient
response of the filter for the input sine wave of Vinpp = 100 mV and 10-Hz frequency are illustrated in
in Figure 13. The total harmonic distortion (THD) was 1%.

To check the influence of the process, voltage, and temperature (PVT) variations on the filter
performance, the corner analysis was performed. The MOS transistor corners (ss, sf, fs,ff), MIM capacitor
corners (ss, ff), voltage supply corners (490 mV, 510 mV), and temperature corners (0 ◦C, 60 ◦C) were used.
The variation of the gain was in the range of −7.2 dB to −6.13 dB while the variation of the cut-off
frequency was in the range of 100.6 Hz to 326.7 Hz, as shown in Figure 14. Note that the temperature
corner has the most effect of the variation of the frequency response since the circuit operates in a
subthreshold region. However, since the circuit is proposed for biomedical applications it is expected
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that the temperature variation will be less than the chosen temperature corners. Although the variation
of the cut-off frequency is large, the needed value can be simply re-adjusted by the bias current.
Note that the amplitudes of the bumps at low bias currents in Figure 11 and at higher frequencies in
Figure 14 do not exceed 1.6 dB and do not affect stability of the circuit in a significant manner.

The Monte Carlo analysis with 200 runs was performed for the filter gain and cut-off frequency as
shown in Figures 15 and 16, respectively. The mean value of the gain was −6.23 dB with standard
deviation of 0.14 dB, while the mean value of the cut-off frequency was 251.7 Hz with standard deviation
of 4.9 Hz. Figure 17 shows the output referred noise density of the filter. The integrated in-band
noise between 0.1 Hz to 250 Hz shows that the output referred noise is 77 μVrms. Figure 18 shows the
performance of the proposed filter in processing the ECG signal where (a) depicts the ECG signal with
a distortion signal (5 mV/500 Hz) that was applied at the input of the filter and (b) depicts the filtered
output signal.

Figure 10. The frequency response of the RLC and the proposed filter.

Figure 11. The frequency response of the proposed filter with different bias currents.
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Figure 12. The cut-off frequency versus the bias current.

Figure 13. The transient response of the filter for input sine wave with Vinpp = 100 mV and 10 Hz.

Figure 14. The frequency response of the proposed filter under process, voltage and temperature
(PVT) corners.
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Figure 15. Monte Carlo simulation of the voltage gain.

Figure 16. Monte Carlo simulation of the cut-off frequency.

Figure 17. The output referred noise density of the proposed filter.
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Figure 18. Transient response of the filter for ECG signal: (a) input; (b) output.

The summary and comparison between the proposed filter and some previous works are shown
in Table 1. Only the fifth-order Butterworth low-pass filters simulated by the LC-ladder type filter and
suitable for ECG signal acquisition [7–10] have been selected for comparison. From Table 1, it is clear that
the proposed filter has a lower number of active devices, power consumption, and figure-of-merit (FOM).
Finally, the FOM versus VDD of fifth-order low-pass filters are shown in Figure 19. Compared with
the works in [7,8,10], the proposed filter offers clearly better FOM. The FOM is even slightly lower
than the one in [9] with half the value of VDD. It is worth noting that the estimated chip area of
2-inputs and 3-inputs OTA based on the MIGD technique is increased by approximately 5% and 8%,
respectively, compared to that of a single-input conventional OTA with the same transistor dimensions.
This confirms the advantage of this technique of saving chip area. Note, a similar conclusion of this
advantage based on experimental results is stated in [11]. The small chip area of the proposed filter is
evident in Table 1 compared with that of [10] that used off-chip capacitors for filter realization.
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Table 1. Performance comparison between the proposed filter and other fifth-order low-pass filters for
ECG signal acquisition.

Symbol This Work
MEJ

(2019) [10]
IEEE TBioCAS

(2019) [9]
IEEE TCAS-II

(2018) [8]
IEEE TBioCAS

(2009) [7]

VDD [V] 0.5 0.25 1 1 1
Tech [um] 0.18 0.13 0.18 0.18 0.18
VTH [V] 0.5 0.44 0.5 0.5 0.5

Order (N) 5 5 5 5 5
No. of active device 5 MIGD-OTAs 6 FDDTAs 6 OTAs 6 OTAs 11 OTAs

Structure Gm-C fully-diff. Gm-C fully-diff. Gm-C fully-diff. Gm-C fully-diff. Gm-C fully-diff.
BW [Hz] 250 100 250 250 250

IRN [μVrms] 167 4.7 134 100 300
DR [dB] 63.24 57.00 61.2 49.9 50

Power (P) [nW] 34.65 603 41 350 453
FOM = P/(N * BW * DR) [pJ] 0.0191 1.7 0.0286 0.896 1.15

LV capability = VTH/VDD * 100 [%] 100 176 50 50 50

Area [mm2]
0.08 (estim.)

(off-chip cap.)
0.67

(off-chip cap.) 0.24 0.12 0.13

Obtained results Simulation Measured Measured Measured Measured

Figure 19. Figure-of-merit (FOM) against VDD of the fifth-order low-pass filters.

4. Conclusions

In this paper, a fifth-order Butterworth low-pass filter using multiple-input OTA was proposed.
The design proves that the number of OTAs for realizing the fifth-order low-pass filter architecture can
be reduced using multiple-input OTAs. This entails the reduction of both the power consumption
and the active area. Comparison with other designs in the literature shows that the proposed
structure is the most beneficial, regarding the number of active devices and power consumption.
The proposed filter was simulated with a 0.18μm CMOS process and supplied with 0.5 V, which entailed
operation in a subthreshold region. Simulation results including PVT corner and Monte Carlo (MC)
analyses confirmed the robustness of the design.
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Appendix A

Let us compare noise properties of a fully-differential OTA in Figure A1a, biased with current
IB, and a multiple-input OTA composed of n identical OTAs of the same structure, but biased with
currents of IB/n (Figure A1b). For simplicity, let us consider only the thermal noise.

The mean-square value of the output noise current of the OTA in Figure A1a, operating in a
weak-inversion region can be expressed as:

ı2n = 2qIBA (A1)

where q is the electron charge and A is a constant depending on the particular structure of the OTA.
Consequently, the input referred noise is given by:

v2
n =

2qIBA

g2
m

(A2)

The output noise current of each OTA in Figure A1b is:

ı2n = 2q
IB

N
A (A3)

However, the total output noise current, equal to the sum of N output currents, is the same as that
for the reference OTA in Figure A1a. If the total output noise is referred to one input, we obtain:

v2
nı =

ı2n( gm
N

)2 =
2qIBA

g2
m

N2 (A4)

Thus, the rms value of the input noise is given by:

√
v2

nı = N

√
2qIBA

g2
m

(A5)

If a noiseless passive voltage divider, with N inputs, and a voltage gain of 1/N from each input is
added at the input of the OTA in Figure A1a, then the rms value of the i-th input referred noise voltage
is given by the same equation, namely, the i-th input-referred noise is the same as that for the OTA in
Figure A1b.

Figure A1. Single-input fully-differential OTA (a) and multiple-input fully-differential OTA (b).
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If we define the dynamic range as the ratio of the maximum input rms voltage, limited by an
assumed level of nonlinear distortion (Vinmax) to the i-th input referred noise, then for the multiple-input
OTA in Figure A1b we have:

DRmi =
Vinmax√

v2
nı

(A6)

Since in the subthreshold region the linear range of a differential pair does not depend on the
biasing current, then for the OTA in Figure A1a, with an additional passive voltage divider, the linear
range will be extended N times, and the DR will be:

DRpd = N·Vinmax√
v2

nı

= N·DRmi (A7)

Hence, the dynamic range of the OTA with a passive, noiseless voltage divider at the input is N
times as large as that for the OTA composed of N identical OTAs, biased with N-times lower current.
Similar proof could be concluded for flicker noise, however, in such a case not only the total biasing
current, but also the total areas of transistor channels should be equal for the two compared circuits,
i.e., the transistor channel areas of each OTA in Figure A1b should be N times smaller than for that of
the OTA in Figure A1a.
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Abstract: Aiming at the problems of substantial pressure loss, small range ratio and contact
measurement in traditional gas flowmeters, this paper designs a new type of data-filtering ultrasonic
gas flowmeter. The flowmeter is composed of hardware circuits such as STM32F407 (ARM Cortex
32-bit microcontroller) main control chip and high-precision timing chip TDC-GP22 (time to digital
converter). The software uses a new data-filtering algorithm combining Kalman filtering algorithm
and arithmetic average algorithm to improve the measurement accuracy of ultrasonic gas flowmeter.
Through experimental comparison, we find that the filtering algorithm effectively reduces the
measurement error of the system. Within the flow range of 0.025–4 m3/h, the maximum relative
error of the system measurement is 2.7404%, which meets the national standard for the measurement
error of the 1.5-level instruments. Moreover, it reduces the zero-drift to about one half of the
original, which significantly improves the stability of the system. The gas flowmeter has the
characteristics of high accuracy, good stability, low power consumption, and the overall performance
is significantly improved.

Keywords: ultrasonic gas flowmeter; the principle of time-difference method; data filtering;
low-power measurement

1. Introduction

Nowadays, flow detection technology has been widely used in various fields of industrial
production such as petroleum, chemical industry, energy, etc. [1,2]. As a flowmeter for detecting fluid,
flowmeters can be divided into gas flowmeters and liquid flowmeters from the measurement medium.
Traditional turbine flowmeters, vortex flowmeters, and orifice flowmeters play an important role in
the measurement of liquid flow [3]. However, due to the particularity of the gas medium flow and
the complexity of the problems encountered in the signal transmission in the gas, the severe issues
in gas flow measurement still plague people [4]. In the field of gas measurement, most domestic
gas meters currently used in the country are membrane gas meters. The metering principle of the
traditional membrane gas meter is to introduce the gas into a metering chamber with a constant
volume and discharge it when it is full. Through a specific transmission mechanism, the number
of charges and exhaust cycles converts into a mass, which reflects in the counter of the gas meter
on [5]. The measurement technology of membrane gas meter is mature, reliable measurement and
stable quality. However, its interior is contact measurement. Due to long-term wear, the measurement
accuracy, sensitivity and stability of the measuring element is reduced, and there are problems such as
substantial pressure loss, small range ratio and difficult meter reading. It has been challenging to meet
the needs of modern society and people’s daily life [6].

With the development of electronic information and the Internet of things technology,
ultrasonic flowmeters have become a new type of intelligent instrument. Ultrasonic flowmeters
achieve remote data transmission in combination with the Internet of things technology, solving the
problem of field meter reading [7]. Compared with the traditional membrane gas meter, the ultrasonic
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gas flowmeter has the outstanding advantages of noncontact type, small pressure loss, wide range
ratio, high accuracy, etc. [8].

In recent years, a large number of researchers have made significant achievements in the study of
fluid pipeline structure and ultrasonic transducers [9,10]. In 2013, Zhao Xuesong conducted a flow field
simulation on the pipeline of a mono ultrasonic flowmeter. The flow field characteristics of different
shapes and sizes in the pipeline are studied, and the best tapered pipeline model is designed [11].
In 2015, Li Yuxi studied the influence of different installation methods of ultrasonic transducers on the
measurement accuracy of flow meters and determined the optimal installation method of ultrasonic
flow meters [12]. Moreover, the data filtering of the ultrasonic gas flowmeter mainly adopts the
median filtering algorithm and wavelet algorithm to improve the measurement performance [13].
In 2018, Yao Ping used algorithms such as wavelet analysis and recursive average filtering to study
how to improve the measurement accuracy of gas ultrasonic flowmeters in complex flow fields [14].
These research results have promoted the widespread application of ultrasonic gas flowmeters [15].

However, most of the existing ultrasonic gas flowmeters meet the measurement accuracy
requirements in the high zone (From the transition flow Qt (including Qt) to the maximum flow
Qmax: Qt ≤ Qi ≤ Qmax) and the accuracy requirements of small flow in low zone (From minimum
flow Qmin to transition flow Qt: Qmin ≤ Qi < Qt) cannot be guaranteed [16]. To further improve the
overall performance of the ultrasonic gas flowmeter, this paper designs a new data-filtering algorithm
combining Kalman filtering and arithmetic average. The small flow in the low zone has especially
high measurement accuracy, which significantly improves its measurement stability and can better
meet the needs of practical applications.

2. Method of Time-Difference Measurement

Principle of Time Difference Measurement

In this paper, the ultrasonic gas flowmeter adopts the principle of time-difference method.
The time-difference method is to indirectly obtain the average flow velocity of the fluid medium by
measuring the transmission time interval of the ultrasonic signal in the fluid medium in the forward
and reverse directions [17].

Figure 1 shows the measurement principle of the time-difference method [18]. Transducer Pup

is a forward-flow transducer, and Pdn is a reverse-flow transducer. The fluid flows from left to right
in Figure 1 as a positive flow direction. The installation angle of the transducers and the pipe is θ,
the pipe diameter is D. The linear distance between the two transducers is L. The transmission speed
of ultrasonic waves in a gas medium is c. The forward velocity of the gas is v. The upstream time
transmitted by the Pup transducer and received by the Pdn transducer is [19]:

tup =
L

c + v cosθ
(1)

The downstream time transmitted by the Pdn transducer and received by the Pup transducer is:

tdown =
L

c− v cosθ
(2)

From Equations (1) and (2), through the downstream time transmitted tdown minus the upstream
time transmitted tup, the forward and reverse flow time difference Δt of the ultrasonic signal
transmission can be obtained.

Δt = tdown − tup =
2Lv cosθ

c2 − v2 cos2 θ
(3)
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Because the sound velocity c of the ultrasonic wave is much greater than the flow velocity v of the
gas, so c2 much larger than v2 cos2 θ, the Equation (3) can be approximated as:

v =
Δtc2

2L cosθ
(4)

The linear velocity v of the gas can be obtained by Equation (4). When measuring the instantaneous
flow rate of gas, it is necessary to use the average surface velocity to calculate. According to the
relevant knowledge of fluid mechanics, the average surface velocity has different correction coefficients
according to different states of the fluid. Let the correction coefficient be K, then the instantaneous flow
Q of the gas is:

Q = K × S× v =
KπD2

4
v (5)

where S is the cross-sectional area of the pipeline; K is the instrument factor, which is related to the
Reynolds number of the fluid state.

It can be seen from Equations (4) and (5), under the condition of ensuring the accuracy of other
fixed quantities, accurate measurement of the time difference Δt of the forward and reverse flow is the
key to ensure the system’s metering accuracy [20].

 
Figure 1. Schematic diagram of the principle of time-difference method.

3. Hardware Design and Signal-Processing Process

3.1. Overall Hardware Design

Figure 2 shows the system hardware block diagram of the ultrasonic gas flowmeter. The system is
mainly composed of a control chip, a timing chip, an excitation signal amplifying circuit, a receiving
conditioning circuit, an LCD (liquid crystal display) module and a power module.

 

Figure 2. System hardware block diagram.

123



Sensors 2020, 20, 4804

This system uses a 32-bit single-chip STM32F407 as the calculation and control module, which meets
the requirements of high operation accuracy and low-power-consumption measurement. This system
selects the TDC-GP22 high-precision timing chip as the time measurement module. Through the SPI
(serial peripheral interface) communication mode, the single-chip microcomputer controls the pulse
generator inside the TDC-GP22 chip to generate an excitation signal and amplified by the amplifier
circuit, which acts on the transmitting transducer to send out the transmit waveform and start the
measuring time. Moreover, transmitting in the pipeline for some time, the transmit waveform is
received by the receiving transducer. After being amplified and filtered, the ultrasonic echo signal
is sent to the threshold comparison circuit, and the zero-crossing generates a signal to stop timing.
Finally, it sends to the TDC-GP22 timing chip to complete the time measurement. The TDC-GP22 sends
an interrupt signal to the microcontroller after the measurement is completed. The microcontroller
reads the time-difference measurement result and brings into the flow calculation formula to display
and store the flow data.

3.2. TDC-GP22 Circuit Generates an Excitation Signal

The transit time of the ultrasonic gas flowmeter is at the nanosecond level; the TDC-GP22 can
measure at 90-picosecond resolution in the single-precision mode and at 45-picosecond resolution
in double precision mode. All meet our requirements for time-difference measurement accuracy.
To reduce power consumption, we choose a single-precision measurement mode. The TDC-GP22
high-precision timing chip used in this paper integrates a pulse-generating circuit, which greatly
simplifies the configuration of peripheral circuits. The internal logic gate delay is used to measure
the time interval to ensure the accuracy of the measurement. Figure 3 shows the excitation signal
generated by the TDC-GP22 pulse-generating circuit.

Figure 3. High-precision timing chip (TDC-GP22) circuit generates an excitation signal.

3.3. The Amplified Excitation Signal by the Amplifier Circuit

Figure 3 shows that the amplitude of the excitation signal is 3.3 V. In actual design—because the
ultrasonic signal generated by low-amplitude excitation is attenuated severely in the gas medium—an
excitation source with an amplitude of more than 15 V is generally required to excite the gas ultrasonic
transducer. Therefore, we used the TPS61085 (Booster converter) boost chip to amplify the original
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signal. Figure 4 shows that the amplifier circuit boosts the 3.3 V voltage of the initial excitation signal
to 18 V, which acts on the transmitting transducer to send out the transmit waveform.

Figure 4. Amplified excitation signal by the amplifier circuit.

3.4. The Receiving Circuit Processes the Echo Signal

After propagating through the fluid medium, the transmit waveform signal is received by the
receiving transducer. Figure 5a shows the original echo signal generated by the receiving transducer
has an amplitude of several tens of millivolts, and it contains some noise interference signals. To obtain
a stable and pure echo signal, the received original signal needs to be conditioned [21]. Therefore,
we use the low-noise and high-precision op amp OPA320 (precision operational amplifier) to amplify
the weak echo signal containing noise and then pass the active band-pass filter circuit to filter the
amplified high and low-frequency interference signals. Finally, a stable and pure echo signal is obtained.
Figure 5b shows the echo signal obtained after amplification and filtering by the receiving circuit.

 
(a) (b) 

Figure 5. (a) Signal processed before the receiving circuit; (b) signal obtained by the receiving circuit.
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3.5. Threshold and Zero-Crossing Comparison Circuit Generates Stop Timing Signal

To avoid some interference signals will also trigger the TDC-GP22 chip timing. We first use a
threshold comparison circuit to set a threshold voltage. When the amplitude of the echo signal is
higher than the threshold voltage, the enable pin of the zero-crossing comparison circuit is triggered
and generates a stop-timing signal and sends it to the stop pin of TDC-GP22 to complete timing [22].
In this way, the interference before the useful signal is shielded by a combination of threshold and a
zero-crossing comparison circuit. Figure 6 shows the stop-timing signal generated by the threshold
and zero-crossing comparison circuit.

Figure 6. Threshold and zero-crossing comparison circuit generate the stop-timing signal.

4. Software Design

4.1. Software System Design

Figure 7 shows the flow chart of ultrasonic gas flowmeter measurement. When the measurement
starts, the single-chip microcomputer needs to be initialized, including initializing the corresponding
peripheral configuration and system clock and then configuring the registers of the TDC-GP22.
The single-chip microcomputer sends an instruction to start measurement to the TDC-GP22
through the SPI communication method and simultaneously enters the time measurement program.
After completing the upstream and downstream time measurement, it enters the time-difference
processing module and then runs a filtering algorithm to process the time-measurement data. Finally,
the single-chip microcomputer calculates the gas flow and send the data to the LCD. At the same
time, the flow rate data are stored in the main control chip’s internal flash to prevent data loss after
power failure. After completing measurement, the single-chip microcomputer enters the low power
STANDBY mode and waits for the timer interrupt to wake up for the next measuring.

The ultrasonic gas flowmeter in this study is battery-powered, so its system must use low-power
measurement. The power consumption of the STM32F407 microcontroller in STANDBY mode is
less than 2.5 μA and the static power consumption of the TDC-GP22 timing chip is the only 2.2 μA.
To reduce the measurement power consumption of the system, the sampling frequency of the system is
related to the change of the gas flow rate. When the gas flow rate is considered to be stable, the sampling
period sets to 1 s and the rest of the time is in a dormant state. When the gas flow rate changes,
the system will increase the sampling frequency to reflect the amount of gas change.
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Figure 7. System software flow chart.

4.2. Data Filtering

The purpose of data filtering is to eliminate random errors in the original data. A reasonable
data-filtering algorithm must be based on a thorough study of the original data, taking into account
data volatility, data distribution characteristics and sudden changes [23,24]. In the measurement of
ultrasonic gas flowmeters, measurement deviations are caused by disturbing factors such as random
noise and piping structure design errors. For the arithmetic average filtering algorithm, the smoother
the filtering effect, the higher the lag of the algorithm and the poor ability to suppress random errors
that occur in the system. For the application of the Kalman filter algorithm, it can achieve a strong
ability to suppress the arbitrary interference appearing in the order and the filter effect will be worse
when the response to sudden changes is realized. Therefore, in the case of frequent changes of gas
flow rate, how to make the ultrasonic gas flowmeter respond quickly to the amount of gas change and
achieve accurate measurement is another test of the filtering algorithm.

To balance the smoothing effect of filtering and the timeliness of data processing. In the design of
the algorithm, it is necessary to discriminate whether the measurement deviations are caused by the
interference of external random factors or the design error of the internal structure of the measuring
pipe, then adopts different algorithms for different situations. Therefore, this study proposes a new
data-filtering algorithm combining a Kalman filtering algorithm and an arithmetic averaging algorithm.
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4.2.1. Kalman Filtering Algorithm

Kalman filtering is a time–domain filtering method that is suitable for recursive solving. It can
process the data obtained at each sampling instant immediately and based on the state estimates before
that moment. The recursive equation gives the new state at any time estimate. Inflow measurement
systems, the entire process can be represented by the following discrete models [25]:

x(k) = Ax(k − 1) + Bu(k − 1) + w(k − 1) (6)

z(k) = Cx(k) + v(k) (7)

where the x(k) is state variable and the gain matrix A is the state of k − 1 is linearly mapped to the state
of k at the current time, matrix B represents the gain of the optional control input u(k − 1) and the
random signal w(k − 1) is the process excitation noise, because the state of the process has no control
inputs, u = 0, the matrix C represents the gain of the state variable x(k) against the measured variable
z(k) and v(k) represents the observed noise [26].

The Kalman filtering algorithm is as follows:

1. Predict the current state:

x̂(k | k − 1) = A(k − 1)· x̂(k−| k − 1) (8)

2. The covariance of prior estimation errors:

P(k|k − 1) = A(k − 1)P(k − 1|k − 1)AT(k − 1) + Q(k − 1) (9)

3. Gain calculation:

K(k) = P(k|k − 1)CT(k)
[
CT(k)P(k|k − 1)C(k) + R(k)

]
(10)

4. Status estimate update:

x̂(k|k) = x̂(k|k − 1) + K(k)[z(k) − C(k)x̂(k|k − 1)] (11)

5. The covariance of posterior estimation error:

P(k|k) = [1 − K(k)C(k)]P(k|k − 1) (12)

where x̂(k|k − 1) is the prior estimate, x̂(k|k) is the posterior estimate and P(k|k − 1) is the covariance
of the previous estimate error, P(k|k) is the covariance of the following estimation error, K(k) is the filter
gain, R(k) is the observation noise covariance matrix, Q(k − 1) is the process excitation noise covariance
matrix [27].

4.2.2. Filter Algorithm Combining Kalman and Arithmetic Average

Figure 8 shows a data-filtering algorithm combining the Kalman filtering algorithm and the
arithmetic averaging algorithm. First, the system quickly measures eight sets of time-difference data
and determine the difference value between the maximum and minimum values. When the ultrasonic
gas flowmeter detects that the difference value higher than or equal to a particular threshold δ, the data
have a wide range at this time, the gas flow rate is considered to be in a rapidly changing stage due to
external interference. Hence, the system increases the sampling frequency Fs to track the change of the
gas flow rate. At this time, the system selects a Kalman filter algorithm to process the time-difference
data. When the difference value is less than a particular threshold range δ, the range of data changes is
small. The gas flow rate is considered to be relatively stable at this time. The sampling frequency Fs
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is reduced, and we select the arithmetic averaging algorithm to solve the problem that the internal
structure design error of the actual pipeline affects the gas flow rate.

Figure 8. Data-filtering algorithm.

The data-filtering algorithm can effectively improve the measurement accuracy of the system.
It can also significantly reduce the zero-drift of the system. Especially in the measurement of small
flow, the stability and measurement accuracy of the system was improved.

5. Results and Discussion

5.1. Experimental Device

To test the effect of the comparison data-filtering algorithm, we use a gas flow measurement
system for experiments. The schematic diagram of the experimental measurement system is shown
in Figure 9, which is mainly composed of the standard flowmeter, the ultrasonic gas flowmeter,
the pressure measurement sensor, the temperature measurement sensor, a flow regulating valve, a fan
and an outlet valve.

 

Figure 9. Schematic diagram of the experimental measurement system.
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In the experimental measurement, the ultrasonic gas flowmeter was installed on the pipe section
of the verified flowmeter and the fan started to blow in air, and the air outlet valve was closed.
After the pressure between the standard flowmeter and the verified flowmeter was consistent and the
measurement system was stable. We opened the air outlet valve [28]. In the experiment, we adjusted
the flow rate by adjusting the opening of the flow regulating valve. After running for some time, we
read the flow data of the standard flowmeter and the verified flowmeter.

To verify the measurement performance of ultrasonic gas flow, it is necessary to test the
instantaneous flow at different flow points. The measuring range designed is 0.025–4 m3/h in
this study. According to “JJG-1030-2007 Verification regulation of ultrasonic flowmeters”, the detection
flow points are Qmin, Qt, 0.4 Qmax, Qmax, for each flow point test is no less than 3 times; the experimental
results are shown in Table 1.

Table 1. Flow experiment data at different flow points.

Average Value of the
Standard Flowmeter (m3/h)

The Value of the Verified
Flowmeter (m3/h)

Average Value of the
Verified Flowmeter (m3/h)

Relative Error
(%)

0.0250
0.0253

0.0257 2.74040.0259
0.0258

0.4000
0.3975

0.3933 −1.67310.3922
0.3902

1.6000
1.6477

1.6174 1.09011.6233
1.5813

4.0000
3.9530

3.9705 −0.73643.9348
4.0238

5.2. Zero-Drift Discussion

Zero-drift means that the flow rate is zero under the test conditions: the pipe section is filled with
air, and the inlet and outlet of the pipe are sealed. Therefore, the time-difference data of the zero-drift
is continuously collected when the flow rate is zero.

Theoretically, when the flow rate of the fluid is zero, the transmission time of the ultrasonic
signal in the forward and reverse directions is equal. Actually, it is disturbed by factors such as pipe
structure, the performance difference of upstream and downstream transducers, which causes the
time difference to not be zero, so the calculated flow rate is not zero, and it will cause errors in the
actual flow measurement. Especially for the measurement of small flow, because the time difference of
the small flow is close to the time difference of the zero-drift, the error of the measured flow result
is greater. Therefore, the zero-drift phenomenon will affect stability and accuracy of the ultrasonic
flowmeter measurement.

To compare the effect before and after the data-filtering algorithm, we sampled the original
zero-drift time-difference data and the zero-drift time-difference data after data-filtering algorithm.
We labeled them as Sample 1, Sample 2, respectively. As shown in Figure 10, the black line represents the
original zero-drift data. It can be seen from figure that the zero-drift range of the system remains within
±10 ns. The thick red line represents the zero-drift data obtained after data filtering. The zero-drift
data range of the system is within ±5 ns. By comparison, it can be seen that the scope of the zero-drift
data becomes significantly smaller.
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Figure 10. Comparison of zero-drift before and after data filtering.

To describe the degree of dispersion of the zero-drift data after the data filtering, the definition of
sample standard deviation is introduced:

S =

√√
1

n − 1

n∑
i = 1

(
Xi − X

)2
(13)

where S is the samples standard deviation, Xi is the time-difference value of the zero-drift, X is the
average value of samples and n is the number of samples.

Table 2 analyses the difference value between the maximum and minimum value and standard
deviation of the two groups of samples. The difference value indicates the range of the sample data [29].
The smaller the scale of the sample data, the more stable the data; and the smaller the standard
deviation, the lower the degree of sample dispersion [30]. It can be seen from Table 1 that the difference
value and standard deviation of Sample 2 are the smallest, and the difference value of Sample 1 is
the largest. The results in Table 1 show that the data of Sample 2 are the most stable and have the
least dispersion.

Table 2. Zero-drift data analysis.

Number
Difference between

Maximum and Minimum (ns)
Standard Deviation (ns)

Sample 1 17.258 2.8873
Sample 2 7.893 1.3232

From the above analysis, it can be concluded that the data-filtering algorithm can effectively
reduce the zero-drift of the system. The smaller the change range of the zero-point drift data, the more
stable the measurement result of the ultrasonic flowmeter, and the less affected by the interference of
the actual measurement environment.

5.3. Experimental Data

The range of the ultrasonic gas flowmeter is 0.025–4 m3/h, the transition flow Qt is 0.4 m3/h,
the range ratio R-value is 160, the accuracy level is 1.5 and the measuring pipe diameter is nominally
diameter 20-mm in diameter. To verify and compare the effectiveness of data-filtering algorithms,
we select two flow points distributed in the low zone (0.025 m3/h ≤ Qi < 0.4 m3/h) and the high zone
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(0.4 m3/h ≤ Qi ≤ 4 m3/h) and test multiple groups time-difference data. Three sets of data were selected
for each flow point, as shown in Tables 3 and 4, respectively. The time-difference data of a particular
flow point is chosen randomly and the effect of the data-filtering algorithm is tested. The comparison
of the results before and after the data filtering is shown in Figure 11.

Table 3. Time-difference signal samples without data filtering.

Particular Flow Point in
the Low Zone

Time Difference Data (μs)

Relative Error
(%)

Particular Flow Point in
the High Zone

Time Difference Data (μs)

Relative Error
(%)

0.2978 −9.4558 1.6293 0.1332
0.3561 8.2700 1.6136 −0.8317
0.3328 1.1858 1.6385 0.6986

Table 4. Time-difference signal samples with data filtering.

Particular Flow Point in
the Low Zone

Time Difference Data (μs)

Relative Error
(%)

Particular Flow Point in
the High Zone

Time Difference Data (μs)

Relative Error
(%)

0.2625 −0.2407 1.5698 −0.1950
0.2612 −0.7347 1.5723 −0.0360
0.2657 0.9754 1.5765 0.2310

Figure 11. Comparison of time-difference signals before and after data filtering.

This study uses the time-difference method to measure the flow rate of an ultrasonic gas flow
meter. Combining Equations (4) and (5), it can be seen that the ultrasonic velocity c in a static fluid is
taken as a constant. The installation angle θ of the transducer and the pipe and the linear distance L
between the two transducers are directly measurable physical quantities, so the accurate measurement
of the time difference between the forward and reverse flow can improve the measurement accuracy of
the system. To verify the effect of the filtering algorithm and eliminate the influence of other physical
constants on the verification results, this study compares the relative error data of the three sets of
time difference before and after filtering and improves the measurement accuracy of the system by
accurately measuring the time difference between the forward and reverse flow.

Figure 11 is a comparison of the effect of time-difference signals before and after data-filtering
algorithm at a particular flow point. The black line represents the signal before data filtering,
and the thick red line represents the signal after data filtering. By comparison, we can find that
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the time-difference signal after data filtering is smoother than the time-difference signal before data
filtering. It shows that the filtered signal is less affected by the random interference.

5.4. Data Discussion

Tables 2 and 3 show three sets of time-difference data before and after data filtering. The formula
for calculating relative errors in table is:

E =
ΔT
T
× 100% (14)

where E is the actual relative error, generally given as a percentage, ΔT is the absolute error, that is the
difference value between the measured value and the real value, and T is the real value. In the actual
calculation, the average value is used instead of the real value.

It can be seen from Table 3 that when the flow point is in the high zone, the relative error of
time-difference data is small; when the flow point is in the low zone, the relative error of time-difference
data is large, and it is difficult to achieve accurate measurement. It can be seen from Table 4 that when
the flow point is in the high zone, the relative error is small. Especially the relative error of the low
zone flow is significantly reduced, which proves that the relative error of time-difference data after
data filtering is smaller, and the measurement accuracy is higher.

To better compare the time-difference data in Tables 3 and 4, the sample averages of the
time-difference data of the low zone and high zone flow and the difference ΔE between the maximum
and minimum of the relative error were calculated. The results are shown in Table 5.

Table 5. Performance comparison with and without data filtering.

Before Data Filtering After Data Filtering

Sample average of a particular
flow point in the low zone (μs)

0.3289 0.2631

Sample average of a particular
flow point in the high zone (μs)

1.6271 1.5729

Relative error ΔE
in the low zone

17.7258% 1.7101%

Relative error ΔE
in the high zone

1.5303% 0.4260%

By comparing the data in Table 5, it can be found that the relative error ΔE of a particular flow
point in the low zone has decreased from 17.7258% before data filtering to 1.7101% after data filtering.
The relative error ΔE of a particular flow point in the high zone decreased from 1.5303% before
data filtering to 0.4260% after data filtering. The comparison shows that the data using the filtering
algorithm is more stable and more accurate.

6. Conclusions

This paper designs a high-precision ultrasonic gas flow meter and analyses the signal-processing
process of the ultrasonic gas flow meter. A data-filtering algorithm combining Kalman filtering and
arithmetic averaging is proposed to improve the measurement accuracy and stability of the system.

The zero-drift of the ultrasonic flowmeter is an essential manifestation of the measurement
performance of the entire system. The smaller the zero-drift is, the higher the measurement stability
of the system is. Therefore, by comparing the effects of the data-filtering algorithm, it is evident
that the zero-drift scope of the system is reduced from within ±10 ns to within ±5 ns. The zero-drift
is about 1/2 of the original zero-drift of the system, which effectively improves the stability of the
system measurement.
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To verify the effectiveness of the data-filtering algorithm, it can be seen from the experimental
comparison results that the relative error of the time-difference data after the data-filtering algorithm is
reduced, especially the relative error of the small flow is reduced more obviously. Within the flow
range of 0.025–4 m3/h, the maximum relative error of the system measurement is 2.7404%, which meets
the national standard for the measurement error of the 1.5-level instruments. It shows that the
measurement accuracy of the system is higher after data filtering, and its comprehensive measurement
performance was significantly improved.
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Abstract: This paper presented a non-uniform multiphase (NUMP) time-to-digital converter (TDC)
implemented in a field-programmable gate array (FPGA) with real-time automatic temperature
compensation. NUMP-TDC is a novel, low-cost, high-performance TDC that has achieved an excellent
performance in Altera Cyclone V FPGA. The root mean square (RMS) for the intrinsic timing resolution
was 2.3 ps. However, the propagation delays in the delay chain of some FPGAs (for example, the
Altera Cyclone 10 LP) vary significantly as the temperature changes. Thus, the timing performances
of NUMP-TDCs implemented in those FPGAs are significantly impacted by temperature fluctuations.
In this study, a simple method was developed to monitor variations in propagation delays using two
registers deployed at both ends of the delay chain and compensate for changes in propagation delay
using a look-up table (LUT). When the variations exceeded a certain threshold, the LUT for the delay
correction was updated, and a bin-by-bin correction was launched. Using this correction approach,
a resolution of 8.8 ps RMS over a wide temperature range (5 ◦C to 80 ◦C) had been achieved in a
NUMP-TDC implemented in a Cyclone 10 LP FPGA.

Keywords: time-to-digital converter (TDC); field-programmable gate arrays (FPGA); non-uniform
multiphase (NUMP) method; temperature correction

1. Introduction

High-resolution time-to-digital converters (TDCs) are widely used in medical time-of-flight
(TOF) positron emission tomography (PET) cameras [1–3], light detection and ranging (LiDAR) [4–6],
large high-altitude air shower observatory systems (LHAASO) [7–9], and high-energy physics (HEP)
experiments [10]. Many applications have a requirement for temperature-insensitive high-performance
TDCs that will provide stable and reliable operation over a wide range of temperatures.

Field programmable gate array (FPGA)-based TDCs, constructed with off-the-shelf low-cost
components, offer a promising practical alternative to conventional application specific integrated
circuit (ASIC)-based TDCs. Most high-resolution FPGA-based TDCs are constructed using carry chains
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(delay chains) in the FPGA. The performance of those FPGA-based TDCs is largely determined by the
accuracy and stability of the propagation delays in the delay chain.

The propagation delay in the delay chain is vulnerable to the influence of manufacturing processes
and FPGA operating voltages and temperatures (PVT) [11,12]. In practice, variations in delay
characteristics can be calibrated through code density tests [13]. Variations in propagation delay due to
the operating voltage can be reduced by using high-performance power supplies [14]. However, it is
not feasible or practical to control the ambient temperatures in many applications. In wave union
TDC [15], a look-up table (LUT) for calculating timestamp has been built in the initial calibration mode.
The LUT has been updated using the random event data in normal mode to compensate for the effects of
the temperature fluctuations on propagation delays. This correction approach has achieved continuous
calibration based on the technique of the ping-pang memories. However, this approach may not be
suitable in applications with non-random event data inputs. Variations in propagation delays due
to temperature fluctuations can be corrected using on-board LUT containing the variations of width
for the time bins [16,17] or the temperature-LUT coefficient [18]. However, these methods require a
temperature sensor and a regulating device and require intensive experiments to be performed to
determine the relationship between the temperature and the correction parameters. The technology of
dual delay lines (DDLs) is used to enable real-time calibrations in [19], which sets up an alternate result
of calibrations to offset environmental effects. However, calibrating continuously results in the large
power consumption, and the use of DDLs and the double backup of calibration results will consume lots
of FPGA resources. A hardware unit consisting of an inverter and buffers is used to detect the ambient
temperature and generate the correct values [20] but does not achieve an excellent performance.

In this paper, a novel scheme was introduced for real-time monitoring and compensation of
changes in propagation delays. The event that triggered the temperature correction process was
the variation of the propagation delay. The detection of the event was performed according to
periodic discrete-time measurements, which could be classified as the periodic event-triggered control
(PETC) [21]. When propagation delay changes exceeded a certain threshold, the bin-by-bin correction
was launched, and LUT was updated on the threshold. Thus, the temperature correction scheme could
be considered as an event-based control approach [22–27]. The proposed scheme was validated in a
two-channel non-uniform multiphase (NUMP) TDC [28] using an Altera 60 nm Cyclone 10 LP FPGA
and achieved a resolution of 8.8 ps root mean square (RMS) over a wide temperature range from 5 ◦C
to 80 ◦C.

This paper is organized as follows. In Section 2, the principle of the NUMP TDC is described briefly,
and the temperature characteristics of the delay chain and the principle of the proposed temperature
correction method are described. Section 3 introduces the implementation details. The experimental
results are presented in Section 4, and several design key points are discussed in Section 5. Finally,
Section 6 summarizes and concludes the paper.

2. Operating Principles

2.1. Top-Level Diagram of NUMP TDC

The structure of the NUMP TDC is shown in Figure 1 [28]. As shown in Figure 1a, a phase-shifted
clock generator (PSCG) is used to produce many copies of the system clock (400 MHz) with different
phase shifts. A special structure is used to reduce the accumulation of delay chain jitter containing four
equal-length sub-delay chains with a fixed phase difference (0.5π) clock feed equivalent to one delay
chain. Each sub-delay chain consists of 95 delay units, and each delay unit corresponds to the carry
chain of an adder. Every adder in PSCG is paired up with a dedicated register in the register bank, so
there are 380 registers in the register bank. When the clock is fed into the first adder, multiple clocks
with random phases are generated from the sum-out pins of the adders.
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(a) 

(b) 

Figure 1. The architecture of NUMP TDC. (a) PSCG constructed with multiple delay chains (carry
chains). (b) Diagram of the NUMP TDC. NUMP, non-uniform multiphase; TDC, time-to-digital
converter; PSCG, phase-shifted clock generator.

A key feature of the NUMP TDC is that it is “non-uniform”, which means that the phase
relationships between the multiple clocks that are output from the PSCG are neither uniformly
distributed nor sorted in time order. Thus, as shown in Figure 1b, a clock sorting module is designed
to sort the clocks. The rising edges and the falling edges will be captured both, and their values will be
used to calculate the fine timestamp in the decode module.

The other modules of the NUMP TDC will be introduced with the temperature correction
module later.

2.2. Temperature Characteristics of Delay Chain

In previous work, Pan et al. [18] used a complementary metal oxide semiconductor (CMOS)
inverter as an example to qualitatively analyze the effect of temperature on the delay chain of Cyclone
II FPGA devices and suggested that carrier mobility and threshold voltage affected the propagation
delay. A series of experiments were performed, and results indicated that the temperature fluctuations
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had similar effects on all bins in a delay chain with a limited length (less than 105 delay units).
Although Cyclone 10 LP FPGA is a newer product in the Cyclone series FPGA, its positioning and
underlying logical architecture are similar to the Cyclone II FPGA. The logic array block (LAB) consists
of logic elements (LEs) and has the same carry chain structure [29,30]. Therefore, their delay chains
have similar temperature characteristics. The detail about the delay chain has been discussed further
in Section 5.

The principle of the NUMP TDC is quite different from a wave-union TDC [15]. Therefore, the conclusion
reached in the previous study could not be directly used to support the temperature correction method
for this paper. Based on Pan’s research, a further conjecture could be proposed: since the variation in
propagation delay of each delay unit (hereinafter called a ‘cell’) is roughly the same when the temperature
changes, if the input of a delay chain is a clock signal instead of a hit signal, the delay at the delay chain’s
end cell is always longer than at the delay chain’s front end cell, since the delay effect gradually accumulates
in each cell. As the number of cells increases, it is obvious that the propagation delay of the clock signals
will increase linearly.

Experimental studies were performed to validate this hypothesis. The clock sorting operation was
performed repeatedly, with the temperature changed from 10 ◦C to 70 ◦C at 10 ◦C per step. The results
of the clock sorting operation measured at 10 ◦C were selected as the references. The measurements
at other temperatures were subtracted from the references to obtain the changes of the propagation
delays (hereinafter called the ‘variation of edge values’) for each cell. Figure 2 shows the variation of
the edge values measured at temperatures ranged from 20 ◦C to 70 ◦C at 10 ◦C per step.

  
(a) (b) 

Figure 2. Variation of edge values at different temperatures compared to the clock sorting operation
results at 10 ◦C. The horizontal axis shows the edge number, and the vertical axis is the variation
of edge value. The blue lines and red lines represent the true curves and fitted curves, respectively.
There are 95 cells in each sub-delay chain, and the first sub-delay chain’s variation of edge values are
shown here. (a) The changes of the propagation delays at 20 ◦C , 30 ◦C and 40 ◦C; (b) The changes of
the propagation delays at 50 ◦C , 60 ◦C and 70 ◦C.

As shown in Figure 2, the edge values of each cell for FPGA at different temperatures were different
from the edge values obtained by the clock sorting operation at 10 ◦C. Therefore, the temperature of
the FPGA (more precisely, the delay chain) could be measured using the variation in edge values.

Figure 3 shows the variation in delay increment with FPGA temperature, which was the slope of
the change in Figure 2. This graph had excellent linearity with an R2 value that reached 0.998. The slope
of the approximated line was 0.027, meaning that for each increase (or decrease) temperature by 1 ◦C,
the propagation delay variation would increase (or decrease) by 0.054 ps (0.027 × 2). Although this
linear relationship existed between the propagation delay and the temperature, this relationship was
not a prerequisite for the temperature correction method proposed in this paper.
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Figure 3. Variation in delay increment with a field-programmable gate array (FPGA) temperature.

2.3. Temperature Measurement Structure

The basic concept of the proposed temperature correction method for the NUMP TDC is as follows.
A code density test is used to test the edge values of one or more cell(s) in the delay chain, and the
results are compared with the edge values stored in the LUT. If the edge value variation exceeds a
specified temperature correction threshold, the NUMP TDC switches to temperature correction mode,
and the original LUT is updated to consider the current temperature state.

The FPGA delay chain temperatures could be measured using two methods, as shown in Figure 4.

  
(a) (b) 

Figure 4. Two methods for temperature measurement. (a) Monitoring through dedicated registers.
(b) Monitoring through the thermometric registers. The shadowed cells in Figure 4b are the thermometric
cells; the only difference between these cells and normal cells is that the thermometric cells are extra
paired up with thermometric registers.

For the first method, the temperature states are monitored using dedicated registers, as shown in
Figure 4a. The advantage of this method is that the results accurately reflect the temperature states of
the delay chain. However, this method has an obvious shortcoming: the delay chain states cannot
sample simultaneously by the hit signal and the resort signal, so a timer is required to periodically test
the temperature. This inevitably results in a larger dead time.

The second method is shown in Figure 4b and uses thermometric registers besides the delay
chain to monitor variations in the edge values of the thermometric cells. This allows the temperature
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state of the delay chain to be monitored at any time. The biggest advantage of this method is that
it is independent of time measurement and temperature measurement. The thermometric registers
are not as precise as the dedicated registers and may not be as accurate at capturing the delay chain
temperature. However, this difference can be minimized by using a logic lock tool in the design
platform. By deploying the thermometric registers around the delay chain, the clock states in the
delay chain can be almost simultaneously fed into two types of registers. This makes it possible to use
additional thermometric registers rather than dedicated delay chain registers to monitor the delay chain
temperature. Thus, for our proposed temperature correction module, the second method was utilized.

2.4. Top-Level Diagram of NUMP TDC with Temperature Correction Module

Figure 5 provides a diagram of the NUMP TDC with the temperature correction module.
This diagram has two major differences from a conventional NUMP TDC. Firstly, two additional
thermometric registers are deployed at both ends of the delay chain to monitor variations in the
edge values. Secondly, the LUT is updated in real-time to compensate for temperature effects on the
delay chain.

 
Figure 5. Diagram of NUMP TDC with the temperature correction module. For more clarity,
this diagram only describes one channel TDC and omits some of the details already expressed earlier.

The NUMP TDC with the temperature correction module has three operation modes. In the
initialization clock sorting mode, a calibration signal CAL is selected to latch the clock states in the
registers, and the sampling results are calibrated by the clock sorting module, which is based on the
internal netware input/output subsystem (NIOS) CPU of the FPGA. The phases (the edge values) of
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each cell are calibrated, sorted, and stored in the LUT. Once this step is complete, the time intervals can
be measured by the NUMP TDC.

In normal operation mode, clock states with random phase shifts are sampled simultaneously
by the hit signal. The sampled states of the clocks are sent to the decoding module to calculate the
fine timestamp. The hit signal is also fed to the coarse time module, which outputs a 16-bit course
timestamp and a check bit to correct the metastable error. The fine timestamp and the coarse timestamp
with its check bit are then combined and buffered in the first input first output (FIFO) buffer and
transmitted to the host PC by USB cable. Simultaneously, the thermometric clock sorting module
periodically measures the edge values of the thermometric cells. The variation in edge values is fed
to the temperature correction start module (hereinafter called the ‘TC start module’) for analysis.
The NUMP TDC will automatically switch to temperature correction mode if the variation is larger
than a given threshold.

In the temperature correction mode, the edge values are corrected. The edge values of each cell
are calibrated and sorted, and the LUT is updated. Once the process is completed, the TDC switches
back to the normal operation mode.

3. Implementation

3.1. Top-Level Diagram of Temperature Correction Module

A diagram of the temperature correction module is shown in Figure 6.

 

Figure 6. Diagram of the temperature correction module.

Since temperature variations tend to occur very slowly, it is not necessary to continuously monitor
the temperature. The timer is used for periodic measurement of the delay chain temperatures using
the thermometric clock sorting module. After each measurement, the absolute value of the difference
between the edge values of the thermometric cells is fed to the TC start module for analysis of the
current temperatures. The analysis process is as follows. If there is no temperature change trend
identified, the TDC will remain in normal operation mode. If a temperature change trend is identified,
the module will check if the change is larger than the given threshold. If so, the TDC switches to
temperature correction mode, i.e., temperature correction will be launched, and the time measurement
process will be suspended. Otherwise, the TDC will remain in normal operation mode.

Once the temperature correction starts, the edge values in LUT will be individually corrected by
the LUT correction module. This disturbs the original order of the edge values. Therefore, a LUT
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reorder module is introduced to reorder the edge values in the LUT after each correction. Once the
reorder process is completed, and the entire temperature correction process is finished, the TDC
switches back to the normal operation mode.

The temperature correction module is performed in real-time and online.

3.2. Clock Sorting Operation for Temperature Measurement

This paper proposed a simple method to monitor the temperature of delay chains.
Two thermometric registers are deployed at both ends of the delay chains, and a thermometric
clock sorting operation is carried out periodically to obtain the edge values of the thermometric cells.
The variation in edge values is calculated and fed into the TC start module to determine whether
temperature correction should be performed.

The thermometric clock sorting operation is based on the code density test [13]. Two signals are
used during this process—the reference signal C0 and the signal to be measured CX—which is the
thermometric cell clock. The frequency of the resort signal is 6.7821 MHz, which is not related to the
system clock, which is 400 MHz. Thus, the probability for each cell to be sampled is the same. A large
number of random samples are performed to evenly distribute the resort signals at various positions
across the whole clock cycle. The proportion of measurements is calculated between C0 and CX for
each of the four types “10”, “11”, “01”, and “00”. The results are multiplied by the clock cycle to obtain
the edge values of CX.

There are always two possible relationships between C0 and CX. If the ratio between the four
cases is 0.2, 0.2, 0.3, and 0.3, the rising and falling edge positions will be restricted to the two cases
shown in Figure 7.

 
(a) (b) 

Figure 7. The phase relationship between the reference signal C0 and the signal being measured CX:
(a) Rising edge of CX arrives ahead of its falling edge for a clock cycle of C0; (b) Falling edge of CX

arrives ahead of its falling edge for a clock cycle of C0.

For the initialization clock sorting operation, CAL_1 is used to obtain two possible relationships
between the reference clock C0 and any other clock CX. The role of CAL_2 is to distinguish between
these two cases and is not required in temperature correction mode. By transmitting the results of clock
sorting operation to the host computer for analysis, the phase relationship between each thermometric
cell’s signal CX and the reference signal C0 can be confirmed clearly.

It should be noted that the thermometric cells at both ends of the delay chains referred to in this
paper do not represent the first and last cells in the absolute sense, but rather the cells at the start and
end positions of the delay chain. In order to save computing resources and time of the whole correction
process, the cell with a number that is a power of 2 can be considered as the thermometric cell in
priority. For example, the 64th cell can be selected if there are 95 cells in each delay chain. Figure 8
shows the clock signal of the 64th cell at TDC temperatures of 10 ◦C and 70 ◦C. As the temperature
increases from 10 ◦C and 70 ◦C, the value of the rising edge changes from 363 ps to 574 ps, i.e., a 211 ps
edge increment occurs, which accounts for a delay of 8.44% of the total clock cycle of 2500 ps.
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Figure 8. Variation of edge for the 64th cell as the temperature changes. The black line represents the
original edge value at 10 ◦C, and the red line represents the edge value after the temperature increases
to 70 ◦C.

This variation in edge values due to changes in temperature is small relative to the overall clock
cycle. Therefore, in contrast with the thermometric clock sorting operation module, it is not necessary to
count the proportions of each of the four cases, as counting a single case will be sufficient. This greatly
reduces programming complexity and saves FPGA resources. For example, to calculate the variation in
the rising edge of the 64th cell, we only need to count the frequency of “10” cases. The frequency of each
case is divided by the total number and multiplied by the system clock cycle to get the edge values at
the current temperature. After the initialization clock sorting operation is completed, the thermometric
clock sorting operation starts after one timer period. For any specific temperature, the variation in
edge value can be represented by Equation (1) as:

Δedge = edge∗n − edgen (1)

where n is the thermometric cell number, edge∗n is the rising/falling edge value when the temperature
varies, and edgen is the original rising/falling edge value.

A positive value of Δedge indicates that the current temperature of the delay chain is higher than
the original temperature and the temperature rise mark bit is asserted. A negative value of Δedge
indicates that the current temperature of the delay chain is lower than the original temperature and the
temperature drop mark bit is asserted. Both Δedge and the mark bit are sent to the TC start module to
determine the temperature trend.

3.3. Temperature Correction Start Module

The TC start module operates as follows. It firstly assesses whether the current temperature of
the delay chain has increased, decreased, or is substantially unchanged compared to the previous
temperature. If there is a clear and strong temperature trend, temperature correction is launched.
Otherwise, TDC remains in normal operation mode.

For accurate temperature trend measurement, the temperature measurement frequency, which is
controlled by a timer, should be set to a suitable frequency. However, a temperature measurement
frequency that is too high will increase the randomness of the temperature measurement, which may
increase the probability of incorrectly identifying a temperature trend. Therefore, strict trend judgment
criteria are required. In this paper, two counters, named rise_cnt and fall_cnt, were used to determine
the temperature trend. Both counters started at zero and were incremented each time its corresponding
temperature mark bit was asserted. The difference and sum of rise_cnt and fall_cnt were both calculated.
Before the sum of the two counters reached a pre-defined value, if the difference between the two
counters was greater than half this value, a temperature trend was identified with the larger counter,
indicating whether the temperature was rising or falling.

145



Sensors 2020, 20, 2172

Once it is evident that there is a temperature trend, a threshold judgment is performed.
If Equation (2) is true, the temperature correction process is launched, and the LUT correction
module and the LUT reorder module are sequentially triggered to correct and sort edge values and
store the new values in the LUT. ∣∣∣Δedgetail − Δedgevan

∣∣∣ > threshold (2)

where Δedgetail and Δedgevan are the variations of the edge values of the thermometric cells matched
with the thermometric registers, and threshold is a pre-defined temperature correction threshold.

Note that once temperature correction is launched, the LUT used for the decoding process must
be updated, so time measurement cannot be performed during the temperature correction process
and must wait until it has been completed. The introduction of a threshold prevents the TDC from
performing unnecessary temperature corrections for temperature fluctuations within a small range.
The threshold is a parameter that should be determined by executing the clock sorting operation
repeatedly while the ambient temperature varies and can be set according to the FPGA temperature
adaptability and the working environment.

3.4. LUT Correction Module

Since the delay chain has a cumulative effect on the delay of the input clock signal, the delay effect
of temperature on the delay chain also has a cumulative effect, i.e., cells at the back of the delay chain
will occur larger edge value variation than the cells at the front of the delay chain. The main task of
the LUT correction module is to correct the edge values according to the position of the cells in the
delay chain.

For example, for the first sub-delay chain, the correction formula will be as follows:

edge∗i = edgei ± threshold
numtail − numvan

× numn (3)

where numn is the number of the nth cell of the delay chain, which is equal to n, numvan and numtail are
the numbers of the thermometric cells, edgei is the current edge value, and edge∗i is the edge value after
correction. Each cell has a rising and falling edge value, so there will be twice as many edge values as
cells, i.e., i is equal to 2n or 2n − 1. The effect of temperature on the delay chain considers each cell as a
minimum element, so the same correction parameters are used to correct both types of edges for the
same cell. The other three sub-delay chains have a similar correction process to the first sub-delay
chain. Each cell is corrected using the same correction parameters for that cell position, e.g., the edge
values of the last cell of the second sub-delay chain are corrected using the same correction parameters
as the last cell of the first sub-delay chain.

Because of the cross-clock cycle phenomenon, edge∗i need to be checked after corrected by Formula
(3). If edge∗i is larger than the system clock cycle, the real edge∗i is equal to its value less than the system
clock cycle. If edge∗i is smaller than 0, the real edge∗i is equal to its value plus the system clock cycle.
The cross-clock cycle phenomenon has been discussed further in Section 3.5.

In addition, to avoid repeatedly triggering temperature corrections at the same temperature,
the parameter edgen in Formula (1) should be updated by reading the corrected LUT after each
LUT correction.

3.5. LUT Reorder Module

After executing the initialization clock sorting operation and obtaining the edge values of the
clock signal corresponding to each cell, the edge values are sorted and stored for each cell number in
LUT. Once the length of the delay chain reaches a certain value, the delay to the input clock signal will
be large enough to result in a cross-clock cycle phenomenon. Therefore, there may be multiple cells
with similar phases in the delay chain, as shown in Figure 9.
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(a) (b) 

Figure 9. Schematic diagram of the edge values of cells when the temperature rises. The black line
represents the original edge value, and the red line represents the edge value when the temperature rises.
(a) Edge values increase but do not cross clock cycles; (b) Edge values increase and cross clock cycles.

As shown in Figure 9a, in its original state, the rising edge value of CN is slightly smaller than C2.
Therefore, the rising edge value of CN must be placed before the rising edge value of C2 during the
sorting process, before being stored in the LUT. When the temperature rises, the edge increment of the
delay chain’s back end cells must be larger than the edge increment of the front end cells due to the
cumulative effect of the delay. Therefore, after performing edge correction, the rising edge value of CN

will be larger than the rising edge value of C2. In contrast, as shown in Figure 9b, if the edge value
is very close to the clock cycle, then as the temperature rises, the cross-clock cycle phenomenon will
occur. (Note the situation when the temperature drop is similar but has not been described here). As a
result, the order of the edge values in the original LUT will be disturbed. Therefore, the LUT reorder
module should be introduced.

The FPGA sort operation is more complicated than a software sort, as the use of arrays requires a
high logic resource consumption. Additionally, the design platform may get trapped in the analysis
and synthesis process due to the use of the large array and the loop structure.

Therefore, pairwise comparison is adopted to construct the reorder module. Each time two edge
values are read from the LUT, the two adjacent edge values are compared, and the larger value is
retained. Once the pairwise comparison is completed, the larger value is saved. The new and the old
larger values are further compared, and the larger value is retained as the alternative to the biggest edge
value for the current round of comparison. The alternative biggest edge value is constantly updated
for each pairwise comparison. When all the edge values in LUT have been compared, the alternative
biggest edge value (the biggest edge value in the current round of comparison) is placed in the storage
address of the last read data value. In order to prevent data loss, the data originally at this address is
stored in the address of the biggest edge value. In summary, each round of comparison will identify
the biggest edge value for that round and store that value and its cell number at the end of the LUT.
The edge value and cell number, which were previously stored at this position, will be stored in the
original address of the biggest edge value.

In order to illustrate this process clearly, information on the first 10 edges was extracted from a real
LUT so that the comparison process could be explained in detail. The edge value units were picosecond.
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The first round of comparison is shown in Table 1. The cell number 346 and its edge value 92 were
retained in the 10th memory address. The edge values stored in the first 9 memory addresses would
be sorted by the second round of comparison. The updated LUT for the second round of comparison is
shown in Table 2.

Table 1. First round comparison.

Memory
Address

Cell
Number

Edge Value
(Uncorrected)

Edge Value
(Corrected)

The Bigger
Edge Value

Alternative
Alternative

Address

1 1 0 0
46 46 22 144 3 46

3 202 5 22
53 53 44 259 7 53

5 143 8 52
52 53 46 26 10 45

7 201 20 41
41 53 48 11 21 33

9 291 26 36
92 92 1010 346 34 92

Table 2. Second round comparison.

Memory
Address

Cell
Number

Edge Value
(Uncorrected)

Edge Value
(Corrected)

The Bigger
Edge Value

Alternative
Alternative’s

Address

1 1 0 0
46 46 22 144 3 46

3 202 5 22
53 53 44 259 7 53

5 143 8 52
52 53 46 26 10 45

7 201 20 41
41 53 48 11 21 33

9 291 26 36 36 53 4
10 346 — — 92 — —

For the second round of comparison, the even memory address (10th) data was missing for the
fifth data comparison. Therefore, the edge value of the last even memory address (8th) was read
instead and compared with the odd memory address (9th). After the second round of comparison,
the cell number 259 and its edge value 53, which were stored in the 4th memory address, were used to
replace the cell number 291 and its edge value 36 stored in the 9th memory address. The third round of
sorting is shown in Table 3, which would sort the edge values stored in the first 8 memory addresses.

Table 3. Third round comparison.

Memory
Address

Cell
Number

Edge Value
(Uncorrected)

Edge Value
(Corrected)

The Bigger
Edge Value

Alternative
Alternative’s

Address

1 1 0 0
46 46 22 144 3 46

3 202 5 22
36 36 44 291 7 53

5 143 8 52
52 52 56 26 10 45

7 201 20 41
41 52 58 11 21 33

9 259 — — 53 — —
10 346 — — 92 — —

148



Sensors 2020, 20, 2172

Based on this process, the sorting process will not be repeated for each memory location. If there
are m edge values, then m − 1 rounds of comparison are required. Once the reorder process is
completed, the overall temperature correction process is finished, and the TDC switches back to the
normal operation mode.

4. Experimental Validation

A two-channel NUMP TDC was implemented in a 60 nm Altera Cyclone 10 LP FPGA
(10CL120YF780C8G) to validate the proposed temperature correction method. Each channel contained
380 cells to generate 380 delayed 400 MHz clocks.

4.1. Variation of Edge Values with Temperature Changes

The initialization clock sorting operation was executed at 40 ◦C. As the temperature varied,
Figure 10 shows the 760 edge values in the LUT with and without the temperature correction module.
The ideal edge value distribution was also shown in these graphs for ease of comparison.

 
(a) (b) 

Figure 10. Distribution of corrected and uncorrected edge values when the temperature varies:
(a) Temperature increases to 70 ◦C; (b) Temperature drops to 10 ◦C.

For discussion purposes, Figure 10a is taken as an example, which showed the effect of temperature
rises. The red line in this figure showed that the edge values at the front had larger variations than the
edge values at the back. The reason for this was that although the edge values at the front were small,
there were a large number of cells match them. Due to the cumulative delay effect, the latter part of
the delay chain was more affected by temperature than the front part of the delay chain. This was
reflected in the edge values by a higher change in variation. However, the edge values of the cells at
the end of the delay chain spanned a whole system clock period due to the rise of temperature, so its
edge values were restarted from zero. Therefore, the temperature correction module was required.
After LUT correction and reordering was completed, the distribution of the edge values in the LUT was
shown by the green line in Figure 10. The offside edges had disappeared, and the LUT could be reused
for decoding to calculate the fine timestamp. Figure 10b shows the effect of temperature decreases,
which was similar to the effect of temperature rises, and is not described here to avoid repetition.

4.2. Nonlinearities

TDC nonlinearities would directly affect the resolution of the system. The most commonly-used
metrics to characterize TDC nonlinearities are differential nonlinearity (DNL) and integral nonlinearity
(INL) [31,32]. DNL describes the difference between each bin width and the ideal bin width, which is
also known as the least significant bit (LSB) and reflects the degree of nonlinearity of single bin width.
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INL represents the cumulative offset, and its value can be obtained by integrating the DNL values for
some conventional TDC.

However, the edges of all the time bins of the NUMP TDC were measured independently.
Thus, the DNL errors of the NUMP TDC did not accumulate to produce INL errors like conventional
TDCs. In the decoding stage, using the binary search algorithm and the sampled delayed clock states
latched by hit signal, the fine timestamp region could be narrowed constantly and located finally when
searching two adjacent memory addresses. The mean of the corresponding edge values was calculated
as the fine timestamp. Note that the edge values used in the decoding process were confirmed
accurately by the initialization clock sorting operation. In conclusion, due to the introduction of the
clock sorting module, the bin-by-bin calibration was executed to avoid the negative influence of INL
that might be caused by uneven bin sizes. Edge values were sorted and stored in the LUT during the
initialization clock sorting mode. In normal operation mode, each fine timestamp measurement result
only depended on the two adjacent edge values obtained at the final stage of decoding but was not
related to the other edge values in the delay chain. Thus, the NUMP TDC had only DNL because the
last bin obtained by the decoding module might be not equal to the LSB and had no INL.

The DNL of the delay chain when the temperature changed from 40 ◦C to 70 ◦C and 10 ◦C are
shown in Figure 11a,b, respectively.

 
(a) (b) 

Figure 11. DNL (differential nonlinearity) of the NUMP TDC: (a) Temperature rises from 40 ◦C to 70 ◦C;
(b) Temperature drops from 40 ◦C to 10 ◦C.

When the temperature rose from 40 ◦C to 70 ◦C, and after the temperature correction, the DNL was
within [−0.81, 1.20] of LSB. The RMS of the DNL was 0.34 ps. In contrast, the DNL of the initialization
clock sorting operation was tested, and the DNL was within [−0.84, 1.48] of LSB. The RMS of the DNL
was 0.48 ps. When the temperature dropped from 40 ◦C to 10 ◦C, and after the temperature correction,
the DNL was within [−0.74, 1.48] of LSB. The RMS of the DNL was 0.29 ps. For the initialization
clock sorting operation at 10 ◦C, the DNL was within [−0.81, 1.01] of LSB. The RMS of the DNL was
0.42 ps. The DNL obtained by the temperature correction module provided a similar level of accuracy
as the DNL values obtained by the initialization clock sorting operation, which indicated that the LUT
updated by the temperature correction module was practical.

4.3. TDC Measurement

As shown in Figure 12, the external pulses generated by an Analog Devices Inc. clock generation
board (AD9548/PCBZ) were sent to the FPGA through a low-voltage differential signaling (LVDS) port
and fed into the two TDCs. The differences between the two TDC measurements were calculated in
the FPGA and transmitted to the PC through a USB cable.

The performances of the two TDCs were characterized by calculating the RMS of the differences
between the two TDC measurements. As shown in Figure 13, the TDC resolution reduced significantly
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due to temperature changes. However, the proposed temperature correction method successfully
eliminated the influence of temperature in the range of 5 ◦C to 80 ◦C on the TDC resolution.

 

Figure 12. The diagram of TDC measurement. The external test pulses were sent to the FPGA through
a low-voltage differential signaling (LVDS) port and fed to the two TDCs.

Figure 13. Single-shot resolutions of TDC for temperature variations from 5 ◦C to 80 ◦C. The initialization
clock sorting operation was executed at 40 ◦C.

Figure 14 shows a statistic histogram of more than 100,000 measurement results collected during
this experiment at different temperatures. This histogram clearly showed that although the temperature
changed, the TDC measurement results still showed an excellent Gaussian distribution. The overall
TDC resolution was 8.8 ps (RMS), which contained all the error factors, including DNL and jitter.
Note that all RMS values given in this paper represented the single-shot resolution, which was 1/

√
2 of

the dual-channel resolution.

 

Figure 14. Distribution of the differences between the two TDC measurements in the temperature range from
5 ◦C to 80 ◦C. Automatic temperature corrections were applied, and the overall TDC resolution was 8.8 ps.
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5. Discussion

5.1. Correction Parameters of Temperature Correction Module

In our design, four sub-delay chains of the same channel were corrected simultaneously.
This method had a potential problem: the four sub-delay chains of the same channel might not
show similar delay characteristics for temperature changes. In other words, when a phase shift
occurred in one sub-delay chain, which was sufficient to trigger a temperature correction, it was not
clear whether the other three sub-delay chains would change to the same extent.

To examine this issue further, the linear fitting results of delay chain_1 to delay chain_4 are listed
in Table 4, which were similar to the equations shown in Figure 2. Furthermore, based on the equations
shown in Table 4, the linear fitting results of slopes are shown in Table 5, which were similar to the
equations shown in Figure 3.

Table 4. Fitting results of edge values’ variation.

Temperature Delay Chain_1 Delay Chain_2 Delay Chain_3 Delay Chain_4 ΔKMAX

20 ◦C–10 ◦C y = 0.412x −
9.551

y = 0.416x −
10.838

y = 0.416x −
11.524

y = 0.398x −
11.503 0.014

30 ◦C–10 ◦C y = 0.710x −
10.38

y = 0.727x −
14.268

y = 0.732x −
16.601

y = 0.709x −
16.551 0.022

40 ◦C–10 ◦C y = 0.934x +
2.176

y = 0.942x −
0.444

y = 0.954x −
3.858

y = 0.923x −
3.355 0.020

50 ◦C–10 ◦C y = 1.242x +
4.152

y = 1.253x +
0.278

y = 1.242x +
4.152

y = 1.234x −
3.393 0.011

60 ◦C–10 ◦C y = 1.465x −
9.062

y = 1.489x −
13.876

y = 1.490x −
17.602

y = 1.463x −
18.126 0.025

70 ◦C–10 ◦C y = 1.811x −
14.357

y = 1.837x −
20.103

y = 1.843x −
24.844

y = 1.794x −
24.417 0.032

Table 5. Fitting results of the slope.

Delay Chain_1 Delay Chain_2 Delay Chain_3 Delay Chain_4 ΔMAX

Fitting results Y = 0.027X −
0.134

Y = 0.028X −
0.136

Y = 0.028X −
0.125

Y = 0.027X −
0.141 0.001

R2 0.99848 0.99833 0.99856 0.99862 0.0029

As shown in Table 4, the four sub-delay chains had similar delay characteristics, and the slopes of
the fitted functions were only slightly different. ΔKMAX in Table 4 was used to set Delay chain_1 as the
reference. Although the intercepts were quite different, the correction process only used the correction
parameters related to each cell number and added the original edge values. Thus, the correction
effect was not related to the intercepts. As shown in Table 4, the maximum difference in slope was
0.032 when the temperature varied from 10 ◦C to 70 ◦C. At 70 ◦C, the maximum correction error was
0.032 × 95 = 3.04 ps, which was smaller than the LSB (3.2895 ps).

As shown in Table 5, the slope of the fitted equations varied between 0.027 to 0.028, which further
indicated that the four sub-delay chains had similar delay characteristics across a wide temperature
range. Each cell’s delay would increase (or decrease) by 0.054 ps to 0.056 ps when the temperature rose
(or drops) by one degree Celsius.

5.2. Carry Chain Differences between Cyclone V and Cyclone 10 LP

The NUMP TDC that we proposed was based on the Altera 28 nm Cyclone V FPGA
(5CEBA4F23C7N) and implemented with 400 delayed 500 MHz clocks, where each sub-delay chain
had 100 cells. NUMP temperature stability was also tested. The NUMP TDC based on the Cyclone V
FPGA was not sensitive to temperature fluctuations. The resolution of the TDC without temperature
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correction was only slightly different and changed from 5.4 ps to 7.3 ps when the temperature was
increased from 20 ◦C to 56 ◦C [28]. In contrast, the NUMP TDC based on the Cyclone 10 LP FPGA was
very sensitive to temperature fluctuations. As could be seen from the experimental results in Figure 12,
the resolution of the NUMP TDC without temperature correction was dramatically changed from
7.2 ps to 43.4 ps when the temperature increased from 40 ◦C to 80 ◦C.

The 60 nm Cyclone 10 LP FPGAs are the new generation of 28 nm Cyclone V FPGAs due to
their unique advantages, including low power consumption and low cost. These FPGAs also differ in
terms of their underlying logical resources [29,33]. Each logic array block (LAB) of a Cyclone V FPGA
consists of 10 adaptive logic blocks (ALMs), whereas a Cyclone 10 LP FPGA has 16 logical elements
(LEs). In the TDC field, the main difference between the two FPGAs is reflected in the carry chain
processing, which is a constituent part of the delay chain. For the Cyclone V FPGA, the carry chain
consists of “dedicated full adders”. However, in Cyclone 10 LP FPGA, the carry chain is formed by the
LUT. Figure 15 shows these two distinct carry chain processing methods.

 

 

(a) (b) 

Figure 15. Comparison of the carry chain: (a) carry chain in Cyclone V FPGA; (b) carry chain in Cyclone
10 LP FPGA.

It was evident that the Cyclone V FPGA and Cyclone 10 LP FPGA had different carry chain
structures. Although the difference was not obvious in terms of the propagation delay, there were huge
temperature stability differences, which might result in a large difference in temperature characteristics
for the same TDC scheme implemented on different devices.

5.3. Resource Usage and Power Consumption

The resources used in NUMP TDC with temperature correction majorly included logic cells,
logic registers memory bits, phase-locked loops (PLLs), and routing resources. The logic utilizations
of NIOS CPU, NUMP TDC, and temperature correction module are compared in Table 6. Note that
multiple TDC channels could share one temperature correction module, and one NIOS CPU could
support all the TDC channels in the FPGA. Theoretically, 40 to 70 channels of NUMP TDCs could be
implemented with temperature correction in a single Cyclone 10 LP FPGA.

The consumption of a TDC was determined by both the resource usages and the event rate.
The power consumption of the NUMP TDC system worked at an event rate of 1 MHz was calculated
using the Cyclone 10 LP Early Power Estimator. The results showed the delay chains operated with a
clock frequency of 400 MHz dominated the power consumption of the NUMP TDC (39 mW). The power
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consumptions of the NIOS CPU, a single channel of NUMP TDC, and the temperature correction
module were 58 mW, 40 mW, and 1 mW, respectively.

Table 6. Resource utilization of a NUMP 1 TDC 2 implemented in Cyclone 10 LP FPGA 3.

Resources Used Utilization

NIOS CPU
logic cells 8826 7.411%

logic registers 5730 4.812%
memory bits 104,016 2.612%

NUMP TDC without
temperature correction

(single channel)

logic cells 1377 1.156%
logic registers 708 0.595%
memory bits 23,552 0.592%

Temperature correction
module

logic cells 1230 1.033%
logic registers 689 0.577%
memory bits 3072 0.077%

1 NUMP, non-uniform multiphase; 2 TDC, time-to-digital converter; 3 Cyclone 10 LP FPGA, Cyclone 10 low power
field programmable gate array.

5.4. Features of the Temperature Correction Method

The temperature correction method proposed in this paper has some unique features compared to
many of the conventional temperature correction methods.

Firstly, it supports asynchronous temperature correction between multiple channels. Although the
overall FPGA chip will have the same ambient temperature, the temperature states of the individual
channels may not be identical, so the temperature characteristics of the individual delay chains may be
different. Therefore, whether the temperature is measured by an external temperature sensor [16,17]
or a dedicated delay chain [18], any temperature correction will be triggered for all delay chains,
which will inevitably introduce a certain level of error. The temperature correction method proposed in
this paper could measure the temperature state of each channel’s delay chain and determine whether
each channel needs to be corrected, thus providing individualized delay chain correction for each
channel. Figure 16 compares the effect of synchronous correction and asynchronous correction through
an internal signal test.

Figure 16. Test results of TDC at the same temperatures for both synchronous and asynchronous
temperature correction.

Secondly, there is no requirement for intensive experiments at an early stage to determine the
relationship between the temperature and correction parameters, which is convenient for reproducibility
with different FPGA boards. For different production batches using the same series of FPGA, the delay
characteristics and temperature characteristics of the delay chain may not be identical due to slight
variations in the manufacturing process. The difference in delay characteristics can be fully calibrated
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during the initialization clock sorting operation. For the temperature sensitivity, to explore the
corresponding relationship between the correction parameters and temperature, for other temperature
correction methods, a special temperature control device is required to calibrate the correction
parameters for multiple temperature states. This process is cumbersome, and the correction parameters
cannot be generalized, i.e., the exact same experiments need to be repeated for each FPGA board [16–18].
However, these experiments are not necessarily using the temperature correction method proposed in
this paper. Although the temperature characteristics of different FPGAs are not linear, as shown in
Figure 3, the cumulative characteristics of the delay chain for the clock signal input is still constant,
as shown in Figure 2.

Thirdly, there is no requirement for an external component, such as a temperature sensor.
The method proposed in this paper accurately measures the temperature measurement state of the
delay chain by deploying dedicated thermometric registers at both ends of the delay chain. This greatly
reduces the error introduced by temperature measurement.

Finally, the method proposed in this paper could offer excellent flexibility. While deploying
more thermometric registers can improve the accuracy of the temperature measurement, this can
also be achieved by obtaining the mean of the edge value variation. The strategy of using only two
thermometric registers at both ends of a single sub-delay chain is more practical and can save resources
while still achieving a good temperature correction effect. Additionally, a larger threshold can be set to
reduce the frequency of correction and dead time. For applications that are not sensitive to the dead
time, a smaller threshold can also be used to increase the temperature stability of the TDC.

Most FPGA devices have logic cells close to each other with very similar performances. Thus, it is
expected that there are no large thermal gradients along the delay line. Therefore, the temperature
correction method presented in this paper is probably applicable to other technologies/devices,
although it was only validated in Cyclone 10 LP FPGA in this study.

6. Conclusions

In order to achieve high performance within a wide temperature range, this paper proposed a
temperature correction scheme that integrated a temperature monitor and automatic correction for
NUMP TDC. The effect of temperature on the delay chain had been discussed, and a method to monitor
the temperature state of the delay chain by measuring changes in the edge value of the thermometric
cells had been proposed. When the variation in the edge value exceeded a given threshold, temperature
correction was launched. The temperature correction was performed in the FPGA in real-time.

In conclusion, this paper developed a low-cost and high-performance method that could effectively
reduce the effect of temperature fluctuations on an FPGA-based NUMP TDC. Using this method,
a resolution of 8.8 ps RMS over a wide temperature range from 5 ◦C to 80 ◦C had been achieved in a
NUMP-TDC implemented in a Cyclone 10 LP FPGA.
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Abstract: This paper presents a reconfigurable time-to-digital converter (TDC) used to quantize the
phase of the impedance in electrical impedance spectroscopy (EIS). The TDC in the EIS system must
handle a wide input-time range for analysis in the low-frequency range and have a high resolution for
analysis in the high-frequency range. The proposed TDC adopts a coarse counter to support a wide
input-time range and cascaded time interpolators to improve the time resolution in the high-frequency
analysis without increasing the counting clock speed. When the same large interpolation factor is
adopted, the cascaded time interpolators have shorter measurement time and smaller chip area than
a single-stage time interpolator. A reconfigurable time interpolation factor is adopted to maintain
the phase resolution with reasonable measurement time. The fabricated TDC has a peak-to-peak
phase error of less than 0.72◦ over the input frequency range from 1 kHz to 512 kHz and the phase
error of less than 2.70◦ when the range is extended to 2.048 MHz, which demonstrates a competitive
performance when compared with previously reported designs.

Keywords: electrical impedance spectroscopy (EIS); time-to-digital converter (TDC); time interpolator;
phase; polar demodulator; quantization; reconfigurability

1. Introduction

Electrical impedance spectroscopy (EIS), which measures the impedance over a range of
frequencies, has been widely used in today’s biomedical applications such as body composition
analysis [1–3], cancer diagnosis [4–6], and detection of allergic contact reaction [7], and so on.
The frequency range from 1 kHz to several MHz, which is associated with the polarization of
macromolecules [8], is required for these applications. With growing demands on portable EIS
systems, today’s research is focused on designing fully integrated EIS systems that support a wide
frequency range.
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The impedance spectrum can be obtained by measuring the impedance for a particular frequency
and then repeating the measurement with sweeping the frequency, which is called the frequency
response analyzing (FRA) method [9]. When a sinusoidal current signal is injected into the material
under the experiment, the resulting sinusoidal voltage signal is generated with the magnitude and time
delay that depend on the magnitude and phase of the material’s impedance, respectively [10,11]. The EIS
system is generally composed of two parts: a sinusoidal signal generator (SSG) and a demodulator.
The SSG injects the sinusoidal current signal into the target material, and the demodulator measures the
resulting voltage signal. Considering that the EIS system that supports sensor array includes several
demodulators with one SSG [9,12,13], it is important to design a demodulator to be hardware-efficient
and to have high precision.

Conventional quadrature demodulators extract real and imaginary parts of impedance using
quadrature mixers and low-pass filters (LPFs) [12–14]. When the resulting signal depending on the
target impedance is multiplied by a signal that is in phase with the injected signal and then low-pass
filtered, the output value represents the real part of the impedance. When multiplied by a signal
that is 90◦ out of phase with the injected signal and then low-pass filtered, the imaginary part of the
impedance is provided. In such a process, incomplete synchronization among the aforementioned
signals becomes a dominant source of error, and the need for phase-correction circuitry increases
the implementation complexity [15]. To resolve this synchronization issue, polar demodulators,
which asynchronously measure the magnitude variation and time delay of the resulting signal,
have been proposed [10,11,15–17]. In particular, the polar demodulators in [10,11,17] mitigate the
complexity of analog front-end significantly because the magnitude variation is measured without
large-time-constant LPFs and the time delay is measured with one of simple logics such as XOR, XNOR,
and latch. In quadrature demodulators, the large-time-constant LPFs limit measurement speed [17]
and occupy large area. In polar demodulators, contrarily, the simple logic produces a pulse having the
width that corresponds to the time delay, and then a time-to-digital converter (TDC) is used to quantize
the pulse width. Note that the pulse width is proportional not only to the phase of impedance but also
to the period of the injected signal. Therefore, the TDC should be able to handle wide input-time range
to support the analysis at low frequencies, and also achieve a high resolution to support the analysis at
high frequencies. It is, therefore, important to design the TDC to meet these requirements in a simple
and efficient way for implementing a low-complexity polar demodulator.

Two types of TDCs have been proposed for the EIS system: TDCs based on a time-to-voltage
converter (TVC) [15] and a counter [17–19]. The TVC converts the pulse width to the voltage by charging
a capacitor with a current source, and the following analog-to-digital converter (ADC) quantizes the
output of the TVC [15]. However, the phase error increases with the frequency of the injected signal
because the full-scale output voltage of the TVC decreases as the frequency of the injected signal
increases. Since counter-based TDCs have an input-time range that is theoretically unlimited [20], this
type of TDCs appear to be attractive phase quantizers in the EIS system. However, the TDC in [17]
requires high-speed counting clock for high-frequency analysis because the counting speed solely
decides the time resolution. This TDC adopts a 3.3-GHz counting clock to support the maximum
frequency of up to 10 MHz.

We have proposed two reconfigurable TDCs combining counters with time interpolators to
improve resolution without increasing the counting clock speed and verified them by simulation [18,19].
Both TDCs employ a coarse counter to secure wide input-time range. The TDC in [18] uses cascaded
time interpolators with a reconfigurable time interpolation factor. When the same large interpolation
factor is used, the cascaded time interpolators have shorter measurement time and smaller chip area
than a single-stage time interpolator. Since both the required input-time range and time resolution
vary with the frequency of the injected signal, the reconfigurable time interpolation factor is employed
to maintain phase error within an appropriate level while providing reasonable measurement time.
Instead of the cascaded time interpolators, the TDC in [19] utilizes a time interpolator with a low
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interpolation factor and a chain delay line to further reduce the phase error. Although the TDC in [19]
shows improved precision, the TDC in [18] allows more efficient implementation in terms of chip size.

This paper presents the reconfigurable TDC based on cascaded time interpolators [18], which
has been fabricated in 0.25-μm CMOS process, with providing comprehensive explanation, detailed
analysis, and measurement results. The fabricated TDC quantizes the pulse width corresponding to
the phase of 0◦ to 90◦ with the peak-to-peak phase error of under 0.72◦ up to 512-kHz frequency and
the phase error of under 2.70◦ up to 2.048-MHz frequency, demonstrating competitive performances
compared to previously reported designs.

2. Background and Design Specifications

This section describes the impedance measurement principle and phase measurement scheme in
EIS systems. From this background, design specifications are derived at the end of the section.

2.1. Impedance Measurement Principle

When a sinusoidal current signal iin(t) is injected into the target material, a resulting sinusoidal
voltage signal vb(t) is generated, and its magnitude and time delay with respect to iin(t) depend on the
impedance of the material, as shown in Figure 1. Zb is the impedance of the target material, and |Zb|

and θ are the magnitude and phase of Zb, respectively.

Figure 1. Magnitude and phase of the resulting voltage determined by the impedance
under measurement.

Polar demodulators measure the magnitude and time delay of vb(t) for a particular frequency. |Zb|

and θ can be calculated as follows:

|Zb| =
∣∣∣vb(t)

∣∣∣
|IIN | , (1)

θ =
Tb
Tin

, (2)

where |vb(t)| and Tb are the magnitude and time delay of vb(t), respectively. |IIN| is the magnitude of
iin(t), and Tin is the period of iin(t) and vb(t). Impedance spectrum is obtained by using the FRA method,
which analyzes one frequency at a time, repeatedly with sweeping the frequency [9].

2.2. Phase Measurement Scheme in Polar Demodulators

Figure 2 shows the phase measurement scheme adopted in polar demodulators [10,11,15–17].
When iin(t) is injected into the target material and reference resistor, vr(t) with the same phase as
iin(t) is generated from the resistor in addition to vb(t). Comparators convert vr(t) and vb(t) to clock
signals, φr and φb, from which an XOR gate and an SR latch create clock signals, φXOR and φSR,
respectively. These clock signals have the pulse width of Tb, which corresponds to θ, as shown in
Figure 2. From Equation (2), when the frequency of the injected current, fin = 1/Tin is known, θ can be
determined by measuring Tb.
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     (a)         (b) 

Figure 2. (a) Block diagram and (b) waveforms of the phase measurement scheme (reproduced
from [19] with permission from the IEEE).

2.3. Design Specifications

Design specifications of TDC proposed in this paper are presented in Table 1. fin is set from
1 kHz to 2.048 MHz because the proposed TDC is implemented in the form of a fully integrated
chip for EIS systems in biomedical applications. Considering that the impedance measured in such
applications [15] usually has capacitive reactance, θ ranges from 0◦ to 90◦, and the corresponding
input-time range is 0 to 122 ns at the shortest when fin is 2.048 MHz and 0 to 250 μs at the widest when
fin is 1 kHz. Referring to performances of the previous works reported in [15,17], this TDC aims to
have maximum phase error under 1◦ and phase resolution over 10 bits for the suggested range of fin.
This amount of phase error corresponds to 1.35 ns in the worst case when fin is 2.048 MHz. Lastly, the
frequency of the reference clock (fclk) is set to 32.768 MHz, which is only 16 times the maximum fin.
Compared to the TDC in [17], where fclk is 330 times higher than the maximum fin, the proposed TDC
aims to achieve competitive phase error performance with much lower fclk.

Table 1. Design specifications of the proposed time-to-digital converter (TDC).

Parameter Target Level

Application EIS for biomedical applications
Range of the injected signal frequency (fin) 1 kHz to 2.048 MHz

Corresponding input-time range for 0◦ to 90◦ 0–122 ns (fin = 2.048 MHz) to
0–250 μs (fin = 1 kHz)

Phase resolution >10 bit
Maximum phase error 1◦

Corresponding time error <~1.35 ns (fin = 2.048 MHz),
<~2.8 μs (fin = 1 kHz)

Reference clock frequency (fclk) 32.768 MHz

3. Architecture of the Proposed TDC

As shown in Table 1, the requirements of both the input-time range and time resolution vary with
fin. The proposed TDC operates across three different modes to meet the design specifications with
maintaining reasonable measurement time. This section describes overall architecture and operation
in each mode.

3.1. Overall Architecture and Operation

The block diagram of the proposed TDC is presented in Figure 3. The input pulse signal whose
pulse width carries θ is denoted as φin. φclk is the reference clock, and the outputs of the system are the
digital bits, Dc, Df1, and Df2. This TDC is composed of three stages, namely a coarse stage, the first
fine stage, and the second fine stage. The coarse stage consists of a 12-bit coarse counter with digital
logics. Each fine stage consists of a time splitter, a reconfigurable time interpolator, and a 4-bit counter.
The coarse counter is used to implement a wide input-time range, and two fine stages are employed to
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improve resolution without increasing fclk. In each fine stage, the time splitter extracts quantization
error of the preceding stage and the time interpolator stretches the quantization error. The resolution
can be improved by quantizing the stretched quantization error through the fine counters and φclk.

Figure 3. Block diagram of the proposed TDC (reproduced from [18] with permission from the IEEE).

The proposed TDC operates in one of the three modes to achieve the phase resolution over 10 bits.
In mode A, only the coarse stage is used, and the time resolution is Tclk. For low fin of 1 kHz and 2 kHz,
fclk is high enough to achieve target phase resolution. For 4-kHz fin upwards, the fine stages are used
with the coarse stage to further improve the time resolution without increasing fclk. In mode B, the
coarse stage and the first fine stage are used for fin from 4 kHz to 32 kHz. The first fine stage further
quantizes the quantization error of the coarse stage with a time interpolation factor of AT1. The time
resolution in mode B is Tclk/AT1, which is AT1 times higher than the highest resolution in mode A while
keeping fclk = 32.768 MHz. In mode C, for 32-kHz fin upwards, the coarse stage and the first fine stage
operate in the same manner. In addition, the second fine stage further quantizes the quantization error
of the first fine stage. The time resolution in mode C is Tclk/(AT1AT2), which is AT1AT2 times higher
than the highest one in mode A, still keeping fclk = 32.768 MHz. When fin = 2.048 MHz, the coarse
stage only achieves a 2-bit resolution for θ range from 0◦ to 90◦ with fclk = 32.768 MHz. Therefore, the
total interpolation factor (AT) of up to 256 is required to achieve a 10-bit resolution for the whole fin
range. AT1 and AT2 are set, as shown in Table 2, across three different modes, A, B, and C, for varying
values of fin.

Table 2. Assignment of the interpolation factor for different operation modes and values of fin.

Mode fin (Hz) 0◦ to 90◦ fclk (Hz) Coarse AT1 AT2

C

2.048M 0~0.1221 μs 32.768M 2 bit 16 16
1.024M 0~0.2441 μs 32.768M 3 bit 16 16

512k 0~0.4883 μs 32.768M 4 bit 16 16
256k 0~0.9766 μs 32.768M 5 bit 16 8
128k 0~1.9531 μs 32.768M 6 bit 16 4
64k 0~3.9063 μs 32.768M 7 bit 16 2

B

32k 0~7.8125 μs 32.768M 8 bit 16 N/A
16k 0~15.625 μs 32.768M 9 bit 8 N/A
8k 0~31.25 μs 32.768M 10 bit 4 N/A
4k 0~62.5 μs 32.768M 11 bit 2 N/A

A
2k 0~125 μs 32.768M 12 bit N/A N/A
1k 0~250 μs 16.384M 12 bit N/A N/A
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When utilizing the time interpolator, AT is determined by the ratio of discharging capacitance and
discharging current [20]. If the current increases for implementing a large AT, the power consumption
of TDC increases accordingly. Moreover, since the pulse width of the interpolated signal increases,
the conversion time increases significantly, which leads to the degraded conversion rate. Thus, the
large AT is realized in two steps by dividing AT into AT1 and AT2 to offer much more relaxed design
conditions. AT1 and AT2 can be adjusted between 2, 4, 8, and 16 to provide 1, 2, 3, and 4 additional bits,
respectively. Reconfigurable AT1 and AT2 maintain the phase resolution over 10 bits with reasonably
short measurement time.

3.2. Operation in Mode A

This mode offers only counter-based time quantization, and the timing diagram of its operation is
depicted in Figure 4.

 
Figure 4. Timing diagram of the proposed TDC in mode A.

The proposed TDC in mode A outputs digital bits Dc with the relation as follows:

Tb = Dc × Tclk − Tq,c, (3)

where Tq,c is the quantization error of the coarse stage and smaller than Tclk. The time resolution in
mode A becomes one period of the clock signal, Tclk. To achieve a 12-bit phase resolution for θ range
from 0◦ to 90◦ at low fin, this mode is used for fin of up to 2 kHz.

3.3. Operation in Mode B

Mode B uses the coarse stage and the first fine stage, each generating output digital bits, Dc and
Df1, respectively. The timing diagram of its operation is presented in Figure 5.

 

Figure 5. Timing diagram of the proposed TDC in Mode B.

The pulse width of Tf1 is generated by the time splitter in the first fine stage and expressed as
follows:

T f 1 = Tq,c + Tclk. (4)
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The time interpolator in the first stage stretches Tf1 to Tint1, which is described by:

Tint1 = AT1 · T f 1. (5)

The fine counter quantizes Tint1 with the reference clock, to output up to four fine digital bits, Df1.
The relation among Tb, Dc, and Df1 is given by:

Tb = Tc −
(
T f 1 − Tclk

)
= (Dc × Tclk) −

(
Tint1

AT1
− Tclk

)
= (Dc × Tclk) −

(D f 1 × Tclk − Tq, f 1

AT1
− Tclk

)
, (6)

where Tq,f1/AT1 is always smaller than Tclk. The time resolution in mode B is improved from Tclk to
Tclk/AT1, which is AT1 times higher than the highest resolution in mode A while keeping fclk = 32.768 MHz.
To achieve a 12-bit phase resolution for θ range from 0◦ to 90◦, fin must satisfy the following condition:

1
fin
· 90

360
· 1

212
<

Tclk
AT1

. (7)

With the maximum AT1 of 16, this mode is used until fin increases up to 32 kHz.

3.4. Operation in Mode C

The mode C uses the coarse stage, the first fine stage, and the second fine stage, each generating
output digital bits, Dc, Df1, and Df2, respectively. The timing diagram of its operation is presented in
Figure 6.

Figure 6. Timing diagram of the proposed TDC in mode C.

The coarse stage and the first fine stage operate in the same manner as in mode B. The time splitter
in the second stage generates Tf2, which is expressed as:

T f 2 = Tq, f 1 + Tclk. (8)

The time interpolator in the second stage stretches Tf2 to Tint2, which is described by:

Tint2 = AT2 · T f 2. (9)

165



Sensors 2020, 20, 1889

The fine counter in the second fine stage quantizes Tint2 with the reference clock, to output up to
four fine digital bits, D2. The relation among Tb, Dc, Df1, and Df2 is given by:

Tb = (Dc × Tclk) −
(

D f 1×Tclk−Tq, f 1
AT1

− Tclk

)
= (Dc × Tclk) −

{
D f 1×Tclk−(T f 2−Tclk)

AT1
− Tclk

}

= (Dc × Tclk) −
⎧⎪⎪⎪⎨⎪⎪⎪⎩

D f 1×Tclk−
(

D f 2×Tclk−Tq, f 2
AT2

−Tclk

)
AT1

− Tclk

⎫⎪⎪⎪⎬⎪⎪⎪⎭
=
{
(Dc + 1) × Tclk

}− { (D f 1−1)×Tclk
AT1

}
+
(

D f 2×Tclk−Tq, f 2
AT1AT2

)
,

(10)

where Tq,f2/(AT1AT2) is always smaller than Tclk. The time resolution in mode C is improved from Tclk
to Tclk/(AT1AT2), which is AT1AT2 times higher than the highest resolution in mode A, even though fclk
= 32.768 MHz is kept. To achieve a 10-bit phase resolution for θ range from 0◦ to 90◦, fin must satisfy
the following condition:

1
fin
· 90

360
· 1

210
<

Tclk
AT1AT2

. (11)

with the maximum AT1 and AT2 of 16, this mode is used for fin of up to 2.048 MHz.

4. Circuit Design

This section describes how the first fine stage is designed to realize time interpolation with
reconfigurable AT1. The second fine stage is designed to be identical to the first one.

4.1. Time Splitter

Figure 7 shows the structure of the time splitter, which consists of three D flip-flops and one NOR
gate. As shown in Figures 5 and 6, the time splitter extracts the quantization error of the coarse stage
with an offset of Tclk. This offset is employed to avoid the metastability issue of the D flip-flops [20].
Therefore, Tf1 takes the value from Tclk to 2Tclk, corresponding to 30.52 ns to 61.04 ns. As shown in
Equations (6) and (10), in mode B and C, the offset is compensated when Tb is calculated from the
digital outputs.

Figure 7. Structure of the time splitter (reproduced from [18] with permission from the IEEE).

4.2. Reconfigurable Time Interpolator

Figure 8 shows the block diagram and timing diagram of the reconfigurable time interpolator.
The reconfigurable time interpolator is similar to the time interpolator in [20]. A variable discharging
capacitor, which has the capacitance of CINT, is added to obtain reconfigurable AT1.

While φf1, which has the pulse width of Tf1, is high, a capacitor which has the capacitance of CF is
discharged by a constant current, IF, such that v1(t) drops by ΔV. ΔV is expressed as follows:

ΔV =
IF · T f 1

CF
. (12)

From the falling edge of φf1, a capacitor of CINT is discharged by a constant current, IINT, during
φf1,q is high. In the same manner with Equation (12), the pulse width of φf1,q is expressed as follows:

AT1 · T f 1 =
CINT

IINT
· ΔV =

CINT

IINT
· IF

CF
· T f 1 =

CINT

CF
· IF

IINT
· T f 1 = (M ·N) · T f 1, (13)
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where M is the capacitance ratio, CINT/CF, N is the current ratio, IF/IINT, and AT1 is M·N.
In the proposed TDC, N is kept constant while M is controlled to change AT1 between 2, 4, 8, and

16. Adjustment of the capacitance value is selected over the current value because controlling the
capacitance ratio is more accurate than controlling the current ratio in IC implementation. In each
fine stage, since N is fixed to 2, CF is kept constant as 3.6 pF, and CINT is changed across 3.6 pF, 7.2 pF,
14.4 pF, and 28.8 pF. IF and IINT are 80 μA and 40 μA, respectively.

Figure 8. Block diagram and timing diagram of the reconfigurable time interpolator (reproduced
from [18] with permission from the IEEE).

4.3. Novel Features of the Proposed TDC

The proposed TDC employs time interpolation technique, which can improve time resolution
without increasing fclk in the counter-based TDC. However, two inherent issues are associated with
large AT. Although the resolution becomes much higher when the front-stage quantization error is
interpolated with AT, the chip size or power consumption increases by a substantial amount because
AT is determined by capacitance ratio or current ratio. Also, the conversion time increases significantly
because the interpolated pulse width increases as AT increases. A novel structure of cascading two
separate fine stages resolves these two issues at the same time.

When AT of 256 is obtained by using a single-stage time interpolator with CF of 1 pF and CINT
of 256 pF, this results in excessively large chip size and poor area efficiency. In the proposed TDC,
two interpolation stages are cascaded. As a result, the interpolation factor of only 16 is required in
each stage instead of 256. In other words, this system requires two capacitors with the size of CINT,
which is equal to 16 CF. Compared to the single stage with AT of 256, this approach reduces the
area used for implementing the discharging capacitors by a factor of 257/34 = ~7.6 times considering
that one time interpolator has two discharging capacitors with the sizes of CINT and CF. As the time
interpolators in fine stages occupy a significant portion of the chip size, the area efficiency of the
system is greatly improved. On the other hand, when AT of 256 is set by the capacitance ratio, the
current consumption of the cascaded time interpolation stages is two times higher than that of the
single-stage time interpolator. For the single interpolator with AT of 256, from the falling edge of φc,
the conversion time of ATTf1 is required for fine conversion, and the maximum conversion time is
2ATTclk considering the offset of the time splitter. For two cascaded interpolation stages with AT1 and
AT2 of 16, the conversion time of each fine stage is AT1Tf1 or AT2Tf1, and the maximum conversion
time of each stage is 2AT1Tclk or 2AT2Tclk. Compared to the single interpolator with AT of 256, when
AT1 = AT2 = 16, the conversion time for fine conversion is reduced by approximately 8 times.
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When Nf of time interpolation stages are cascaded and AT is set by the capacitance ratio, the area
efficiency (EA), power efficiency (EP), and conversion-time efficiency for fine stages (EC) can be defined
and expressed as follows:

EA =
Total capacitance in an interpolation stage when N f = 1

Total capacitance in interpolation stages when N f > 1
=

(1 + AT)CF

N f
(
1 + N f

√
AT
)
CF

=
1 + AT

N f
(
1 + N f

√
AT
) , (14)

EP =
The current consumption of an interpolation stage when N f = 1

The current consumption of interpolation stages when N f > 1
=

I f ine

N f · I f ine
=

1
N f

, (15)

EC =
The max. conversion time through a fine stage when N f = 1

The max. conversion time through fine stages when N f > 1
≈ AT · 2Tclk

N f · N f
√

AT · 2Tclk
=

AT

N f · N f
√

AT
, (16)

where Ifine is the current consumption of a single time interpolation stage.
Table 3 summarizes EA, EP, and EC calculated using Equations (14)–(16). Although the maximum

EA·EP·EC value is obtained when Nf = 4, we chose Nf = 2 to minimize the current consumption while
taking advantages of the cascaded time interpolators in terms of area and conversion time. The largest
capacitor with size of 28.8 pF is small enough to integrate on chip and 2AT1Tclk = ~1 μs of conversion
time for the fine stage is short enough.

Table 3. EA, EP, and EC versus Nf when AT is set by the capacitance ratio.

AT Nf EA EP EC EA·EP·EC

256 2 7.6 8 0.5 30.4
256 4 12.9 16 0.25 51.6
256 8 10.7 16 0.125 21.4

It is also possible to obtain AT through the current ratio of IF/IINT in Figure 8. In this case, setting
the current ratio to 256 directly affects the static power, severely degrading the power efficiency of the
system. Total discharging current of cascaded time interpolation stages when Nf = 2 could be 7.6-times
smaller than that of a single time interpolation stage when Nf = 1, and the total capacitance of cascaded
time interpolation stages when Nf = 2 could be two times larger than that of a single time interpolation
stage when Nf = 1. Compared to the single interpolator with AT of 256 and Nf = 1, when Nf = 2, the
time for fine conversion is reduced by approximately eight times. The optimization process when AT
is set by the current ratio would be similar to that when AT is set by the capacitance ratio.

5. Measurement Results

The proposed TDC has been fabricated with a 0.25-μm CMOS process. The size of the circuit is
787 μm × 524 μm (0.412 mm2). The chip photograph and layout of the fabricated IC are presented in
Figure 9.

Figure 9. Chip photograph and layout.
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Figure 10 shows the measurement setup. Two Agilent 33250A function generators are used, one
for generating φclk and another for generating φin whose pulse width varies from 0 to 0.25 of the
period which corresponds to the phase of 0◦ to 90◦. These two function generators are synchronized
with each other. In the case of generating φin in the form of pulse train, the period can be adjusted
from 20.00 ns to 2000.0 s, and its pulse width can be controlled from 8.0 ns to 1999.9 s. Therefore,
when fin = 2.048 MHz, the phase above 5.9◦ could be measured. Arduino DUE was selected for a
microcontroller unit because it has 54 digital I/O pins which are enough for receiving digital output
bits and transmitting assignment codes through SPI for the reconfiguration of TDC. Moreover, its
clock speed of 84 MHz allows generating required signals to initialize the SPI communication and
select between the read and write modes. Monitoring pads are placed on the main propagation path
of signal to examine whether each block and each stage operate as expected. Keysight Technologies
DSO7104A oscilloscope was used throughout the measurement. The oscilloscope has enough sample
rate of 4 Gsps, bandwidth of 1 GHz, and four scope channels.

 

Figure 10. Measurement setup.

In this section, measurement results for one frequency in mode A, one in mode B, and one in
mode C are shown. The input-output characteristics of the fabricated TDC are described in Figures 11a,
12a and 13a. Figures 11b, 12b and 13b present the phase errors in each frequency.

5.1. Mode A

Measurement results for fin = 1 kHz are shown in Figure 11. Only the coarse stage is used, and
the TDC operates as a counter-based TDC with fclk = 16.384 MHz, halved from the 32.768-MHz clock
signal provided by the function generator. The input-output characteristic of the TDC is shown in
Figure 11a, where the horizontal axis indicates the pulse width of the input signal in seconds, and the
vertical axis shows the TDC output code in units of LSB. The solid line represents theoretical output
values for given pulse widths of the input. Figure 11b presents the phase error calculated from the
digital output code as a function of the actual phase injected at the input. The input phase is varied
with a step size of 0.0005◦, which corresponds to about 1.4 ns. The difference between the maximum
and minimum phase errors is about 0.022◦, implying that the error of the measured output lies within
12-bit-resolution quantization error for θ range from 0◦ to 90◦ and that the TDC operates as expected.
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Figure 11. (a) Measured input-output characteristic of TDC, and (b) phase errors for fin = 1 kHz.

5.2. Mode B

Measurement results for fin = 8 kHz are shown in Figure 12. The coarse stage and the first fine stage
are used with fclk = 32.768 MHz and AT1 = 4. However, AT1 of 4.05 is obtained from the measured Tint1

and Tf1, and this value is substituted to Equation (6) to derive Tb using output code. The input-output
characteristic of the TDC is shown in Figure 12a, where the horizontal axis, vertical axis, and solid line
are as described in Figure 11a. Figure 12b presents the phase error calculated from the digital output
code as a function of the actual phase injected at the input. The input phase is varied with a step size
of 0.0003◦, which corresponds to 0.1 ns. The peak-to-peak phase error is about 0.022◦, implying that
the error of the measured output lies within 12-bit-resolution quantization error for θ range from 0◦ to
90◦. This result shows a good agreement with the theoretical prediction.
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Figure 12. (a) Measured input-output characteristic of TDC, and (b) phase errors for fin = 8 kHz.

5.3. Mode C

Measurement results for fin = 2.048 MHz are shown in Figure 13. For fin = 2.048 MHz, AT1 and AT2

are both set to 16 to achieve the largest AT of 256. However, AT1 of 15.9 and AT2 of 15.9 are obtained,
and these values are substituted to Equation (10) to derive Tb using output code. The input-output
characteristic of the TDC is shown in Figure 13a, where the horizontal axis, vertical axis, and the solid
line are as described in Figure 11a. Figure 13b presents the phase error calculated from the digital
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output code as a function of the actual phase injected at the input. The input phase is varied with a
step size of 0.07◦, which corresponds to 0.1 ns. The peak positive phase error is 1.123◦, and the peak
negative phase error is −1.846◦, resulting in the peak-to-peak phase error of 2.969◦. This phase error is
beyond the target quantization error of 0.088◦ and target phase error of 1◦. The error analysis for the
mode-C operation is presented in the next sub-section with a summary of the measurement results.

0 10 20 30 40 50 60 70 80 90 100 110 120 130
0

200

400

600

800

1000  Measured data
 Theoretical value

O
ut

pu
t c

od
e 

(L
SB

)

Input time (ns)
37 38 39 40 41

-0.5

0.0

0.5

1.0

1.5

Input phase (degree)

Ph
as

e 
er

ro
r (

de
gr

ee
)

 
           (a)                                          (b) 

Figure 13. (a) Measured input-output characteristic of TDC, and (b) the maximum positive phase error
for fin = 2.048 MHz.

5.4. Error Analysis

The peak-to-peak phase error and corresponding time error for fin from 1 kHz to 2.048 MHz are
described in Figure 14. The peak-to-peak phase error is proportional to fin and exceeds 1◦ for only
when fin = 1.024 MHz and fin = 2.048 MHz.
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Figure 14. Peak-to-peak phase error and corresponding time error for fin from 1 kHz to 2.048 MHz.

Table 4 summarizes the exact values of the peak-to-peak phase error and corresponding time error
as a function of fin. It also shows the values of AT1 and AT2 set for the measurement. Although AT2

increases, the corresponding time error does not decrease below 1.06 ns.
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Table 4. Peak-to-peak phase error and corresponding time error in mode C.

fin (Hz) AT1 AT2
Target

Phase Error (◦)
Peak-to-Peak

Phase Error (◦)
Corresponding
Time Error (ns)

64k 16 2 0.022 0.037 1.61
128k 16 4 0.022 0.049 1.06
256k 16 8 0.022 0.178 1.93
512k 16 16 0.022 0.721 3.91

1.024M 16 16 0.088 1.194 3.29
2.048M 16 16 0.088 2.696 3.66

These extra errors would come from the uncertainty of comparator operation in time interpolators.
The schematic of comparators and the uncertainty caused by the comparator operation during time
interpolation are shown in Figure 15a,b, respectively. The comparators are designed by cascading two
self-biased inverters as in [21,22].

 
                       (a)                                                  (b) 

Figure 15. (a) Schematic of comparators and (b) the uncertainty caused by comparators during
time interpolation.

As shown in Figure 15b, if there is a voltage-domain uncertainty of Δvcomp when v1(t) and v2(t)
cross each other, Δvcomp causes a time-domain uncertainty of Δtcomp, which is given by:

Δtcomp = Δvcomp
CINT

IINT
. (17)

Therefore, Δvcomp should be minimized in order to reduce Δtcomp and hence extra time errors.
The finite resolution and noise of the comparator would cause the uncertainty in the voltage domain,
which, in turn, is translated into the uncertainty in the time domain.

The resolution of the comparator (Δvmin,comp), which means the minimum input difference that
saturates the output, is expressed as follows [23]:

Δvmin,comp =
VOH −VOL

Av0
, (18)

where Av0 is the open-loop gain of the comparator, VOH is the output voltage when the output is high,
and VOL is the output voltage when the output is low. VOH and VOL should be large and small enough,
respectively, so that the following digital logic can distinguish binary states. That is, when the transient
behavior of v1(t) and v2(t) is not fast enough or Av0 is not sufficiently large, the comparator suffers
from a substantial uncertainty in time domain (Δtcomp) because it will take relatively longer time for
the following digital logic to determine binary states.

Considering that Tf1 and Tf2 vary within the range from Tclk to 2Tclk, the crossing point of v1(t)
and v2(t) in Figure 15b falls within the voltage range from 0.9 V to 1.4 V. In this voltage range, Av0

varies between 41.8 dB and 58.0 dB depending on the voltage level where v1(t) and v2(t) intersect.
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From Av0 = 41.8 dB and supply voltage of 2.5 V, Δvmin,comp is about 20.3 mV. For fin = 128 kHz with
AT1 = 15.9 and AT2 = 4.05, Δtcomp in the first stage caused by Δvmin,comp is calculated as about 14.6 ns by
substituting CINT = 28.8 pF and IINT = 40 μA into Equation (17). This Δtcomp in the first fine stage is
divided by AT1 after being quantized by the fine counter. Therefore, the fabricated TDC could not
achieve the time error below 0.92 ns.

The noise of comparator would become another source of uncertainty. The input-referred noise
voltage of the differential-to-single-ended self-biased inverter in Figure 15a is expressed as follows [24]:

Vn,inv2( f ) =
[ 1
WPLP

+
1

WNLN

]
· 2K

f ·COX
+

8kTγ
gm,N + gm,P

, (19)

where WP and LP are the width and length of the input PMOS transistor, respectively, while WN and LN
are the width and length of the input NMOS transistor, respectively. K is the process-dependent flicker
noise constant. gm,N and gm,P are the transconductances of the NMOS and PMOS input transistors,
respectively. The input-referred noise of the fully differential self-biased inverter is also given by
Equation (19).

Since the noise of the first stage is dominant compared to that of the second stage and the 1/f noise
can be ignored because of the wide bandwidth of the comparator, the input-referred noise voltage of
the comparator can be approximated as follows:

Vn,comp2( f ) ≈ 8kTγ
gm,N + gm,P

. (20)

When T = 300 K, γ = 1, and noise bandwidth = 100 MHz, the input-referred noise of the comparator is
about 1.8 mVrms, 180 μVrms, and 18 μVrms for gm,N + gm,P = 1 μS, gm,N + gm,P = 10 μS, gm,N + gm,P = 100
μS, respectively. Since our TDC consumes enough current, the uncertainty due to the comparator noise
is not significant in our design. However, if the bandwidth of the comparator is very large and gm,N +

gm,P is small, considerable uncertainties may occur. For fin = 128 kHz with AT1 = 15.9 and AT2 = 4.05,
the voltage-domain uncertainty of 1.8 mVrms causes Δtcomp = 1.3 nsrms, which corresponds to the time
error of 0.08 nsrms. In particular, it is important to ensure that the value of gm,N + gm,P is sufficiently
large when the bandwidth of the comparator is wide.

Since the extra time errors are mainly due to the resolution of comparators, the errors would be
mitigated if the comparators based on multi-stage amplifiers are used as in [15]. In such comparators,
the optimum number of amplifier stages, NOPT, is expressed as follows [15]:

NOPT ≈ 1.1× ln
(

VOH
Δvmin,comp

)
+ 0.79. (21)

By replacing the two-stage high-gain amplifiers with multiple stages of low-gain amplifiers, the
improved Δtcomp can be obtained as Δvmin,comp is reduced.

Moreover, when AT2 increases from 8 to 16, the time error increases rather than decreases.
Therefore, another way of improving the extra time error is measuring the quantization error of the
first stage without performing time interpolation of the second fine stage. In [19], we employed a chain
delay line in the second fine stage instead of the time interpolator, and the results were verified by
simulation. Since the mismatches between unit delay cells would occur, the proposed architecture
needs to be verified by measurement.

5.5. Performance Summary and Comparison

Table 5 summarizes performances of the presented TDC, together with those of two polar
demodulators and two TDCs, reported previously. In comparison with the TDC in [20] that consists
of a coarse counter and a single-stage time interpolator with large AT of 250, our TDC offers lower
complexity and shorter conversion time for achieving the same phase resolution, as analyzed in

173



Sensors 2020, 20, 1889

Section 4.3. Compared to the TDC presented in this manuscript, another kind of our TDC in [19] seems
to achieve smaller phase error. However, the TDC in [19] has not yet been verified by measurement.
Through our future work, the TDC in [19] will be fabricated and measured. The phase error performance
of our TDC presented in this paper is competitive when compared with previously reported designs
in [15,17].

Table 5. Performance summary and comparison.

This Work
IEEE Sensors
J.’ 2013 [15]

IEEE
MWSCAS’
2013 [17]

IEEE TNS.’
2006 [20]

IEEE
MWSCAS’
2017 [19]

Tech. 0.25 μm 0.35 μm 0.35 μm 0.35 μm 0.18 μm

Application EIS EIS EIS N/A EIS

Implementation
scope TDC Polar

demodulator
Polar

demodulator TDC TDC

Architecture
Counter +

Cascaded time
interpolator

TVC with
ADC Counter Counter + time

stretchers

Counter+ time
stretcher +

chain-delay-line

fin
1 kHz–

2.048 MHz
0.1 kHz–
100 kHz

0.1 kHz–
10 MHz N/A 1 kHz–

2.048 MHz

fclk 32.768 MHz No use 3.33 GHz 80 MHz 32.768 MHz

Power 7.5 mW 21 mW *28 mW 0.75 mW 2.4 mW

Supply 2.5 V 2.5 V 1.8 V 3 V–4 V 1.8 V

Area 0.41 mm2 *0.40 mm2 *0.40 mm2 0.23 mm2 0.35 mm2

Time resolution N/A N/A 300 ps 50 ps 103 ps–244 ns

Phase error

<0.72◦
(@512 kHz)
<2.70◦

(@2.048 MHz)

<3.95◦ <2.2◦ N/A <0.088◦

Remarks Meas. Meas. Meas. Meas. Sim.

* Total power consumption or size of entire polar demodulator for EIS system.

6. Conclusions

A reconfigurable time-to-digital converter (TDC) used to quantize the phase of impedance in
electrical impedance spectroscopy (EIS) is introduced in this manuscript and verified through the
fabricated IC. This TDC adopts a coarse counter to have a wide input-time range and cascaded time
interpolators to improve resolution in the high-frequency analysis without increasing counting clock
speed. When the same large interpolation factor is assumed, the cascaded time interpolators have shorter
measurement time and smaller chip area than a single-stage time interpolator. The reconfigurable time
interpolation factor maintains phase resolution within an appropriate level while providing reasonable
measurement time. The fabricated TDC achieves the peak-to-peak phase error of under 0.72◦ for the
input frequency range from 1 kHz to 512 kHz and the peak-to-peak phase error of 2.70◦ when it covers
up to 2.048 MHz, demonstrating competitive performances in comparison with previously reported
designs. Two precision improvement methods are also proposed: revision of the comparator, and
revision of the second fine stage. As future work, we plan to fabricate the TDC that uses chain delay
lines in the second fine stage and compare it with the TDC based on cascaded time interpolators.
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Abstract: This paper presents an analog front-end transceiver for an ultrasound imaging
system based on a high-voltage (HV) transmitter, a low-noise front-end amplifier (RX),
and a complementary-metal-oxide-semiconductor, aluminum nitride, piezoelectric micromachined
ultrasonic transducer (CMOS-AlN-PMUT). The system was designed using the 0.13-μm Silterra
CMOS process and the MEMS-on-CMOS platform, which allowed for the implementation of an AlN
PMUT on top of the CMOS-integrated circuit. The HV transmitter drives a column of six 80-μm-square
PMUTs excited with 32 V in order to generate enough acoustic pressure at a 2.1-mm axial distance.
On the reception side, another six 80-μm-square PMUT columns convert the received echo into
an electric charge that is amplified by the receiver front-end amplifier. A comparative analysis
between a voltage front-end amplifier (VA) based on capacitive integration and a charge-sensitive
front-end amplifier (CSA) is presented. Electrical and acoustic experiments successfully demonstrated
the functionality of the designed low-power analog front-end circuitry, which outperformed a
state-of-the art front-end application-specific integrated circuit (ASIC) in terms of power consumption,
noise performance, and area.

Keywords: ultrasound; PMUT; high-voltage (HV) transmitter; low-voltage receiver (RX) amplifier;
ultrasound application-specific integrated circuit (ASIC); monolithical integration; CMOS; MEMS

1. Introduction

Ultrasound, since it was discovered, has been a widely used tool for multiple applications such as
medical echography and nondestructive testing. However, today the ultrasound sensing market is
showing an impressive resurgence: new applications along with improved manufacturing capabilities
and advanced technological readiness are driving the growth of micromachined ultrasound transducers
(MUTs). Volumetric medical imaging [1], in vivo and in vitro neuromodulation ultrasound [2],
fingerprint sensing [3], and gesture recognition [4] are some new applications based on MUTs.

Nowadays, two different micromachined ultrasound transducers can be found in the literature [5]:
the first one is based on a capacitive resonant element (CMUT) that consists of a thin metallized
suspended membrane over a cavity with a rigid metallized substrate. A DC voltage is applied between
two electrodes, which causes the membrane to deflect toward the substrate due to the electrostatic
force. Therefore, an ultrasound can be generated in the surrounding medium from the vibration
of the membrane when AC voltage is imposed. CMUTs, although they can be integrated over
a preprocessed complementary-metal-oxide-semiconductor (CMOS) substrate, have the following
drawbacks: they require a large DC bias, different transmission and reception arrays may be required
for imaging applications, and they have higher equivalent capacitance. The second transducer is based
on piezoelectric materials (PMUTs), in which (in contrast to CMUTs) the deflection of the membrane
is produced by the lateral strain generated from a piezoelectric actuation, whereby the membrane
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must include at least one piezoelectric layer as well as a passive elastic layer. Although PMUTs have
low electromechanical coupling coefficients and produce little output acoustic pressure with narrow
bandwidths compared to CMUTs, PMUTs do not require DC bias, they have fewer geometric and
design constraints, and the same transmission and reception arrays with equal coupling may be
used for imaging applications [5]. Additionally, the capability of using a low thermal process for the
piezoelectrical material, such as aluminum nitride (AlN), allows for the possibility of monolithically
integrating PMUTs on CMOS.

Figure 1 shows a typical block diagram for ultrasound imaging applications using PMUTs. On the
transmission side, the high-voltage (HV) pulser is able to drive the ultrasound transducer to emit
enough acoustic pressure. In order to focus on a specific point, a transmission beamforming controller
is used to generate the respective delays. A high-voltage DC–DC Converter may be required to
generate the supply voltage of the HV pulser. On the reception path, isolation switches included
in the front-end amplifier functional block are used to isolate the HV present in the transmission of
low-voltage circuits used in the reception. Due to the weak electrical signals generated by the PMUTs,
a low-noise amplifier (LNA) is employed to amplify these signals. After amplification, the amplitudes
of these signals are extracted by an envelope detector and captured by a sample-and-hold circuit, which
will later be digitized and processed. In order to obtain an image, most ultrasound measurements are
based on the pulse echo method, where a generated short ultrasound pulse is propagated in a specified
direction and is partly reflected wherever there is a change in the acoustic properties of the medium.
The reflected ultrasound echo is processed in order to obtain information about distance, shape, and
the physical properties of the target. An image is formed by mapping the echo strength versus travel
time (proportional to the distance).

 

Figure 1. Image of an ultrasonic system block diagram.

The integration of PMUTs and CMOS to form a single chip allows for a reduction in parasitic
elements, size, weight, and power consumption of the overall system. Recent works [3,6–8] have
presented a single-chip ultrasonic fingerprint sensor based on PMUTs that are directly bonded to
a CMOS readout application-specific integrated circuit (ASIC) using Al-Ge eutectic bonding. This
integration strategy (presented by Reference [8]) is a considerable improvement over the wire bonding
method and reduces the electrical parasitic elements, but it is a very expensive process, and due to the
presence of special eutectic bonding, the fill factor is affected. In order to overcome these drawbacks,
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the Silterra foundry has implemented a MEMS-on-CMOS platform, where an AlN-based PMUT can
be fabricated over CMOS preprocessed wafers. This monolithic integration of a PMUT over the
CMOS reduces fabrication complexity, minimizes the interconnections between PMUT neighbors
and the CMOS electronic circuitry, and reduces the parasitic elements; consequently, a higher fill
factor and improved signal integrity are possible. In this work, we present the design of a 0.13-μm
CMOS front-end transmitter and receiver using the MEMS-on-CMOS technological platform from
Silterra [9]. This paper is organized as follows: Section 2 describes the design of the system, and
in particular, Section 2.1 presents the ultrasonic transducer; Section 2.2 describes the high-voltage
transmitter circuitry and its simulation results; Section 2.3 describes two of the front-end amplifiers
that are most used to convert the electric charge generated by PMUT into voltage; and Section 2.4
compares both reception (RX) approaches, making use of the simulation results. Section 3 presents the
electrical characterization of the circuitry, and Section 4 shows the acoustic experiments, including an
ultrasound image.

2. Front-End Analog Circuit Design

2.1. Ultrasonic Transducer

As proof of concept for the integrated front-end circuitry, an 80-μm/side AlN PMUT in a 6 × 6
array configuration was used [10]. The electrical capacitance of a single PMUT was estimated at around
200 fF, adding up to a total of 1.2 pF per row. The obtained resonance frequency in fluorinert (FC-70)
was in the 3-MHz range, with a bandwidth around 1 MHz [10].

2.2. High-Voltage Transmitter

The transmitter circuit is in charge of the generation of a large voltage signal in order to excite the
transducer at its resonance frequency (fr) and provide enough acoustic pressure for a high signal-to-noise
ratio in the echo measurements. We set the needed actuation voltage to a maximum voltage of 32 V to
guarantee enough output pressure [10]. Additionally, and taking into account the fact that the square
wave increases the effective amplitude 1.27 times compared to a sine wave, we chose a squared-wave
transmitter circuit with a 32-V peak voltage and with rising and falling times less than 100 ns to
guarantee at least a 50% duty cycle and a 3-MHz driving frequency (according to the expected PMUT
resonance frequency in fluorinert).

Previous transmitter circuits [11,12] have used a conventional level shifter that consists of an
nMOS differential pair and cross-coupled pMOS transistors. This structure, although it is very simple,
has two main problems. On the one hand, the input transistors (nMOS) need to be large in order to
overpower the pMOS load when the inputs change, resulting in high input capacitance and therefore
limiting the maximum operation speed. On the other hand, a large crowbar current flows when both
the nMOS and pMOS transistors are conducting, affecting the efficiency and power consumption of the
system. In Reference [13], a charge-recycling HV pulser (CRHV) was presented in order to improve
the power consumption, although it needs four control signals with different logic levels per channel,
which makes the circuitry more complex.

In order to solve the issues mentioned above, we chose the circuit proposed by Reference [14].
This circuit has the basic structure of a conventional level shifter (see Figure 2), but introduces additional
high-voltage devices (Msw+ and Msw-) in a series with latching transistors (M3 and M4) in order to
avoid the crowbar current. These new transistors work as switches controlled by the high-voltage
signals Vsw+ and Vsw-, which inhibit the current of M3 and M4 when the nMOS devices (M1 and M2)
are driving the current. The control signals (Vsw+ and Vsw-) are obtained from the output of a second
dynamic level shifter, where its input signal is delayed with respect to Vin+ [15].
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Figure 2. Schematic of the high-voltage transmitter. (a) Complete architecture to excite the piezoelectric
micromachined ultrasonic transducer (PMUT). (b) An inverter circuit. (c) Cascaded inverter used as a
delay element and (d) an output buffer using an inverter string to drive large capacitive loads.

In order to optimize the maximum operation speed and dynamic power consumption, a proper
dimensioning of the nMOS and pMOS transistor sizes was done. Figure 3 shows the simulated source
and sink currents and the rise and fall times in the output node (Vout+ node). It can be seen how the
presence of the Msw+ and Msw- devices allows for the removal of the crowbar current. A high-voltage
inverter buffer was designed to drive large capacitive loads. The dimensions of the MOSFETs selected
for this circuit are shown in Table 1.

 

Figure 3. Voltage and source and sink currents in the output node (Vout+) [15].
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Table 1. Dimensions of the MOSFET devices used in the transmitter.

MOSFETs Aspect Ratio (W/L) (μm/μm)

M1, M2 20/5.75
M3, M4, Msw+, Msw- 10/4

M5, M6 10/5.75
M7, M8, M9, M10 4.7/4

M11 10/1
M12 25/1
M13 1/4
M14 2.5/4
M15 1/3
M16 2.5/3
M17 10/4.8
M18 25/4
M19 20/4.8
M20 50/4

In most imaging ultrasound applications, the transducer is an array of PMUTs. To obtain enough
acoustic pressure level, several PMUTs of the array emit simultaneously, forming a transmit channel.
In order to reduce the size of the die, one HV transmitter is used per channel, and therefore it has to be
able to drive a large load capacitance at the resonance frequency. Figure 4 shows the simulation results
of the maximum operation frequency of our HV transmitter, taking into account the designed output
buffer, as a function of the load capacitance. Taking into account that the capacitance associated with
an individual PMUT was in the range of 200 fF, we could make Figure 4, which indicates the maximum
number of PMUTs simultaneously actuated at each frequency (e.g., in the case of 3 MHz, the maximum
capacitance corresponded to 37 pF, which is equivalent to 185 individual PMUTs, a reasonable number
for a linear array configuration).

With this circuit, 2.9 ns of a 10–90% rise/fall time was obtained for 1.2 pF (equivalent to one row of
a 6 × 6 PMUT array) of load capacitance, achieving the design requirements.

 

Figure 4. Maximum transmitter operating frequency as a function of load capacitance (simulation
results).

2.3. Front-End Amplifier

The operation of PMUTs as a sensor is governed by the direct piezoelectric effect, where an
electrical charge is generated when the acoustic wave arrives at the PMUT. In order to measure this
electric charge, it was necessary to design a low-noise amplifier (LNA) at the first stage of the front-end
PMUT receiver circuit that was a tradeoff between power supply, noise performance, gain, bandwidth,
dynamic range, and die size. Transimpedance amplifier topologies (TIAs) are widely used to amplify
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the weak signal generated by relatively high-impedance CMUTs [12,16]. Nevertheless, piezoelectric
transducers (PZTs and PMUTs) with similar sizes present much lower equivalent impedance around
their resonance frequency, whereas this topology suffers from a low noise/power tradeoffwhen it is
chosen as a front-end amplifier for PMUT devices. A capacitive feedback voltage amplifier (CFVA) with
a split-capacitor feedback network has been a very common topology in readout integrated circuits
(ICs) for PZT transducers [17,18] (in order to sense the transducer’s voltage rather than its electric
charge). Nevertheless, this topology suffers from a large area due to the use of several capacitors.
This work presents a comparative analysis of two of the most used front-end amplifier configurations
in sensors based on PMUTs: a voltage amplifier (VA) based on capacitive integration [11,13,15] and a
charge-sensitive amplifier (CSA) [3,19].

2.3.1. Voltage Amplifier (VA) Description

Figure 5a shows a scheme of a front-end amplifier based on capacitive integration. The accumulated
electric charge on the input equivalent capacitance (the parallel between CPMUT, the electric capacitance
of the PMUT; Cin, the input capacitance of the voltage amplifier; and Cp, all of the parasitic capacitances)
is converted into voltage and is later amplified by the designed voltage amplifier. This relationship can
be expressed by Equation (1), where A0 is the open-loop amplifier voltage gain and QE is the electric
charge generated by the PMUT:

Vout = A0
QE

CPMUT + CP + Cin
(1)

To find a tradeoff between power consumption, gain, bandwidth, and area, a single-ended
input self-biased push–pull configuration was selected as the VA topology (see Figure 5c). With this
configuration, a smaller possible area could be used for the amplifier, which allows for a pitch-matched
circuit with a single PMUT.

The input-referred noise current of this topology was derived from a small-signal equivalent
model considering all parasitic capacitance (see Equation (2)):

in,in(s) =
sCin(Cf + Cin)

(
in,n + in,p

)
[1 + s(Cf+Cout)

gds,n+gds,p
]

A0[Cf
(
gm,n + gm,p

)
+ Cin

(
gds,n + gds,p

)
]
(
1− sCf

gm,n+gm,p

)
[1 + s(CinCf+CoutCf+CoutCin)

Cf
(
gm,n+gm,p

)
+Cin

(
gds,n+gds,p

) ]
(2)

where in,n and in,p are the square root of the mean square current noise for nMOS and pMOS transistors;
gm,n and gm,p are the transconductance for the M1 and M2 transistors, respectively; gds,n and gds,p

are the channel conductance of M1 and M2, respectively; Cf is the feedback capacitance (in this
topology, the sum of gate-to-drain capacitances); and Cout is the output capacitance of the circuit
(approximately the load capacitance). Due to the small current generated by the PMUT (nanoamperes),
the minimization of amplifier noise is a must. In order to minimize the input current noise and
maximize the transimpedance gain, the pMOS M1 and nMOS M2 transistors were correctly sized.
To maximize the dynamic range, the operation point of the amplifier was fixed to VDD/2 by a pMOS
M3 transistor connected between the input and output (operating in the subthreshold region, which
functions as very high-impedance resistance) [20]. A source follower buffer was added to match the
output impedance to 50 Ω for testing.
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(a) (b) (c) 

Figure 5. PMUT front-end amplifier configurations: (a) a voltage amplifier (VA) based on capacitive
integration, (b) a CSA amplifier, and (c) a proposed schematic for the open-loop voltage amplifier, A0,
for the VA and CSA receivers.

2.3.2. Charge-Sensitive Amplifier (CSA) Description

The second approach is the charge-sensitive amplifier shown in Figure 5b, where the output
voltage, given by Equation (3), only depends on the feedback capacitance (Cf), considering that the
input impedance of the amplifier is much smaller than the equivalent impedance given by PMUT and
the parasitic elements:

Vout =
QE

Cf
. (3)

Since the input impedance is proportional to 1/(Cin + Cf*A0), it is necessary to choose an amplifier
topology that guarantees a high open loop gain A0 (with minimum dimensions) to decrease Cin and
the area. This reduction in the input capacitance impedance allows for the use of a low-feedback
capacitance, Cf, thus achieving a maximum charge transfer and SNR. Therefore, the same single-ended
input self-biased push–pull configuration used in the VA was the right selection.

In order to select the Cf, we took into account the input referred noise, the charge transfer from the
PMUT to the feedback capacitance, and the gain. The input-referred noise current of this configuration
is given by the following expression:

in,in(s) =
s(Cf + Cin)

(
in,n + in,p

)
(
gm,n + gm,p

)(
1− sCf

gm,n+gm,p

) (4)

This equation shows that the input noise current is directly proportional to Cf, and therefore
the feedback capacitance must be selected to be as low as possible. In order to perform good signal
processing, at least 85% of the charge transfer must be guaranteed. Considering a CPMUT = 1.2 pF
(equivalent to one row of six 80-μm PMUTs [10]), a parametric AC analysis was performed to compute
the charge transfer. Figure 6 shows that for a Cf higher than 400 fF, the amplifier behaves as a CSA and
guarantees at least an 85% charge transfer. Therefore, in order to maximize the output voltage given by
Equation (3) and to find a tradeoff between noise performance and charge transfer, 400 fF was selected
as the feedback capacitance. In this case, a pMOS M3 transistor was used to fix the operation point
and was dimensioned (without affecting the bias) to avoid any leakage current that could charge Cf,
leading to saturation of the amplifier. The same source-follower buffer was used to match the output
impedance to 50 Ω.

183



Sensors 2020, 20, 1205

 
Figure 6. Charge transfer obtained for different feedback capacitances (Cf).

In Figure 7, the final layout of the LNA based on a VA is shown together with an optical image of
the PMUT array, demonstrating its capabilities for a minute area and a pitch-matched system (for the
CMOS receiver).

 
 

(a) (b) 

Figure 7. (a) Layout of the LNA (VA topology) with an output buffer. The LNA dimensions are 23 μm
of width and 25 μm of length. (b) Optical image of a 6 × 6 (square) 80-μm/side PMUT array.

2.4. Front-End Amplifier Simulation Results

All simulations were done with 14 pF and 50 Ω as the load impedance (input impedance of the
oscilloscope). The PMUT was modeled as a current source in parallel with its electrical capacitance.
The assumed operation frequency was the resonance frequency of the PMUT array in liquid (3 MHz),
which was given by Reference [10].

2.4.1. Transimpedance Gain and Input Impedance

Figure 8 shows the transimpedance gain of both approaches (the voltage amplifier and
charge-sensitive amplifier) and the voltage open-loop gain A0. It can be seen that the VA amplifier had
a higher transimpedance gain (≈23 dB Ω), since the output voltage of the VA depended not only on
the amplifier open-loop gain A0, but also on the integration of the current in the input capacitance.
The CSA transimpedance gain depended only on the value of the feedback capacitance (it needs to be
lower than the total VA input capacitance). However, the VA amplifier frequency response was limited
by the open loop bandwidth (21.7 MHz). In the case of the CSA, its frequency behavior was limited by
its input impedance and the equivalent impedance of PMUTs, plus the parasitic capacitance. At the

184



Sensors 2020, 20, 1205

frequency where both impedances were similar (around 140 MHz), the electric charge generated by
the PMUT was divided, and therefore the CSA stopped behaving like a charge-sensitive amplifier.

 

Figure 8. Frequency response of both amplifiers (VA and CSA) (left axis) along with the push–pull
open-loop response of A0 (right axis).

Figure 9 shows the dependency of the transimpedance gain in both cases (VA and CSA amplifiers),
with the PMUTs and parasitic capacitances. As expected given Equations (1) and (3), the VA had
a steeper slope (ΔTIGain = 7.5 dBΩ), since it amplified the generated input voltage through the
integration of the PMUT current in all of the capacitances present in the input of the amplifier. Instead,
the transimpedance gain of the CSA had a linear dependency with the lower slope (ΔTIGain = 0.8 dBΩ),
but still the VA had more gain.

Figure 9. Dependence of the transimpedance gain at 3 MHz, with equivalent capacitance given by the
PMUT plus parasitic capacitances.

2.4.2. Noise Performance and Dynamic Range

To compare the noise performance of both amplifiers, the output noise voltage (Vn,out) and the
input noise current (In,in), defined by Equations (2) and (4), were taken into account. The presence of
the feedback capacitor in the CSA amplifier caused its output impedance to be smaller than the VA
output impedance, causing the output voltage noise to be smaller (see Figure 10). However, due to the
big difference between their transimpedance gains, the input noise current was lower for the VA than
for the CSA (0.08 pA/

√
Hz and 0.12 pA/

√
Hz, respectively, at a 3-MHz frequency).
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(a) (b) 

Figure 10. Computations using Equations (2) and (4) and the simulated RX amplifiers’ noise spectral
density. (a) Output voltage noise and (b) input current noise.

Figure 11 shows the simulated dynamic range for a 3-MHz input signal. A maximum input
current of 100 nA and 1 μA for the VA and CSA were obtained, respectively. This great difference was
expected due to the big difference between their gains. In these results, the CSA provided a dynamic
range 10 times higher than the VA amplifier, allowing it to amplify PMUT signals 10 times larger than
those amplified by the VA.

 
Figure 11. Simulated dynamic range at 3 MHz.

3. Electrical Characterization

3.1. High-Voltage Transmitter

The HV transmitter circuit was tested using a signal generator and an oscilloscope. The circuitry,
operated from two power supplies (3.3 V and 32 V) and with a 3.3-V-squared input signal, generated
output pulses up to 32 V. Figure 12 shows the input and output waveforms of this circuit, which
achieved a rise/fall time of 47.5 ns. Using 14 pF as the load capacitance from the oscilloscope plus
3 pF due to the bonding pad, printed circuit board (PCB) pad, and connectors, this value differed by
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6.36 ns compared to the simulation result. This difference could have been due to the estimation of the
load capacitance (parasitic capacitance) as well as due to process variations. For this estimated load
capacitance, the HV transmitter operated at a maximum frequency of 5 MHz, achieving a 10–90% rise
time and a 50–50% latency of 47.5 ns and 31 ns, respectively.

The static power consumption was negligible, and the dynamic power consumption, defined as
CLV2f, was 3.68 mW for a 1.2-pF load capacitance.

 
Figure 12. Waveform of the HV transmitter input and output.

3.2. Front-End Amplifiers

The RX amplifiers were characterized in terms of voltage–voltage gain for the VA, transimpedance
gain for the CSA, and input current noise and output dynamic range for both of them.

Figure 13 shows the measured and postlayout simulation voltage–voltage gain of the voltage
amplifier (VA). A measured bandwidth of about 22 MHz was achieved. Compared to the postlayout
simulation and considering the technology variations, the simulated values were close to the
experimental ones.

 
Figure 13. Transfer function of the VA amplifier.
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In order to compute the gain of the CSA, we employed the charge injection method. A 100-fF
capacitor connected in series at the CSA input was used as a test injection capacitor (CTEST). Small
voltage steps (ΔV) applied to the CTEST produced charge pulses at the CSA input with a value of CTEST

*ΔV. Figure 14 shows the output voltage measured at the buffer output for an input charge sweep
from 2.5 fC to 18 fC (corresponding to voltage steps from 25 mV to 180 mV). According to Equation
(3), the slope of this graph must be inversely proportional to the feedback capacitance, giving 472 fF
with a 100% charge transfer. Taking into account this and using the designed feedback capacitance
(Cf = 410 fF in the layout), the obtained charge transfer was 87%, close to the simulated results.

 

Figure 14. Tested results of the output voltage of the CSA.

The noise performance of both the VA and CSA amplifiers was measured by opening the input and
measuring the output noise. The input noise was computed by dividing the measured output noise by
the corresponding transfer function. The resulting spectral density noise is shown in Figure 15, which
was in good agreement with the simulations. The measured output-referred voltage noise density
was 60.68 nV/

√
Hz and 19.01 nV/

√
Hz at 3 MHz for the VA and CSA amplifiers, respectively. At the

same frequency, the measured input-referred current noise was 68 fA/
√

Hz and 147 fA/
√

Hz for the VA
and CSA, respectively. Taking into account the PMUT bandwidth (1 MHz in liquid), an input-referred
integrated noise of 59.18 pArms and 142.7 pArms was obtained for the VA and CSA, respectively.

 
 

(a) (b) 

Figure 15. Measured spectral density noise: (a) output-referred voltage noise and (b) input-referred
current noise.
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Considering that the reception sensitivity of the PMUT array [10] was 5.9 V/MPa, the measured
noise equivalent pressure was 0.84 mPa/

√
Hz and 1.32 mPa/

√
Hz at 3 MHz. These values are very low

for imaging applications, where the received echoes are in the order of kPa, so a good signal-to-noise
ratio can be guaranteed.

Figure 16 shows the measurements of the VA and CSA output voltage for different input current
levels at 3 MHz. The measured transimpedance gain was 109.22 dBΩ and 99.57 dBΩ, respectively.
An input-measured dynamic range of 69 dB and 71 dB was achieved, where the previous measured
integrated input noise was taken as the minimum detectable current.

 

Figure 16. Dynamic range measurements: the VA amplifier (black) and the CSA amplifier (red).

4. Acoustic Characterization

To validate the analog front-end CMOS in its intended application, an acoustic characterization
was done using fluorinert (FC-70, where the mass density is � = 1940 kg m−3 and the sound velocity is
c = 690 m/s) as a propagation medium. The set-up is shown in Figure 17, where a grating phantom
was introduced in a small pool, confining the FC-70 to approximately 2.1 mm over the 6 × 6 PMUT
array surface. One row of this array was excited by the designed HV transmitter (four cycles at 3 MHz
with a 32-V peak-to-peak), and another row was dedicated to reception using the proposed VA as an
LNA front-end amplifier. In order to obtain a 2D image, the grating phantom was shifted in the ×
direction and y direction, with steps of 50 μm and 100 μm, respectively. Figure 18b shows an image of
a section of this phantom (see Figure 18a). The blue bars correspond with the slots, with a width close
to 1.1 mm and 1 mm, as was expected (physical width), demonstrating the capability of the system to
make an ultrasonic image.

189



Sensors 2020, 20, 1205

 
(a) 

 
(b) 

Figure 17. Set-up for acoustic characterization using an FC-70: (a) the schematic set-up; (b) an optical
image of the experimental set-up using a grating phantom.

 
(a) 

 
(b) 

Figure 18. (a) Grating phantom and (b) an ultrasonic image of a phantom section.

5. Discussion

In this work, we present the design and characterization of two functional blocks of an imaging
ultrasound system: an HV transmitter and a front-end receiver amplifier. In addition, we compared
two of the most used front-end amplifiers in sensor-based PMUTs.

In this section, we will compare these proposals to prior work, taking into account all of the
obtained results.

5.1. HV Transmitter

Table 2 summarizes and compares our transmitter to prior reported works. The performance of
the HV transmitter was measured in terms of its speed, area, power consumption, and load capacitance.
In order to compare different systems, we defined a figure-of-merit (FOM) that takes into account all of
the key parameters that intervene in the transmitter’s performance (see Equation (5)):

FOMTX[
mA

mm2 ] =
VMAX[V]∗CL[pF]

trise[ns]∗area[mm2]
, (5)

where CL corresponds to the nominal load capacitance, VMAX is the maximum pulsed output
voltage, and trise is the rise time. Our designed HV transmitter achieved the best FOMTX
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(1018 mA/mm2), which translated to the best electrical performance with the highest integration
density. This performance was attributable in part to the small area that the transmitter has.

Table 2. HV transmitter performance summary and comparisons.

Parameter This Work [13] (2019) [21] (2017) [3] (2016) [16] (2016)

Process technology 0.13 μm
HV CMOS

0.18 μm
CMOS

0.18 μm HV
BCD8-SOI

0.18 μm HV
CMOS

TSMC 0.18 μm
HV CMOS

Transducer PMUT PMUT CMUT PMUT CMUT

Pulsed output voltage (V) 32 5/13.2 100 24 30

Nominal operation frequency (MHz) 3 5 10 14 5

Nominal load capacitance (pF) 1.2 N/A 9.2 2 2

Area (mm2) 0.013 N/A 0.09 1 0.017 1 0.016

Rise time (ns) 2.9 N/A 14 10.56 2 6.6

FOMTX (mA/mm2) 1018 - 730 267 568
1 These areas were estimated using a chip micrograph. 2 Obtained as trise = 2.2RCL, where R = Vmax/Imax.

5.2. Front-End Receiver Amplifier

To compare both presented LNA topologies to the state-of-the-art topologies, we also defined a
figure-of-merit that includes the main parameters of the LNA design. Taking into account the gain, input
referred noise, power consumption, operation frequency, and area, we defined the following FOMs:

FOMRX_1[
MHz

V2∗A ∗ μm2 ] =
Gain[V

V ] ∗
√

frequency[MHz]

input voltage noise [ nV√
HZ

]∗Power Consumption [mW]∗area [mm2]
, (6)

FOMRX_2[
Hz

mA3 ∗ μm2
] =

Transimpedance gain[V
A ] ∗ √frequency[MHz]

input current noise [
pA√
HZ

]∗Power Consumption [mW]∗area [mm2]
, (7)

where Equation (6) was used to compare the VA and CFVA topologies and Equation (7) was
used to compare the CSA and TIA topologies. Table 3 summarizes the comparisons between the
performance of the designed LNAs and that of the other amplifiers reported as being state-of-the-art,
demonstrating competitive results. Taking the best computed FOMRX_1,2, the designed VA and CSA
topologies achieved ~2.5× and ~45× higher improvement, respectively, guaranteeing the best electrical
performance with a minimum area. These competitive FOM values were possible since our two
LNAs (based on a self-biased push–pull amplifier) have a smaller area (almost by 10 times), which
makes these designs good candidates to implement a pitch-matched system, where the LNA can be
implemented just below its ultrasound transducer.

Finally, comparing the two presented LNA implementations in this work, the VA amplifier
provided a remarkable improvement in terms of transimpedance gain and input-referred noise,
achieving a higher signal-to-noise ratio. Nevertheless, the great dependency of the VA gain on the
parasitic capacitance means that the CSA is the more useful option when the amplifier is not fully
integrated with the PMUTs, since all of the parasitic capacitances are difficult to efficiently control,
providing different gains for the same devices. The VA is more adequate when the amplifier can
be directly connected to the sensor, as happens when there is a monolithic integration of the CMOS
and PMUTs.
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Table 3. Measured LNA performance summary and comparisons.

Parameter This Work [13] (2019) [18] (2018) [16] (2016) [11] (2015) [17] (2015)

Topology VA CSA VA CFVA TIA VA CFVA

Process technology 0.13 μm HV
CMOS

0.13 μm HV
CMOS

0.18 μm
CMOS

0.18 μm
HV-BCD

TSMC 0.18 μm
HV CMOS

0.18 μm HV
CMOS

0.18 μm
CMOS

Transducer PMUT PMUT PMUT PZT CMUT PMUT PZT

Power supply (V) 1.5 1.5 1.5 1.8 1.8 1.8 1.8

Power consumption
(mW) 0.3 0.3 0.08 0.79 1.4 N/A 0.135

Area (10−4 mm2) 6 9 N/A 30 1 280 310 60

Voltage–voltage
gain (dB) 21.8 N/A 29/30/42/53 2 18 N/A N/A −12/6/24

Transimpedance
gain (dBΩ) 109.22 at 3 MHz 99.57 at 3 MHz N/A N/A 116/113.5

110/104 N/A N/A

Bandwidth (MHz) 22 N/A 10 20 10.2/10.8
10.6/10.5 N/A 9.8

Input current noise
(pA/
√

Hz) 0.08 at 3 MHz 0.15 at 3 MHz N/A N/A 0.41 @ 5 MHz N/A N/A

Input voltage noise
(nV/
√

Hz) 7.1 at 3 MHz N/A N/A 7.9 at 5 MHz N/A 11 at 0.22 MHz 5.9 at 4 MHz

Input dynamic
range (dB) 69 71 90 75 N/A N/A 81

FOMRX_1
(MHz/V2Aμm2) 16674 N/A N/A 949 N/A N/A 6633 3

FOMRX_2
(Hz/mA3μm2) N/A 4.1*109 N/A N/A 0.09*109 3 N/A N/A

1 This area was estimated from a chip micrograph. 2 Including a TGC amplifier as a second stage. 3 Computed
considering its higher gain.

6. Conclusions

A CMOS circuit was designed and implemented using the novel CMOS-MEMS monolithic
integration platform from Silterra in order to drive a 6 × 6 PMUT array. The system presented with
competitive performance in comparison to state-of-the-art highlighting area and noise performance.
A comprehensive comparison between two RX front-end amplifiers was done, showing that the VA
amplifier based on capacitive integration provided remarkable improvements in general terms but
was more sensitive to parasitic elements, which will be controlled with monolithic integration. This
system was successfully applied in imaging experiments.
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Abstract: For a complementary metal-oxide-semiconductor image sensor with highly linear, low
noise and high frame rate, the nonlinear correction and frame rate improvement techniques are
becoming very important. The in-pixel source follower transistor and the integration capacitor on
the floating diffusion node cause linearity degradation. In order to address this problem, this paper
proposes an adaptive nonlinear ramp generator circuit based on dummy pixels used in single-slope
analog-to-digital converter topology for a complementary metal-oxide-semiconductor (CMOS) image
sensor. In the proposed approach, the traditional linear ramp generator circuit is replaced with the
new proposed adaptive nonlinear ramp generator circuit that can mitigate the nonlinearity of the
pixel unit circuit, especially the gain nonlinearity of the source follower transistor and the integration
capacitor nonlinearity of the floating diffusion node. Moreover, in order to enhance the frame rate
and address the issue of high column fixed pattern noise, a new readout scheme of fully differential
pipeline sampling quantization with a double auto-zeroing technique is proposed. Compared with the
conventional readout structure without a fully differential pipeline sampling quantization technique
and double auto-zeroing technique, the proposed readout scheme cannot only enhance the frame
rate but can also improve the consistency of the offset and delay information of different column
comparators and significantly reduce the column fixed pattern noise. The proposed techniques
are simulated and verified with a prototype chip fabricated using typical 180 nm CMOS process
technology. The obtained measurement results demonstrate that the overall nonlinearity of the CMOS
image sensor is reduced from 1.03% to 0.047%, the efficiency of the comparator is improved from
85.3% to 100%, and the column fixed pattern noise is reduced from 0.43% to 0.019%.

Keywords: CMOS image sensor; linearity; adaptive nonlinear ramp; fully differential pipeline;
double auto-zeroing; high framerate; fixed pattern noise; floating diffusion; readout scheme; ramp
generator circuit

1. Introduction

Highly linear complementary metal-oxide-semiconductor (CMOS) image sensors (CISs) have a
wide range of applications in time-of-flight (ToF) ranging, medical imaging, space remote sensing
imaging and scientific imaging [1–6]. The most critical element of a CMOS image sensor (CIS) is the
column-parallel analog-to-digital converter (ADC). Various architectural designs of column-parallel
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ADCs have been proposed, including Cyclic-ADC, SAR-ADC, pipeline-ADC, single-slope ADC
(SS_ADC) and multi-slope ADC [7–12]. The single-slope ADC structure is the most popular for
column-parallel ADCs in CISs due to its simple circuit topologies and small layout area. The ramp
generator circuit and the high-speed comparator in the SS-ADC structure are the most critical modules
in determining the performance of the CIS.

Many research studies have been conducted to improve the linearity of CIS. According to the
causes of nonlinearity of CISs, the solutions adopted in the literature are categorized into four types.
The first type is employing the generated linear ramp signal buffered by the source follower (SF)
transistor [8] to eliminate the gain nonlinearity of the SF transistor in pixel. However, the disadvantage
of this method is that the nonlinearity of the integration capacitor (CFD) caused by the floating diffusion
(FD) node still exists. The second type is to utilize the regulating output voltage follower method to
calibrate the nonlinearity outside the pixel structure [2,3,13,14]. The third type is utilizing the unit-gain
analog buffer instead of the SF in the pixel circuit [1–4] to reduce the gain nonlinearity of the SF
transistor. However, this method increases the pixel area and reduces the fill factor. The fourth type
is utilizing the off-chip high-precision ADC and digital-to-analog converter (DAC) to calibrate the
nonlinearity of the CMOS image sensor system [1–3,15]. The advantages of this correction method are
high linearity and high precision. However, the method is complicated and has a high cost.

The SS-ADC in the conventional CIS has different crossing point voltages and different offset
voltages of the column-level comparator. In order to address this issue, a fully differential comparator
with pipeline sampling quantization based on the double auto-zeroing (AZ) technique was proposed
to improve the frame rate and reduce the column fixed pattern noise (FPN) in the spatial domain.
In the literature [6], a classic CIS composed of a programmable gain amplifier (PGA) and an SS-ADC
has been proposed for the column-level readout circuit. The advantage of this readout structure is
that the dynamic range (DR) of the CIS can be extended, and the gain of the PGA can suppress the
noises of the next stages (for example, the readout noise of the SS-ADC). However, the PGA itself
has high noise, high power consumption, and the readout circuit sampling and quantization work in
sequence without concurrent execution. Therefore, the comparator in the SS-ADC will have a fixed
idle time, which reduces the efficiency of the comparator. The general readout scheme leads to the
problem of large column FPN caused by different comparator crossing voltage levels. In order to
address the above-mentioned problems, this paper proposes an adaptive nonlinear ramp generator
circuit design and a readout circuit with fully differential pipeline sampling quantization based on the
double AZ technique.

The remainder of this paper is organized as follows. Section 2 introduces the architecture of highly
linear CIS. Section 3 describes the proposed adaptive nonlinear ramp generator technique and the fully
differential pipeline sampling quantization based on the double AZ technique. The principle analysis
of highly linear CIS with linear and nonlinear ramp generators is presented in Section 4. The simulation
and experimental results of the fabricated CIS are discussed in Section 5, followed by conclusions in
Section 6.

2. Image Sensor Architecture

The CIS proposed in this paper consists of a typical 5T pixel [6] array, an adaptive nonlinear
ramp generator, a readout circuit with fully differential pipeline sampling quantization based on the
double AZ technique, row/column decoder and driver, timing sequence controller, phase-locked loop
(PLL), charge pump, temperature sensor, and high-speed, high-precision, low-power LVDS serial data
transfer circuit. The overall architecture of the proposed highly linear CIS is shown in Figure 1.
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Figure 1. System architecture of the proposed highly linear complementary metal-oxide-semiconductor
(CMOS) image sensor.

The central part of Figure 1 is a 2560 × 3072 active pixel array. The active pixel array is distributed
around the dummy pixel. The dummy pixel can be used to generate an integration capacitor for an
adaptive nonlinear ramp that is highly consistent with the characteristics of floating diffusion node
capacitance. The left part of Figure 1 includes bandgap reference voltage generator circuit and current
bias circuit, charge pump module, PLL module, timing sequence driving circuit, serial peripheral
interface (SPI) and other modules. The right part of Figure 1 includes the temperature sensor, design
for testability (DFT) circuit and the right row decoder driver circuit.

3. Proposed Techniques

The essential blocks of column-parallel SS-ADC in CIS is the ramp generator circuit and the
high-speed readout circuit. This paper proposes an adaptive [16,17] nonlinear ramp generator and a
fully differential pipeline sampling quantization scheme based on the double AZ technique. The two
proposed techniques are dedicated for enhancing the performance of system linearity, improving the
frame rate and reducing the column FPN of the CIS.

3.1. Nonlinear Ramp Generation Technique Based on Dummy Pixel Array

Figure 2 shows the system signal process flow diagram of CIS using the nonlinear ramp generation
technique based on the dummy pixel and fully differential pipeline sampling quantization technique.

Figure 3a,b shows the system digital number (DN) outputs using the linear and the nonlinear
ramp generators, respectively.

A typical SS-ADC utilizes the linear ramp generation technique, which cannot eliminate the
nonlinearity of the pixel. The proposed nonlinear ramp generation technique based on dummy pixels
can not only eliminate the gain nonlinearity of the SF, which changes with the input voltage but can
also reduce the nonlinearity of CFD in the FD node.
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Figure 2. System signal process flow diagram of a highly linear CMOS image sensor based on nonlinear
ramp generator.

(a) 

 
(b) 

Figure 3. System digital number (DN) output values with linear and nonlinear ramp generators:
(a) system DN output with linear ramp generator; (b) system DN output with a nonlinear ramp generator.

The proposed technique utilizes the multiple dummy pixel units surrounded by active pixel array,
which are connected in parallel to form the CFD of the ramp generator circuit. That is, the equivalent
CFD is generated by the parallel connection of multiple FD nodes of pixel units, and then a discrete
sampling negative feedback technique is utilized to adaptively adjust the level of the current source.
This technique produces an adaptively current source that creates a discharge path between the FD
node’s capacitance and the ground, thereby generating a nonlinear ramp signal. Then the nonlinear
signal is buffered by the SF transistor that has the same characteristics as the active pixel. The buffered
ramp signal is then compared with the pixel output voltage by the fully differential pipeline sampling
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quantization comparator based on the double auto-zeroing technique. When the sampled active pixel
output voltage signal VPIX is equal to the nonlinear ramp signal Vramp, the comparator toggles while
the counter stops counting and stores the counter value into the static random-access memory (SRAM).
Figure 4 shows the schematic diagram of a nonlinear ramp using the dummy pixel based on a typical
voltage mode 5T pixel structure.

Figure 4. Schematic diagram illustrating the implementation of the integration capacitor by a floating
diffusion node based on a dummy pixel array.

The schematic diagram of the adaptive nonlinear ramp generator based on the dummy pixel
array is shown in Figure 5. The left part of Figure 5 shows the discrete negative feedback control circuit
that generates the corresponding tail current source of nonlinear ramp generator. The right part of
Figure 5 shows the circuit of CFD based on a dummy pixel. The CFD produced by the dummy pixel unit
and the operational amplifier circuit constitutes the entire nonlinear ramp generator circuit, which is
sampled and corrected by the adaptive discrete negative feedback control technique. The nonlinearity
characteristic of the generated ramp signal is the same as the output of the pixel unit. Therefore, this
method can reduce the nonlinearity caused by the capacitance of the FD node and SF’s variable gain in
the pixel. Hence, the system linearity of the CIS is improved.

In the 5T pixel, the row selection transistor and the transfer gate transistor (including EC and TG)
are connected to the power supply and analog ground, respectively, while the reset transistor NM2 is
controlled by the timing signal (Ramp_Adj_P).

The timing of the adaptive nonlinear ramp generator is divided into three phases. During the
initial phase, both the pulse Ramp_Init (driving the switch K9) and the Ramp_RST (driving the switch
K6–K9) are set low in the initial state of the adaptive nonlinear ramp generator circuit, while both are
held high for other phases. The non-overlapped clocks Ramp_Adj_P and Ramp_Adj_N are driving the
switches K1–K5 and NM2 to correct and generate the ramp, respectively. The second phase adaptively
corrects the slope of the ramp signal. The third phase is the ramp generation phase. The timing
diagram of the adaptive nonlinear ramp generator circuit is shown in Figure 6.

199



Sensors 2020, 20, 1046

Figure 5. Schematic diagram of adaptive nonlinear ramp generator based on a dummy 5T pixel.

Figure 6. Timing diagram of adaptive nonlinear ramp generator.

3.2. Fully Differential Pipeline Sampling Quantization Based on Double Auto-Zeroing Technique

Generally, the readout circuit for the CMOS image sensor consists of a programmable gain
amplifier (PGA) and an SS-ADC. The sampling and the quantization phases are implemented by the
PGA module and the SS-ADC, respectively. The sampling and the quantization phases usually work
in sequential order. One disadvantage of this design used in the classic CIS is the inefficient use of the
SS-ADC. Another disadvantage is that the comparator of SS-ADC has different crossing common-mode
voltages that cause the offset and the delay information to vary in different columns, resulting in
a large column FPN. In order to overcome the shortcomings of sampling and quantization phases,
which cannot operate simultaneously for conventional SS-ADC, a readout circuit of fully differential
pipeline sampling quantization based on a double auto-zeroing technique is proposed in this section.
The proposed circuit realizes sampling and quantization executions concurrently to improve the frame
rate and reduce the column FPN.

In the proposed design, a fully differential analog comparator with pipeline sampling quantization
based on the double AZ technique is employed to improve the frame rate and reduce the influence of
column FPN on the performance of CIS. Figure 7 shows the double AZ technique comparator circuit
for fully differential pipeline sampling.
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Figure 7. Fully differential comparator with pipeline sampling quantization based on the double
auto-zeroing technique.

In Figure 7, CR and CS are the reset and the signal sampling capacitors, respectively. S1 and S2
represent the sampling switch control signals in the signal and the reset phases, respectively. S1B, S1BN,
and S2B, S2BN are the control switches related to the sampling reset and signal, respectively. Clock
signal PHI1, PHI2 and PHI2B are utilized to realize double reset operation in the quantization phase.
Where PHI2 and PHI2B are driven by a pair of non-overlapping clocks, and PHI2B is a control signal of
the comparator in the reset phase ahead of PHI2 in phase by a constant time. Figure 8 shows a detailed
working timing diagram for the fully differential comparator with pipeline sampling quantization
based on the double AZ technique.

 
Figure 8. Working timing diagram of fully differential comparator with pipeline sampling quantization
based on the double auto-zeroing technique.

The column-parallel readout timing of the CIS is illustrated in Figure 9, and the whole frame time
is defined as:

T f rame = TFOT + Trow ×Nrow (1)

where TFOT is the frame overhead time, Trow is the row readout time, and Nrow is the number of rows
of CIS. For the readout circuit structure of sequential sampling quantization, the time of row readout
can be defined as:

Trow_seq = Tsample + max(TADC, TLVDS) (2)
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where Trow_seq is the row sequential sampling time, Tsample is the row sampling time, TADC is the ADC
conversion time and TLVDS is the LVDS output time. According to the column-parallel pipeline signal
processing, the row readout time can be expressed as:

Trow = max(Tsample, TADC, TLVDS) (3)

 
Figure 9. Readout timing of the column-parallel signal processing.

It can be observed from the above equations that the pipeline sampling structure will reduce the
row readout time. Thus, the frame rate will be improved.

The proposed readout circuit combines the advantages of both pipeline sampling quantization
and double AZ techniques. The proposed method saves two sampling times (the time of the correlated
double sampling), avoids the waiting time as in the conventional readout scheme, increasing the
efficiency of the comparator up to 100%, and improves the frame rate from 75 to 86 fps under the clock
frequency of 400 MHz compared with the classic sequential sampling and quantization method. Since
a double reset operation is performed in the quantization phase (double AZ technique), the values of
signal and reset phases are all at the same constant crossing detector voltage level. Thus, the column
FPN is significantly reduced and the inter-columns consistency of the CIS is effectively improved.

4. Analysis of Proposed Techniques

This section presents the analysis of the eliminating principle of nonlinearity when using the linear
and the nonlinear ramp generators. Usually, the principle of a typical SS-ADC structure consisting of a
high-speed comparator, a ramp generator circuit, and a digital counter is implemented by converting
the counter time into the digital code, assuming that the photocurrent of the pinned photodiode is
highly linear to the illumination intensity [1–3]. Equivalently, the analysis in this section uses time t to
represent the digital output code of SS-ADC while conducting the relationship between the digital
output code of an SS-ADC and the photocurrent when exploring both the linear and the nonlinear
ramp generators.

4.1. Linearity Analysis of CMOS Image Sensor with Linear Ramp

Using a linear ramp, the ramp output voltage Vramp is defined as:

Vramp =
Iramp

C
× t (4)

where Iramp is the discharging current of the ramp circuit, the integral capacitance C is a constant value,
and t is the integration time of the ramp circuit. Since the illumination intensity changes linearly
based on the above assumption, the output photocurrent of the pinned photodiode Ipd is also changing
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linearly. When the voltage of the FD node voltage discharges for an integration time Tint with the
photocurrent Ipd, the resulting voltage VFD is defined as:

VFD =
Ipd

CFD(VFD)
× Tint (5)

where, CFD(VFD) is the total parasitic capacitance of the FD node, which is related to the voltage of the
FD node, and is also one of the nonlinear causes of the pixel. The complete capacitance of the FD node
is defined as [2,3]:

CFD = CRST_OV + CTX_OV + CSF_OV + CFD_VERTICAL + CMETAL (6)

where, CMETAL, CTX_OV, and CRST_OV are the parasitic capacitances related to the size of the metal wire,
the TX transistor and the reset transistor, respectively. Once the sizes of the TX and the reset transistors
in the pixel are determined, the corresponding parasitic capacitances will remain unchanged, while
CFD_VERTICAL, and CSF_OV are related to the overlap parasitic capacitances of the floating diffusion
node that changes with the voltage of the FD node. The output voltage of pixel VPIX is equal to the
voltage of the floating diffusion node buffered by the SF, as shown below [2,3]:

VPIX =
Ipd

CFD(VFD)
× Tint ×GSF(VFD) (7)

When the comparator of a single-slope ADC utilizes a linear ramp, the comparator toggles if the
voltage Vramp is equal to VPIX, so depending on time t, Equation (5) can be obtained as:

t =
Ipd

Iramp
× C

CFD(VFD)
×GSF(VFD) × Tint (8)

where, GSF(VFD) is the gain of SF in the pixel. It can also be seen from Equation (8) that, due to the
nonlinearity of integral capacitance of the FD node and the gain nonlinearity of the SF, nonlinearity
exists between the integration time t and the photocurrent Ipd when Tint is constant. That is, the
integration time of the linear ramp generator has a nonlinear relationship with the integration time
of the FD node in the pixel is constant (which can be equivalent to a linear change in the integration
time when the illumination intensity is constant). It can be further observed that there is a nonlinear
relationship between the digital output code of the SS-ADC and the linear ramp generator. Thus, the
overall illumination intensity is not linear between the digital code (by representing the time t) of the
SS-ADC and the illumination intensity Ipd. The nonlinear relationship reduces the system linearity of
the CMOS image sensor.

4.2. Linearity Analysis of CMOS Image Sensor with Adaptive Nonlinear Ramp

When using the adaptive nonlinear ramp proposed in this paper, the nonlinear ramp generator
voltage is defined as:

Vramp =
Iramp

K ×CFD(VFD)
×GSF(VFD) × t (9)

where K is the scale factor, Iramp is the discharging current of the nonlinear ramp, and CFD(VFD) is the
nonlinear capacitance produced by the dummy pixel, which is related to the voltage of the FD node.
When the output voltage of pixel VPIX is equal to the ramp generator voltage Vramp, the output of the
comparator is toggled, and the counter stops counting. At this moment, the output value of the digital
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counter represents the pixel signal. There is a linear relationship between the digital number (DN) and
the ramp integration time t when using a nonlinear ramp. The integration time t is:

t = K × Ipd

Iramp
× CFD(Vramp_FD)

CFD(VFD)
× GSF(Vramp_FD)

GSF(VFD)
× Tint (10)

where Vramp_FD is the voltage of the FD node of the adaptive nonlinear ramp generator. According to
Equation (10), when the voltage values Vramp and VPIX are equal, CFD(Vramp_FD), CFD(VFD), GSF(Vramp_FD)
and GSF(VFD) are all also equal. Thus, the two variables in Equation (10) cancel each other out, thereby
eliminating the nonlinear error caused by the FD node integral capacitance and the gain nonlinearity
of the SF transistor. The linear relationship between the DN and the input derived from the above
analysis is given as:

t = K × Ipd

Iramp
× Tint (11)

where K is the number of dummy pixel units used for producing the nonlinear ramp
integration capacitance.

5. Results

5.1. Simulation Results of Nonlinear Ramp Generation Circuit Based on Dummy Pixel

Figure 10 compares the simulation results of nonlinear and linear ramp generators based on the
dummy pixel. The red and gray curves represent linear and nonlinear ramp signals, respectively. It
can be seen from the simulation results that the nonlinear ramp signal already contains the nonlinear
components of the pixel structure, which is the nonlinearity of the CFD of the FD node and the gain
nonlinearity of the SF.

 
Figure 10. Comparison of nonlinear and linear ramp signals.

Figure 11 shows the nonlinearity of CIS along with the linear change of photocurrent (Ipd) when
using the linear and the adaptive nonlinear ramp techniques. Figure 11 includes the nonlinearity
characteristics of typical CIS using the linear and the adaptive nonlinear ramp techniques. It can be
seen from the simulation results that the nonlinearity is significantly reduced between the output
digital code and the photocurrent (light intensity). The maximum differential nonlinearity (DNL) is
0.044 LSB, and the maximum integral nonlinearity (INL) is 0.054 LSB.
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Figure 11. Simulation results of the linearity of CMOS image sensor (CIS) using the linear ramp and
the adaptive nonlinear single-slope analog-to-digital converter (ADC) techniques.

5.2. Simulation Results of Fully Differential Pipeline Sampling Quantization with Double Auto-Zeroing
Technique

Figure 12 shows the simulation results of the operation timing of the fully differential comparator
with pipeline sampling quantization based on the double AZ technique. It is easy to observe the
correct function of the proposed fully differential comparator from the operation timing diagram. The
crossing detector voltage level of the input positive level VCP is always the same as the negative level
VCN for the comparator.

 
Figure 12. Operation timing of the fully differential pipeline sampling quantization with double
auto-zeroing technique.
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5.3. Experimental Result

The size of the pixel array in the proposed design is 2560× 3072. Figure 13 shows the sample image
taken by a typical global shutter pixel 5T structure with an adaptive nonlinear ramp generator and the
fully differential comparator based on pipeline sampling quantization with the double AZ technique.

 
Figure 13. Sample image taken from the proposed highly linear CMOS image sensor.

Table 1 compares the performance of the highly linear CMOS image sensor proposed in this paper
with those reported in the literature.
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6. Conclusions

In this paper, a novel adaptive nonlinear ramp generator design technique based on dummy pixels
and a readout scheme of fully differential pipeline sampling quantization with a double auto-zeroing
technique are proposed. The proposed ramp generator design can significantly improve the linearity
of the pixel, which eliminates the nonlinearity caused by the capacitance of the floating diffusion node
of the pixel and the gain nonlinearity of the SF transistor.

The proposed readout circuit improves the frame rate by 14% in the fully differential comparator
with the pipeline sampling quantization technique, while increasing the efficiency of the comparator
up to 100%. Moreover, the readout chain with the fully differential comparator based on the double
auto-zeroing technique reduces the fixed pattern noise to 0.019%. A wide dynamic range of 81.3dB is
also achieved by the proposed design without using the column amplifier gain stages. The resulting
readout circuit noise is lowered to 7.9e-, and the system linearity is reduced to 0.047% using the
adaptive nonlinear ramp technique.
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Abstract: Strap-down inertial navigation systems (INSs) with quartz flexible accelerometers (QFAs)
are widely used in many conditions, particularly in aerial vehicles. Temperature is one of the
significant issues impacting the performance of INS. The variation and the gradient of temperature
are complex under aerial conditions, which severely degrades the navigation performance of INS.
Previous work has indicated that parts of navigation errors could be restrained by simple temperature
compensation of QFA. However, the temperature hysteresis of the accelerometer is seldom considered
in INS. In this paper, the temperature hysteresis mechanism of QFA and the compensation method
would be analyzed. Based on the fundamental model, a comprehensive temperature hysteresis
model is proposed and the parameters in this model were derived through a temperature cycling test.
Furthermore, the comparative experiments in the laboratory were executed to refine the temperature
hysteresis model and to verify the effectiveness of the new compensation method. Applying the
temperature hysteresis compensation in flight condition, the result shows that the position error (CEP)
is restrained from 1.54 nmile/h to 1.29 nmile/h. The proposed temperature hysteresis compensation
method improves the performance of INS effectively and feasibly, which could be promoted to other
applications of INS in similar temperature changing environment correspondingly.

Keywords: temperature compensation; hysteresis; quartz flexible accelerometer; aerial inertial
navigation system; thermal effect; creep effect

1. Introduction

INS is one of the most important measurements in the aerial vehicles. It provides
the attitude information to the control system, which can guide an aerial vehicle without
external information, such as GPS. Therefore, the performance of INS is vital to aircraft.
With the rapid development of inertial technology, the performance of gyroscopes has
improved tremendously. Nevertheless, the performance of QFA is not comparable with
that of gyroscopes. In an aerial platform, vibration and temperature issues are two of the
main factors degrading the performance of the QFA [1–4].

The QA-3000 manufactured by Honeywell (Morristown, NJ., USA) and the GJN096
manufactured by China Aerospace Science and Industry Corporation (Beijing, China)
whose performances are similar cover the medium and high classes of INS. The perfor-
mances of these two QFAs are shown in Table 1. The thermal issue is the main factor
degrading the performance of QFA. Taking the Honeywell QA-3000-030 as an example,
the temperature coefficient of bias is typical 15 μg/◦C and the temperature coefficient of
scale factor is typical 120 ppm/◦C, which means when temperature varies from −20 ◦C
to +70 ◦C, the bias of QFA will drift for nearly 1.35 mg and the scale factor will drift for
10,800 ppm at most, if there is no effective temperature compensation for QFA. Therefore,
improving the temperature adaptability of QFA is vital for INS.

Sensors 2021, 21, 294. https://doi.org/10.3390/s2101029 https://www.mdpi.com/journal/sensors
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Table 1. Main performance characteristics of QA3000 and GJN06.

QA3000-030 GJN096-D

Input range [g] ±60 ±70
Bias repeatability [μg] <40 <60

Bias temperature sensitivity [μg/◦C] 15 50
Scale factor repeatability [ppm] <80 <80

Scale factor temperature sensitivity [ppm/◦C] 120 50
Operating temperature [◦C] −28~+78 −48~+80

Shock [g] 100 200
Resolution/Threshold [μg] <1 <5

Bandwidth [Hz] >300 <2000
Data are from their respective product descriptions.

Lots of work has been conducted to improve the temperature experiment performance
of QFA. Temperature is used to build a general temperature model through simple linear
regression and the result shows that the general performance is improved in pure inertial
navigation [5,6]. Establishing the temperature model by linear regression is a common
strategy. However, the temperature model built by simple linear regression only slightly
improves performance [7,8]. In order to optimize the temperature model, an improved
linear regression algorithm that focuses on determining the order of the model is proposed.
The simulation result indicates that the temperature performance of compensated bias is
better compared with a simple regression algorithm [9]. Nevertheless, considering the high
performance of INS, these simple linear regression models which only considers thermal
effect do not meet the demand for temperature performance. Consequently, a temperature-
dependent model based on a neural network is proposed. The drifts of bias and scale factor
are well compensated in a wide temperature range [10–12]. But the repeatability of this
temperature compensation method remains suspicious.

The proposed temperature hysteresis compensation method in this paper is motivated
by studying the viscoelasticity of a macromolecular compound in QFA, and it might be a
new avenue to support the improvement of the INS. The main contributions of this paper
are summarized as follows:

(1) Based on the analysis of the viscoelasticity of epoxy resin (ER), the viscoelasticity of
ER is attributed to the main inner factor of bias-hysteresis phenomenon. Multiple
piecewise function is applied to bias-hysteresis model dealing with creep whose
influence on deformation of ER is irregular.

(2) The temperature hysteresis of magnetic induction is mainly determined by the tem-
perature and temperature gradient, which is the main inner factor of scale factor
hysteresis. Therefore, temperature, temperature gradient and the coupling of temper-
ature and temperature gradient are used to build the scale factor-hysteresis model.

(3) Four-points rotation calibration experiments for QFA is used to build the rough
temperature hysteresis model. Furthermore, the rough temperature hysteresis model
is refined through system-level temperature experiments.

Considering the analysis of the relevant literature, few studies involving the tem-
perature hysteresis of QFA are conducted and its impact on navigation accuracy remains
unclear. In this paper, a novel compensation method is proposed to address the temper-
ature hysteresis issue. The rest of this paper is organized as follows: In Section 2, the
temperature hysteresis of bias and scale factor will be mainly analyzed. Hysteresis of mag-
netic conduction is mainly influenced by temperature and temperature gradient, which
is the inner factor of scale factor hysteresis. Based on this fact, the temperature hysteresis
model scale factor is built. Through ER temperature experiments the viscoelasticity of the
ER is attributed to the main factor of bias-hysteresis. In Section 3, a four-point rotation
calibration test is designed for three cases of QFAs to build the rough hysteresis tempera-
ture model in the laboratory. Furthermore, this rough model is refined by this system-level
temperature calibration experiment to form an explicit model which then is applied to the
flight condition. In Section 4, the summary of this paper is concluded.
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2. Analysis of Temperature Hysteresis

2.1. Temperature Model of QFA

The common model of QFA is [13]:

Eout = K1K0 + K1ai + K1K2a2
i + K1K3a3

i + K1Kipaiap
+K1Kioaiao + K1δoap + (−K1δp)ao

(1)

where Eout is the output of QFA; ai, ap, ao are the inputs along with input reference axis,
pendulum reference axis, and output reference axis; K0 is bias; K1 is scale factor; K2 is
secondary-order nonlinear coefficient; K3 is third-order nonlinear coefficient; Kip is the
coupling coefficient of input reference axis and pendulum reference axis; Kio is the coupling
coefficient of input reference axis and output reference axis; δo is misalignment angle of
output axis; δp is misalignment angle of pendulum axis.

Through standardized production and installation, K3, Kip, Kio, δo and δp can be neg-
ligible in the simplified model of QFA. The error of K2 is closely related to high acceleration,
whose uncoupling effect with temperature is weak. Therefore, the simple model of QFA
which only includes bias and scale factor is used to address the temperature issue.

The simple temperature model of QFA is usually used as follows [14]:

Eout(T) = K1(T) · [K0(T) + ai] (2)

where Eout(T) is the output value of QFA at T◦C; K1(T) is the scale factor at T◦C; K0(T) is
the bias at T◦C; ai is the specific force acting along the QFA input axis.

Scale factor and bias are compensated separately through a four-point calibration
method at different temperatures. Normally, the scale factor and bias are fitted through
simple linear regression. The scale factor and bias are shown below:

K1(T) =
E90◦ (T)− E0◦ (T)

2
= φ · ΔT + K1(T0) (3)

K0(T) =
E180◦ (T) + E270◦ (T)

2K1(T)
= ω · ΔT + K0(T0) (4)

where φ and ω are coefficients of scale factor and bias; ΔT = T − T0 is the difference of
temperature compared with reference temperature.

The compensated output of QFA by using (3) and (4) is:

ai(T) =
Eout(T)
K1(T)

− K0(T) (5)

2.2. Temperature Hysteresis Model of QFA

QFA consists of the permanent magnet, quartz, ER, iron, and polyester, whose temper-
ature characteristics vary greatly [15]. A mass of research has analyzed the temperature
hysteretic behavior of the magnet, which has been proved as the main factor affecting the
scale factor performance. Taking a [Ru2(O2CMe)4]3[Fe(CN)6] permanent magnet as an
example, the temperature hysteresis at different temperatures from 40 mK to 4.8 K is shown
in Figure 1 [16]. Almost every temperature-dependence permanent magnet, like Alnico
and Nd2Fe14B, is temperature-dependence hysteretic and the shape of the hysteretic curve
is similar to the inset of Figure 1 [17]. The Alnico permanent magnet which is used in QFA
has the similar hysteresis properties as [Ru2(O2CMe)4]3[Fe(CN)6] in the temperature cycle
from −195 ◦C to 400 ◦C [18,19].
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Figure 1. Temperature-dependence hysteresis and coercive force for permanent magnet
[Ru2(O2CMe)4]3[Fe(CN)6]. The main panel shows that the coercive force decreases with temperature
decreasing. The coercive force decreases slowly with increasing temperature, but abruptly decays in
the vicinity of the transition temperature. The inset shows the magnetic hysteresis loops between
40 mK and 4.8 K. The smallest hysteresis occurs at highest temperature 4.8 K, which then grows with
decreasing temperature until saturating below 143 mK.

The QFA scale factor is mainly determined by magnetic induction. Therefore, the
temperature hysteretic behavior of magnetic is the key factor of temperature hysteresis of
scale factor. Scale factor of QFA can be simply described as a second-order model:

K1(T) = q · (ΔT)2 + w · ΔT + r (6)

where q, w, and r are the temperature coefficients of the scale factor.
According to the analysis of the hysteretic phenomenon of scale factor, parameters

of scale factor at a specific temperature are not only affected by ΔT, but also affected
by gradient of temperature ∂T

∂t (in this paper, temperature gradient refers to the rate of
temperature changing over time). Therefore, the scale factor is remodeled as:

K1(T) =
(

a
∂T
dt

+ b
)2

(ΔT)2 +

(
c

∂T
dt

+ d
)2

(ΔT) +
(

e
∂T
dt

+ f
)2

(7)

a
∂T
∂t

+ b = q (8)

c
∂T
∂t

+ d = w (9)

e
∂T
∂t

+ f = r (10)

Linear fitting of scale factor shows the magnitude of coefficients of
(

∂T
dt

)2
ΔT,

(
∂T
dt

)2
(ΔT)2,

and ∂T
dt (ΔT)2 are 10−5 (Using the IMU data in flight experiment). Because the QFA is as-
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sembled in the middle of the INS, ∂T
∂t and ΔT are usually small in aircraft. Therefore, high

order terms of Equation (7) are small terms.
After combining similar terms and omitting the high order small terms, Equation (7)

can be simplified as below:

K1(T) = α ·
(

∂T
dt

)2
+ β · (ΔT)2 + η · ∂T

dt
· ΔT + ε · ∂T

dt
+ μ · ΔT + γ (11)

where α, β, η, ε, μ, γ are temperature coefficients of scale factor.
Therefore, based on Equation (11), Equation (2) can be remodel as the temperature

hysteresis model:

Eout(T) =

[
α ·

(
∂T
dt

)2
+ β · (ΔT)2 + η · ∂T

dt
· ΔT + ε · ∂T

dt
+ μ · ΔT + γ

]
· [K0(T) + ai] (12)

ER is mainly used as the adhesive to bond the coil with the quartz pendulum whose
form relates to bias [19]. Because of the steep temperature gradient and the wide range
of temperature in aerial conditions, the thermal influence on ER is typically obvious.
Therefore, the deformation of the ER possibly degrades the stability of the pendulum
structure, which affects the performance of bias.

ER is of viscoelasticity, which means it has both elastic and viscous properties. Static
viscoelasticity and dynamic viscoelasticity are two main characteristics of viscoelasticity.
Static viscoelasticity responds to creep effect and hysteretic effect. Dynamic viscoelasticity
responds to thermal expansion [20–23]. When ER is affected by the variation of external
temperature, internal stress changes. ER stores part of the stress effect and expends the
other part, which corresponds to thermal expansion. The stored stress is released when ex-
ternal temperature recovers, which forces the ER to restore to its original condition [24–26].
However, the expended stress causes creep whose deformation is irregular [27]. This
phenomenon indicates that the hysteresis of bias has a strong relation with the viscoelas-
ticity of ER. In order to figure out the influence of the static viscoelasticity on QFA, an ER
temperature experiment was conducted. The equipment used is shown in Figure 2.

Figure 2. The equipment of creep experiment mainly consists of two parts, a high-resolution camera
and a container. Camera can record the micro deformation of object in the container, and the container
is a temperature-controlled oven which can provide precise temperature from −70 ◦C to +100 ◦C.

Three blocks of ER of same shape, weight and volume were put in three containers
whose inner temperatures were set to −55 ◦C, 30 ◦C and 85 ◦C, respectively. Because of
the setting of the camera, the measurement of deformation was in negative form. The
experiment was conducted for 10 times and the creep results are shown in Table 2. When
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the structure of ER was relatively stable, the deformation ΔLv corresponding to creep
was recorded.

Table 2. Results of creep deformation of ER.

−55 ◦C 30 ◦C 85 ◦C

ΔLv1 [μm] −0.377 −0.761 −2.710
ΔLv2 [μm] −0.258 −0.889 −3.804
ΔLv3 [μm] −0.476 −0.575 −2.229
ΔLv4 [μm] −0.477 −0.659 −2.401
ΔLv5 [μm] −0.393 −0.685 −3.373
ΔLv6 [μm] −0.482 −0.982 −2.898
ΔLv7 [μm] −0.579 −0.676 −4.312
ΔLv8 [μm] −0.252 −0.864 −3.915
ΔLv9 [μm] −0.572 −0.961 −2.209
ΔLv10 [μm] −0.281 −0.782 −2.921
Variation 84.88% 42.44% 77.60%

Taking #1 result as benchmark, Variation = (ΔLvmax − ΔLvmin )/ΔLv1 ·100%.

The results show that deformation caused by the creep effect related to the temperature
and the size of deformation increases while temperature increases. However, deforma-
tion at the same temperature varies greatly, which means a precise creep-temperature
deformation model is hard to be built.

The experiment results of deformation caused by thermal effect are shown in Table 3.
ΔLc is the severe deformation which caused by thermal effect. The variation of ΔLc is small,
which indicates the relationship between the thermal deformation and the temperature is
relative stable. Therefore, thermal-temperature deformation model should exist.

Table 3. Results of thermal deformation of ER.

−55 ◦C 30 ◦C 85 ◦C

ΔLc1 [μm] −7.696 −7.491 −12.51
ΔLc2 [μm] −7.674 −7.502 −12.56
ΔLc3 [μm] −7.712 −7.489 −13.05
ΔLc4 [μm] −7.703 −7.482 −12.39
ΔLc5 [μm] −7.671 −7.409 −12.18
ΔLc6 [μm] −7.692 −7.511 −12.86
ΔLc7 [μm] −7.710 −7.488 −12.32
ΔLc8 [μm] −7.685 −7.492 −12.54
ΔLc9 [μm] −7.693 −7.508 −12.77
ΔLc10 [μm] −7.749 −7.491 −12.59
Variation 1.01% 1.32% 5.8%

Taking #1 result as benchmark, Variation = (ΔLcmax − ΔLcmin )/ΔLc1 ·100%.

The result of #1 is shown in Figure 3. ΔLc is the severe deformation whose curve is
not shown in these figures.

Figure 3a shows that ER shrank 7.696 μm when it deformed severely, then it shrank
slowly 0.377 μm in 300 min. Figure 3b shows that ER expanded 7.491 μm when it deformed
severely, then it expanded slowly 0.761 μm in 300 min. Figure 3c shows that ER expanded
12.51 μm when it deformed severely, then it expanded slowly 2.71 μm in 300 min. The result
shows temperature affects the creep, and the creep speed is proportional to temperature.

The severe deformation of ER is attributed to thermal expansion whose inner fac-
tor is dynamic viscoelasticity. The size of slow deformation and the stabilization time
is constrained by temperature. This phenomenon verified that creep and hysteresis of
ER are influenced by temperature, whose inner factor should be attributed to static vis-
coelasticity. Because creep of ER results in unexpectable pendulum deformation, K0(T) is
probably inexplicit.
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Figure 3. (a) is the elongation of ER at −55 ◦C; (b) is the elongation of ER at −35 ◦C; (c) is the elongation of ER at −85 ◦C.
The blue curve represents temperature and the red curve represents the elongation of ER.

3. Experimental Design and Verification

3.1. QFA Temperature Calibration Experiment

The three QFAs are JB-KT8 #1, JB-KT8 #2 and JB-KT8 #3 manufactured by Kaituo
Precise Instrument Manufacturing Co., Ltd. (Baoding, China). The three QFAs are as-
sembled in an index head and located in a high-accurate temperature-controlled oven
which can provide precise temperature ranging from −75 ◦C to 120 ◦C. The temperature
accuracy is better than ±0.2 ◦C. Temperature slew rate is ±1 ◦C/min to ±5 ◦C/min. The
test equipment is shown in Figure 4.

Figure 4. QFA assembled on an index head in temperature-controlled oven, and the index head can
be controlled by oven to rotate. The inputs to QFA at 0◦, 90◦, 180◦, 270◦ are 1 g, 0 g, −1 g, 0 g.
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Aerial inertial navigation systems are usually assembled in the central of the aircraft
where the variation of temperature is relative stable compared to the temperature near the
engine. According to the usual flight data, the gradient of temperature is about 0.2 ◦C/min
in flight. Temperature gradient 1 ◦C/min can cover all temperature gradient of less
than 1 ◦C/min. Therefore, the use of a 1 ◦C/min temperature gradient in QFA calibration
experiments is reasonable for an aerial environment. The steps of the four-points calibration
experiment are as follows:

Step 1: Fix the index head to 0◦, then keep the whole device at 22 ◦C for 120 min;
Step 2: Temperature goes down to −60 ◦C at the rate of −0.3 ◦C/min, and it lasts 3 min at

each integer temperature point;
Step 3: Temperature rises to 70 ◦C at the rate of 0.3 ◦C/min, and it lasts 3 min at each

integer temperature point;
Step 4: Temperature goes down to 22 ◦C at the rate of −0.3 ◦C/min, and it lasts 3 min at

each integer temperature point. Record the output of QFA.
Step 5: Repeat the step 1~step 4 at 90◦ (0 g), 180◦ (−1 g), 270◦ (0 g), and record the outputs

of QFA.
Step 6: Repeat the step 1~step 5 with the temperature rate of 0.5 ◦C/min, 0.7 ◦C/min, and

0.9 ◦C/min respectively, and record the outputs of QFA.

Scale factor and bias at T◦C can be expressed as:

K1(T) =
A90◦(T)− A270◦(T)

2
(13)

K0(T) =
A0◦(T) + A180◦(T)

2K1
(14)

where A0◦(T), A90◦(T), A180◦(T), A270◦(T) are average outputs of QFA at each position
at T ◦C.

Based on Equation (13), scale factors at different temperatures can be calculated.
Curves of scale factors vs. temperature are shown in Figure 5. In these figures, the
upper curves represent the temperature-falling process, and the lower curve represents the
temperature-rising process. Temperature sensors (DS18B20, Maxim Integrated, San Jose,
CA, USA) were installed on the surface of QFA. Therefore, the readout of the DS18B20 was
not exactly the same as it controlled by the temperature oven. The vertical axes of these
three figures are numbers of pulse per gravitational acceleration. The results show that
the scale factor of QFA is severely affected by the temperature. The scale factor decreases
while temperature rising and the scale factor increases while temperature falling. The
scale factor of JB-KT8 #1 changes about 10,010 ppm from about −54 ◦C to 81 ◦C and the
temperature sensitivity of scale factor is 74 ppm/◦C. The scale factor of JB-KT8 #2 changes
about 13,600 ppm from about −52 ◦C to 82 ◦C and the temperature sensitivity of scale
factor is 104 ppm/◦C. The scale factor of JB-KT8 #3 changes about 14,200 ppm from about
−53 ◦C to 82 ◦C, and the temperature sensitivity of scale factor is 105 ppm/◦C. (ppm means
part per million which is usually used to describe the degree of change. For example, scale
factor changes from X to Y, the average of scale factor is A, and the variation of temperature
is T The change of scale factor normally defines as (X−Y)

A × 10ˆ6 ppm. The temperature

sensitivity of scale factor normally defines as (X−Y)
A·T × 10ˆ6 ppm/◦C).

The readout of temperature in this experiment is the surface temperature of QFA. In
this temperature model, ∂T

∂t is a constant, and only ΔT is variable. Therefore, K1(T) can be
fitted by the least squares method.
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(a) (b)

(c)

Figure 5. (a) is the scale factor of JB-KT8 #1 at different temperature; (b) is the scale factor of JB-KT8 #2 at different
temperature; (c) is the scale factor of JB-KT8 #3 at different temperature.

JB-KT8 #1: The expression of scale factor is shown in Equation (15):

K1(T) = 273 · ( ∂T
∂t )

2 + 0.1008 · (ΔT)2

−0.02409 · ( ∂T
∂t ) · (ΔT)− 32.76 · (ΔT) + 88.14 · ( ∂T

∂t ) + 320320
(15)

JB-KT8 #2: The expression of scale factor is shown in Equation (16):

K1(T) = 102.76 · ( ∂T
∂t )

2 + 0.08 · (ΔT)2

−1.4912 · ( ∂T
∂t ) · (ΔT)− 49.81 · (ΔT) + 21.01 · ( ∂T

∂t ) + 308000
(16)

JB-KT8 #3: The expression of scale factor is shown in Equation (17):

K1(T) = 49.12 · ( ∂T
∂t )

2 + 0.2385 · (ΔT)2

−0.0972 · ( ∂T
∂t ) · (ΔT)− 41.14 · (ΔT) + 48.53 · ( ∂T

∂t ) + 328000
(17)

Based on the temperature hysteresis model, the scale factors of the three QFAs were
compensated. One of the best results of compensated scale factor vs. time are shown
in Figure 6, and the temperature sensitivity of the compensated scale factor is shown in
Table 4.
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(a) (b)

(c)

Figure 6. (a) is compensation of scale factor of JB-KT8 #1; (b) is Compensation of scale factor of JB-KT8 #2; (c) is Compensation
of scale factor of JB-KT8 #3.

The compensation results in Table 4 indicate that the performance of the proposed
temperature compensation model improves at least an order of magnitude compared to
the simple model of scale factor. With simple temperature compensation, the temperature
sensitivity of scale factor is about 10 ppm/◦C. The proposed temperature compensation
model can improve temperature sensitivity of scale factor better than 5 ppm/◦C.

Table 4. Compensation of temperature sensitivity of scale factors.

Without Compensation
(ppm/◦C)

Simple Method
(ppm/◦C)

Proposed Method
(ppm/◦C)

JB-KT8 #1 74.14 12.78 2.48
JB-KT8 #2 104.22 14.14 4.23
JB-KT8 #3 105.79 14.46 5.19

Curves of bias vs. temperature are shown in Figure 7. These three figures demonstrate
that there is no explicit relation between K0 and temperature. Therefore, in order to improve
the accuracy of temperature compensation of bias, a simple piecewise function is applied.
Because the bias-hysteresis model is inexplicit, the detailed model and compensation result
for bias are not shown in this paper.
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(a) (b)

(c)

Figure 7. (a) is the bias of JB-KT8 #1 at different temperature; (b) is the bias of JB-KT8 #2 at different temperature; (c) is the
bias of JB-KT8 #3 at different temperature.

Before the flight experiment, laboratory test of INS was implemented. The bias stability
of gyroscope is 0.01◦/h, and the bias stability of QFA (JB-KT8 #1, JB-KT8 #2 and JB-KT8 #3)
is 50 μg in stable environment. The performance of tested INS is shown in Table 5. The
same INS was used in the flight experiment.

The comparative experiments were conducted in the temperature-controlled oven
to verify the efficiency of the temperature hysteresis compensation method. In order to
realize the high precision temperature compensation of INS, the temperature compensated
output of QFA at different temperature was collected to refine the temperature hysteretic
model in system-level.

Table 5. Performance of the tested INS.

Performance Quantity

ACC

Bias Stability 50 μg
Bias Repeatability (one month) 50 μg

Scale factor-Factor Linearity 30 ppm
Scale factor-Factor Repeatability (one month) 30 ppm

GYRO

Bias Stability 0.01◦/h
Scale factor Repeatability (one month) 0.01◦/h

Scale factor-Factor Linearity 20 ppm
Scale factor-Factor Repeatability (one month) 20 ppm
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The comparative experiment was employed the simple temperature compensation
method (stated in Section 2.1). The testing IMU was placed in the temperature-controlled
oven as shown in Figure 8. The temperature is set the same as it is in real flight conditions.

Figure 8. INS in temperature-controlled oven.

The laboratory experiments of INS are conducted for 10 times and one of the best
results of the comparative experiments is shown in Figure 9 and Table 6. The blue curve
indicates the navigation error compensated by simple compensation and the red curve
indicates the navigation error compensated by temperature hysteresis compensation. It
can be concluded that the east velocity error (VE error) and the longitude error are re-
strained obviously, and the north velocity error (VN error) and the latitude error are also
slightly reduced.

(a) (b)

Figure 9. (a) is the comparison of east velocity error in laboratory test; (b) is the comparison of north velocity error in
laboratory test.

Table 6. Comparison of velocity error in laboratory experiment.

East Velocity North Velocity

Simple compensated (RMS) m/s 0.98 1.04
Compensated (RMS) m/s 0.74 0.92

The comparison of east velocity error and the north velocity error in laboratory experi-
ment are shown in Table 6. The errors of east velocity and north velocity are restrained by
24.5% and 11.5%. The position error is shown in Figure 10. It is obvious that the position
error decreases after temperature hysteresis compensation.
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(a) (b) 

Figure 10. (a) is the comparison of longitude error in laboratory test; (b) is the comparison of latitude error in laboratory test.

3.2. Temperature Hysteresis Compensation of QFA in Flight Experiment

A flight test was conducted with the GNSS/INS in November 2019. The INS was
installed outside the plane. The flight altitude was about 10,000 m, and the flight lasted
for around 2.3 h. The GPS was used as a reference to evaluate the performance of the
INS. The outputs of INS, including angular rate, acceleration, position, and velocity, are
synchronized with the outputs of GPS. The flight path of the aircraft is shown in Figure 11a.
There is no temperature control system for INS and the temperature of INS is measured
by a temperature sensor assembled inside of IMU. The INS used in the flight experiment
is composed of 3 parts: IMU, navigation computer, and power module. IMU is set in a
cabin which is isolated from other parts. We used the temperature readout of IMU as the
temperature of INS. IMU consists of three accelerometers and three gyroscopes which
are assembled on an aluminum alloy fixture whose temperature distributes uniformly.
Therefore, the temperature of INS is equivalent to the surface temperature of aluminum
alloy fixture whose temperature is almost the same as the surface temperature of the
accelerometer. The temperature of IMU is shown in Figure 11b. The flight phase was
divided into three parts:

(a) (b)

Figure 11. (a) is flight path of aircraft; (b) is temperature of IMU during the flight.

Start-up and Climbing: It took about 30 min to climb to 10,000 m. The temperature of
the INS rose at the beginning period because of the heat generated by the circuits of INS.
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Cruise: The aerial vehicle cruised at the altitude of 10,000 m for 1.5 h. The temperature
of the INS fell constantly to −11 ◦C.

Landing: This lasted about 20 min, and the temperature of the INS was rising as the
altitude decreased.

The original output of the GNSS/INS was processed offline. The output of the QFA
was compensated by the proposed method and simple temperature compensation method
respectively. Furthermore, these two groups of processed data were applied to the same
pure inertial navigation algorithm to evaluate the compensation effect. The east velocity
error and north velocity error are shown in Figure 12.

(a) (b)

Figure 12. (a) is east velocity error; (b) is north velocity error. Because the experiment GNSS/INS was assembled inside the
cabin and the GPS antenna cannot be installed outside of the cabin, GPS signal was lost when roll angle of the plane was
bigger than 30◦. GPS signal blocked by structure of cabin at big roll angle may be responsible for GPS loss. The vertexes in
the graph are caused by the GPS signal loss.

The comparison of east velocity error and the north velocity error are shown in Table 7.
The errors of east velocity and north velocity are restrained by 19.9% and 15.0%.

Table 7. Comparison of velocity error in flight experiment.

East Velocity North Velocity

Simple compensated (RMS) m/s 1.36 1.4
Compensated (RMS) m/s 1.09 1.19

Navigation errors are shown in Figure 13. In order to fix the problem of GPS signal loss,
GPS data was smoothened through simple linear regression when conducting an off-line
navigation solution. The temperature hysteresis compensation result in flight condition
shows that the position error (CEP) is restrained from 1.54 nmile/h to 1.29 nmile/h,
which means the accuracy of navigation improves at least by 16.2%. In Figure 13, the
difference between position errors compensated by two models at early stage is small. This
is because the variation of temperature and the gradient of temperature is small, and the
simple temperature compensation model works well at this temperature condition. After
6000 s, plane cruised at 10,000 m and then landed. In this period, the temperature varied
dramatic, which indicates that the performance of proposed temperature model is better
than conventional temperature model.
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(a) (b)

(c)

Figure 13. (a) is latitude error of the flight test; (b) is longitude error of the flight test; (b) is position error of the flight test.
In (b) and (c), because the GPS signal was smoothened by simple linear regression, small mutations in position calculation
appeared when GPS signal loss.

4. Discussion

According to the analysis above, temperature variation influences the performance of
QFA greatly, which degrades the precision of navigation in aerial conditions. Conventional
temperature compensation for accelerometers could improve the performance of the INS
in aerial conditions. However, the performance of conventional temperature compensation
model of QFA cannot meet the demand. Therefore, further research on temperature issues
is vital to improve the temperature performance of QFA in severe environments.

In this paper, we propose a temperature hysteresis compensation method for QFA.
Through the analysis of the characteristic of ER and magnet, we derived the basic cause
of the temperature hysteresis phenomenon which relates to both temperature and the
temperature gradient. Based on the analysis above, a rational temperature model is built
for accelerometers. Proper QFA temperature compensation experiments were designed to
refine the model. The comparative experiments with a simple temperature compensation
method in the laboratory indicate that the efficiency of the proposed compensation method
is better than the simple one. The result of pure inertial navigation in the flight experi-
ment shows that the navigation accuracy (CEP) improves by 16.2%, from 1.54 nmile/h to
1.29 nmile/h, after temperature hysteresis compensation.

Beyond the proposed temperature compensation method, our future work will focus
on optimizing the experiment method and building precise bias-temperature model. The
bias has a hysteretic phenomenon, but the bias-hysteresis model remains inexplicit. Using
a piecewise function for bias compensation is effective while it still needs to be optimized.
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Temperature compensation for QFA is not the only one way to improve its performance.
The more effective approach is to optimize QFA itself. For example, the differential structure
in the QFA is the focus of our future research. Besides, it should be taken into consideration
that the parameters of the QFA temperature model in the INS may be different from the
parameters in the single QFA, so precise temperature compensation in the INS level need
to be conducted.
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Abstract: This paper describes the design and the performance of simultaneous, multifrequency
impedance measurement system for four inductive-loop (IL) sensors which have been developed
for vehicle parameters measurement based on vehicle magnetic profile (VMP) analysis.
Simultaneous impedance measurement on several excitation frequencies increases the VMP
measurement reliability because typical electromagnetic interferences (EMI) are narrowband,
and should not simultaneously affect, in the same way, all measurement bands that are spread
in the frequency, i.e., it is expected that at least one measurement band is disturbance-free. The system
consists of two standard and two slim IL sensors, specially designed and installed, the analogue
front-end, and an industrial computer with digital-to-analogue and analogue-to-digital converters
accessed via field-programmable gate array (FPGA). The impedance of the IL sensors is obtained
by vector measurement of voltages from auto-balancing bridge (ABB) front-end. Complex voltages
are demodulated from excitation frequencies with FIR filters designed with the flat-top windows.
The system is capable of delivering VMPs in real-time mode, and also storing voltages for off-line
postprocessing and analysis. Field distributions and sensitivities of slim and standard IL sensors are
also discussed. Field test confirmed assumed increased reliability of VMP measurement for proposed
simultaneous multifrequency operational mode.

Keywords: auto-balancing bridge method; FIR filter; FPGA; impedance; inductive-loop sensor;
multifrequency; vehicle magnetic profile; vector voltmeter; signal processing

1. Introduction

Over the last several decades, inductive-loop (IL) sensors have become increasingly important as
reliable vehicle detectors, for proper operation of traffic control systems, as well as for increase of the
responsiveness of intelligent transportation systems (ITS) [1]. However, a multifrequency impedance
measurement is a new uprising research filed in the IL sensor technology.

Currently, there are many technologies available for measurement of vehicle parameters in
traffic, such as vehicle speed, weight, length, its number of axles, the distance between the axles,
vehicle class, and so on [2]. The most common sensors used for traffic measurement are inductive,
hydraulic, magnetic, pneumatic, reluctance, resistive, optical fiber, capacitive, laser, piezoelectric,
quartz, tensometric, acoustic, ultrasonic, microwave and infrared, light curtains, and cameras with
image processing algorithms [3–5].

When it is necessary to detect the vehicle axles, and to measure their arrangement in the
vehicle body, in principle, above group limits down to sensors providing signals associated with
vehicle wheels. It can be accomplished by a proper set of load sensors, i.e., piezoelectric, quartz,
tensometric, fiber [6], and at least one standard, i.e., 1 m by 2 m, IL sensor for grouping axles of a
given vehicle [7]. Systems equipped with load sensors provide accurate measurements of the axles
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number and the distance between them. Load sensors usually dedicated to weigh-in-motion (WIM)
applications [8], have a nominal two years working life and thus are not a long-life neither low-cost
solution. Load sensors differ in price, installation method, and operating principle, but they all have the
same drawback as their active element is exposed to the force exerted by the tires of the passing vehicle.
This main drawback not only limits the load sensor lifespan, but can also lead to the misclassification
of vehicles with lifted axles [9]. In addition to load sensors, WIM systems must also have at least one
IL sensor for vehicle detection.

The measurement system consists of an IL sensor, connecting cables, controller cabinet,
and detector electronics. The IL sensor is made from a several loops of isolated wire wound
permanently mounted in the pavement of a road. The IL sensor is powered by the detector electronics at
frequencies typically ranging from 10 to 200 kHz [10]. The IL sensor is and inductive element of a tuned
electrical circuit. A vehicle passing over the IL sensor affects its inductance. This change of inductance
activates the detector electronics, which further initialize the controller unit. Direct measurement of
the inductance change is not possible because signal conditioning systems are based on oscillating
circuit [10]. The inductance change causes phase and frequency shifts in the output signal [11].

Advanced IL system can provide an inductance waveform when a vehicle passes over the sensor.
This waveform, known as vehicle signature, or vehicle magnetic profile (VMP), can be used in vehicle
re-identification, and matching vehicles between an upstream and downstream location [12,13].

The systems presented in [10–13] contain structurally different IL sensors, but they all share
common characteristics. The IL sensor works together with a circuit, where the inductance change is
measured indirectly by frequency change.

The frequency change of oscillating circuit, i.e., the magnetic profile, contains only the information
associated with the inductance of IL sensor. Due to the operational principle of a system based on
any resonant circuit, the information associated with the real part of IL impedance, i.e., the resistance,
is lost [14]. The loss of resistance waveform leads to limitations in the development of signal processing
algorithms based on electrical knowledge.

A different approach to the vehicle magnetic profile assessment is used in the AC-bridge-based
system [7], where the impedance components (real and imaginary) in the output are irreversibly mixed
together and the mixing depends on the set of synchronous demodulator phase angle.

There are axles detection algorithms based on both resistance and inductance waveform of
IL sensor impedance components [9]. However, these algorithms cannot work on the inductance
waveform delivered by the system based on oscillating circuit technology. For this reason, a method
for obtaining both resistance and inductance waveform from one IL sensor was carried out [9,15].

A vehicle generates strong electromagnetic interference (EMI) in the IL sensors field, with the
spectrum overlapping the operational band of impedance measurement unit (IMU), which essentially
deteriorate the performance of the IMU with the impedance components separation [16]. In the
proposed measurement system, the IL sensor impedance is acquired on several frequencies
simultaneously [17–20], which reduces the disturbing influence of a vehicle engine EMI. The impedance
waveforms with detected disturbances are then rejected before further processing.

We propose a new approach to impedance waveform measurement. The novelty of our solution
is threefold: (1) Applied IL sensors are arranged in original quad configuration consisting of two slim
loops and two standard loops. (2) The designed impedance measurement system works simultaneously
in three separate frequency bands. (3) A new application of auto-balancing bridge (ABB) method [21]
is presented.

Fully functional measurement system was built and validated via extensive field tests. The IL
sensors were mounted in the real road near a parking lot. Early signal processing was realized using
National Instrument PXI industrial system. Obtained results confirmed overall performance of the
proposed measurement system.

The paper is organized as follows. Section 2 presents the proposed IL quad sensors arrangement,
sensor model, and sensitivity description of the slim and standard loop. Section 3 describes the
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multifrequency IMU followed by system hardware implementation and signal processing stage.
Section 4 describes the experimental set-up and the experimental results. Section 5 concludes the paper.

2. Applied IL Quad Sensors

2.1. Arrangement and Dimensions of IL Sensors

Vehicles, as metal objects, passing through the alternating magnetic field of IL cause changes to
the IL impedance both in the real and imaginary part. These changes, on the level of a few percent of
IL nominal impedance value, provide useful information for algorithms measuring vehicle parameters
in traffic.

Changes in the monitored values of impedance represented as a function of time during the
vehicle passing over the IL are called the vehicle magnetic signature [1] or VMP.

The proposed quad IL arrangement, presented in Figure 1, consists of two standard loops—IL1
and IL3—and two slim loops—IL2 and IL4. Standard loops work as typical dual-loop vehicle
detectors [5]. Slim loops are dedicated for axle detection [9] and distance measurement between them.

Dimensions of loops are defined in Figure 1 and given in Table 1. The distance between
standard loops, IL1 and IL3, is 0.5 m, and the distance between slim loops, IL2 and IL4, is 1.4 m.
This arrangement of compact loops takes 2.8 m in a drive direction. Due to the purpose of the slim
loops, they are longer than standard loops (compare dimension B and D). The distances, F, between the
front edges of the standard and slim loops are the same.

Table 1. Loops dimensions.

Dimension A B C D E F

Value (cm) 100 200 10 320 20 150

Figure 1. Proposed inductive-loop (IL): (a) sensors arrangement on lane. Dimensions are specified in
Table 1. (b) Hardware components and (c) serial model.

Standard loops, IL1 and IL3, are made with 4 turns of wire, and slim loops, IL2 and IL4, are made
with 8 turns of the same wire with a cross section of 2.5 mm2.

Figure 2 presents quad IL mounted in the road. They have the following advantages; the ability
to measure vehicle speed [5], length, the direction of movement, and distance between axles as well as
the number of axles even if they are lifted. Suspension height as well as front and rear overhang of the
vehicle are also possible to estimate.
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Figure 2. Inductive loop (IL) sensors arrangement on lane, impedance measurement unit (IMU),
and vehicle magnetic profiles (VMPs) example from IL2 for a single frequency.

2.2. Galvanic Isolation and IL Sensor Model

The distance between the arrangement of IL sensors and cabinet for IMU may vary from tens to a
hundred meters. In measurement practice, a single IL sensor consists of a loop installed on the lane,
long twisted connection wires, and a transformer for galvanic separation, see Figure 1b. Due to the
long underground installed connection wires, galvanic separation is absolutely necessary to protect the
IMU. Although the sensor consists of several elements arranged over a large area, a serial equivalent
circuit model of impedance is used to describe the sensor, as shown in Figure 1c.

The transformer for galvanic separation is made with a ferrite core and its transmission ratio is
approximately 1:7. Therefore, the nominal impedance of IL with the transformer is higher than the
loop impedance. Examples of measured impedances, using E4980A instrument [22], are shown in
Table 2.

Table 2. Nominal IL impedance measured at 10 kHz.

Impedance Z = R + jX Slim Loop (Ω) Standard Loop (Ω)

loop only 0.8 + j15 0.6 + j7
loop with transformer 61 + j748 51 + j373

2.3. The Principle of IL Sensor Operation

The flow of AC current through the IL causes a magnetic field around the winding. According to
Maxwell’s equations, eddy currents in a conductive metal object present in the field change the global
magnetic field distribution. There are dynamic interactions of eddy currents field and inductive
loop magnetic field. If the IL impedance is monitored, the effect of these interactions can be seen as
impedance changes.

2.4. Field Distribution and Sensitivity of IL

This section describes the sensitivity of the IL in relation to the magnetic field distribution
generated by the loop. A sensitivity indicates how much the sensor’s output changes with the change
of the input measured quantity. Therefore, to characterize the sensitivity of the IL, which is related to
its magnetic field distribution, it is necessary to visualize the distribution of its field in the active space
that is penetrated by vehicles. The distribution of the field can be calculated using the Biot–Savart law
and presented on the plane in selected cross-sections [1].

The wheel rim is the closest part of the car that is extended towards the IL sensor. The distance
between the rim and the loop wires depends on the height of the tire (e.g., 8 cm) and the mounting
depth of IL in the road (e.g., 2 cm). Therefore, as an example, the magnetic field induction distribution
in the air, over the IL, in a horizontal section in a plane parallel to the sensor, located at a distance of
10 cm was computed. For comparison, the constant dimensions of spatial cross-sections for slim and
standard IL sensors, and the same current flow of 1 A-turn were adopted.
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The field distribution, in a horizontal plane, 10 cm above the standard loop, is shown in Figure 3a,b,
which also shows the field distribution in the vertical cross plane. In Figure 3b, the isoline B = 0.5 μT is
marked, with the magnetic induction value 4 times smaller than the maximum magnetic induction in
the considered area.

Figure 3. Magnetic field module distribution, |B| (μT), of the standard-loop: (a) 10 cm above the plane
of the IL wires and (b) in vertical cross section. The slim-loop (c) 10 cm above the plane of the IL wires
and (d) in vertical cross section.

Field distributions for the slim loop were calculated analogically and are shown in Figure 3c,d.
By comparing and analyzing IL sensors field distributions, one can come to the conclusion that standard
loops generate a spread field, which simultaneously includes many vehicle chassis components.
The induction values, not less than 0.5 μT, occur where there are highly located vehicle chassis
components, e.g., trucks. This explains why standard loops are suitable for detecting entire vehicle
bodies, even those with high suspension.

The different situation is in the case of the slim IL sensors because their field is spatially less
spread. Values higher than 0.5 μT, see Figure 3d, are focused close to the loop. Thus, the slim-loop sees
less than the standard-loop. It is stated that the slim-loops also have a lower range of their magnetic
field. Thanks to this feature, slim-loops are dedicated to wheel rims detection, which allows getting
information about the number and arrangement of axles in the vehicle body.

The field distribution reveals the sensors features, which have an effect on the resultant sensitivity
of the loops considered. The standard-loop is sensitive to objects in a much larger space above the IL
than the slim-loop, which exhibits scanning properties of details protruding from large objects such as
metal parts of vehicle wheels, rocker arms, bumpers, etc.

The presented field distributions also indicate that the measurement system will not work properly
only with slim-loop. It must be equipped with standard-loops providing strong information about the
vehicle body when the slim-loop is between the axles and its field does not reach to high suspensions
elements. The slim IL sensor used for vehicle axle detection requires more sensitive, and more
sophisticated IMU.

3. Multifrequency Impedance Measurement System

This section describes the multifrequency, 4-channel impedance measurement system able to
estimate VMPs simultaneously in three different measurement bands for each channel. The system
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features auto-balancing operation, i.e., the need of time-consuming balancing during the absence of
the vehicle in IL field is eliminated. The VMP amplitude resolution was increased by oversampling
and averaging [23]. A greater number of samples also improves noise properties of the frequency
estimator. The variance of amplitude estimation of a sinusoid disturbed by additive white Gaussian
noise is inverse proportional to the number of samples, and the variance of frequency estimation is
inverse proportional to the third power of the number of samples [24,25]. The power of quantization
noise do not depend on sampling frequency and noise spreads, in the frequency domain, form 0 to
the half of the sampling frequency. Thus, by increasing the sampling frequency the noise level is
lowered, and the signal to noise ratio in the sub-band of interest is increased [26]. The highest possible
sampling frequency enabled in the PXI system, that is, 400 kHz, was used. During amplitude and
phase demodulation signals are averaged by FIR filter with the impulse response lasting 0.1 s.

3.1. Analogue Section

The measurement system, used for the complex impedance of the device under test (DUT)
acquisition, consists of a sinusoidal excitation source, a vector voltmeter, and a vector ammeter.
The auto-balancing bridge (ABB) method is commonly used in modern single-frequency impedance
measurement instruments [21]. The ABB circuits used for low-frequency impedance measurement
(below 100 kHz) typically exploit a basic current-to-voltage (I–V) converter and an operational amplifier
with a negative feedback, as depicted in Figure 4. The DUT consists of IL sensor, connecting wires,
and transformer.

Figure 4. The hardware design of the field-programmable gate array (FPGA)-based four-channel
system for multifrequency impedance measurement of IL sensors, where VM is a vector measurement.
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The digital-to-analogue converter (DAC1) is used to digitally generate the voltage excitation
signal Vx(t), that is next filtered by an analog low-pass filter, and then excites the current flow through
the DUT and the I–V converter. The same current, as the one flowing through the DUT, is derived by
the operational amplifier, of the I–V converter, in the negative feedback loop. The potential at the Lo
terminal of the DUT is automatically balanced to zero because the feedback current flowing through
the Rr is equal to the input current [21,27].

The vector voltages, Vx[n] and Vr[n], are calculated in Section 3.2. As the Rr value is known,
in static condition, to calculate complex impedance Z[n] of the DUT, we use:

Z[n] = R[n] + jX[n] = Rr
Vx[n]
Vr[n]

(1)

where n is the number of the sample.
It should be noted that Vx[n] and Vr[n] are discrete-time versions of continuous-time counterparts

Vx(t) and Vr(t). Different digital signal processing algorithms can be used in quadrature demodulation
process for obtaining complex-valued voltages Vx[n] and Vr[n] used in (1).

For example, in [27] a simple vector voltmeter algorithm for Vx[n] and Vr[n] calculation for the
individual frequencies and in static conditions was used.

In this work, signals Vx[n] and Vr[n] are demodulated simultaneously on all excitation frequencies
by complex-valued FIR filters, as explained later in the paper.

The correct system operation on all channels, and on all measurement bands simultaneously
is validated by a non-inductive test resistor, RT = 1 Ω installed in series with the transformer Tr.
Test resistor is normally bypassed via test relay. The validation of the system operation is based on the
short switching the relay and observation of all outputs. Changes visible in the real part of measured
impedance, increment equal to one ohm, and also no changes in the imaginary part, confirm the correct
overall operation of the system.

3.2. Digital Section

The PXI system with the NI-RIO field-programmable gate array (FPGA) circuit is used for
implementation of Section 3.2. The FPGA module contains also digital-to-analog converters DAC(1−4),
analogue-to-digital converters ADC(1−8), and data memory for signals MEM1 and MEM2 with a
fixed size of Bx = 4000 samples per signal block. The data can be written to memory MEM1 and
MEM2, and read from this memory, by FIFO queues via DMA channels. The DACs and ADCs work
synchronously with the sampling frequency of Fs = 400 kHz. FPGA transmits 100 blocks of signals per
second to the host. The system has been implemented in LabVIEW.

As shown in Figure 4, FPGA supports digital-to-analog and analog-to-digital conversion,
whereas the main system CPU is used for excitation generation and impedance parameters calculation
and acquisition. Considering the available hardware resources, it is expected that the demodulation
can fully be implemented in FPGA, what will be the subject of further work.

The basic configuration of the system hardware is described in Table 3.

Table 3. Configuration of the digital section.

Symbol Details

PXI NI-PXIe-1082 Chassis, NI-PXIe-8133 Embedded
Controller with 8 Intel Core i7 CPU Q820 1.73GHz
and 2GB RAM.

FPGA NI PXI-7853R (R series) - NI-RIO FPGA Device
with 8 ADC and DAC, 750 kS/s, 16 bit, ±10 V.

Op-Amps AD845
Rr 560 Ω, ±1 %
RT 1 Ω, ±1 %
Tr Ratio 1:7
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3.3. Excitation

The excitation voltage E[n] is a K-sine discrete-time signal that can be defined in general form by

E[n] =
K

∑
k=1

Ak sin(ωkn + ϕk) (2)

where ωk = 2πFk/Fs is a normalized pulsation in radians of a discrete-time signal, Fs is the sampling
frequency in hertz, Ak is the amplitude, Fk is the frequency in hertz, ϕk is the phase angle in radians,
the lower subscript k refers to the kt frequency component of the excitation signal, and n stands for the
sample number.

Amplitudes Ak may be adjusted to provide expected DUT current for given frequency [17].
The phase angles ϕk have been properly selected to minimize the crest factor [18].

To avoid discontinuities in the excitation signal (2), excitation packets include an integer number
of sinusoidal cycles of each frequency and are converted to analog signals without any transitions
effects, i.e., obtained continues-time signals are smooth. As long as the block of excitation signal Bx

has the length of 4000 samples and the sampling frequency Fs is 400 kHz, we obtain the minimum
frequency spacing fd = Fs/Bx ( fd = 100 Hz) between working frequencies.

3.4. Signal Demodulation

Discrete-time measurement signals Vx[n] and Vr[n] are bandpass signals with amplitude and
phase modulation in the form

Vx[n] =
k

∑
k=1

Ax
k [n] sin(ωkn + ϕx

k [n]), (3)

where the upper subscript x refers to the signal Vx[n]. With the symbol x replaced by r in (3) we get
the model valid for Vr[n]. Signals Vx[n] and Vr[n] are demodulated simultaneously on all excitation
pulsations ωk by means of the flat-top bandpass Hilbert transformers (FTBPHT) implemented as FIR
filters [28]. FTBPHT was chosen due to exceptional accuracy of amplitude and phase demodulation,
and high rejection of unwanted spectral components, e.g., other carrier frequencies. Complex-valued
impulse response hk[n] of FTBPHT FIR filter is obtained by modulating the flat-top window wM[n] to
the desired excitation pulsation ωk

hk[n] = wM[n]ejωkn, (4)

where the flat-top window is the following cosine window [29],

wM[n] =

{
∑M

m=0 cM[m] cos(m π
N n), n = −N−1

2 , ..., N−1
2

0, otherwise
(5)

where M is the window order, cM[m] are coefficients of an M-order window, and N is odd window
length. We used the 3rd order flat-top window with coefficients c3[0] = 1, c3[1] = 1.9918, c3[2] = 1.7038,
c3[3] = 0.71199, and length N = 40,001 samples.

Figure 5 presents frequency responses of three FTBPHTs configured for excitation signal
containing three sinusoidal components with frequencies f1 = 8 kHz, f2 = 12 kHz, and f3 = 16.2 kHz.
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Figure 5. Frequency magnitude responses of the flat-top bandpass Hilbert transformers (FTBPHTs)
configured for three working frequencies f1 = 8 kHz, f2 = 12 kHz, and f3 = 16.2 kHz (top), and zoomed
magnitude and phase response for the FTBPHT working with f1 = 8 kHz (bottom). The length of each
FTBPHT filter is 40,001 samples. The shapes of magnitude and phase responses of the remaining two
filters in passbands are approximately the same.

The decaying of the side lobes of the filters is very fast thus for a specific excitation component
high robustness against other frequency components, including remaining excitations, is ensured.
The passband of each FTBPHT is flat what gives some margin for excitation frequency fluctuation.
For the signal Vx[n] (3), the output of the kth FTBPHT is

vx
k [n] = Ax

k [n]e
jϕx

k [n], (6)

and similarly for the signal Vr[n].

3.5. Implementation of Vector Measurement

The output (6) of the kth FTBPHT is the convolution sum of measurement signals Vx[n], Vr[n] (3)
and the complex-valued filter impulse response hk[n] (4)

vx
k [n] =

N−1

∑
m=0

hk[m]Vx[n − m] (7)

and similarly for vr
k[n], with indexes x replaced with r in (7).

Measurement signals Vx[n] and Vr[n] are heavily oversampled narrowband signals, and the
filter outputs vx

k [n] and vr
k[n] may be computed every L samples instead of every single sample.

By substituting n = lL, l = 0, 1, 2, ... in (7) the filter hk[n] is shifted by L samples along the filtered
signal which L times reduces computational effort. The impedance value over time for kth excitation
component is computed by

Zk[n] = Rk[n] + jXk[n] = Rr
vx

k [n]
vr

k[n]
. (8)
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4. Results

The proposed four-channel system for simultaneous, multifrequency impedance measurement
of IL sensors was built using FPGA and tested. In every single channel, three unique excitation
frequencies have been applied. Taking into account the physical properties of the measurement system
and its environment, and also the previous test and simulation results [16], the frequency range from
6 to 17.2 kHz with spacing of 4 kHz was adopted. This range of frequencies ensures acceptable
measurement sensitivity and disturbance immunity. The list of excitation frequencies is presented in
Table 4.

Table 4. The list of excitation frequencies applied in the system.

Frequency Value in kHz in a Given Channel f1 f2 f3

#1: for the first standard IL1 sensor 8 12 16.2
#3: for the second standard IL3 sensor 9 13 17.2
#2: for the first slim IL2 sensor 6 10 14.2
#4: for the second slim IL4 sensor 7 11 15.2

where: f1, f2, f3—denote excitation frequencies

The sampling frequency of the ADC and DAC converters was set to Fs = 400 kHz. For signal
demodulation the hk[n] filter length N = 40,001 coefficients, and the downsampling parameter of
L = 400 samples was set. In this set-up configuration, the system outputs 1000 samples of impedance
per second for a single excitation frequency, which in overall is 1000 × 4 × 3 samples for 4 IL sensors
each working on 3 excitation frequencies.

Computed VMPs (Rk[n], Xk[n]) are adjusted to begin with the value equal zero for presenting in
common plots.

Figure 6 shows the system operation validation results for the first standard IL1 sensor channel
during the short switching the relay (see Figure 4). Changes visible in the real part of measured
impedance signals (R), increment equal to 1 Ω, and also negligible changes in the imaginary part (X),
confirm the system correct operation.

0 0.2 0.4 0.6 0.8 1
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R
 (
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16.2 kHz

0 0.2 0.4 0.6 0.8 1 1.2
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X
 (

)

Figure 6. The test-relay system operation validation results for the first standard IL1 sensor channel.
On the top, there is the R component, bottom X, and the legend describes the frequencies, see Table 4.

Vehicles that passed through the sensor stand were also photographed. Figure 7 shows vehicles
for which VMPs are further presented and discussed. Figures 8–10 present exemplary VMPs as
estimated by the FTBPHTs shown in Figure 5 for vehicles depicted in Figure 7.
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(a) (b) (c)

Figure 7. Vehicles for which VMPs were registered and analyzed: (a) a truck, (b) a delivery car, and (c)
a passenger car.
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Figure 8. VMPs of a truck shown in Figure 7a; R-VMP and X-VMP denote the real and the imaginary
impedance components; stimulation frequencies are listed in the legend; (a) the first standard IL1
sensor, (b) the second standard IL3 sensor (c) the first slim IL2 sensor, and (d) the second slim IL4 sensor.

Figure 8 shows VMPs of a truck presented in Figure 7a. Figure 8a presents the VMPs obtained
from the first standard IL1 sensor (see Figures 1a and 2), Figure 8b presents the VMPs obtained from
the second standard IL3 sensor, Figure 8c presents the VMPs obtained from the first slim IL2 sensor,
and Figure 8d presents the VMPs obtained from the second slim IL4 sensor, for frequencies listed in
Table 4.

In the case of a truck, we conclude that (1) all R-VMPs components are positive, (2) all X-VMPs
from the standard IL1 and IL3 sensors are negative, and (3) X-VMP components of slim IL2 and IL4
sensors have a characteristic spikes that comes from ferromagnetic elements in wheels, that is steel
belts. Those spikes allow the measurement of vehicle axles arrangement in vehicle body and also the
distance between axles.

In addition, the absolute maximum values of VMPs from the slim IL2, and IL4 are much smaller
than from the standard IL1 and IL3. Due to the fact that the IL sensors are arranged one after the other
on the lane, VMPs are shifted in time. Distances between IL sensors are known, therefore measurement
of vehicle speed [5], and vehicle length is possible.
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Figure 9. VMPs of a delivery car shown in Figure 7b, further description the same as in Figure 8.
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Figure 10. VMPs of a passenger car shown in Figure 7c, further description the same as in Figure 8.

The VMPs of a delivery vehicle shown in Figure 7b are presented in Figure 9. It can be seen that
high truck-specific spikes do not occur. Instead, there are visible subtle local maxima in VMPs from IL2
and IL4 sensors, see Figure 9c,d. Delivery vehicles generally have lower suspension than truck vehicles.
Low vehicle suspension causes intense eddy currents in flat metal elements, and weakens the effect
from the steel belt of a tire. R-VMP and X-VMP obtained at frequency f3 = 15.2 kHz in channel 4 to
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which the IL4 sensor is connected are disturbed during interval from 0.7 to 0.8 s (see Figure 9d). A subtle
local spike that comes from the vehicle axle is deformed and cannot be used in axle detection process.

The VMPs of a truck, see Figure 8, are not disturbed. The results in all channels coincide well.
The case in Figure 9d illustrates the main advantage of the proposed simultaneous multifrequency

estimation. It is observed that the measurement for the excitation frequency f3 is heavily disturbed;
however, the measurement for the excitation frequency f1 is disturbance-free. Thus, by introducing
some redundancy we increased measurement reliability.

Analyzing Figure 10, that is, VMPs obtained for a passenger car presented in Figure 7c,
we conclude that (1) VMPs from the standard IL1 and IL3 are different from those of the delivery
vehicle, (2) VMPs from the slim IL2 and IL4 have even less visible spikes coming from the vehicle
axles, (3) VMPs from the slim IL2 at f3 = 14.2 kHz are disturbed in 0.7–0.8 s time interval, and (4)
VMPs from the slim IL4 at f2 = 11 kHz and f3 = 15.2 kHz are also disturbed during the 0.95–1.05 s time
interval. Axle detection in low-suspension passenger vehicles is the most difficult case. If there is at
least one undisturbed X-VMP and one undisturbed R-VMP from the slim IL sensor, then axle detection
is feasible. By using a 3-frequencies system for impedance measurement, there is increased probability
of obtaining undisturbed one R-VMP and X-VMP.

Further data processing and data fusion of VMPs are expected to improve the axle counting and
also the measurement of other vehicle parameters, however it is outside the scope of this work.

5. Conclusions

In the paper, the proposed VMP measurement system was thoroughly presented. Full system
realization and operation were described. The properties of the standard and slim IL sensors
and the way of their pavement installation were examined. It was practically verified that the
simultaneous operation with multifrequency excitations improves the overall reliability of VMP
measurement. Simultaneous measurement of VMPs at different frequencies, and processing only
disturbance-free VMPs, reduces measurement system uncertainty as compared to the system working
at only one frequency.

Another open problem is the possibility of retrieving the signal of interest from several possibly
disturbed channels working on different frequencies.

The advantages of the described VMPs acquisition method over another methods [5,7,14–16] are
as follows.

(1) The described method does not lose information on the real part of the IL sensor impedance and
provides the R-VMP. The R-VMP and the X-VMP signals may be used in the future to develop
algorithms for visualizing the vehicle undercarriage structure. It should be noted that the most
commonly exploited LC-generator-based method is unable to provide the R-VMP, only the X-VMP
associated with the inductance of IL sensor is acquired. On the other hand, the AC-bridge-based
system provides only one VMP where the real and imaginary components of the IL sensor
impedance are irreversible mixed together.

(2) The ABB method does not require time-consuming balancing and significantly simplifies the
design of the analogue part which makes the system more reliable. Other methods usually
exploit AC-bridge or other circuit, which requires time-consuming balancing and is generally a
cumbersome problem.

(3) The described VMPs acquisition method is multifrequency and short-time. Several VMPs at
selected frequencies are measured simultaneously during the short time of vehicle passage
through the measurement stand. Simultaneous multifrequency measurement diminishes negative
effects of a vehicle engine EMI disturbance, which, in turn, reduces the number of incorrectly
measured vehicles.

(4) The described system is also a multisensor method, therefore the VMPs signal fusion is possible
to be applied for more accurate or sophisticated vehicle parameters measurement.
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Abstract: Highly accurate and stable current references are especially required for resistive-sensor
conditioning. The solutions typically adopted in using resistors and op-amps/transistors display
performance mainly limited by resistors accuracy and active components non-linearities. In this work,
excellent characteristics of LT199x selectable gain amplifiers are exploited to precisely divide an input
current. Supplied with a 100 μA reference IC, the divider is able to exactly source either a ~1 μA or a
~0.1 μA current. Moreover, the proposed solution allows to generate a different value for the output
current by modifying only some connections without requiring the use of additional components.
Experimental results show that the compliance voltage of the generator is close to the power supply
limits, with an equivalent output resistance of about 100 GΩ, while the thermal coefficient is less
than 10 ppm/◦C between 10 and 40 ◦C. Circuit architecture also guarantees physical separation of
current carrying electrodes from voltage sensing ones, thus simplifying front-end sensor-interface
circuitry. Emulating a resistive-sensor in the 10 kΩ–100 MΩ range, an excellent linearity is found
with a relative error within ±0.1% after a preliminary calibration procedure. Further advantage is
that compliance voltage can be opposite in sign of that obtained with a passive component; therefore,
the system is also suitable for conditioning active sensors.

Keywords: selectable gain amplifier; resistive-sensor; current divider; current reference

1. Introduction

Transistor-based current sources and current mirrors represent fundamental solutions in analog
Integrated Circuits (IC) design [1], as well as in discrete circuits, whenever a biasing current source or a
reference current is needed [2]. Current sources applications range from biasing and stabilization of
circuits to reference or linearizing systems for conditioning of resistive-sensors widely used in industrial
applications to measure different quantities (temperature, pressure, strain, and gas concentration,
to name a few), as well as to set a test condition or simply regulate a signal for actuation. In these
contexts, different solutions are available on the market [3]. Current generators capable of providing
stable currents in the order of nA are also required for instrument calibration (i.e., picoammeters)
and for materials characterization, both in experiments and in production tests [4]. As an example,
in the widely studied field of nano-photonics and quantum photonics, it is of fundamental importance
to have a stable low-level current source to precisely characterize the electroluminescence of fabricated
devices [5,6].

Regarding resistive sensors, the basic signal conditioning circuit for allowing a measurable output
voltage is the Wheatstone Bridge (WB), the output of which may in turn be converted into time
intervals by means of time width modulators or into frequency by means of oscillators. In the literature,
there are several low-cost solutions used to convert the sensor resistance variation into a time
interval, such as Resistance to Period Converter (RPC) or Resistance to Pulsewidth Modulation (RPM)

Sensors 2020, 20, 4180; doi:10.3390/s20154180 www.mdpi.com/journal/sensors245



Sensors 2020, 20, 4180

circuits [7–10]. Although WB is widely used, it shows the inconvenient of nonlinear dependence from
the sensor impedance. Several linearization techniques have been reported, as the Current Mode
WB [11], switches driven integration/deintegration method [12], and the double differential potential
subtractor [13]. The latter only requires a constant and stable current flowing through resistive-sensor,
as well as resistance matching. This method is well suited for conditioning resistive-sensors when
relatively high resistances are concerned, i.e., the estimated error for a sensor resistance range
of 15 kΩ–1.1 MΩ may be lower than ±1% [14–17]. In all the above-mentioned cases, it appears
essential to provide a stable current in the range of 0.1 μA–10 μA flowing through resistive sensor.
It is therefore clear how particular resistive-sensors are and how much they need a dedicated front-end
capable of measuring resistance variations over wide ranges. As described, several solutions for
resistive-sensors interfacing have been proposed. To evaluate the performance of these solutions,
in some cases resistive-sensors were used [18]; more often, experimental evaluations were conducted
using commercial resistors to simulate the sensor over a wide resistance range [19–22].

Even if high-performance dedicated monolithic current source ICs are commercially available [23],
for particular applications it is necessary to design a specific circuit able to meet some given
requirements [24]. At the circuit board level, the simplest ways to build such current source is to apply a
linear voltage ramp to a differentiation capacitor or to use precision both voltage references and resistor
in order to increase the system accuracy and ensure it over time [25,26]. However, they are mainly
realized starting from op-amps acting as Voltage-to-Current (V-I) converters (i.e., transconductance
amplifiers) [27]. V-I converters accept a voltage as input to source or sink a current from a load.
They would also act as a current-reference if the input is a voltage reference. Since V-I converters
output is a current, they need a load to work and, within their voltage compliance value, they work
properly independently on the load nature.

Op-amp based Howland current-pump solution [28] is the most widely used circuit for
the implementation of accurate V-I converters. For instance, they have been proposed as fully-integrated
solutions for piezoresistive and resistive-sensors supply [29], as well as for electrotactile stimulation in
sensory substitution systems for blind people [30]. Moreover, many Electrical Impedance Tomography
(EIT) applications apply Howland circuits as current sources [31–33]. Howland circuit topology being
similar to that of a difference amplifier (DA), low-power, high-precision integrated DAs have been
recommended for current sources implementation [34]. Although several commercially available
devices integrate both low noise op-amps and precision thin film resistors (with a fairly low temperature
coefficient and an extremely good matching ratio), DA-based solutions require at least an external
precision resistor to establish the desired V-I conversion factor. Conversely, a compact single-chip
solution based on commercially available Selectable-Gain Amplifiers (SGA) requiring no additional
external component has been proposed for Howland circuit implementation [35]. Due to the SGA
internal thin film resistors excellent matching ratio and the low temperature coefficient, the designed
circuit shows outstanding performance in terms of linearity, output resistance, and temperature
dependence, with the possibility of implementing high-precision current sources operating in
the μA–mA range. Moreover, its effectiveness for biasing and conditioning of platinum resistor-based
temperature sensors has been verified [36].

In this paper, exploiting the aforementioned excellent performance of SGA devices, the realization
and characterization of a precision current divider are illustrated. Experimental results highlight
that circuit accuracy is mainly limited to that of the REF200 precision current reference [23] used to
supply the single-chip current divider. Moreover, with a thermal coefficient lower than 10 ppm/◦C in
the range 10–40 ◦C, the circuit represents a good choice as on-board calibration system for compact
pA-meters [26,37–39]. In addition, the adopted circuit architecture both guarantees a voltage compliance
close to power supply rails and the separation of current carrying electrodes of the sensor and the sensing
point for voltage reading. The system, tested on the field by emulating a resistive sensor with a sample
of commercial resistors, shows excellent linearity over more than four decades of load resistance values.
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Taking also into account its compactness, the proposed system would represent a valid solution as
front-end electronics in sensor-interfacing to AD conversion and processing circuitry.

2. Circuit Description

In this section, design consideration as well as simulated characteristics of two different current
references are illustrated. Describing the system requirements, the next section will finally show
the experimental results obtained on a prototype based on the design choices indicated hereafter.

2.1. SGA-Based Current Divider Circuit Analysis

Exploiting the tightly-matched on-chip resistor ratios, selectable-gain amplifiers LT1991/5/6
(by Analog Devices) can be configured into precision current dividers by strapping their pins [40].
With absolute values of tens of kΩ, LT1991 [41] integrates resistor with 1/1, 1/3, and 1/9 ratios, whereas
1/9, 1/27, and 1/81 are available for the LT1996 [42]. The latter well adapts for the realization of current
dividers down to a hundredth by proper parallel connection of feedback resistors. Figure 1 shows an
example of current divider based on the LT1996, able to source or sink an output current of about 1 μA
with an input signal generated by the precision 100 μA current-reference REF200 chip [23]. Indeed,
LT1996 pins have been connected for a 450 kΩ/109 resistance between op-amp output and its inverting
input. By means of the 450 kΩ resistance between non-inverting input and output, the circuit acts as
high precision 1:109 current divider.

Figure 1. Precision current-divider based on an LT1996 selectable-gain amplifier. A REF200 current
reference (by Texas Instruments) is used to have a source current of about 1 μA into the load.

Due to a resistor matching within ±0.05% [42], as worst case, a ±0.2% of accuracy is expected for
the 1:109 ratio. For the proposed circuit, the positive compliance voltage of the output current is limited
to about VCC − 1.2 V, which is the common mode voltage limit of the op-amp inputs. Conversely,
a negative compliance voltage of about −VEE + 8 V is obtained, due to both the minimum 3 V supply
for the REF200 and the 5 V voltage drop on the 50 kΩ resistor (at pin 10 of LT1996). Due to the dual
power supply, negative values of voltage compliance allow to source also an active load.
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It is worth to observe that the circuit is well suited to the conditioning of a high-resistance sensor
used as load. Indeed, decoupled from the sensor itself, the voltage amplitude on the load can be
measured at the low-impedance op-amp output node having VL = VMON − VOFF, with VOFF, around
0.42 V, the VMON value measured short-circuiting the load during a preliminary calibration procedure.

Equivalent current source non-idealities are mainly related to the input bias IB and offset IOS
currents, as well as the offset voltage VOS of the op-amp. By inspection of the schematic of Figure 1,
we obtain:

IOUT =
IIN

109
+

VOS

450× 103 +
IB(−)
109

− IB(+) =
IIN

109
+

VOS

450× 103 −
108
109

IB − 110
109

IOS (1)

where IB(+) = IB + IOS and IB(−) = IB − IOS are the bias currents absorbed by non-inverting and inverting
inputs, respectively.

Assuming for IB, IOS and VOS the values declared in [42], typical 2.7 nA and maximum 5.2 nA
absolute errors are then estimated for IOUT. Hence, current divider circuit accuracy would be within
±0.55%. In addition, a thermal coefficient (TC) of about 68 ppm/◦C is also evaluated by Equation (1)
taking into account the 7.5 nA maximum value for the bias current in the−40/+85 ◦C range, i.e., 60 pA/◦C,
and the ΔVOS/ΔT = 1 μV/◦C (corresponding to 2.2 pA/◦C for IOUT) values reported for the LT1996 [42].

Equivalent output resistance ΔVL/ΔIOUT of implemented current source should be evaluated by
means of op-amp parameter dependence on common mode voltage VCM amplitude. A change in VCM
will alter the operating point of op-amp input-stage giving rise to a change at the output and reflected
at the input in the form of an offset error ΔVOS = ΔVCM / CMRR, where CMRR is the common-mode
rejection-ratio of the op-amp. For the circuit illustrated in Figure 1, neglecting the voltage drop at
the 5.56 kΩ (pin 3) resistor connecting load to the op-amp non-inverting input, VCM ≈ VL, hence:

ROUT =
ΔVL

ΔIOUT
≈ CMRR

ΔVOS
ΔIOUT

∼ CMRR× 450kΩ (2)

where the last equality has been found differentiating Equation (1) Assuming for CMRR the typical
value of 120 dB for the LT1996 chip, a 450 GΩ value for ROUT is estimated. Although the absolute
tolerance of LT1996 internal resistors is fairly poor (±30%), ROUT would range between 300 GΩ
and 600 GΩ, a remarkable high value for the proposed reference-current generator.

In order to get a better insight into system characteristics, a circuit simulation has been performed
by means of the equivalent SPICE model for LT1996. In order to evaluate main performance of
LT1996-based current divider, an ideal 100 μA constant current generator has been used as REF200.
Simulation result reported in Figure 2 outlines excellent performance in terms of the output resistance
with a value as high as 700 GΩ. From Equation (1), it is worth noting that this value corresponds to a
CMRR around 124 dB, a quantity declared for LT1996 for a voltage gain of 81 which is actually the ratio
of the resistors seen at op-amp output.

A sink current is simply obtained by reversing the REF200 connections indicated in Figure 1
and obviously changing its supply voltage to VCC. In this case both the accuracy and the equivalent
output resistance assume values equal to those estimated by previous analysis and performed by
means of Equation (1) and simulations. Conversely, positive and negative compliance voltages assume
almost complementary values to those aforementioned for the source current reference of Figure 1,
i.e., −VEE + 1 V < VL < VCC − 8 V. In this case, too, it is possible to provide a current supply for an
active load.
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Figure 2. Simulated IOUT as a function of the load voltage VL for the circuit of Figure 1 using the SPICE
model of LT1996 chip, whereas a 100 μA constant current was used of IIN. Simulation has been
performed for the allowed VL > −7 V voltage range (see text). The inset reports the zoomed I-V
characteristics in order to evaluate the equivalent output resistance.

Simulating either source or sink output currents also allow to evaluate the amplitude of expected
values of IOUT and IB (@ VL = 0 V). Indeed, from Equation (1), considering the two cases IOUT = ISOURCE
(with IIN flowing as indicated in Figure 1) and IOUT = ISINK (with IIN sourcing pin 10 of LT1996),
and neglecting voltage VOS and current IOS offset contributions we have:

IOUT =
ISOURCE − ISINK

2
= 917.431nA (3)

IB(+) =
ISOURCE + ISINK

2
= 2.48nA (4)

The former is actually the expected IIN/109 value. Hence, Equation (3) allows the value of
output current to be evaluated by eliminating the contribution due leakage currents of Equation (1)
(and estimated with Equation (4)). This idea will be verified with experimental characterization carried
out on the assembled prototype.

Finally, Table 1 summarizes main characteristics of the proposed circuit taking into account also
REF200 features. It should be noted that other current-division values can be obtained simply by
modifying the connections between LT1996 pins. For example, referring to the schematic of Figure 1,
connecting pin 10 to 6 and using 8 as input, a 1:10 ratio is obtained.

2.2. 92 nA Current Reference Analysis

The presence of unused tightly-matched resistors at the op-amp non-inverting input of LT1996
suggests to achieve an additional division of the output current for the circuit of Figure 1. In particular,
a 1:4 ratio is obtained by using resistors either at pins 1–2 or at pins 2–3, whereas a 1:10 factor is gained
by means of the resistors connected at pin 1 and pin 3. In order to assure a current division independent
of the VL load voltage, hence a high voltage compliance for the generator, used pins must work at
the same VL. Figure 3 shows the schematic of the implemented circuit. By virtual connection of pins 1
and 3 of U2 performed by op-amp U3, output current is further divided by a factor of 10. Neglecting
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bias current and offset induced errors by both the two ICs, the load current is here equal to IIN/1090,
therefore 91.74 nA as nominal value. It is worth noting that in this solution VL can be measured at U3
output (VMON pin in Figure 3). Unlike the above-mentioned circuit illustrated in Figure 1, in this case,
the error is ideally represented only by the input-offset voltage of U3 and, again, can be evaluated by
short-circuiting the load during a preliminary calibration procedure.

Table 1. Main characteristics evaluated for the circuit of Figure 1.

Min Typ Max Unit

Current Value (nominal) 917.4 nA

Current Accuracy ±0.54% ±1.55%

Temperature Drift 95 ppm/◦C
Output Impedance 500 700 900 GΩ

Voltage Compliance (source) −VEE + 8 V VCC − 1.2 V

Voltage Compliance (sink) −VEE + 1.2 V VCC − 8 V

Supply Voltage ±20 V

 
Figure 3. Schematic of the implemented current source. LT1996 acts as precision 1:109 current divider,
whereas U3 allows a further 1:10 division of the output current. For a 100 μA source, a ~92 nA either
source or sink current flows into the load by means of the S1 double-pole, double-throw switch.

Although REF200 integrates two independent 100 μA references, in order to maintain the same
accuracy, a double-pole, double-throw switch has been inserted allowing either sourcing or sinking
current into the load by using the same generator. As aforementioned, in accordance with Equation (3),
in this way, the (ISOURCE − ISINK)/2 amplitude can be evaluated independently of the error induced by
op-amps bias currents. This solution would reveal effective for calibration of a measuring instrument
as underlined by the good accuracy found for the prototype as described in the next section.

As for the circuit shown in Figure 1, also in the new schematic the virtual connection that U3
makes on the output current divider should guarantee a constant output signal over a wide range of
VL between the supply rails. In particular, for a source reference, S1 in position A, the highest value
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for VL coincides with the smallest common mode limit between U2 and U3. Conversely, as found for
the aforesaid circuit, minimum value for VL is limited around VEE + 8 V. For a sink generator, S1 in
position B, the voltage compliance will be in the range between −VLIM and VCC − 8 V, with −VLIM
the highest negative common mode limit between U2 and U3. In both cases, for a purely passive load,
the proposed circuit would assure a maximum load voltage fairly close to the supply rails, and dictated
by common mode limits of either U2 or U3.

In order not to degrade the expected excellent performance of the current generator of Figure 1
highlighted in the previous section, U3 must be chosen within op-amp families with ultra-low offset
voltage and bias current. In particular, by inspection of the circuit illustrated in Figure 3, the absolute
leakage current on IOUT is now expressed as

Ileak ≈ IB(U3) + IOS(U3) + 0.1×
[
IB(U2) + IOS(U2)

]
+ 1.8× 10−5 ×VOS(U3) + 2.2× 10−7 ×VOS(U2) (5)

with terms having the same meaning as those of Equation (1). As expected, contributions introduced
by LT1996 are now reduced by a factor of 10. On the contrary, the output current is directly unbalanced
by the current IB(+) of U3, and its offset voltage gives a leakage quantity 81 times that induced by U2.

As shown by experimental results obtained for the realized prototype and illustrated afterwards,
the dependence of op-amps input bias current cannot be neglected. However, as a rough estimation of
TC, previous equation can be used to evaluate how thermal drift of op-amp offset voltages affect that
of the output current:

TC(IOUT) ≈
1.8× 10−5 × TC

[
VOS(U3)

]
+ 2.2× 10−7 × TC

[
VOS(U2)

]
IOUT_NOM

(6)

where IOUT_NOM = 91.74 nA represents the nominal value for IOUT. The contribution from U3 being
100 times larger than that of LT1996, Equation (6) stresses the need to use for U3 a device having a very
low offset voltage drift, too.

For the proper choice of the device, circuit simulations have been performed for different op-amps
and results are summarized in Table 2. The main characteristics of the op-amps used for U3 are shown
in the first columns of the same table. Circuit simulations allowed to evaluate the output current
amplitudes for either source or sink references, both for VL = 0 V. The ROUT values have been calculated
as shown in Figure 2 evaluating the slope of the IOUT-VL characteristic outside any saturation condition.
Finally, column IB shows the leakage current values, calculated with Equation (4), for ISOURCE and ISINK
at VL = 0 V, while for all cases, Equation (3) gave the expected value of 91.743 nA.

Table 2. Main characteristics and simulation results for some ICs chosen for U3.

U3 IB (nA) VOS (μV) TCOS (μV/◦C) CMRR (dB) IOUT_SOURCE (nA) IOUT_SINK (nA) ROUT (GΩ) IB (nA)

OP07 4 75 1.3 120 91.495 −91.991 38.7 −0.248
OP27 80 100 0.6 120 91.495 −91.991 5.7 −0.248

OP1177 3.8 61 2.2 126 93.488 −89.998 3.1 1.745
OPA189 0.3 3 0.005 168 91.430 −92.056 270 −0.313
OP191 65 500 1.1 90 120.01 −63.475 10.7 28.27

LTC1022 0.15 1000 3 92 91.495 −91.991 22 −0.248
LTC2054 0.003 10 0.1 130 91.496 −91.990 258 −0.247

Despite to superior performances obtained with LTC2054, it should be noted that the last three
rows of Table 2 refer to low noise and precision devices that work in a more limited range of the supply
voltage than the LT1996. Following the aforesaid requirements, by contrast OPA189 [43] was used
for the final prototype. This device, with both common-mode voltage range and voltage supply
comparable to that of the LT1996, should show the best performance thanks to the extremely high
CMRR, as well as its very low bias current and the ultra-low absolute value and thermal coefficient of
the offset voltage. Compared to the current divider alone, simulated output resistance of the circuit
with OPA189 drops to 270 GΩ, a value however high enough to have an error in the order of only
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0.04 nA for a 10 V compliance voltage value. It is worth observing that 270 GΩ corresponds to a CMRR
of 134 dB which is actually the low-frequency value declared for OPA189.

3. Prototype Characterization

A current-reference circuit was assembled following the schematic illustrated in Figure 3. In order
to reduce electromagnetic interference, the circuit was encapsulated in a metal box and a triaxial
connector was used for the output with outer shield connected to line-earth. In Figure 4, a picture
of the realized prototype is reported. At VL = 0 V, source and sink currents were (91.060 ± 0.002) nA
and (−92.183 ± 0.002) nA, respectively, as measured by a Keithley 6517A electrometer. Hence,
by Equation (3), an average value of (91.622 ± 0.004) nA is evaluated, in very good agreement
with the ideal 91.743 nA, with an inaccuracy of −0.13% within that of REF200 (±0.25% typical).
In addition, the absolute error of (0.562 ± 0.004) nA, estimated with Equation (4), is in perfect agreement
with the amplitude of the current offset input for the OPA189 (up to ± 600 pA) although the other
contributions expressed in Equation (5) cannot be ruled out. Disconnecting REF200 from pin 10 of
LT1996, a (99.895 ± 0.09) μA value was measured from its output by means of the 6517A electrometer.
Therefore, the evaluated 1:(1090.3 ± 0.9) factor underlines the excellent accuracy of on-chip resistor
ratios of LT1996.

 
Figure 4. Picture of the prototype used for circuit characterization. The circuit was placed in a metal
box. A triaxial cable with external shield connected to the earth-line was used for output connection.

Output load regulation has been evaluated by measuring the output current amplitude as
a function of the allowed range of output voltage VL generated by the source unit integrated in
the Keithley 6517A. As expected, when REF200 biasing decreases below ~3 V, a sharp change in
the output current value is observed. To highlight circuit performance outside any saturation condition,
Figure 5 shows the output currents in a region around the 92 nA absolute values. By the data shown in
the figure, an equivalent output resistance of about 100 GΩ, hence a 0.2 nA error in a wide range for
VL, is evaluated. This value is almost three times lower than the estimated one reported in Table 2.
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Figure 5. Output current as a function of the load voltage for both source (a) and sink (b) currents,
with S1 of Figure 3 in A and B position, respectively.

As expected by simulation and theoretical analysis, with the applied ±15.5 V supply voltage,
a high voltage compliance is verified: −7.5 V < VL < 14.5 V and −14.5 V < VL < 7.3 V for the source
(Figure 5a) and sink (Figure 5b) reference, respectively.

A climate chamber was used for temperature characterization of the circuit. The output current
amplitude in the source configuration was acquired in the range 0–125 ◦C, although LT1996 performances
are guaranteed up to only 85 ◦C. Experimental results are reported in Figure 6. A sharp decrease in
the current value above 80 ◦C is clearly observed. However, as depicted in Figure 7, it is worth noting
that in the range 0–60 ◦C the temperature drift, calculated by dividing the min-max current difference
(156 pA) in the temperature range shown in the figure, is slightly lower than 30 ppm/◦C and comparable
to that of REF200. In addition, in the wide range around the ambient temperature (25 ± 15) ◦C, current
is practically stable and no temperature drift is clearly observed.

Figure 6. Circuit output source current ISOURCE values as a function of temperature.
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Figure 7. Currents have been calculated subtracting the value at 25 ◦C to evaluate the temperature
drift in the 0–60 ◦C range.

To get an insight into the role that op-amps have on the temperature characteristics of the circuit,
the | IOUT (T) − 91.622 Na|quantity has been calculated. Here, IOUT (T) represents data reported in
Figure 6, whereas subtracting value is the above-mentioned current estimated by Equation (3) at
ambient temperature. Hence, according to Equation (5), calculated values represent an estimate of
leakage current due to both bias currents and offset voltages of op-amps. Plot of data, reported
in Figure 8, shows that error contributions by op-amps is quite constant up to 40 ◦C. Conversely,
an exponential behavior is clearly observed for T > 70 ◦C. In particular, current amplitude double
every 9 ◦C (red dotted line) which is typical for reverse-biased pn-junction, hence attributed to diodes
inserted for ESD protection of op-amp input stage. This increased bias current would be a significant
problem for high temperature applications. However, the low thermal drift depicted in Figure 7
highlights excellent performance of the prototype in the relatively wide 0–60 ◦C range and underlines
the good performance of chosen devices.

Figure 8. Current values calculated subtracting the 91.622 nA value estimated at ambient temperature
to highlight leakage contribution due to reverse-biased op-amp input diodes (red dotted line).

To evaluate LT1996 role on circuit performance, a further characterization was carried out on
the same prototype but disconnecting U3. In this case, following the schematic depicted in Figure 1,
the output current from pin 3 of LT1996 was measured. Experimental results are reported in Figure 9a
in the range 0–125 ◦C. Here output current amplitude shows a sharp decrease for T > 85 ◦C, whereas it
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is almost constant, within ±300 pA, at lower temperatures. Hence, up to the maximum temperature
of 85 ◦C declared for LT1996, a very low temperature coefficient (TC) of about 10 ppm/◦C is found.
From Equation (1), with data reported in [42] and neglecting the contribution due to resistors’ matching
TC, the worst case for IOUT temperature dependence can be evaluated as:

ΔIOUT
ΔT

≈ 2.2× 10−6
∣∣∣∣∣ΔVOS

ΔT

∣∣∣∣∣+
∣∣∣∣∣ΔIB

ΔT

∣∣∣∣∣+
∣∣∣∣∣ΔIOS

ΔT

∣∣∣∣∣ ≈ 40pA/◦C (7)

i.e., a TC ≈ 44 ppm/◦C. Taking into account also the REF200 thermal drift, as worst case a TC around
90 ppm/◦C should be obtained. The lower value for TC experimentally estimated for the realized
prototype highlights that a partial compensation between different contributions would exist.

Figure 9. (a) Output of ~1 μA current reference circuit as a function of temperature. In (b), the value
measured at 25 ◦C was subtracted to data reported in (a) to highlight leakage contribution due to
reverse-biased op-amp input diodes (red dotted line).

The increase in op-amp bias current is also observed at the high temperature regime. Figure 9b
shows the plot of data obtained subtracting the 916.6 nA average value measured at 25 ◦C to those of
Figure 9a. In this case too, an exponential behaviour is clearly observed for T > 85 ◦C, with amplitude
doubling every 9 ◦C (red dotted line). It is worth to note that Ileak values are about one order of
magnitude lower than those found with OPA189 inserted, highlighting again the good characteristics
of the implemented LT1996-based current divider.

In order to better evaluate the temperature dependence degradation induced by OPA189, Figure 10
shows relative errors rε for the two circuits calculated as:

rε =
IOUT (T) − IOUT (25 ◦C)

IOUT (25◦C)
(8)

where IOUT (T) are the values acquired at temperature T, and IOUT (25 ◦C) the one acquired at
ambient temperature.
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Figure 10. Relative error versus temperature for the circuits following the schematics of Figure 1 (open
dots) and Figure 3 (full dots).

For the 916 nA current source, open dots, a maximum error of about 0.3% up to 100 ◦C is found.
Conversely, the 91 nA current source, where OPA189 is included, displays a relative error greater than
5% in the same temperature range. However, an error of about 2% is found in the temperature lower
than 85 ◦C allowed for LT1996. It is worth to observe that this error is comparable to IOS + IB = ±2.6 nA
declared for OPA189 [43] pointing out that most of the errors come from a change of the bias current at
non-inverting input of U3 since the error induced by ΔVOS/ΔT of the chip is negligible.

To evaluate the long term stability of the output signal, a preliminary characterization has been
performed. Raw data acquired continuously in 16 h are reported in Figure 11 together with a smoothed
curve (red line). A ±30 pA peak-to-peak noise amplitude of raw data remains over the investigated
time interval and the standard deviation is equal to 9.78 pA. The smoothed curve shows peak-peak
fluctuations of about ±15 pA, too large to be attributed to laboratory ambient temperature fluctuations
but likely depending on noise sources coupled to the circuitry.

Figure 11. 16 h of continuous acquisition of the output current.

To evaluate the system noise performance, the Keithley 6517A electrometer has been set to acquire
8192 subsequent samples in fast mode: integration time equal to 200 μs and sampling frequency around
79 Hz. Compared to data illustrated in Figure 11, where the instrument was set for an integration time
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of 20 ms, output current signal displays a higher noise content, with a root mean square value of about
0.2 nA. Amplitude spectral density of the output current was estimated by means of FFT algorithm
implemented in MATLAB® (R2019b). Results reported in Figure 12 (blue curve) state that an almost
constant distribution is found in the investigated range with a value around 30 pA/

√
Hz. The same

connection set-up was adopted to acquire a 92 nA signal generated by a Keithley 6221 precision current
source, too. Results, reported in the same figure (red curve), highlight a less-noisy signal with values
around 2 pA/

√
Hz for f < 10 Hz and as low as 0.6 pA/

√
Hz at higher frequencies. It is worth to observe

that worst case estimation of noise signal induced by ICs as declared by manufactures [23,42,43]
should be settle around 1 pA/

√
Hz level (see green dotted line in the Figure 12). Then, obtained results

underline that the noisy-nature of the circuit could be tentatively attributed to a poor-shielding of
the used circuit case.

Figure 12. Amplitude spectrum of noise (blue curve) compared to that obtained in the same condition
by a Keithley 6221 precision current source (red curve). Green dotted line represents the expected
spectral noise level due to ICs used in the circuit.

Although a more detailed investigation of very long-term stability, as well as noise analysis
performed by means of a spectrum analyzer, is required, experimental results shown here point out
outstanding performance on the characterized prototype in terms of low thermal drift and high stability
over time.

As already mentioned, the proposed circuit is suitable for conditioning resistive-sensors, which may
have resistances ranging from a few kΩ to hundreds of MΩ. Finally, in this work an experimental
test of the proposed circuit, for an output current of about 92 nA, was performed simulating a sensor
with different commercial sample resistors. Each resistance value was measured with the Keithley
6517A high resistance meter. Conversely, an Agilent 34401A digital multimeter was used to acquire
output voltage VMON values corresponding to the particular resistor connected at the input of
current-reference prototype. Figure 13 summarizes obtained results for both ISOURCE (circles) and ISINK
(rhombus symbols) currents. Axis on the right refers to the resistance values calculated by dividing
the voltages by the 91.74 nA nominal value.

Experimental results demonstrate excellent performance in terms of linearity over more than four
decades of resistance variation, from 10 kΩ to 122 MΩ. Best fit of experimental data (dotted line)
gives slopes of (90.99 ± 0.02) nA and (92.02 ± 0.03) nA, in good agreement to the values preliminary
measured by a Keithley 6517A at VL = 0.
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Figure 13. Proposed circuit exhibits an excellent linearity of the output voltage for load resistance
values within the 10 kΩ–100 MΩ range.

The Figure 14a shows the relative error values of the resistors calculated using the nominal
value of 91.743 nA, compared to the values measured with the 6517A Ohmmeter. It should be
noted that the error is around −0.2% for voltages measured with ISOURCE (red circles) and −0.75%
for those at ISINK (blue circles). The green squares, on the other hand, refer to the error calculated by
considering the “average” voltage (VSOURCE + |VSINK|)/2, with which the offset voltage and bias current
contributions of the U3 buffer are eliminated. In this case the error is about −0.6%, in agreement with
the accuracy of the REF200 reference. It is worth noting that if the resistance value error is calculated
taking into account the measured values of ISOURCE and ISINK at VL = 0 (Figure 14b), resistance values
within ±0.1% error are obtained. This means that the system allows the resistive load to be accurately
measured by a simple preliminary calibration operation with an ammeter connected in parallel to
the load.

Figure 14. (a) Relative error of calculated resistance values for both ISOURCE (red circles), ISINK (blue circles)
and “mean” (green squares) currents (see text). (b) Relative error if measured currents are considered
(symbols have the same meaning of (a)). Dotted lines represent mean values of errors.
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4. Conclusions

Current reference circuits are widely used in different applications, from biasing and stabilization
of circuits, to resistive-sensors conditioning. In this work simple, high precision current references
for grounded load have been described. The design and characterization of the realized prototype
have been illustrated in terms of equivalent output resistance, thermal coefficient, as well as long-term
stability. Main experimental results are summarized in Table 3. In particular, due to its excellent
features, LT1996 selectable gain amplifier demonstrates particularly effective for the realization of a
high-precision current divider. Two different ratios have been verified in the present work, but it is
worth remarking that an appropriate choice of the LT1996 pin connections allows to obtain others
IOUT/IIN values according to a specific requirement.

Table 3. Measured electrical characteristics of realized prototype for the two circuits depicted in Figure 1
(1:109 ratio) and in Figure 3 (1:1090 ratio). Supply voltage±15.5 V, T = 25 ◦C (unless otherwise specified).

Min Typ Max Unit

Supply Voltage (±VS) 8 20 V

Current Value (source) 91.06 nA

Current Value (sink) −92.183 nA

Initial accuracy −0.74 +0.48 %

Temperature drift

ppm/◦C10–40 ◦C 10

0–70 ◦C 30

Output Resistance 100 GΩ

Voltage Compliance (source) −7.5 14.5 V

Voltage Compliance (sink) −14.5 7.3 V

Noise Current (f < 3 Hz)
60 pAP-P

10 pArms

Noise Current BW = 0.1 Hz to 40 Hz 30 pA/
√

Hz

Current Value (source) 916.6 nA

Current Value (sink) −915.8 nA

Initial accuracy −0.09 −0.2 %

Temperature drift 0–85 ◦C 10 ppm/◦C
Voltage Compliance (source) −7.5 14.5 V

Voltage Compliance (sink) −14.5 7.5 V

Supplied by a REF200 100 μA current reference, realized prototype exhibits good performance for
either ~1 μA or ~0.1 μA source/sink current generator. Measured current values at ambient temperature
are close to those expected by performed current division, with an absolute inaccuracy lower than 1%,
mainly attributed to that of the REF200 IC. Voltage compliance extends at about 1 V of the supply rails
(±20 V maximum) assuring good performance even for wide change of load-resistance. For a voltage
supply of ±15.5 V, experimental results show that op-amps operate outside any saturation condition
between −7.5 V and +14.5 V, and between −14.5 V and +7.5 V for source and sink reference, respectively.
In this regard, the circuit also allows active load supply. Moreover, it is worth remarking that circuit
architecture allows sensor-voltage sensing separated by current carrying sensor-electrodes, simplifying
acquisition circuitry interfacing.
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Realized circuit also demonstrates extremely good performance in terms of equivalent output
resistance and low thermal coefficient (see Table 3). Experimental results show a relatively low noise
amplitude of the generated current and a good stability has been verified up to 16 h. The noise
performance of the system was also evaluated allowing to estimate an approximately constant
distribution, with a value of about 30 pA/

√
Hz up to about 40 Hz to be mainly attributed to a poor

shielding of the circuit.
The extremely low components count, up to three ICs and a few by-pass capacitors, means

compactness and cost effectiveness of the proposed solution which would find effective application for
resistive-sensor biasing as well as conditioning. In this regard, an experimental test was ultimately
performed by simulating a sensor with a sample of commercial resistors. In the range from 10 kΩ to
122 MΩ, the system shows excellent performance in terms of linearity. In addition, the relative error
values of the resistances have been calculated: errors are around −0.2% and −0.75% for the voltages
measured with ISOURCE and ISINK, respectively. The error is around −0.6% when the average voltage
value (VSOURCE + |VSINK|)/2 is considered, which compensates for the offset voltage and bias current of
ICs. The error value is in good agreement with the accuracy of the REF200 reference. Moreover, thanks
to a preliminary calibration, the system is appropriate to measure resistive loads accurately. In fact,
the error reduces to ±0.1% if calculated considering the measured values of ISOURCE and ISINK at VL = 0.
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