
Edited by

Antennas and 
Propagation

Razvan D. Tamas, Alina Badescu, Tudor Palade, Florin Alexa and 
Ioan Nicolaescu

Printed Edition of the Special Issue Published in Sensors

www.mdpi.com/journal/sensors



Antennas and Propagation





Antennas and Propagation

Editors

Razvan D. Tamas

Alina Badescu

Tudor Palade

Florin Alexa

Ioan Nicolaescu

MDPI • Basel • Beijing • Wuhan • Barcelona • Belgrade • Manchester • Tokyo • Cluj • Tianjin



Editors

Razvan D. Tamas

Department of Electronics and

Telecommunications

Constanta Maritime University

Constanta

Romania

Alina Badescu

Telecommunications

University Politehnica of

Bucharest

Bucharest

Romania

Tudor Palade

Department of Communications

Technical University of

Cluj-Napoca

Cluj-Napoca

Romania

Florin Alexa

Department of Communications

University Politehnica of

Timisoara

Timisoara

Romania

Ioan Nicolaescu

Faculty of Military Electronic

and Informatic Systems

Military Technical Academy -

Ferdinand I

Bucharest

Romania

Editorial Office

MDPI

St. Alban-Anlage 66

4052 Basel, Switzerland

This is a reprint of articles from the Special Issue published online in the open access journal Sensors

(ISSN 1424-8220) (available at: www.mdpi.com/journal/sensors/special issues/iWAT2020).

For citation purposes, cite each article independently as indicated on the article page online and as

indicated below:

LastName, A.A.; LastName, B.B.; LastName, C.C. Article Title. Journal Name Year, Volume Number,

Page Range.

ISBN 978-3-0365-1828-2 (Hbk)

ISBN 978-3-0365-1827-5 (PDF)

© 2021 by the authors. Articles in this book are Open Access and distributed under the Creative

Commons Attribution (CC BY) license, which allows users to download, copy and build upon

published articles, as long as the author and publisher are properly credited, which ensures maximum

dissemination and a wider impact of our publications.

The book as a whole is distributed by MDPI under the terms and conditions of the Creative Commons

license CC BY-NC-ND.

www.mdpi.com/journal/sensors/special_issues/iWAT2020


Contents

Preface to ”Antennas and Propagation” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii

Razvan D. Tamas

Antennas and Propagation: A Sensor Approach

Reprinted from: Sensors 2021, 21, 4920, doi:10.3390/s21144920 . . . . . . . . . . . . . . . . . . . . 1

Alassane Sidibe, Alexandru Takacs, Gaël Loubet and Daniela Dragomirescu
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Preface to ”Antennas and Propagation”

Antennas are essentially transducers, as they convert electromagnetic fields into signals and

vice versa. Moreover, remote sensing or sensor networks cannot be imagined without antennas, and

radiowave propagation in complex environments is a crucial aspect for the operation of such systems.

New technologies, such as 5G, generate further perspectives for sensor networks and raise additional

challenges for antenna design.

This Special Issue gathers topics of utmost interest in the field of antennas and propagation, such

as:

• New directions and challenges in antenna design and propagation;

• Innovative antenna technologies for space applications;

• Metamaterial, metasurface and other periodic structures;

• Antennas for 5G; and

• Electromagnetic field measurements and remote sensing applications.

We originally invited the authors who contributed to the 2020 International Workshop on

Antenna Technology, held in Bucharest (Romania) on 25–28 March, to submit thoroughly extended

versions of their work. Surprisingly, half of the submissions to the Special Issue through the deadline

were not conference paper extensions, but completely new contributions.
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Antennas are essentially transducers, as they convert electromagnetic fields into sig-
nals and vice versa. Moreover, remote sensing or sensor networks cannot be imagined
without antennas, and radiowave propagation in complex environments is a crucial as-
pect for the operation of such systems. New technologies such as 5G generate further
perspectives for sensor networks and raise additional challenges to antenna design.

This Special Issue gathers topics of utmost interest in the field of antennas and propa-
gation, such as:

• New directions and challenges in antenna design and propagation;
• Innovative antenna technologies for space applications;
• Metamaterial, metasurface and other periodic structures;
• Antennas for 5G;
• Electromagnetic field measurements and remote sensing applications.

We originally invited the authors who contributed to the 2020 International Workshop
on Antenna Technology, held in Bucharest (Romania) on 25–28 March, to submit thoroughly
extended versions of their work. Surprisingly, half of the submissions to the Special
Issue through the deadline were not conference paper extensions but completely new
contributions.

1. Summary of the Special Issue

1.1. New Directions and Challenges in Antenna Design and Propagation

A slot-fed terahertz dielectric resonator antenna driven by an optimized photomixer
is proposed in [1], and the interaction of the laser and photomixer is also studied. It is
demonstrated that, in a continuous wave terahertz photomixing scheme, the generated
THz power is proportional to the fourth power of the surface electric field on the photocon-
ductive layer. The total efficiency was considerably improved due to enhancements in the
laser-to-THz conversion as well as the radiation and matching efficiencies.

In Ref. [2], radio transmission and impedance matching in medical telemetry are
investigated. Impedance matching inside a human body is studied both for electric and
magnetic dipoles. The authors demonstrate that the implantation of a magnetic dipole is
more beneficial than that of an electric dipole, as it provides impedance characteristics that
are more appropriate to the human body as an antenna environment.

The simultaneous influence of the substrate anisotropy and substrate bending are
numerically and experimentally investigated in [3] for planar resonators on flexible textile
and polymer substrates. The effects are studied on various resonant structures with
different types of slots and defected ground as well as on fractal resonators.

In Ref. [4], the authors present small, flexible, low-profile and light-weight all-textile
antennas for wearable wireless sensor networks (W-WSNs) and investigate the impact of
the textile materials on the antenna performance. A step-by-step procedure for design,
fabrication and measurement of small wearable backed antennas for W-WSNs is also
suggested.

The work in [5] proposes a random spreading of the scrambled timestamp sequence
(STS) in ultra-wide-band (UWB) pulse communications. The timestamp estimation is
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improved by reducing the side lobes of the correlation. A transmission in a UWB channel
with frequency selective fading shows low timestamp detection errors.

A modified, compact dipole antenna for energy harvesting applications is proposed
in [6]. The design is based on a folded, short-circuited dipole radiator, and three feeding
techniques are investigated. Such antenna configurations show good conversion efficiency
when powering Bluetooth low-energy wireless sensors.

1.2. Innovative Antenna Technologies for Space Applications

In Ref. [7], multibeam antenna systems are proposed with the aim to provide mul-
tispot coverage for broadband satellite communications in the Ka-band. Two multibeam
reflectarrays are used, making it possible to halve the number of required antennas onboard
the satellite.

The work in [8] presents an antenna design that can be used as an array element for
monitoring and detecting radio emissions resulting from cosmic particle interactions in the
atmosphere. The proposed antenna provides a high gain over a large relative bandwidth,
a narrow beamwidth, a small group delay variation and a very stable radiation pattern
between 110 and 190 MHz.

1.3. Metamaterial, Metasurface and Other Periodic Structures

In [9], a new design method for a planar and compact dual-band dipole antenna is
proposed. The antenna has a hybrid CRLH (composite right- and left-handed) structure
with lumped elements for a dual-band operation. A design for 2.4 and 5.2 GHz mobile
applications is presented.

A printed edge-fed counterpart of the Bruce wire antenna array for frequency scanning
applications is presented in [10]. The unit cell of the proposed antenna consists of bowtie
and semi-circular elements that cover a bandwidth between 22 GHz and 38 GHz.

The work presented in [11] focuses on design issues in the implementation of holey
glide-symmetric periodic structures for waveguide-based components. An analysis of
realistic hole structures is performed by using an effective hole depth method that can be
used as a tool for designing electrically large waveguide-based components.

An integration of a microstrip slot antenna array for 5.8 GHz with dye-sensitized solar
cells is proposed in [12]. It is shown that the antenna array has a slight influence on the
solar cell performance, and the interference of the solar cells with the antenna feeding
system is also negligible.

A new slot-based antenna system with horizontal polarization for unmanned aerial
vehicle (UAV) ground control stations (GCS) is outlined in [13]. The proposed antenna
system consists of coaxial cylinders and slots. The vertical slots are periodically placed
around the outer cylinder and generate in-phase, horizontally polarized beams, resulting
in an omnidirectional radiation pattern.

1.4. Antennas for 5G

In Ref. [14], a multiband antenna for microwave and millimeter-wave applications is
presented. The proposed antenna consists of a slotted, conical patch connected to a small
triangular patch. It can be used for wireless local area network (WLAN) applications and
for fifth-generation (5G) communication devices.

In Ref. [15], the authors present a simple, compact and low-cost design method for
low-profile, multi-band antennas. Such antennas can be employed in overcrowded, future
generation networks in the K/Ka band. The proposed antenna structures consist of several
monopoles, one for each operating frequency, along with a frequency selective feeding
network. This concept leads to scalable structures suitable for 5G applications.

In Ref. [16], a small antenna for sub-6GHz 5G communications is proposed. The
design consists of a wide-band antenna connected to a small multiplexer comprising
three metamaterial channel filters. It can be used on channels within three frequency

2
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bands; channel selection is experimentally demonstrated so as to prove the validity of the
presented design.

1.5. Electromagnetic Field Measurements and Remote Sensing Applications

In Ref. [17], the authors propose an ultra-wide band (UWB) antenna system and
a direction-finding (DF) approach based on using energy-based descriptors instead of
classical frequency domain parameters. The method can be applied for locating electric dis-
charges in high-voltage power distribution systems through their electromagnetic signature
in the radio frequency range.

A calibration method for high-resolution, hybrid MIMO turntable radars is presented
in [18]. A line of small metal spheres is employed as a test pattern in the calibration process
in order to measure the position shift caused by undesired antenna effects. The unwanted
effects resulting from the near-field antenna response are analyzed, modelled and signifi-
cantly mitigated, by exploiting the symmetry and response of the MIMO configuration.

In Ref. [19], the authors show that the distance averaging technique can be applied
to reduce the effect of the common mode currents for measuring the field radiated by
symmetrical antennas. Two measuring configurations are proposed, depending on the
number of symmetry degrees of the antenna under test. A differential approach for
extracting the field created by the common mode currents is also developed.

In Ref. [20], the authors elaborate on how a sensor using modified split ring resonators
(SRRs) can be designed, simulated, fabricated and used for advanced investigation and
accurate measurements of the complex permittivity of solid dielectrics.

The work in [21] proposes a near-field to far-field transformation algorithm based on
spherical wave expansion for near-field RCS measurements. Each weight in this expansion
is calculated by using an iterative least squares QR factorization method. The proposed
NFFFT is verified for several types of scatterers.
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Abstract: This work presents methods for miniaturizing and characterizing a modified dipole antenna

dedicated to the implementation of wireless power transmission systems. The antenna size should

respect the planar dimensions of 60 mm × 30 mm to be integrated with small IoT devices such as a

Bluetooth Lower Energy Sensing Node. The provided design is based on a folded short-circuited

dipole antenna, also named a T-match antenna. Faced with the difficulty of reducing the physical

dimensions of the antenna, we propose a 3D configuration by adding vertical metallic arms on the

edges of the antenna. The adopted 3D design has an overall size of 56 mm × 32 mm × 10 mm

at 868 MHz. Three antenna-feeding techniques were evaluated to characterize this antenna. They

consist of soldering a U.FL connector on the input port; vertically connecting a tapered balun to

the antenna; and integrating a microstrip transition to the layer of the antenna. The experimental

results of the selected feeding techniques show good agreements and the antenna has a maximum

gain of +1.54 dBi in the elevation plane (E-plane). In addition, a final modification was operated to

the designed antenna to have a more compact structure with a size of 40 mm × 30 mm × 10 mm at

868 MHz. Such modification reduces the radiation surface of the antenna and so the antenna gain

and bandwidth. This antenna can achieve a maximum gain of +1.1 dBi in the E-plane. The two

antennas proposed in this paper were then associated with a rectifier to perform energy harvesting

for powering Bluetooth Low Energy wireless sensors. The measured RF-DC (radiofrequency to

direct current) conversion efficiency is 73.88% (first design) and 60.21% (second design) with an

illuminating power density of 3.1 µW/cm2 at 868 MHz with a 10 kΩ load resistor.

Keywords: compact antenna; wireless power transmission (WPT); energy harvesting; rectenna;

wireless sensors

1. Introduction

Over the last decades, we have been faced with the miniaturization of electronic de-
vices, especially in the field of wireless systems. The aim is to have multiple functionalities
on an ever-smaller surface area. Recent IoT applications (Internet of Things) tend to employ
tiny and low power electronic components [1]. However, batteries are still widely used for
powering the devices despite their significant size and the frequent need for replacement.
An alternative is using a battery-free system powered by energy harvesting (EH) or wireless
power transmission (WPT), for instance, based on a rectenna circuit.

A rectenna is a combination of a rectifier and an antenna used to scavenge ambient
or specially generated far-field radiofrequency (RF) waves [2]. The implementation of a
rectenna in a battery-free system can allow increasing its lifetime, reducing its manufactur-
ing costs, while ensuring reliable performances for decades. Several kinds of application
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exist, such as, for instance, rectennas, which were developed for a biomedical device pasted
on the human body [3] or used in the IoT domain [4–6].

The antenna is a ubiquitous element in IoT and other wireless applications. However,
the required size stays important due to the important dependence of the geometrical
elements with the targeted wavelength. Several miniaturization techniques are described in
the literature. Structural modification on a Printed Circuit Board (PCB) antenna consists of
acting on the geometry of the antenna or by adding another element on the antenna shape.

In this sense, a coupling element, such as a rectangular ring, can allow a reduction in
size and an increase in bandwidth as presented in [7]. Traditionally, small size antennas
are designed by using meander lines which reduce the resonant frequency [8]. Fractal
geometry is also used to miniaturize antennas [9]. Another possibility is to add reactive
loading elements. This technique is employed in [10] through an LC load (a combination
of a lumped inductor and a distributed capacitor). Miniaturization can also be achieved by
reducing the guided wavelength through the use of a higher permittivity material, such as
a ceramic—polymer composite [11]. Recent research activities were focused on developing
small antennas on metamaterial as presented in [12]. In this paper, we present a miniatur-
ization technique which consists of shaping the antenna to form a three-dimensional (3D)
structure tuned for the Industrial Scientific and Medical (ISM) 868 MHz frequency band.
This configuration allows us to have an electrically small antenna as described in Section 2.
A more compact antenna based on the previous one is designed to compare the trade-off
between size and rectenna performances. Then, Section 3 presents the experimental results
of the fabricated antennas with different feeding methods to validate the use of the U.FL
connector for the next steps. Simulations were carried out on the Ansys HFSS software and
verified with far-field measurements performed in an anechoic chamber. The final section
of this paper describes an original concept of powering a Bluetooth Low Energy Sensing
Node embedded in concrete element with a compact and efficient rectenna design.

2. Design of a Compact 3D Dipole Antenna

2.1. Antenna Miniaturization Methods and the First Design of the Compact 3D Dipole

In this study, we proposed a miniaturized antenna design for WPT applications. An
antenna is a resonant structure with a proper frequency depending on its length. Therefore,
there are size and performance limitations for small antennas [13,14]. The size reduction
imposes a smaller radiation resistance, so a lower radiation efficiency and a bandwidth
limitation. Wheeler defines a electrically small antenna as one defined by the formula
given in Equation (1). It means that the antenna sphere is smaller than the radian sphere,
also defined as Wheeler Cap. λ is the wavelength at the operating frequency, k represents
the free-space wavenumber and a is the minimum antenna sphere radius. The choice
of proposing an electrically small antenna should allow us to have an antenna design
in the maximum planar size of 60 mm × 30 mm. Nevertheless, the antenna bandwidth
reduction does not matter with the applications in the ISM 868 MHz frequency band. The
targeted antenna gain is about +1 dBi less compared to a conventional dipole antenna gain
(+2.15 dBi).

k·a < 1 with k =
2π

λ
(1)

The proposed design is based on a dipole antenna according to its multiple advan-
tages, such as the symmetry of its shape and radiation pattern, its easy and low-cost
fabrication, and the possibility of receiving balanced signals. The required dimensions of
60 mm × 30 mm allow us to have a conventional half-wavelength dipole antenna at 2 GHz,
as presented in Figure 1.

Starting from this antenna at 2 GHz, we had investigated a technique for reducing
the physical dimensions of the antenna without significantly degrading its performances
(+1 dBi less of the gain). The planar structure of the final antenna design on an FR4 substrate
is presented in Figure 2. Overall, a folded dipole antenna designed after size optimization
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(Antenna in Figure 3 stamped “None”) presents a resonant frequency close to 1.12 GHz
regarding the return loss (S11) equal to −5.2 dB. −

 

λ

Ω

Ω

Figure 1. Conventional dipole antenna simulated on the required size dimensions. (a) The input

impedance representation on Smith chart; (b) Half-wavelength antenna dimensions; (c) Simulated

3D radiation pattern at 2 GHz.

This antenna can be considered as a half-wavelength dipole antenna at 1.12 GHz. The
total length of each folded arm (L1 + W1 + L2 = 43.4 mm) is closed to the quarter wavelength
(<0.25·λg = 31.9 mm). Figure 3 presents the width tuning of the inductive shorting loop
to make a T-match structure [15]. The resonance frequency is greatly influenced by the
width and the length of the T-match structure. As seen in Figure 3, the absence of the
T-match structure (None) shows a significant resonant frequency of the antenna higher than
1.12 GHz where the impedance is (17.35 + j·27.3) Ω. The shorting line (W = 0) connected
to the two dipole arms downshifts the resonant frequency around 1.07 GHz. Thereafter,
the geometric parameters (W and L) were adjusted to match the input impedance of the
antenna (50 Ω) at lower frequency.

−

λ

Ω

Ω

Figure 2. Detailed geometry of the compact, T-match dipole antenna on an FR4 substrate

(Lsub = 56 mm, Wsub = 32 mm, L1 = 20.65 mm, W1 = 5.95 mm, L2 = 16.8 mm, W2 = 10.5 mm, L3 = 14 mm,

W3 = 9.625 mm, E1 = 0.35 mm, E2 = 1.05 mm, g = 2.03 mm).
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−
Ω

Figure 3. Evolution of the input impedance (Real and Imaginary parts) as function of the frequency

with various shorting line width (W) values.

The simulated results of the optimization on HFSS software are displayed in
Figures 3 and 4. The return loss (reflection coefficient S11) indicates how much the power
is reflected on the input port when the antenna is excited. A practical criterion for the
antenna (impedance) input matching is generally specified at −10 dBm at least for a ref-
erence impedance of 50 Ω. As represented in Figure 4, the greater the length (L) of the
short-circuited line, the more the antenna resonates at higher frequency.

Figure 4. Simulated S11 (return loss) of the antenna for different configurations; L = 10 mm (black),

L = 30 mm (blue) and L = 51.4 mm (red).

For the next miniaturization step, the T-match structure parameters were fixed to
those which give the lower resonant frequency (W = 4 mm and L = 10 mm). To downshift
the operating frequency obtained from the planar antenna from 1.12 GHz to 868 MHz, a
3D configuration was investigated. The operating/resonant frequency of the antenna can
be downshifted by connecting two metal strands [16]. In our case, two capacitive metallic
arms with a height of 10 mm are vertically connected to the planar antenna with a short
transmission line (Figure 5a). This line’s position at the edge of the planar antenna was
tuned to obtain an operating frequency as close as possible to 868 MHz with a bandwidth
of 30.7 MHz.
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Figure 5. (a) Geometry of the 3D configuration antenna with the connected metallic arms; (b) Simu-

lated 3D gain polar plot at 868 MHz.

In our application at the European ISM 868 MHz frequency band, a narrow band
antenna is not critical. The radiation pattern looks like a doughnut shape and the maximum
simulated gain is +1.5 dBi (Figure 5b).

2.2. Second Miniaturized Antenna Design

In terms of compactness, the previous antenna was modified and two different anten-
nas (A1 and A2) were designed, respectively, the unconnected and connected antenna to
the metallic arms. The horizontal arms of the planar dipole are folded in a spline shape to
occupy the blue part display in Figure 6a and reduce the length (Lsub) of the planar antenna.
By the way, the width of the arms was adjusted to the substrate width. This curving
shape was obtained after several optimized simulations, and the size of A2 (represented in
Figure 6b) is only 40 mm × 30 mm × 10 mm.

  

Figure 6. Designed antennas on HFSS: (a) The first miniaturized antenna and the second miniaturized

antenna named A2: 3D FDA; (b) 3D polar plot of the radiation pattern of A2 antenna at the resonant

frequency (HFSS results).

The simulations performed show an operating frequency at 1.15 GHz for A1 and
868 MHz for A2. However, there is a small gain reduction of 0.4 dBi compared to the
previous designed antenna, so that we still respect the first condition of a maximum +1 dBi
loss on the gain from a conventional dipole antenna. The radiation patterns in the E-plane
and the H-plane are presented in Figure 7.
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Ω

Figure 7. Radiation pattern on the E-plane and H-plane at 868 MHz. (a) The antenna first 3D dipole antenna in Section 2.1;

(b) The modified 3D dipole antenna (A2).

3. Characterization of the Designed Antennas

The designed antenna was manufactured in an FR4 substrate with a thickness of
0.8 mm. Dipole antennas require a balanced-unbalanced (balun) circuit or a microstrip
transition for a coaxial measurement. The balun allows canceling the flowing current on
the outside surface of the outer coaxial conductor and then affects the measurement [17].
In the literature, several dipole antenna-feeding techniques were proposed. A microstrip
tapered balun was used as a feeding line in [18] and a microstrip-to-coplanar (CPW) feed
network balun for a flexible bowtie antenna in [19]. On the other hand, in many electronic
devices especially in IoT, a surface mount coaxial U.FL connector is strongly used for
characterization and RF connection for embedded antennas. Its advantages are its low cost,
small size and light weight.

To well characterize our designed antenna, three feeding methods were selected. The
first feeding technique carried in this paper is to use a U.FL connector [20]. The pads of the
connector were soldered on the antenna feeding pads, as seen in Figure 8a. The second
method consists of vertically connecting a designed tapered microstrip balun (Figure 8b).
The last one is a microstrip transition: while one pad of the antenna is connected to a 50 Ω

transmission line, the other balanced pad is connected to the ground plane (Figure 8c). For
the return loss (S11) and the gain measurements, a compatible coaxial cable was connected
to the vector network analyzer (VNA). The measured return loss is plotted in Figure 9
(by using three different connection methods). They all fit well to each other but present
a 15 MHz frequency shift compared to the simulation. The same frequency shift can be
observed in Figure 10 between simulation and measurement for the curved 3D antenna A2.
Without the two connected arms, the simulated and measured return loss fit perfectly, but
once they are connected, a 50 MHz frequency shift appears. The difference is mainly due
to the soldering effect and the vertical capacitive arms whose dimensions are not perfectly
respected as compared with the simulated ones. The A2 antenna was measured with a
U.FL connector and resonates at 878 MHz, as shown in Figure 10. The measured and
simulated gain in the E-plane are shown in Figure 11.
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Figure 8. (a) Antenna with a U.FL connector named AC; (b) Antenna with connected tapered balun

named ATB; (c) Antenna with integrated microstrip transition named AIT.

 

Figure 9. Comparison of the measured return loss (S11) of the D1 antenna with different feeding

methods.

 

Figure 10. Measured and simulated reflection coefficient of the A1 and A2 antennas.
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λ
λ

λ
λ
λ
λ

Ω

− Ω

Ω

Figure 11. Simulated (dashed line) and measured (continuous line) radiation pattern (gain plot in

the E-plane): (a) AC antenna; (b) A2 antenna at the resonant frequency (868 MHz).

Table 1 compares in terms of performances and size some state-of-the-art antennas
and the presented solution operating in ISM 868 MHz or ISM 915 MHz frequency bands.
The proposed compact 3D antenna was implemented on an FR4 substrate that is lossier as
compared with the substrates used by other state-of-the-art designs.

Table 1. Comparison with the different compact antennas for rectenna of IoT devices in the state of the art.

Ref. Freq. (MHz) Type Max Gain (dBi) BW (MHz) Substrate Size (mm × mm × mm)

[21] 878 Dual Band PIFA +1.8–+1.9 80 (855–937) Duroid 5880 80 × 45 (0.03·λ2)
[22] 868 UCA PIFA +0.71 23 (857–880) FR4 34 × 80 (0.02·λ2)
[16] 915 Slot loaded DB folded dipole +1.87 Not available Arlon 25N 60 × 60 × 60 (0.006·λ3)
[23] 868 3D single arm bowtie +0.19 90 Ultralam 50 × 50 × 10 (0.0006·λ3)

This work 868 3D modified T-match dipole
+1.54 32 (865–897)

FR4
56 × 32 × 10 (0.0004·λ3)

+1.1 26 (862–888) 40 × 30 × 10 (0.0003·λ3)

BW: Bandwidth, PIFA: Planar Inverted F-Antenna, DB: Dual Band.

4. Rectenna and Wireless Power Transmission Experimentations

The antennas presented in this paper are more compact than the 3D antennas in [16,23],
and exhibit the best tradeoff between size, gain and bandwidth and can be good candidates
for WPT applications. They were integrated in rectennas used for battery-free wireless
sensors embedded in concrete structures [24,25].

The rectifier part is designed using ADS/Momentum software from Keysight. The
circuit is designed on a microstrip coupled transmission line allowing differential feeding
by the dipole antenna (Figure 12). It is composed of a SMS7630-005LF Schottky diode, an
LC matching network (L1-C1) ensuring 50 Ω input impedance at the input of the rectifier
and a low pass filter formed by a shunt capacitor (C3) and a resistive load (R1). However,
considering the nonlinear behavior of the Schottky diode, the rectifier was designed and
optimized for a low input power of −15 dBm and a 10 kΩ resistor to emulate the load
(that is the input impedance of the power management unit (PMU)). The simulation result
was performed and described in [24]. Two rectennas, R1 and R2, in Figure 12 represent the
rectifier with the antenna AC without any connector and A2, respectively. They were made
by integrating the rectifier with the antennas on the same substrate. Their characterization
was performed in an anechoic chamber at the distance of 1.5 m from the patch-transmitting
antenna, and the harvested DC power was measured across a 10 kΩ load through a
multimeter. The rectennas R1 and R2 allow a harvested DC voltage of 788 mV and 726 mV
for 1 µW/cm2.

12



Sensors 2021, 21, 3193

 𝑃
 𝐺𝑡 𝐺𝑟
 𝜆
 𝑆 𝑃
 𝑑
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Figure 12. Manufactured rectenna with the rectifier schematic.

The conversion efficiency as a function of the power density is presented in Figure 13.
It is obtained by computing the formula given in Equation (2), where:

- PDC is the harvested DC power obtained across the load;
- Gt and Gr are the transmitting antenna gain and the receiver antenna gain;
- λ is the wavelength at the operating frequency;
- S is the electromagnetic (EM) power density and Pt is the RF power from the source;
- d is the distance between the transmitting and receiving antennas.

The variation by decade shows a difference between R1 and R2 of 13.67%, 6.01% and
1.48%. The difference can be explained by the non-linearity of the used Schottky diode. By
reducing the planar antenna size of 30%, we reduce the antenna gain of 0.44 dBi and then
the RF-DC conversion efficiency of 13% with a power density of 3.1 µW/cm2 at 868 MHz.
The second rectenna R2 will be preferred in cases where the power density is very low (e.g.,
31 nW/cm2). For our application, in the aim of supplying the power management unit,
which requires a DC voltage of 600 mV at least, R1 was chosen.

η = 100·PDC

PRF
= 100· 4·π·Pdc

S·Gr·λ2
with S =

E2

120·π =
30·Pt·Gt

d2·120·π (2)

 𝑃
 𝐺𝑡 𝐺𝑟
 𝜆
 𝑆 𝑃
 𝑑

𝜂 = 100 ∙ 𝑃𝑃 = 100 ∙ 4 ∙ 𝜋 ∙ 𝑃𝑆 ∙ 𝐺 ∙ 𝜆    𝑤𝑖𝑡ℎ  𝑆 = 𝐸120. 𝜋 = 30 ∙ 𝑃 ∙ 𝐺𝑑 ∙ 120 ∙ 𝜋

Figure 13. RF-DC conversion efficiency for the rectennas at 868 MHz for various decade power

densities.

In the last set of tests, underrun in our laboratory, an innovative Bluetooth Low Energy
(BLE) battery-free wireless sensor network (composed of battery-free sensing nodes and a
communicating node [26]) was operated in a harsh environment (Figure 14). Once embed-
ded, the main objectives were to periodically monitor the physical data (e.g., temperature
and humidity) of the concrete and broadcast them (by BLE) to the communicating node.

13



Sensors 2021, 21, 3193

 

Figure 14. Photograph of the experimental setup for the sensing node embedded and powered by

using WPT system in the concrete structure.

The sensing node in Figure 15 is composed of a rectenna (including the compact 3D
antenna), an ultra-low-power BLE System on Chip (SoC) (NXP QN9080) [27], a power man-
agement unit microcontroller (Texas Instruments bq25570) [28], a capacitor of 100 µF acting
as an energy storage element (Panasonic EEEFK0J101P) [29] and low-power temperature
and humidity digital sensors (Texas Instruments HDC2080) [30]. The capacitor was chosen
after evaluating the power needed by the PMU (870 µJ) to startup from deep-sleep mode.
Through a far field WPT system, the illuminating power over a distance of two meters
can be harvested by the rectenna and allow powering the sensing node. Initially empty,
the capacitor is charging through the PMU on deep-sleep mode up to 1.5 V and switches
on fast charging until the stored voltage reaches 5.3 V. Once it has enough energy stored
by the capacitor, it discharges and allows powering the active component on the board
(sensors and BLE chip) for a measurement and data transmission.

 

Figure 15. Developed sensing node for BLE communication.

Preliminary tests, with an EIRP power of +33 dBm, allow a periodicity of charging,
measuring and wireless communication equal to at most 190 s, representing the first charge
duration (cold start + fast charging + data measurement and transmission).
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5. Conclusions

An electrically small antenna operating in the ISM 868 MHz frequency band and
dedicated to wireless power transmission applications is proposed in this paper. Its design
is based on a folded dipole antenna with a shorting line to form a T-match antenna. A
3D configuration allows the exploitation of the Z-plane in the final implementation. Thus,
the connection of two metallic arms was operated by the planar antenna to downshift
the operating frequency from 1.09 GHz to 868 MHz. The design was modified to apply a
spline shape to the planar antenna arms in order to reduce the overall dimensions (in the
horizontal plane) from 56 mm × 32 mm to 40 mm × 30 mm.

For the characterization, three feeding methods were used to provide accurate ex-
perimental results. In this application, the U.FL connector can be used for measurement
but may have limitations at higher frequencies. The experimental results confirm that the
proposed 3D antenna exhibits a gain of +1.54 dBi and +1.1 dBi at the operating frequency,
respectively, for AC and A2. As shown in Table 1, a tradeoff between the compactness, the
maximal gain and the bandwidth should be performed before the design. Our solution is
also the most compact and has a maximum gain higher than +1 dBi at the price of a reduced
bandwidth. The combination of these antennas and an optimized rectifier performs a high
efficiency of 73.88% and 60.31%, respectively, for R1 and R2 with an illuminating power
density of 3.1 µW/cm2. Future works with a WPT system associated with a battery-free
wireless sensor network using BLE are in progress.
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Abstract: A new slot-based antenna design capable of producing horizontal polarization for un-

manned aerial vehicle (UAV) ground control station (GCS) applications is outlined in this paper.

The proposed antenna consists of oversize coaxial cylinders, slots, and slot-feed assembly. Each of

the four vertical slots, arranged periodically around the antenna’s outer cylinder, emits a horizontally

polarized broad beam of radiation, in phase, to produce an omnidirectional pattern. The antenna

possesses a low-ripple ±0.5 dB in azimuth gain (yaw) due to its symmetric axis shape and an enclosed

feed within itself, which does not radiate and interfere with the main azimuth pattern. This is crucial

for a UAV GCS to symmetrically extend its coverage range in all directions against yaw planes. Simu-

lation and measurement results reveal that the antenna maintains stable gain in the omnidirectional

pattern (+0.5 dB) over the entire operational frequency band (2.55 GHz to 2.80 GHz), where S11 is

lower than −10 dB. A further advantage of this configuration is its enhanced polarization purity

of −40 dB over the full frequency band. The direct-current (DC) grounding approach used in this

antenna is beneficial due to its electrostatic discharge (ESD) and lightning protection. Furthermore,

its aerodynamic, self-supporting, and surface-mount structural shape makes this antenna a good and

worthy choice for a UAV GCS.

Keywords: horizontal polarization; UAV ground station; Omni-directional

1. Introduction

Since the discovery of the interdependency between electrical parameters and electro-
magnetic radiation, antennas have been developed that actively exploit this phenomenon.
Antennas convert electrical parameters (current and voltages) into electromagnetic param-
eters (electric and magnetic fields) and vice versa. Hence, an antenna can be regarded as
a transducer or a sensor as it converts electrical energy to electromagnetic energy, or the
opposite [1]. Antennas are always considered essential parts of communication systems,
and their radiation and polarization characteristics play a vital role in defining such systems’
performance and efficiency [2,3].

The use of unmanned aerial vehicles (UAVs) is rapidly expanding to commercial,
scientific, agricultural, and military applications [4]. To overcome the difficulty of finding
the exact location of mobile UAVs from ground control stations (GCS), omnidirectional
antennas are utilized to resolve acquisition and pointing complications [5–10]. It has
been proven that using horizontally polarized antennas can achieve a 10 dB improvement
in terms of system gain as compared to vertically polarized antennas [11]. For GCS
deployment, where the antenna is intended to cover a wide range of angles at variant
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distances, it is essential to utilize a low-gain ripple radiation pattern to ensure continuous
coverage in the yaw plane (azimuth plane) [12–14] as gain ripple fluctuates and reduces
the coverage range at variant horizontal plane angles [15].

The challenging aspect of designing horizontally polarized omnidirectional antennas
is producing a uniform and in-phase current in the antenna’s azimuth plane. That necessary
condition can be fulfilled by utilizing a single loop or multi-element arrangements [16].
Three primary topological schemes are used with omnidirectional horizontally polarized
antennas. In the first topology, a single radiating structure, such as a loop, is utilized to
achieve horizontally polarized radiations [17–20], but it is inherently band-limited due
to an open feed. The second group imitates the loop arrangement of first with dipole
elements arranged in a ring or circular array format [21–26] at the expense of a complex
open feeding arrangement. The third topology utilizes slots to complete the horizontally
polarized antenna. There are a few slot-based omnidirectional antennas described in
the literature. In [27], an omnidirectional antenna operating at X band used an array
of slot doublets etched in the broadside wall of the rectangular waveguide. However,
there was no mention of the azimuth gain, gain fluctuations, and operating band. A slot-
based antenna capable of producing horizontal polarization was constructed by arranging
alternate slots with opposite tilt angles along the axis with intervals of λg/2. To improve
the antenna’s performance, alternate axial slot arrays were shifted by λg/4 along the axis.
Even then, it was not improved by more than −7 dB [28]. In [29], an omnidirectional
antenna was proposed, but it was circularly polarized. Moreover, it was not direct-current
(DC) grounded and had a built-in main beam frequency scanning problem. In [30], a slant
polarized omnidirectional antenna was presented. All slot-based horizontal polarized
topologies were arranged in a series of fed axial arrays to achieve the required polarization.
The other two methodologies had open feeding networks that interfered with the radiating
apertures and perturbed antenna radial symmetry causing an uneven azimuth gain pattern,
which further reduced antenna coverage range.

This paper proposes an omnidirectional antenna capable of achieving low azimuthal
gain variations of ±0.5 dB. This work is the first single-element design based on slots
capable of horizontal polarization and stable gain without making a complex axial array
to achieve the required polarization. The flaunted antenna comprises four slot apertures
evenly spaced around the antenna’s outer circumference. It also encloses the feeding
topology, so antenna symmetry is not disturbed. The device’s compactness, ruggedness,
and direct-current grounding are further important features of this antenna design. The pro-
posed technique has improved polarization stability since the cross-pols are very weak
relative to the co-pols. The antenna structure is exhibited and explained in Section 2.
Section 3 elaborates on the slot-feed mechanism. In Section 4, simulation verification
is performed. Section 6 describes the manufacturing and measurements of the antenna
prototype. Section 6 presents a comparison of the proposed work with those published.
Finally, Section 7 details our conclusions.

2. Antenna

The structure of the suggested horizontally polarized omnidirectional antenna is
shown in Figure 1. It must be shaped like a pole due to vehicle-mounting requirements.
It is based on the coaxial line and is composed of inner and outer conductors. There are
etched slots around the coaxial cylinder, and the internal and external coaxial cylinders
are separated by air. The primary radiation is emitted via the slots (each slot is matched
to a dipole with the magnetic current source), which are periodically positioned along
the antenna’s outer cylinder as depicted in Figure 1a. According to Babinet’s principle,
the slots are complementary to the dipole antenna. The far field of the linear dipole [31],
is found using:

Eθ =
(

j60Imcos cos (klcosθ) e−jkr
)

/rsinθ
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𝐸𝜃 = (𝑗60𝐼𝑚 𝑐𝑜𝑠 𝑐𝑜𝑠 (𝑘𝑙𝑐𝑜𝑠𝜃) 𝑒−𝑗𝑘𝑟)/𝑟𝑠𝑖𝑛𝜃
θ 𝐹𝜃 = (𝑐𝑜𝑠 𝑐𝑜𝑠 (𝑘𝑙𝑐𝑜𝑠𝜃)  − 𝑐𝑜𝑠𝑘𝑙)/𝑠𝑖𝑛𝜃

half wavelength slot, 2l = λ/2, and𝐹𝜃 = 𝐶𝑜𝑠(2𝜋𝑐𝑜𝑠𝜃)/𝑠𝑖𝑛𝜃
 

 
(a) (b) 

Figure 1. The geometry of the horizontally polarized omnidirectional antenna: (a) 3D view, (b) cross-

sectional view.

In the equation, θ is the angle between the line direction and the dipole. This means
the pattern function of the dipole is the same as the slot antenna.

Fθ = (cos cos (klcosθ) − coskl)/sinθ

For idea half wavelength slot, 2l = λ/2, and

Fθ = Cos(2πcosθ)/sinθ

The pattern of the slot antenna is the same as the dipole with the same length, but their
elevation plane (E-plane) and omnidirectional plane (H-plane) are exchanged according
to the duality principle. Each slot aperture produces horizontally polarized radiation.
Four apertures around the circumference complete the antenna, as illustrated in Figure 1a,b,
and radiate in an omnidirectional pattern. The SMA connector smoothly converts the
TEM modes from SMA to a large antenna assembly with a matching structure that is an
optimized inner pin height, as given in Figure 1b.

The diameter of the outer cylinder, the diameter of the feed pin that connects the inner
cylinder to the outer part of the antenna, and the length of the slots are what primarily
impact the performance of the antenna. The optimal specifications are listed in Table 1.

Table 1. Optimal parametric values of the antenna.

Parameter Value (mm)

Outer Cylinder Diameter A 60
Inner Cylinder Diameter B 25
Slot feed Pin Diameter P 10

Antenna Height H 75
Slot Length L 65
Slot Width W 5

SMA Pin Height T 7.25

At UAV GCSs, there are relaxed limitations with regard to size and weight compared
to aerial platforms [32]. For military operations, the UAV operator at the GCS is located in a
harmless, secured place while the desired information or strategic data from the battlefield
is gathered remotely. For such applications, antennas must be capable of withstanding
all terrain operational area requirements and should be able to function correctly under
extreme weather scenarios. So the required antenna should be mechanically robust and
sturdy without external supports as these supports would increase the antenna’s size [4]
and result in more drag, which might weaken the antenna’s structure due to rigorous
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terrain and weather conditions [4,33]. Thus, it is crucial to use a compact, aerodynamic
design. There is often a chance that an instance of peak instantaneous power (PIP) happens
inside the printed circuit board- (PCB) based feed network. Such an event would easily
damage the PCB [34], so the feed must be capable of bearing sudden PIP. The antenna
would also be the primary source to channel electrostatic discharge (ESD) and lightning
into the electronic systems. An ESD incident would place the functionality and safety of
these systems at risk, while a lightning bolt would annihilate them. Keeping the antenna
DC grounded is the most feasible and efficient strategy used in combat [35]. This antenna
design would circumvent all the problems described above. The axis-symmetrical, all-
metal rugged antenna is primarily constructed of brass and is DC-grounded. The solid
metal feed network is enclosed inside the antenna’s conformal and compact shape.

3. Feed Mechanism

Horizontal slots induce vertical polarization as they can quickly interrupt the longitu-
dinal surface current on the antenna’s outer surface [36], as seen in Figure 2. Conversely,
the longitudinal slots in the antenna’s outer surface cannot be stimulated due to their orien-
tations that are in line with the surface current, and even a short circuit would not modify
the flow of the surface current [28]. So it is not easy to produce horizontal polarization
using a slot configuration on a coaxial cylinder. In our design, feed pins are inserted to
excite the vertical slots, which connect the outer conductor of the oversized coaxial cable
with its inner conductor, as shown in Figure 1b. Thus, these slot apertures are energized
sideways while the opposing sides are kept floating. The slot is regarded as a dipole having
a magnetic current source [29], so the slot is λg/2 long. Normally, the external feed has a
built-in problem where it radiates along with the main radiating elements and causes a
significant gain ripple in the omnidirectional pattern. Here, we have designed an internal
feed that runs inside the radiating part and does not interfere or radiate. As for the actual
feeding of the antenna, a standard SMA connector is used for feeding. The SMA connector
is a coaxial structure and the antenna designed in this section is also based on coaxial
structure, so the matching structure is designed and inserted between the radiation part
and the feed part according to impedance transformation of coaxial transmission line [37],

Zoversize = Zmatch(Zsma + jZmatchtanβT)/(Zmatch + jZsmatanβT)

where the T is the length of the matching pin and Zsma, Zmatch, and Zoversize are the charac-
teristic impedances of the SMA connector, matching pin, and oversize antenna assembly,
respectively. The SMA connector’s inner pin’s optimized height ensures a seamless transi-
tion from normal Coaxial TEM mode to oversized TEM cable mode. The slot excitation of
the proposed antenna is simple and easy without involving baluns or impedance trans-
formers. Four pins join the inner cylinder to the vertical slots in the antenna’s outer cylinder.
The feed and antenna can be conveniently integrated by arranging the manufactured parts
together around the central axis.

 

 
(a) (b) 

total number of slots along the antenna’s circumference. Each slot radiates a directed 
ntenna’s circumferential 

umber of slots along the antenna’s circumferential axis.

reflection. The change of diameter changed the antenna’s 

Figure 2. Slot configurations: (a) vertical and horizontal slot, (b) vertical slot feed.
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4. Simulation Verification

CST Microwave Studio was been used to simulate and optimize the antenna design.
Figure 3 demonstrates the mutual connection between the antenna azimuth gain and the
total number of slots along the antenna’s circumference. Each slot radiates a directed
pattern. With each increment in the number of slots along the antenna’s circumferential
axis, these directional radiations widened, as shown in Figure 3. Four slots made the
radiation patterns combine and generate a low-ripple horizontal polarized omnidirectional
radiation pattern.

total number of slots along the antenna’s circumference. Each slot radiates a directed 
ntenna’s circumferential 

umber of slots along the antenna’s circumferential axis.

reflection. The change of diameter changed the antenna’s 

Figure 3. Azimuthal gain vs. the number of slots along the antenna’s circumferential axis.

A. Determination of Pin Diameter and Slot Size Effect

Figure 4 helps us to see the impact of the slot-feed pin diameter on the antenna input
reflection. The change of diameter changed the antenna’s matching, as shown in Figure 4a.
Figure 4b depicts how the slot-length variations shifted the antenna resonance region.

(a) (b) 

software. The electric and magnetic fields’ cross

radially outward as that of the TEM mode. This demonstrates that the SMA connector’s 
inner pin’s adjusted length effectively converted the connector TEM mode into the 

Figure 4. Effect on S11 (a) by changing the feed pin diameter and (b) by changing the slot length.

B. Field Verification

The field simulations were performed with the help of CST Microwave Studio soft-
ware. The electric and magnetic fields’ cross-sectional views through the SMA connector
are shown Figure 5a,c. The cross-sectional views of the electric and magnetic fields through
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the pins that connect the inner coaxial cylinder to the slot apertures in the outer coaxial
cylinder are shown in Figure 5b,d. At the input SMA connector of the antenna, the electric
field is spread radially outward (TEM mode). At the edge of the oversized coaxial antenna
assembly near the SMA connector, the electric field is again radially outward as that of
the TEM mode. This demonstrates that the SMA connector’s inner pin’s adjusted length
effectively converted the connector TEM mode into the oversized coaxial assembly TEM
mode, as shown in Figure 5a. As this mode travels toward the pin connected to the slot,
the field circulates the slot area. All four slots have the same circulation pattern, which
indicates that they are all in phase, as seen in Figure 5b. The electric field steadily travels
from the slot middle toward the slot end and thereby emits a horizontally polarized field,
as seen in Figure 5a,b. The directional radiation slot patterns are large enough to converge
to generate an omnidirectional, horizontally polarized outward wave. Correspondingly,
the magnetic fields form closed loops (TEM mode) at the SMA feed and eventually trans-
form to perpendicular loops corresponding to the E field outside the antenna, as clearly
visible in the simulated field trajectories in Figure 5b,d.

  
(a) (b) 

  
(c) (d) 

VNA’s help. In Figure 6b, the simulated and measured S
less than −10 dB from 2.5 GHz to 2.8 GHz, which were in good harmony with sim

Figure 5. The cross-sectional views of the fields at the SMA connector: (a) the electric field, (b) the magnetic field cross-

sectional views of the fields at the slot-feeding pins, (c) the electric field (d) the magnetic field.
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5. Antenna Fabrication and Measurement Result

An antenna was manufactured using brass for the design validation. This antenna can
be assembled using CNC-machined parts or expensive 3D printing. This antenna was built
utilizing the first approach. The antenna had a reduced footprint and conformal shape to
maintain low air resistance. The simulated and measured antenna test results are discussed
in this section. Figure 6a displays an image of the prototype antenna. The input scattering
parameter S11 of the manufactured antenna was measured with Agilent N5242A VNA’s
help. In Figure 6b, the simulated and measured S11 are plotted. Measurements were less
than −10 dB from 2.5 GHz to 2.8 GHz, which were in good harmony with simulations.
The antenna was a reasonably broadband structure (achieved bandwidth of 11.3%).

 

(a) (b) 

polarization levels in the azimuth plane are more than −40 dB down, which agrees 

Figure 6. (a) The fabricated prototype antenna. (b) Simulated and measured S11 of the antenna.

Measured and simulated vertical elevation planes and horizontal azimuth planes of
the antenna at 2.6 GHz and 2.7 GHz are plotted in Figure 7. Measurements were done
in the the compact antenna test range (ATR) of March Microwave Systems B.V., which
uses a source antenna that radiates a spherical wavefront and two secondary reflectors to
collimate the radiated spherical wavefront into a planar wavefront within the desired test
zone where the test antenna is placed and precalibrated standard gain antennas are used to
determine the absolute gain of the AUT(antenna under test). The simulated and measured
co-polarization (normalized) and cross-polarization (normalized) radiation patterns in
the omnidirectional plane (H-plane) are shown in Figure 7a. The 360◦ radiation at the
horizontal plane helps to maintain complete yaw plane operation. The measured cross-
polarization levels in the azimuth plane are more than −40 dB down, which agrees with
the simulation. Figure 7b depicts the simulated and measured co-polarization (normalized)
radiation patterns in vertical elevation (E-plane). Figure 8a,b shows a measured azimuth
gain ripple of ±0.5 dB, whereas the azimuth pattern phase ripple is only 10◦ peak-to-peak.
These were measured at 2.6 GHz and 2.7 GHz, respectively. Both affirm the excellent
stability of the antenna pattern.

In Figure 9a, the measured and simulated azimuth gain ripple are plotted for the
entire frequency range for the clear visibility of the gain fluctuations. The maximum peak-
to-peak value is 1 dB in the azimuth plane, confirming a good omnidirectionality. Figure 9b
illustrates the simulated and measured gain of our antenna. This DC-grounded antenna
demonstrated reliable gain within the entire band. These results indicate promising and
effective radiation characteristics in the yaw plane, making this antenna an appealing
option for GCS applications.
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polarization levels in the azimuth plane are more than −40 dB down, which agrees 
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Figure 7. (a) Measured and simulated normalized co-polarization and cross-polarization in the omnidirectional plane,

or H-plane; top 2.6 GHz; bottom 2.7 GHz. (b) Measured and simulated normalized co-polarization in the elevation plane,

or E-plane; top 2.6 GHz; bottom 2.7 GHz.

 
(a) (b) 

Figure 8. (a) Measured gain ripple vs. azimuth angle, (b) measured phase angle ripple vs. azimuth angle, at 2.6 GHz and

2.7 GHz, respectively.
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(a) (b) 

ce Purity e (dB) d  

Figure 9. (a) Measured and simulated azimuth gain ripple vs. frequency. (b) Measured and simulated antenna gain vs. frequency.

6. Comparison

Table 2 compares this study to the prior works published in the literature that also
featured horizontal polarization. All works tabulated were designed with external open
feed and lack lighting protection capability. The polarization purity was also not so high.
This work proposes for the first time an antenna that could produce horizontal polariza-
tion utilizing slot radiators and form a stable gain at the azimuth plane like traditional
omnidirectional design topologies such as loop or printed dipole antenna arranged in the
form of a circle. Due to vertical slot radiations, its cross-polarization levels are extremely
low, as shown in the Table. The proposed antenna is novel because it has an internal
axis-symmetric feeding system. Due to its enclosed nature, the feed does not radiate
and interfere with the main radiating slots. So low-gain ripples in the azimuth plane are
achieved as compared to the listed works. Moreover, it is DC-grounded, which is essential
for any practical deployment.

Table 2. Performance comparison of the proposed antenna with the existing literature.

Reference Polarization Purity Gain Ripple (dB) DC Ground Feed Type

[17] 11 ±5.5 No Exposed
[18] 20 NA No Exposed
[19] 20 1.3 No Exposed
[20] 25 1.0 No Exposed
[21] 18 1.5 No Exposed
[22] 20 1.5 No Exposed
[23] 15 1.5 No Exposed
[24] 15 NA No Exposed
[25] 20 2.0 No Exposed
[26] 20 2.1 No Exposed

Proposed work 40 ±0.5 Yes Enclosed

7. Conclusions

A novel horizontally polarized omnidirectional antenna that is built on the slot struc-
tures is introduced in this work. By positioning four vertical slots along the antenna
circumference and energizing them with a robust central feeding mechanism, steady gain
with improved polarization stability is realized in the antenna’s azimuth axis. The internal
axis-symmetric feed network itself radiates no power, hence it does not interfere with the
radiating structure. Low ripples appear among the antenna azimuth gain. Steady yaw
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plane gain with low gain fluctuations enhances coverage area or increases the link efficiency.
So it is desirable in numerous ground station-based applications, such as UAV communica-
tion and direction finding, to have a low azimuth gain ripple antenna. This antenna also
possesses requisite mechanical features, which are crucial for its smooth operation. It has a
sturdy, DC-grounded construction that does not need any exterior framework or support.
Its conformal and aerodynamic shape minimizes air drag and any corresponding degrada-
tion attributed to military operations’ environmental and terrain conditions. Altogether,
this may make this antenna a favorable candidate for ground stations.
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Abstract: The development of biomedical devices benefits patients by offering real-time healthcare.

In particular, pacemakers have gained a great deal of attention because they offer opportunities

for monitoring the patient’s vitals and biological statics in real time. One of the important factors

in realizing real-time body-centric sensing is to establish a robust wireless communication link

among the medical devices. In this paper, radio transmission and the optimal characteristics for

impedance matching the medical telemetry of an implant are investigated. For radio transmission,

an integral coupling formula based on 3D vector far-field patterns was firstly applied to compute

the antenna coupling between two antennas placed inside and outside of the body. The formula

provides the capability for computing the antenna coupling in the near-field and far-field region. In

order to include the effects of human implantation, the far-field pattern was characterized taking into

account a sphere enclosing an antenna made of human tissue. Furthermore, the characteristics of

impedance matching inside the human body were studied by means of inherent wave impedances of

electrical and magnetic dipoles. Here, we demonstrate that the implantation of a magnetic dipole is

advantageous because it provides similar impedance characteristics to those of the human body.

Keywords: biomedical devices; wireless communication link; near-field region; impedance match-

ing characteristics

1. Introduction

Recent advancements have been made in fields related to the development of biomedi-
cal devices for the diagnosis and treatment of patients. In particular, pacemakers implanted
in the chest offer real-time health care for patients who suffer from cardiac disease. Pacemak-
ers provide the important capability of sensing intrinsic cardiac activity and transferring
the pacemaker data using a wireless communication link. A class of antennas with different
characteristics in terms of sizes and radiation patterns have been studied for viable in-body,
on-body and off-body medical telemetries [1,2]. In addition to the antenna designs, studies
on radio transmission have been performed with the aim to create reliable communication
links between devices outside and inside the human body. Wireless power transfer (WPT)
using electromagnetic waves can be classified into the following groups: (1) non-radiative,
(2) radiative and non-radiative mid-field, and (3) radiative far-field [3]. In addition, WPT
using an acoustic link can be classified as a non-EM (Electromagnetics) solution [4]. Active
research has been taking place on the use of inductive coupling for non-radiative wireless
links [5–7]. Inductive coupling has been studied with the aim to achieve a higher transfer
efficiency by utilizing a hybrid microstrip and coil [5], in addition to resonators inside and
outside body [6]. The design guidelines for inductive power transfer have been studied
in terms of miniaturization, power consumption, and links of biomedical devices [7]. The
antennas and coils used need to be interpreted as a circuit model, which requires an ad-
ditional step to compute the wireless link. Radiative WPT has garnered a lot of attention
due to its robustness against the misalignment of two antennas. Radio transmission of the
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different in-body, on-body and off-body telemetries has been investigated both by using
numerical methods, such as the FDTD method, and via experimentation [8]. RFID (Radio
Frequency Identification) technology for biomedical implants has been studied in terms
of the wireless transfer of power and data [9]. The challenge is to calculate the wireless
communication link with a reduced computational intricacy. In addition, although there
have been a wide range of studies on radiative mid-field WPT [10,11], little attention has
been directed towards the inclusion of accurate radiation characteristics in the near-field
region. The antenna gain typically reduces as one antenna is located in the near-field
region of the other antenna, which needs to be considered in the calculation of the wireless
link. A simple quadratic correction term [12–14] to the Friis formula has been studied to
increase the accuracy of the prediction in the Fresnel region. The transmission integral [15]
with the plane–wave scattering matrix (PWSM) has facilitated the development of the
near-field antenna measurement technique for various antennas. Based on the transmission
integral, an integral form of coupling formula has been developed in order to provide the
convenience of using an easily attainable far-field pattern [16]. The formula provides an
enormous capacity to compute the near-field or far-field antenna coupling, which is not
restricted to the type of antenna or the motion of the antenna [16–20]. Advancements in
the formula have been made in terms of its widespread applicability to electromagnetic
problems. It has been proven that the employment of a larger solid angle is beneficial for
achieving converged results [19]. For microwave applications, it has been used to compute
the coupling, including the dielectric structure between two antennas [19], and to provide
near-field power densities of the array antenna [20]. The qualitative comparison among
different techniques is summarized in Table 1. Another important aspect in realizing
a reliable wireless link is the use of an optimal antenna to provide the best impedance
matching in the environment of a human implant. In order to provide the best match,
antennas must be electromagnetically characterized in the environment, for example, inside
and outside the human body. In order to achieve improved matching characteristics, the
design of a pyramidal horn antenna, including a composite material which is similar to
the human skin, has been optimized [21]. The impedance characteristics of electrical and
magnetic dipole antenna have been studied in detail [22,23]. The advantage of the magnetic
dipole antenna is that it provides lower impedance characteristics, corresponding to those
of human tissues. The use of a magnetic dipole is advantageous in terms of achieving
characteristics that best match those inside the human body. In order to establish a stable
wireless link, the wireless link needs to be estimated using an efficient method, including
the selection of the optimal antenna to provide the best impedance characteristics inside
the human body.

Table 1. Comparison among different methods for estimating the wireless link.

Methods Effective Range Accuracy Computational Complexity

Inductive coupling [5–7] Non-radiative reactive near-field High High

Radiative Mid-field [10,11] Radiative near-field and far-field region Low High

Coupling formula [16–20] Radiative near-field and far-field region High Low

In this paper, radio transmission between antennas that are placed inside and outside
the human body is studied in the context of realizing a stable wireless communication
link. The wireless link is used to transfer pacemaker data, which operates at 402–405 MHz
for a medical implant communication system (MICS). Figure 1 depicts the evaluation
scheme for radio transmission between antennas inside and outside the human body. The
complete wireless communication link is evaluated in terms of the efficient estimation
of the wireless link and the best matching characteristics inside the human body. The
key milestones of this work are that: (1) The coupling formula is applied to estimate the
wireless link for biomedical applications; (2) for use in biomedical applications, the formula
is slightly modified in terms of including characterization of the far-field pattern inside
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the body and adding a reflection coefficient term between the implanted antenna and the
human body; (3) impedance matching in the environment of the human body was studied
through representative examples, such as electrical and magnetic dipole antennas. The
wireless link was computed using the coupling formula and the result was compared with
full-wave simulation, FEKO, and measurements. The wireless link was measured using
phantom fluid that provides relative permittivity εr = 46.4 and conductivity σ = 0.67, which
is similar to the characteristics of the human skin. The measured result agrees well with
the computed result and FEKO simulations.

𝜀 𝜎

TX

RX

RX

1

400MHz

A piece of 
human skin

Implanted antenna

2

3
RX

TX

TXMagnetic 
dipole

Electric 
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Patch antenna

Link measurement

Investigation on the matching 
characteristics and the link measurement 

Coupling formula
Full-wave simulation

Link analysis

Wireless 
communication link 

Figure 1. Overview of this research study for the evaluation of the communication link between two antennas.

2. Computation of the Antenna Coupling in the Near-Field and Far-Field Region

The power transmission is computed using the integral coupling formula based on the
3D vector far-field pattern. The formula computes the antenna coupling in the near-field
and far-field region. The formula was modified slightly to provide an accurate link analysis
for biomedical applications. The far-field pattern of the antenna placed inside human body
was characterized using a piece of human skin, with the associated antenna. Furthermore,
the impedance mismatch of the antenna in the human body environment was added in
order to include the reflection coefficient between the antenna and the human body. The
formula was used to evaluate the link between two biomedical antennas placed in various
configurations.

2.1. Revisiting the Integral Coupling Formula

The transmission integral with the plane–wave scattering matrix (PWSM) theory
has expanded its applicability to arbitrarily oriented antennas [15]. The coupling formula
in [16,18], based on a normalized vector far-field pattern, was derived from the transmission
integral. The formula utilizes the complex vector far-field pattern, which is easily attainable
through numerical methods or measurements. In this section, the essentials of the coupling
formula presented in [16,18] are revisited. The geometries of the two arbitrarily positioned
antennas are shown in Figure 2. The coupling quotient can be determined based on the
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relationship between the amplitude of the input wave of the transmitting antenna, a0, and
the output wave of the receiving antenna, b′0
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√
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→
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the complex vector far-field pattern of the transmitting and receiving antenna, respectively.
A double integral of the scalar product between the two vector far-field patterns was used
to calculate the coupling quotient. The relationship between the coupling quotient and the
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Figure 2. Geometries of the mutual coupling between the two antennas used for biomedical applications.

Reductions in the integration range, such as

√(
k2

x + k2
y

)
< k, only provides prop-

agating waves, while it neglects evanescent waves. It is worth noting that Formula (1)
depends on the e−iωt time convention and neglects multiple reflections. The solid angle
α can be defined as the angle subtended by two spheres enclosing the transmitting and
receiving antennas. The first step is the acquisition of the 3D vector far-field patterns of the
two antennas. The 3D vector far-field pattern can be acquired through numerical methods,
full-wave simulations, and measurements. One must obtain the far-field pattern at the
phase center of the antenna. The phase center of the antenna is placed at the point where the
uniform phase response of the far-field pattern is observed. This procedure will be helpful
in terms of achieving sufficient convergence of the calculation. In this study, the far-field
pattern characterized in the human body environment was employed. It was demonstrated
in [8], that the use of a small piece of human skin creates similar EM characteristics to those
of the entire human body. Therefore, the antenna was implanted inside a small piece of
human skin to characterize the far-field pattern. The next step is to perform the coordinate
transformation in order to create the geometries of the two antennas. Eulerian angles were
used to transform the coordinate system of each antenna into the global coordinate system.
The relative orientation and separation distance between two antennas can be created using
coordinate transformation. An interpolation process was used to evaluate the far-field
pattern at the sampling points on the x–y plane.

The impedance matching of the antenna placed inside and outside human body
represents an important consideration in realizing a stable communication link. Therefore,
it is advantageous to contain the reflection coefficient between an antenna and the human
body. Figure 3 shows the two-port network for the impedance mismatch term C. It was
assumed that the transmitting antenna is placed inside the human skin, as discussed in
Figure 1. The complete impedance matching term, constant C, can be expressed as

C =
ZFL,RX

Z0

1

(1 − Γ0, TXΓ0, Tissue)

1

(1 − Γ0, RX)
(2)
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where ZFL,RX is the impedance of the receiving antenna feedline and Z0 is the intrinsic
impedance in a free space. For the transmitter, Γ0,TX, and Γ0,Tissue indicate the reflection
coefficient of the transmitting antenna and human tissue, respectively. For the receiver,
Γ0,RX, represents the reflection coefficient of the receiving antenna. It was assumed that the
transmitting and the receiving antenna are perfectly matched to the source and the load,
respectively. The detailed procedure to derive the impedance matching term C is provided
in Appendix A.

𝐶 = 𝑍 ,𝑍 11– 𝛤 , 𝛤 , 11– 𝛤 , 𝑍 ,   𝑍  
Г Г

Г
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Figure 3. Description of the two-port network for the wireless communication link between the

transmitting implanted antenna placed inside the human skin and the receiving antenna outside the

human tissue.

The computer program in [18] was developed in order to compute the antenna cou-
pling between two antennas, which allows for flexibility in terms of the relative axis,
orientation, and arbitrary antenna movement. Furthermore, the sampling frequency has
been introduced to adjust the size of the integration for sufficient convergence. The sam-
pling frequency presented in [18] is

fs = 2κ × (DTX + DRX) (3)

where DTx and DRx are the diameters of the transmitting and the receiving antennas,
respectively, and κ is termed the oversampling ratio. One can use the constant κ in order
to change the sampling frequency. Spectrum integration is confined to the solid angle α
subtended by the diameter DTx and DRx. This confinement is an important requirement
in reducing the necessary computational resources. The recent advances in computer
capabilities have allowed for the testing of the converged results using different solid
angles. It was demonstrated in [19] that the utilization of a larger solid angle α is beneficial
for offering a degree of improvement in terms of the converged results. The upper and
lower bounds for the effective separation distance can be defined as

DTX + DRX

2
< R <

(DTX + DRX)
2

λ
(4)

The integral form of coupling formula was implemented using the double summation
at the sampling points (kx-ky). The summation form of the formula makes it possible to
implement through the computer program presented in [18]. The summation form of the
formula is presented as
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= π

κ(DTX+DRX)
.

The index m, n for the double summation can be defined as

1 ≤ m, n ≤ 2(DTX + DRX)
2

λR
(6)

Note that κ = 4 is used for the index m, n. The upper bound of the effective range is
restricted to compute the antenna coupling in the far-field region. The complete form of
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the Friis formula, including the reflection coefficient between the implanted antenna and
the human skin, can be defined as

∣∣∣∣
b′0
a0

∣∣∣∣
2

=
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λ

4πR

)2

GTX(θ, φ)GRX(θ, φ)×|ρ̂TX ·ρ̂RX |2
(

1–|Γ0, TXΓ0,Tissue |2
)(

1–|Γ0, RX |2
)

(7)

where GTX(θ, φ) and GRX(θ, φ) represent the far-field gain of the transmitting antenna and
the receiving antenna, respectively, and ρ̂TX and ρ̂RX are the polarization vectors of the
transmitting antenna and the receiving antenna, respectively. It was assumed that both the
transmitting and receiving antennas are connected to the identical feed line, and that there
was no reflection from the source and the load.

2.2. Electromagnetic Characterization of Implanted Antennas

In order to establish a reliable communication link, implanted antennas need to be
investigated in terms of impedance matching the characteristics present inside the human
body. The characteristics of the wave impedance vary according to the different kinds of
antennas. The human body typically has a large dielectric constant, causing low impedance
characteristics. Therefore, the use of an antenna with lower wave impedance is beneficial
in order to provide the best matching characteristics.

The wave impedance of the electric dipole ZE(r) and the one of the magnetic dipole
ZH(r) can be derived from the ratio between the electric and magnetic field of each an-
tenna [22,23], given by
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where η0 and β represent the characteristic impedance of the free space and the propagation
constant of the free space, respectively. Figure 4 shows the comparison of the wave
impedance of the electric dipole and the magnetic dipole. As previously discussed, the
magnetic dipole provides low impedance characteristics, while the electric dipole shows
an opposite trend in terms of impedance characteristics. The impedance inside the human
body can be derived from taking into account the different kinds of electrical properties of
the human body using the relationship

Z =

√
µ

ε
=

√
1

εr

√
µ0

ε0
=

√
1

εr
η0 (10)

where µ0 and ε0 are the free space permeability and permittivity, respectively, and εr is the
relative permittivity which can be determined by the electrical properties of the human
tissue. The reflection coefficient between antenna and human tissue can be derived using

Γ0, Tissue =
ZA − ZTissue

ZA + ZTissue
(11)

where ZA and ZTissue are the impedance of the antenna and the human tissue, respectively.
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Figure 4. Wave impedance of the electric dipole and the magnetic dipole antenna.

3. Results

In this section, the complete wireless communication link is investigated including
calculation of the wireless link and analysis of the matching characteristics inside and
outside the human body. It was assumed that the TX antenna is located inside the skin,
while the RX antenna is placed outside the human body to establish communication links
for the pacemaker system. All evaluations were performed at the center frequency of
400 MHz.

3.1. Calculation of the Link between Two Antennas

The coupling formula was used to evaluate the link between the two antennas. This
section contains the evaluations for: (1) the free space link, and (2) the link between the two
antennas placed inside and outside the human body. The computed results are compared
with the results obtained using a full-wave simulation FEKO. The calculated results show
an excellent level of agreement with the results from the full-wave simulation FEKO.

3.1.1. Antenna Design Used for the Link Analysis

The microstrip patch antennas are designed to operate inside and outside the hu-
man body. The size of the patch antenna outside the human body was (L1 × W1) =
(40 cm × 40 cm), while the patch antenna inside the human body was smaller at (L2 × W2)
= (20 cm × 20 cm) in order to provide the best matching characteristics inside the human
body. The patch antenna outside the human body was designed on a 3.2 mm thick substrate
with εr = 2.2 tan δ (loss tangent) = 0.0009. For the patch antenna inside the human body,
the thickness of the substrate was set as 6.4 mm and the microstrip antenna was printed in
the middle of the substrate with εr = 10.2 and tan δ = 0.0025. The size of the skin tissue was
set as (L3 × W3) = (25 cm × 25 cm), with a thickness of 4 mm above the patch antenna. The
characteristics of impedance matching for the patch antennas are shown in Figure 5a. The
patch antennas placed inside and outside the human body provide reasonably good match-
ing characteristics of less than −10 dB around 400 MHz, however, the characteristics of the
implanted patch deteriorate when it operates in air. Figure 5b shows a comparison of the
radiation patterns in diverse environments. The patch antenna placed outside the human
body has a maximum gain of 6.8 dB, while the other one placed inside the human body
has a maximum gain of −7.65 dB. The patch antennas were used to evaluate the free-space
link and the link between the implanted antenna and the outside receiving antenna.
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Figure 5. (a) Impedance matching characteristics of the patch antennas used for the link analysis and (b) the radiation

patterns of the patch antennas at 400 MHz.

3.1.2. Free-Space Link Analysis

Prior to estimating the link, including the implanted antenna, the link was evaluated
using the two microstrip patch antennas placed in a free space. The coupling formula was
used to compute the coupling versus the separation distance and the coupling versus the
transverse displacement [16–18]. In this section, the coupling formula is applied to both of
the antenna displacements.

For the coupling versus separation distance, the antenna coupling was evaluated by
moving the RX patch antenna in terms of the R direction. For the coupling versus transverse
displacement, the receiving antenna was located at different transverse displacements, and
the antenna coupling was evaluated. The antenna coupling for the first scheme is shown
in Figure 6a. It is shown that the coupling formula provides the coupling level which
is roughly 1.5 dB lower than the one of the Friis formula in the closest distance. This is
attributed to the gain reduction effect in the near-field region. The computed results show
a good agreement with the full-wave simulation FEKO with a deviation less than 0.6 dB.
The second scheme was evaluated as shown in Figure 6b. The coupling was evaluated
for the transverse displacements of 0.5 and 0.75 λ. There is a significant difference in the
coupling level for different transverse displacements in close proximity, while all curves
converge to a coupling level in the far-field region. This is because the offset geometry
in close proximity is more influential in determining mutual coupling. There was a 1 dB
deviation between the computed and the simulated results.

𝜆

 

(a) (b) 

Patch antenna
Implanted patch
Implanted patch
in free-space

P

in free-space

Figure 6. Free-space link analysis for (a) the coupling in terms of separation distance normalized with the wavelength at

400 MHz and (b) the coupling in terms of transverse displacement normalized with the wavelength at 400 MHz.
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3.1.3. Link between the Two Antennas Inside and Outside the Human Body

The link between two patch antennas placed inside and outside the human body
was evaluated. The patch antenna embedded in a piece of human tissue was used to
represent the implanted antenna inside the human skin. It was reported in [8], that the
simplified model provides similar characteristics to those of the antenna implanted inside
the large human body model. This will help reduce the required computational resources.
The attenuation due to the propagation inside the human body is simply characterized
through utilizing the difference between the maximum antenna gain of the implanted
transmitting patch and that of the receiving patch. The antenna coupling was evaluated
for the first scheme with the inclusion of a rotational one, as shown in Figure 7a. For an
accurate estimation, the rotation angles are restricted to the angles which are smaller than
θt = 30◦ [17]. Therefore, the coupling curves were obtained at the rotation angles θt = 0◦

and θt = 30◦. It can be observed that the deviation between the computed and simulated
results is less than 0.8 dB for both scenarios. The difference between the two coupling
curves agrees well with the one of the radiation pattern at the different rotation angles.
Coupling curves for the second scheme are shown in Figure 7b. The deviation between
the computed and simulated results is 1.2 dB, which is slightly higher than that of the
free-space link.

𝜃𝜃 𝜃

  

(a) (b) 

Figure 7. Link between the two antennas inside and outside the human body for (a) the coupling in terms of separation

distance, normalized with the wavelength at 400 MHz and (b) the coupling in terms of transverse displacement, normalized

with the wavelength at 400 MHz.

3.2. Matching Characteristics Inside and Outside the Human Body

The impedance matching inside the human body was investigated based on the
characteristics of the implanted antennas. Owing to the electrical properties of the human
body, the antenna design needs to compensate for the differences between free space and
the human body. To investigate the characteristics of the antenna inside the body, we
evaluated the design of a helix antenna on PEC (Perfect Electric Conductor) ground and
a dipole antenna mounted on an EBG (Electromagnetic Band Gap) structure, which are
representative examples of magnetic and electric dipole antennas, respectively. In particular,
a small helix antenna is favorable—due to its miniaturized design—for implantation inside
the human body. The wave impedance of the representative antennas was obtained using
a full-wave simulation FEKO. The simulated results were compared with the theoretical
results discussed in Section 2.2. As expected, the curve of the helix antenna resembles
that of the magnetic dipole, while the curve of the dipole antenna is similar to that of the
electric dipole. In particular, the helix antenna provides low impedance characteristics
in close proximity. This corresponds to the characteristics of the magnetic dipole, and
this antenna will possess optimal values that are analogous to the human body. Using
Equation (10), the impedances of different parts of the body were calculated. The computed
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results are provided in Table 2. It can be seen that the impedance of the human body is
lower than the characteristic impedance of the free space. Based on the impedance of the
skin and the wave impedance of the antenna, the matching characteristics were acquired
from Equation (11). Figure 8 shows the reflection coefficient in terms of the different
wave impedance of the antenna. The best matching characteristics are obtained when the
impedance of the antenna is similar to that of the tissue. The matching characteristics were
evaluated through using representative antennas, such as magnetic dipole and electric
dipole antennas. A small helical antenna on the PEC was selected as an example of the
magnetic dipole antenna, while a dipole antenna on the EBG structure was chosen as an
example of the electric dipole antenna. The configuration of the representative antennas
is shown in Figure 9. For the helical antenna, the radius and the height were set as 2.1
and 9 mm, and the height from the PEC to the center of the helical antenna (H1) was
designed as 3.4 mm. The size of the PEC was set as (L4 × W4) = (5.4 cm × 5.4 cm). The
dipole-EBG was designed and scaled based on a previous study [24]. One difference is that
the miniaturized 6 × 6 EBG structure was used in this study. The size of the EBG structure
was set as (L5 × W5) = (9.7 cm × 9.7 cm).

Table 2. Impedances of the different parts of the human body.

Tissue Relative Permittivity (εr) Impedance (ZTissue)

Skin 46.7 55.2 Ω

Fat 11.6 110.7 Ω

Skull 17.8 89.4 Ω

Brain 49.7 53.5 Ω

 × 
𝜺𝒓  Ω Ω Ω Ω

Figure 8. Matching characteristics of an antenna inside the different parts of the human body.
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Figure 9. Configuration of the representative antennas: (a) helical antenna mounted on PEC and (b)

dipole antenna mounted on EBG structure.
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The height from the EBG structure to dipole antenna (H2) was set as 2.2 mm. The
helical antenna on the PEC corresponds to the magnetic dipole on the PEC, while the
dipole antenna on the EBG structure represents the electric dipole on the PMC. The wave
impedance of the two antennas was investigated in order to evaluate the matching char-
acteristics inside the human body. Figure 10 shows the simulated results of the wave
impedance and the calculated wave impedance of the electric and magnetic dipole an-
tenna. It can be seen that the wave impedance of the helical antenna is similar to that
of the magnetic dipole antenna, while the one of the dipole antenna resembles the trend
of the electric dipole antenna. In particular, within close proximity, the magnetic dipole
possesses low impedance, and the electric dipole has high impedance, when compared to
the characteristics of impedance in air. The matching characteristics of the two kinds of
antennas were investigated by placing the antennas inside the human body (the skin tissue).
Figure 11 shows the simulated impedance characteristics inside and outside the skin tissue.
As predicted, the helical antenna provides the best matching characteristics inside the
skin tissue, while it shows the deteriorated one outside the skin tissue. In contrast, the
electric dipole exhibits slightly degraded matching characteristics inside the skin tissue
when compared to those outside the body. It was demonstrated that the magnetic dipole
type antenna is advantageous for providing the best matching characteristics inside the
human body.

ε δ

− Ω
−

Ω −

Figure 10. Wave impedance of the dipole on EBG and helix antenna on PEC, and a comparison to

the calculated wave impedances of the dipole and the helix antenna.

 

ε δ

− Ω
−

Ω −

Figure 11. Simulated impedance matching characteristics inside and outside the body (the

skin tissue).
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4. Measurements

Experiments were conducted to verify the calculated and simulated results of the
wireless link. After the experiment to verify the impedance matching performance of the
patch antenna inside and outside the human body, the coupling between the antennas was
measured by changing the separation distance. The MS46522B model vector network ana-
lyzer(VNA) from the company, Anritsu, was used for the experiment. Figure 12a shows the
patch antenna outside the human body, fabricated for operating at a frequency of 400 MHz.
The patch antenna was fabricated on a Taconic TLY-5 substrate (εr = 2.2, tanδ = 0.0009)
with a thickness of 3.2 mm, and the size of the ground and the conducting patch were
40 cm × 40 cm and 24.82 cm × 24.82 cm, respectively. The reader patch was fed from
the SubMiniature version A(SMA) connector from the company, WithWave, and the feed
position was located 4 cm from the patch center to improve the impedance matching. The
fabricated implant patch antenna operates with the performance of Z11 = 55.7 − j7.07 Ω

and S11 = −22.3 dB at 401 MHz, which is the result of a 1 MHz up shift compared to the
center frequency of the simulated result. Nevertheless, the patch antenna outside the hu-
man body operates with excellent performance with Z11 = 53.5 + j28.7 Ω and S11 = −12 dB
at 400 MHz, and the impedance matching characteristic matches well with the simulated
result, as shown in Figure 12b,c.
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Figure 12. Patch antenna outside the human body: (a) fabricated structure, (b) input impedance Z11, and (c) reflection

coefficient S11.

The measurement of the implant patch antenna was conducted both in skin tissue
liquid (corresponding to inside the human body) and in free-space (corresponding to
outside the human body). For the human body, 10 L of Skin Tissue Simulating Liquid
(SKIN350-500V2) from Schmid & Partner Engineering AG company (Zürich, Switzerland)
was used as shown in Figure 13a. The relative permittivity and conductivity values are
εr = 46.4 and σ = 0.67 at room temperature (22 ◦C) and a frequency of 400 MHz, which
are specified in the data sheet. Figure 13b shows the 10 L acrylic tank used to contain the
skin tissue liquid. The size of the acrylic tank was made to be 31.6 cm × 31.6 cm × 10 cm
considering the size of the implant patch antenna, and the wall thickness was set to 8 mm,
considering the relative density of the skin tissue liquid (1.2–1.4 kg/L). It is worth noting
that the 8mm of the wall thickness corresponds to about 0.01 λ, so its effect on the radiation
performance of the implant patch antenna is negligible. The antenna was assumed to be
located 4 mm from the surface of the acrylic tank, and M5 size polycarbonate (PC) screw
hole structures were added to stably mount the implant patch.
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Figure 13. Implementation of the human body (a) skin tissue liquid and (b) acrylic tank.

The patch antenna inside the human body consisted of a dielectric substrate (metal
free) on the upper layer and a conducting patch with a grounded dielectric slab on the lower
layer. Figure 14a shows the lower layer of the patch antenna fabricated for an operating
frequency of 400 MHz inside the skin tissue. The patch antenna was designed on Taconic
RF-10 substrate (εr = 10.2, tanδ = 0.0025) with a thickness of 3.2 mm, and the sizes of the
ground and the conducting patch were 20 cm × 20 cm and 10.8 cm × 10.8 cm, respectively.
The feed position of the implant patch was located 5.2 cm from the patch center to improve
the impedance matching. Figure 14b shows the structure in which the upper layer and
the lower layer were assembled. Both layers were assembled with M5 size PC screws, and
were mounted through screw holes in the acrylic tank. To prevent the occurrence of air
gaps and leakage of skin tissue, waterproof tape was firmly attached to the four corners
of the assembed structure. Finally, the assembled structure was fixed by screwing into an
acrylic tank containing skin tissue liquid, as shown in Figure 14c. Figure 14d–g shows the
measured results of the fabricated implant patch antenna. Similar to the simulation, the
implant patch antenna operated at 400 MHz in the skin tissue, and operated near 420 MHz
in the air, due to the decrease in relative permittivity. The measured input impedance and
reflection coefficients were Z11 = 44.4 + j11.2 Ω and S11 = −17.5 dB at a 400 MHz frequency
in the skin tissue, as shown in Figure 14d and e. The frequency downshift occurred in the
measured results due to a small air gap by soldering the SMA connector.

The measurements were conducted to verify the coupling formula using the fabricated
patch antennas. Figure 15a shows the measurement setup of the coupling between one
patch antenna inside the phantom fluid tank and the other one in air. The two antennas
were set to face each other in the broadside direction, and the coupling was measured from
S21 of the VNA as a separation distance R changes from 0.5–5λ (correspond to 37.5–375 cm).
The measured coupling S21 shows a similar tendency to the results calculated from the
coupling formula and full-wave simulation, as shown in Figure 15b. The ground effect
caused by the floor generated at the far separation distance was minimized by the installed
microwave absorber. However, at a near separation distance, a measurement error of 0.4 dB
occurred due to the reflected wave from the table used in the measurement.
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Figure 14. Patch antenna inside the human body: (a) lower layer of fabricated structure, (b) assembly of the fabricated

structure, (c) antenna measurement setup in skin tissue liquid, (d) input impedance Z11 in skin tissue liquid, (e) reflection

coefficient S11 in skin tissue liquid, (f) input impedance Z11 in free space, and (g) reflection coefficient S11 in free space.
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Figure 15. Measurement of coupling between the reader patch and the implant patch antennas (a)

measurement setup and (b) measured result.
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5. Discussion

The coupling formula is advantageous since it enables us to compute the near-field
antenna coupling based on the far-field radiation pattern. The coupling formula was
applied to compute the wireless link between two antennas inside and outside of the
human body. The patch antenna inside the small part of the human tissue was used to
characterize the far-field pattern of the implanted antenna. The computed results obtained
from the coupling formula show good agreement with the full-wave simulation FEKO and
measurements. The deviation between the computed results and full-wave simulation was
less than 0.6–1.2 dB for both cases versus separation distance and transverse displacement.
The matching characteristics inside the human body was investigated in terms of the
electric and magnetic dipole antennas. The representative examples of the electric and
magnetic dipole antennas were selected as the dipole antenna on the EBG structure and
the helical antenna on the metal ground plane, respectively. It was found that the magnetic
dipole provides low impedance characteristics which are similar to those of the human
body, which is advantageous in terms of providing optimal impedance matching inside
the human body. The indoor measurement was performed using one patch antenna
inside the phantom fluid and the other one in air. The measured results show a good
level of agreement with the simulated results in terms of matching characteristics and
link performance. This study provides an important guideline for the creation of reliable
wireless links based on an accurate numerical method and antenna design in terms of
matching characteristics.
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Appendix A

The impedance mismatch of an antenna inside the human body was proposed in order
to estimate an accurate coupling quotient. In this Appendix, the derivation of the antenna
mismatch term is presented in detail. Figure A1 shows the two-port network, linked
between the transmitting antenna and the receiving antenna. Except for the propagation
part, the coupling quotient between the transmitting antenna and the receiving antenna
is derived, which is identical to the impedance mismatching term. One can start with the
mismatch term of transmitting antenna. The mismatch term between the TX antenna and
the human tissue can be defined as

aTX = Γ0, Tissue bTX (A1)

a′TX = Γ0, TX b′TX + a0 (A2)
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𝑎 = 𝛤 ,  𝑏𝑎′ = 𝛤 ,  𝑏′ + 𝑎

𝑎′ 𝑏 𝑎 𝑏′ 𝑏 = 𝑎1 − 𝛤 ,  𝛤 ,  
𝑏 − 𝑏 𝛤 , = 𝑏′

𝑏′𝑎 = 11−𝛤 ,  11 − 𝛤 ,   

 

 

Figure A1. Description of the two-port network used for the derivation of the impedance mismatching term.

Substituting Equation (A1) into Equation (A2) based on the relationship a′TX = bTX

and aTX = b′TX will produce

bTX =
a0

1 − Γ0, TX Γ0, Tissue
(A3)

For the receiving antenna, the amplitude of the received wave can be derived using
the following relationship

bTX − bTXΓ0, RX = b′0 (A4)

Substituting Equation (A3) into Equation (A4), the coupling quotient can be derived as

b′0
a0

=

(
1

1 − Γ0, Tissue

)
1

1 − Γ0, RX
(A5)

It was assumed that both the transmitting and receiving antennas are fed by an
identical waveguide. Note that multiple reflection is ignored in the derivation. The
Equation (A5) was applied to compute the coupling quotient presented in Equation (1).
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Abstract: A slot fed terahertz dielectric resonator antenna driven by an optimized photomixer is

proposed, and the interaction of the laser and photomixer is studied. It is demonstrated that in a

continuous wave terahertz photomixing scheme, the generated THz power is proportional to the

4th power of the surface electric field of photocondutive layer. Consequently, the optical to THz

conversion efficiency of the proposed photomixer has an enhancement factor of 487. This is due to

the fact that the surface electric field of the proposed photomixer with a 2D-Photonic Crystal (PhC)

superstrate has been improved from 2.1 to 9.9 V/m, which represents a substantial improvement.

Moreover, the electrically thick Gallium-Arsenide (GaAs) supporting substrate of the device has

been truncated to create a dielectric resonator antenna (DRA) that offers a typical radiation efficiency

of more than 90%. By employing a traditional coplanar strip (CPS) biasing network, the matching

efficiency has been improved to 24.4%. Therefore, the total efficiency has been considerably im-

proved due to the enhancements in the laser-to-THz conversion, as well as radiation and matching

efficiencies. Further, the antenna gain has been improved to 9dBi at the presence of GaAs superstrate.

Numerical comparisons show that the proposed antenna can achieve a high gain with relatively

smaller dimensions compared with traditional THz antenna with Si lens.

Keywords: photomixer; terahertz source; two dimensional photonic crystal; frequency selective

surface superstrate; terahertz antenna; dielectric resonator antenna

1. Introduction

Terahertz (THz) spectrum extends from 300 GHz to 10 THz, which covers the fre-
quency range between mm-wave and infra-red bands. In addition, the corresponding
wavelengths represent the transition between photonics and electronics. Higher atten-
tion has been paid to the development of THz technologies, owing to the variety of THz
spectrum potential applications including monitoring and spectroscopy in pharmaceu-
tical industry [1,2], imaging [3,4], material spectroscopy [5], security [6,7], biology and
medicine [8,9], and high-speed communication [10].

However, the main limit to the development of THz technologies is the lack of available
THz emitters and detectors [11]. To date, most of the THz systems that utilize time domain
techniques employs bulky and expensive femtosecond lasers. In this case, the optical
excitation from the lasers can generate and detect sub-picosecond electrical pulses. On the
other hand, frequency domain techniques can achieve higher resolutions and high scanning
speed in a low cost and portable devices [12]. So far, it has been demonstrated by numerous
that continuous wave THz sources can either be generated directly or converted up and
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down from microwave and optical frequencies, respectively [11]. Nevertheless, there is
a lack of efficient room temperature THz sources without the need of cryogenic cooling
system and external magnetic field [13].

One of the most promising continuous wave THz sources that utilizes Optical Het-
erodyne Generation (OHG) [14] is known as photomixer that is capable of generating
tunable and coherent THz signals with low-cost and low power consumption in a compact
devices [15–18]. A photomixer consists of two set of metal electrodes, a photoconductive
layer and a bulky supporting dielectric substrate. In the photomixer, as two interfering
laser beams incident on the non-linear photoconductive medium, electrons are excited
from valence band to conduction band, hence, spatiotemporal electrons and holes are
generated. Owing to the applied DC biasing voltage, induced photocurrent is driven at
the beating frequency of two incident laser beams [19]. Typically, a conventional pho-
tomixer can only achieve 0.1% optical to THz power conversion efficiency [20,21]. It has
been demonstrated earlier that an enhancement factor of 4 in the optical to THz conver-
sion efficiency can be achieved by using plasmonic material as interdigital electrodes [22].
Additionally, more than 4 times of THz power has been achieved by using optical antenna
array of ZnO nanorods [23]. Further, an enhancement factor of 25 in terahertz radiation has
been demonstrated by utilizing transparent-conducting oxcides nanocylinders between
photomixer electrodes [24]. Additionally, double the effective electric energy can be gen-
erated by utilizing embedded electrodes [25]. In addition, to date, a highest reported
laser to THz conversion efficiency is 7.5%, where replaced the conventional photomixer
electrodes have been replaced by three-dimensional plasmonic contact electrodes [26,27].
However, though many researchers have attempted to optimize the optical to THz conversion
efficiency, it is still significantly less than tenth of the theoretical maximum of 100% [28].

As mentioned previously, a photomixer is implemented on a photoconductive layer
that is supported by a bulky dielectric substrate. The THz antenna’s input resistance
is expected to be reduced by a factor of

√
((εr + 1)/2) due to the presence of the bulky

dielectric supporting layer that has a dielectric constant of εr. On the other hand, the output
resistance of a photomixer is in the order of ~10 kΩ [29]. Therefore, the reduced input
resistance of the THz antenna leads to a poorer matching efficiency. A full wavelength
dipole has been used to drive a Yagi-Uda array to achieve an input resistance of 2.6 kΩ [30].
Moreover, a 3.3 kΩ input resistance has been achieved by implementing an isolating
metallic ground plane with a dipole placed on a thin dielectric slab [31].

In addition, it has been reported that THz communications are more likely to be
influenced by the atmosphere, especially, the humidity [32]. Therefore, the radiation power
enhancement becomes another challenge. In this case, multiple types of Si lenses have
been utilized to achieve a higher gain [33,34]. Beyond that, with the presence of a thick
supporting dielectric substrate, Si lens can be used to collect and collimate the generated
THz power to minimize the power dissipation in the substrate. However, the usage of Si
lens makes the entire antenna configurations even larger on the top of the usage of a thick
supporting dielectric substrate.

In this study, the optical to THz conversion efficiency of the photomixer has been
optimized based on a numerical study and the utilization of a two-dimensional photonic
crystal optical frequency selective surface (FSS) superstrate. Then, a dielectric resonator
antenna (DRA) with the appealing features of low cost, small size, and high radiation
efficiency, as well as gain [35], has been truncated from the bulky dielectric supporting
GaAs substrate, in this case, the low temperature grown GaAs, LT-GaAs, to reduce the size
of the antenna configuration and enhances the radiation efficiency. Coplanar stripline and
THz dielectric superstrate have been implemented for the further optimization of matching
efficiency and antenna gain, respectively. The simulations have been conducted using
computer simulation technology (CST) microwave studio.
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2. Photomixer Design

In this section, the generated THz power from a photomixer, that is biased using
a DC voltage and is illuminated by two laser beams with a difference in their central
frequencies in the THz range has been calculated analytically. According to the numerical
analysis, the generated THz power can be enhanced substantially by optimizing the
photomixer configuration.

2.1. Derivation of the Generated THz Power from the Photomixer

Figure 1a illustrates two linearly polarized continuous wave laser beams with beating
frequency falling in the THz spectrum that are incident on the DC biased photoconductive
layer. On the other hand, the structure of a typical photomixer electrodes is presented
in Figure 1b. Since the applied biased voltage cannot change the absorption coefficient,
mobility and recombination time of the low temperature grown GaAs, LT-GaAs photocon-
ductive layer, the electrodes of the photomixer can be considered as an ohmic conductances
while the time varying source conductance is electrically modeled as a photoconductance.
Consequently, the photomixer based THz antenna can be modeled using the equivalent
circuit illustrated in Figure 2 from which it can be noted that the photomixer consists of
a photoconductance, Gs

−1(Ω,t), and a paralleled capacitance, Celectrodes. The capacitance
depends on the structure of the photomixer and the dielectric constant of the photoconduc-
tive layer. The generated photocurrent is driven by the biased voltage excites and the THz
radiating antenna, which is represented in Figure 2 by a resistance of Rantenna [36].

Figure 1. (a) Typical photoconductive photomxing scheme; (b) Top view of photomixer electrodes.

Figure 2. Equivalent circuit of photomixer based THz antenna.

The electric fields of the two incident laser beams on the LT-GaAs’ surface can be
expressed as:

E = |Ei|ejωit (1)
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where ω is the lasers’ angular frequency and I = 1,2, represents laser 1 and laser 2,
respectively. The laser intensity been absorbed by the LT-GaAs is proportional to the
square of the total incident electric field on the LT-GaAs’ surface:

I(Ω, t) = (1 − Γ)∑
i

|E|2 = I0(1 − Γ)[1 + 2

√
mI1 I2

I0
cos(Ωt)] (2)

where I0 is the maximum optical intensity on the LT-GaAs’ surface, Γ is the reflection coeffi-
cient at the LT-GaAs-air interface, m describes the overlap of the laser beams,
which is known as the mixing efficiency and Ω is angular beat frequency, (ω1−ω2).

The induced photo-carriers generated from the incident laser beams as a function of
time is:

dn(t)

dt
= −n(t)

τc
+

α(T)

h fl
I(Ω, t) (3)

in which h is the Plank’s constant, fl is the mean frequency of the laser beams and τc is
the carrier lifetime. In addition, α(T) is the temperature-dependent absorption coefficient
and T is the temperature in kelvin. For a GaAs layer with a direct band gap, α(T) can be
expressed as [37]:

α(T) ≈ Kabs

√
h fl − Eg(T)

q
(4)

where Kabs is a certain frequency-independent constant which is approximately 9.7 × 1015 for
GaAs [37], and Eg(T) is the LT-GaAs’ temperature dependent band gap energy defined as:

Eg(T) = Eg(0)−
αET2

T + βE
(5)

in which Eg(0) is the GaAs’ gap energy at 0 ◦K which is about 1.519 eV, αE and βE

are material constants of GaAs which are approximately 5.41 × 10−4 eV/K and 204 K,
respectively [38].

By assuming that I1 = I2 = I0 and t/τc >> 1, then substituting (2) into (3), the generated
carrier density can be obtained as:

n(Ω, t) =
α(T)

h f1
I0(1 − Γ)τc(1 +

√
m

cos(Ωt) + Ωτc sin(Ωt)

1 + (Ωτc)
2

) (6)

The conductance of the photomixer can be expressed as:

Gs(t) =
∫

dGs(t) =

Tsub∫

0

σ(t)e−α(T)z W

L
dz =

W

α(T)L
σ(t)(1 − e−α(T)Tsub) (7)

in which Tsub is the depth of photoconductive region, W is the width of the electrode, L is the
length of the electrode and σ(t) is the conductivity. The electrical conductivity is defined as:

σ(t) = eµen(t) =
α(T)eµe

h fl
I0(1 − Γ)τc(1 +

√
m

cos(Ωt) + Ωτc sin(Ωt)

1 + (Ωτc)
2

) (8)

where e is the electron charge and µe is the electron mobility. Therefore, the photomixer’s
conductance can be derived by substituting (8) into (7):

Gs(Ω, t) =
Weµe I0τc

hL fl
(1 − Γ)(1−e−α(T)Tsub)(1 +

√
m

cos(Ωt) + Ωτc sin(Ωt)

1 + (Ωτc)
2

) (9)
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The impedance of the system can be given by analyzing the equivalent circuit shown
in the Figure 3:

Zt(Ω, t) =
1

jΩCelectrodes + Gs(Ω, t)
+ Rantenna (10)

and the radiation power can be defined as:

PTHz(Ω, t) = Rantenna(
Vbiased

Zt(Ω, t)
)

2

(11)

Figure 3. (a) Configurations of the 2D-PhC unit cell; (b) Top view of the photomixer based slot.

Therefore, as RantennaGs is much smaller than 1 and by replacing system impedance
by (8), as well as neglecting the imaginary part, the radiation power can be expressed as:

PTHz(Ω, t) ≈ Rantenna
V2

biasedG2
s (Ω, t)

1 + (ΩRantennaCelectrodes)
2

(12)

In addition, by employing (9) and averaging the power, the mean generated THz
power can be expressed as:

PTHz ≈ [
Weµeτc

hL fl
(1 − Γ)(1−e−α(T)Tsub)]

2

(
mRantennaV2

biased

[1 + (ΩRantennaCelectrodes)
2][1 + (Ωτc)

2]
)I2

0 (13)

It can be noted from (13) that the generated THz power depends on three main factors,
(Ω Rantenna Celectrode), (Ωτc) and I0

2. As mentioned previously, Rantenna and Celectrodes depend
on the photomixer’s configuration and dielectric constant of the photoconductive layer.
In addition the carrier lifetime is a function of the applied bias voltage [38–40]. Hence, it can
be demonstrated that for the same photoconductive material and photomixer configuration
that are used with the same biased voltage, the generated THz power is proportional to the
square of the incident laser intensity on the surface of the LT-GaAs layer. Since the intensity
is proportional to the square of electric field, the generated THz power is proportional to
the 4th power of the electric field at the surface of LT-GaAs. Consequently, a design that
optimizes the laser intensity is proposed instead of manipulating the photoconductive
material and photomixer electrodes’ configuration.

2.2. Photomixer Modeling

In order to optimize the electric field on the surface of LT-GaAs, two dimensional
photonic crystal (2D-PhC) has been introduced by utilizing a periodic plane and a non-
periodic third dimension to provide a pass, or stop, band frequency response [41]. The unit
cell of the 2D-PhC is illustrated in Figure 3a. The 2D-PhC has been used as an optical
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frequency selective surface (FSS) superstrate that is placed at an optimum height above
the photomixer. The electromagnetic wave bounces between the FSS and ground plane
surrounding the photomixer, therefore, the cavity created by FSS superstrate and ground
plane can enhance the optical intensity on the surface of the LT-GaAs.

Since the photomixer is used as a source to excite the truncated GaAs THz DRA,
the metallic ground plane has been deployed on top of the LT-GaAs photoconductive layer.
However, in order to illuminate the photomixer by the laser beams, a central slot feed is
used to accommodates the photomixer as shown in Figure 3b. Moreover, the electrodes
have been defined as optical gold (Palik) for CST simulation purposes. The dimensions
of the parameters shown in Figure 3b have been defined as: M = 0.5 µm, B = 0.2 µm,
W = 0.1 µm, e = 0.5 µm, P = 2.3 µm, L = 1.13 µm, D = 0.8 µm, Tend = 4 µm, H = 1 µm,
G = 13.68 µm, and thickness of 0.1 µm. It should be noted that the thickness of the LT-GaAs
photoconductive layer is 0.44 µm with a relative dielectric constant of 12.9. The material of
the 2D-PhC FSS has been assumed as GaAs while the periodicity, central air hole radius,
and thickness have been chosen as a = 0.76 µm, r = 0.3 a and h = 0.2 a, respectively. Figure 4
illustrates the reflectivity of the 2D-PhC FSS, where it can be noted that there is a stopband
at wavelength range of 750 to 780 nm.

Figure 4. Reflectivity of the 2D-PhC FSS.

A 2D-PhC layer with 19 × 19 unit cells has been suspended at a height of 0.3 µm above
the photomixer to act as an FSS superstrate. The incident laser beams have been modeled as
a linearly polarized plane wave with a 1 V/m electric field component along the direction
of photomixer electrodes. The electric field magnitudes between the central electrode
pair on the LT-GaAs’ surface is illustrated in Figure 5 with the comparison to that at the
absence of 2D-PhC FSS superstrate. In addition, the cross-section of the surface electric
field distribution at the central pair of photomixer electrodes are presented in Figure 6.
From these results, it can be observed that the utilization of the 2D-PhC superstrate has
improved the electric field on the electrodes from 2.1 to 9.9 V/m, which represents an
enhancement factor of 4.7. As explained earlier, the generated THz power is proportional
to the 4th power of the electric field, therefore the corresponding enhancement factor of
the generated THz power is 487. Besides, the same methodology has been applied to
an identical photomixer albeit with a InGaAs photoconductive layer, where the electric
field on the InGaAs’s surface has increased form 2.42 to 11.5 V/m by utilizing an FSS
superstrate with unit cell’s dimension of a = 0.72 µm r = 0.27 a and h = 0.19 a at a height
of 0.23 µm above the photomixer. The results are presented in Figure 5, where it can be
noted that approximately same enhancement factor has been achieved compared to the LT-
Gaas photoconductive layer. Compared with the cases of increasing the electrodes E-field
from 2.1 to 3.4 V/m and 4.365 V/m using 2D-PhC, with central hole [42] and plasmonic
rod [43], respectively, as reflectors underneath the photoconductive layer, employing a
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2D-PhC as FSS superstrate has substantially enhanced the optical to THz power conversion
efficiency. However, the overall efficiency of the system depends on the laser to THz power
conversion efficiency as well as the antenna’s radiation and matching efficiencies that will
be investigated next. In the following section, the optimized photomixer will be used to
excite a THz DRA that is truncated from the supporting bulky GaAs substrate. A DRA has
been chosen due to the high radiation efficiency of more than 90% at the frequency range
of interest.

Figure 5. Optical E-field magnitude between the central electrodes of a photomixer on the surfaces

of LT-GaAs and I GaAs photoconductive layers.

Figure 6. The optical E-field distribution (a) without FSS (b) with FSS.

3. THz Dielectric Resonator Antenna Design

3.1. Antenna Configuration

The presence of the bulky GaAs supporting substrate reduces the input impedance
and absorbs most of the generated THz power, which impairs the matching and radiation
efficiencies. A typical radiation efficiency for a dipole above a thick dielectric substrate
is 40% or less depending on the thickness and dielectric constant of the substrate [44].
On the other hand, a rectangular dielectric resonator antenna offers a considerable enhance-
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ment in the radiation efficiency owing to the absence of surface waves and ohmic losses.
Therefore, the bulky GaAs substrate can be truncated to act as a dielectric resonator antenna
that operates at the higher order resonance mode. However, the truncated DRA should be
large enough to maintain the required physical support to the photomixer device. For fab-
rication purposes, the width to height aspect ratio of the truncated DRA should be greater
than 3. Otherwise, a fragile configuration will be achieved that is difficult to fabricate.
Furthermore, the utilization of a DRA as a substrate results in a much smaller configuration
compared to traditional structures that are based on utilizing a hemispherical Si lens to
extract the THz power. As the configurations of the photomixer and corresponding 2D-PhC
FSS superstrate are relatively small enough at the THz spectrum, they will have a negligible
impact on the performance at the THz frequency range.

As a result, the GaAs substrate has been employed as the THz antenna that also
provides the mechanical support to the device at the same time. The GaAs DRA is
illustrated in Figure 7 with dimensions of WDRA = 250 µm, HDRA = 60 µm, as well
as a relative dielectric constant of 12.9, and has been placed on a gold ground plane
with a size of Wground = Wsup = 400 µm. For further gain enhancement, an additional
GaAs dielectric superstrate has been employed with dimensions of Wsup = 400 µm and
Tsup = 60 µm. As illustrated in Figure 7, the original optical superstrate has been placed on
the feed side of the DRA to capture the illuminating laser beams, while this THz super-
strate is placed above the opposite side of the DRA to enhance the radiated THz power.
Therefore, the two superstrates will not impact each other as they separated by the DRA
and the gold ground plane that accommodates the photomixer. The distance between the
DRA and the new THz superstrate can be determined as Hsup = (0.25*((ϕ1 + ϕ2)/π) + 0.5) λ [45],
where ϕ1, ϕ2 represents the reflection coefficient phases of the superstrate and ground plane.
Therefore, the distance between the GaAs DRA and the THz superstrate has been calculated
as Hsup = 30 µm.

Figure 7. THz DRA and superstrate configuration.

DC bias is required to generate the THz power, therefore, the ground plane has
been divided into two halves by a narrow slot with a width of Wseperate = 0.5 µm to
work as two large DC biasing pads as illustrated in Figure 8. Since the generated THz
power can leak through the DC biased pads and transmission line, a coplanar stripline
(CPS) network has been employed to work as a choke filter to minimize the THz current
leakage, as well as improving the matching. The configuration of the CPS and feeding slot,
which accommodates the photomixer and excites the DRA, has been included in Figure 8.

54



Sensors 2021, 21, 876

The feeding slot has a length of Lslot = 65 µm and width of Wslot = 5 µm. The dimensions of
the CPS network have been chosen as LTx = 120 µm, WTx = 1 µm, Lstub = 91 µm, Wstub = 0.5 µm,
gstub = 50 µm, Wgap = 0.5 µm, and gTx = 3 µm, respectively.

Figure 8. Top view of feeding slot and CPS.

Finally, the feeding photomixer has been modeled as a discrete port with a 10 kΩ

input resistance that is in parallel with a 3fF lumped capacitance. Both of the discrete port
and lumped capacitance have been deployed at the center of feeding slot in order to be
connected with the CPS and DC bias pads.

3.2. Results and Discussion

The input impedance of the DRA with and without CPS network has been studied as
shown in Figure 9, where it can be noted that the input resistance has been improved from
430 to 700 Ω by utilizing the CPS, which corresponding to an enhancement of matching
efficiency from 15.8 to 24.5%. Furthermore, the resonance mode of the DRA has been
investigated as illustrated in Figure 10, where it can be noted that the TE711 mode has
been excited. The radiation patterns of the DRA are presented in Figure 11, where the
broadside gain has been improved from 6.5 to 9 dBi by incorporating the THz GaAs
superstrate. As a result, the radiated THz power has been enhanced by a factor of 2.
Therefore, the performance of the THz photomixer based antenna has been improved
considerably by combining several factors such as the improving the optical to THz power
conversion efficiency as well as enhancing the radiation efficiency by utilizing a DRA and
employing a CPS that improved the matching efficiency.

Figure 9. Input resistance of photomixer based slot fed THz DRA with or without CPS.
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Figure 10. The H-field component inside the DRA with TE711mode at (a) XY plane; (b) XZ plane.

Figure 11. Radiation pattern of DRA with and without superstrate at (a) ϕ = 0◦; (b) ϕ = 90◦.

Table 1 compares the performance of the proposed DRA with published THz antennas
and THz DRAs, where it can be observed that presented DRA offers a higher antenna
gain as compared with other DRAs though, it is slightly larger than the reported DRAs.
Compared with other antenna types, the proposed THz DRA achieves a similar gain with
much smaller dimensions. Such a miniaturized high gain antenna can be used to optimize
the performance of any THz application with a limited system space.

Table 1. Performance summary and comparison with prior works.

Reference [34] [46] [47] [48] This Work

Antenna Type
Small lens with

Leaky-wave Slit Dipole
Antenna

Dipole Antenna with
Horn Cavity

Slot Fed
stacked DRA

Patch Fed Higher
Order Mode DRA

Slot Fed GaAs Substrate
Truncated DRA

Frequency (THz) 0.2 1 0.13 0.34 0.7
Antenna Gain 10.3 9.07 4.7 7.9 9

DR Material/εr - - Alumina/10 Silicon/11.9 GaAs/12.9
DR type - - Rectangular Rectangular Rectangular

Antenna Aperture (λ2) 1.44 4.55 0.72 0.2 0.87
Antenna Height (λ) 1.2 1.16 1.28 0.5 0.35

4. Conclusions

The presented work introduces a photomixer based slot fed terahertz dielectric res-
onator antenna with enhanced optical to THz power conversion, as well as improved
matching and radiation efficiencies. The interaction of two incident continuous wave
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laser beams and photomixer has been studied. A general analytical expression for the
generated THz power has been derived, which demonstrates that the generated THz power
is proportional to the 4th power of the electric field on the surface of photoconductive
layer. Therefore, by utilizing a 2D-PhC as FSS, the optical to THz conversion efficiency
has been improved by a factor of 487. Consequently, the optimized photomixer has been
accommodated in a central slot, which has been used to excite the THz DRA that has
been truncated from the thick supporting GaAs substrate. A coplanar stripline has been
implemented to minimize the leakage of THz power through DC bias pads and transmis-
sion line, as well as improving the input resistance of the antenna. As a result, the input
resistance of the DRA has been improved from 430 to 700 Ω, which corresponds to 15.8
and 24.4% matching efficiency, respectively. Finally, a THz GaAs superstrate has been
employed with the THz DRA, which leads to an enhancement of the antenna gain from 6.5
to 9 dBi. The presented results demonstrate that the proposed design outperforms other
counterparts reported in the literature. As demonstrated by (13), further enhancement of
the optical to THz conversion efficiency can be achieved by reducing the carrier lifetime of
the photoconductive layer such as changing the configuration of the photomixer electrodes
to minimize the traveling distance of carriers. The performance can be improved further by
altering the shape and dimensions of the slot to increase the order of the excited mode as
this has the potential of providing higher gain. In addition the packaging of the proposed
configuration needs to be considered so that a physical support is provided to the Thz
superstrate in conjunction with improving the handling and stability of the device.
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Abstract: A calibration method for a high-resolution hybrid MIMO turntable radar imaging system

is presented. A line of small metal spheres is employed as a test pattern in the calibration process to

measure the position shift caused by undesired antenna effects. The unwanted effects in the antenna

near-field responses are analysed, modelled and significantly mitigated based on the symmetry and

differences in the responses of the MIMO configuration.

Keywords: near-field antenna effect; radar calibration; MIMO radar; turntable radar; UWB radar;

radar system; scattering imaging; inverse scattering problem; radar resolution

1. Introduction

Turntable radar imaging systems for high-resolution imaging of complex objects can
observe objects in arbitrary orientations and with a minimum of equipment [1]. No rel-
ative motion takes place between sensors and other objects in the environment, which
can be utilised to eliminate environment effects in order to increase system accuracy.
The long duration due to mechanical spatial-scanning is a disadvantage of a single-sensor
or single-input single-output (SISO) turntable system. In a multiple-sensor or multiple-
input multiple-output (MIMO) system [2–7], the sensors can be spread spatially to ex-
cite/observe the object in different spatial positions including position, direction and
polarisation. In a high-speed capturing system, measurement data about the object can
be captured with only one snapshot [8–11] with multiple spatial positions in the excita-
tion/observation. Complexity and cost of the system are proportional to the number of
spatial sensor positions.

A hybrid combination of a turntable and a minimalistic MIMO system is a suitable
trade-off between increasing capture speed and reducing complexity and system cost.
Moreover, differential features in the MIMO channel responses are very important and
cannot be identified in a SISO system. These can be utilised for system calibrations to
mitigate the system errors and/or system imperfections.

The calibration for a practical system plays a vital role in the improvement of recon-
structed image accuracy [12]. The accuracy of nonideal electromagnetic acquisition systems
is affected by many factors, in which near-field characteristics of antennas are a significant
factor. The imperfection of S11 characteristic of a bidirectional mode antenna and mutual
near-field coupling between transmitting-receiving pairs of monodirectional mode anten-
nas in the MIMO system are factors degrading the system accuracy. To eliminate these,
the switching methods to turn off the receivers in the transmitting periods can be used,
however this method is not suitable for a near-field radar system. Both the imperfection
in S11 and the mutual near-field coupling could be considered as an unknown mutual
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coupling of the system antennas. In [13,14], this effect in the MIMO systems was mitigated
by a subtraction between the two measurements with and without the object. While, blind
calibration processes were implemented in [15,16] assuming known antennas positions and
direction from the objects. An experimental study of antenna array calibration [17] revealed
a mismatch if only the coupling effect of antennas was considered. This can be explained by
another undesirable effect in antenna responses that is magnitude, latency/phase and polar-
isation in transmitting/receiving responses of the antennas dependent on direction. In [13],
an adaptive weighting technique was proposed to calibrate this directional dependence
error based on the measurement data at the exact positions. To tackle both the unknown
mutual coupling and the antenna directional-dependence, the reflected signals from the
metal plane in different positions were measured and processed in the calibration in [18,19].
Besides using the passive/static objects in calibration, the active/reconfigurable objects
were also used in calibration processes as a beacon in [20] or a rotatable double-antenna
polarimetric active radar calibrator in [21]. However, the measurement data at the exact
spatial positions was also a requirement of these methods.

In this article, a hybrid MIMO turntable radar imaging system [12] and a calibration
method to reduce the undesirable effects of the antennas on the system performance are
reported. The undesired antennas effects in the MIMO system configuration are analysed in
a perspective of near-field propagation [22]. Additionally, the effects of the object rotation
using the system turntable are analysed and the impacts on the estimation of object position
is modelled, investigated and measured. The calibration scheme is proposed to mitigate
these effects in order to improve system accuracy with a minimisation of the complexity in
measurement arrangement.

2. Radar Imaging System

Figure 1 shows the configuration of the MIMO turntable radar imaging system [12].
It includes two vertical fixed-mounted Vivaldi antennas and a turntable facilitating the
rotation of measured objects around the system axis with an angular step size ∆β. The two
antennas Ant.1 and Ant.2 are parallel, with a distance of s0 between them and have the
same distance to the system axis. The two antennas axes are in the system plane. The system
axis is perpendicular to the system plane and cuts this plane at the system origin O. The
distance from the system axis to the plane containing the two antennas reference planes is
r0. The two antennas are connected with two bidirectional ports of a Rohde & Schwarz ZVA
40 vector network analyser (VNA) playing the role of a frequency-sweeping transceiver of
the radar system. The system parameters are shown in Table 1.

 

1.5°/step4 × 240

Figure 1. System configuration.
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Table 1. System parameters.

Parameters Values

Antennas space (s0) 180 mm
System distance (r0) 690 mm

Angular step size (∆β) 1.5
◦

Rotating step number 240
Turntable tolerance ±0.1

◦

Antenna size (L × W) 130 × 120 mm2

System bandwidth 10 MHz–39.9 GHz
Frequency step 10 MHz

Transmitting power 10 dBm

Spatial tolerances in system configuration and object arrangements impact the accu-
racy of the imaging system. Reducing the spatial tolerances is challenging and increases the
cost in setting up the system as well as arrangement of the objects. However, the calibration
scheme proposed in the Section 4 can reduce the effect of some of these spatial tolerances.

In this MIMO system, each antenna plays the role of a transmitting antenna, a receiving
antenna or both and time division multiplexing (TDM) of the VNA is used to divide each
measurement period into the two time slots. In each time slot, concurrently, one antenna is
in transmitting (Tx) and receiving (Rx) mode while the other is in Rx mode. The modes of
the antennas alternate in the next time slot.

With two antennas and the turntable, there are four combinations for spatial observing
channels (corresponding to four active radar virtual observing angles to the objects space)
in the measurement of object scattering characteristics at each position of the mechanical
rotation. These channels are presented in Table 2. The mechanical rotation of the turntable
includes 240 steps with 1.5

◦
/step. Thus, the total number of (virtual) observing angles to

the objects space can reach to 4 × 240.

Table 2. Spatial observing channels vs. antenna modes.

Channel Antenna Mode

C11 Tx: Ant.1, Rx: Ant.1
C12 Tx: Ant.1, Rx: Ant.2
C21 Tx: Ant.2, Rx: Ant.1
C22 Tx: Ant.2, Rx: Ant.2

In practice, the speed of electrical mode switching for the antennas is faster than
mechanical state change for the turntable. Thus, this hybrid MIMO configuration is able
to increase the density of (virtual) observing directions to the objects space and/or in-
crease data acquirement speed when compared to a turntable single-channel configuration.
The time-domain inverse scattering algorithm [23–25] is applied to reconstruct the ob-
ject scattering image from radar measurement data. The object scattering images can be
produced based on measured data of all of mechanical rotation angles and correspond-
ing to each mechanical rotation angle, data of one or all of four channels are used for
this reconstruction.

The inverse scattering algorithm is based on the propagating waves in the system
model to identify scattering sources. The accurate modelling for the real propagation
process on/between the antennas and the objects is necessary [22]. However, in this
algorithm, each antenna is considered as working in the far-field relative to the objects,
isolated from other antennas and with ideal S11, so the effects of the real operational
antenna conditions significantly degrade the system accuracy. These antenna effects are
addressed, modelled and mitigated in the next sections. Additionally, the rotation of the
objects in the measurement process and the reconstruction algorithm is also concerned and
investigated in terms of its effect on estimated object-position in the next section.
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3. Antennas Effects and Shift Modelling

In the case of an antenna operating concurrently in both transmitting or receiving
mode (C11 or C22), the proportion of electromagnetic (EM) energy reflecting/scattering
back to the antenna port at discontinuities in the structure (e.g., at the end edge, lateral edge
or at the connector) is the main factor causing imperfection in S11 antenna characteristic [22].
This effect can occur many times between parts of the structure, forming higher-order
reflection components visible in the received signal in time domain. Both first-order and
higher-order reflection components of the dominant transmitted signal can mask the small
amount of received EM energy scattered from the target object and is received by the
antenna. The imperfection in S11 is illustrated in Figure 2 by the fact that |S11| parameter is
always greater than zero in practice.

𝑆

𝑆
𝑆|𝑆 |

𝑠
𝑆

Figure 2. Undesired antennas effects.

Another undesired effect in the system configuration is the proximity coupling be-
tween the two antennas. In the case of the observing channel being C12 or C21, this can be
considered as a mutual coupling channel between the transmitting and receiving antennas
of distance s0. The first-order scattering components from the transmitting antenna can be
received by the receiving antenna. In the case of the observing channel being C11 or C22,
mutual coupling also occurs, the inactive antenna appears as a distributed target in close
proximity to the active antenna. Only second- and higher-order scattering components
from the inactive antenna can be received by the active antenna. Thus, in the case of C11
or C22, the received signal is affected by the both S11 imperfection and mutual coupling
effects. In all cases C11, C22, C12 or C21, the coupling EM energy proportion received at
the receiving antenna can mask the desired signal scattered from the object. The proximity
coupling between the two antennas of the system is also illustrated in Figure 2.

Figure 3 shows the impulse signal and the measured received signals at the antenna
ports. It is observed that the intrinsic antenna structure causes significant reflections,
even from the regions of the connection port as the reflecting signal is formed from the
beginning of the impulse. The amplitude of this reflection signal (Received Sig. with
C22) is significantly greater than the amplitude of received signal caused by the proximity
coupling (Received Sig. with C12). Due to the distance s0 between the two antennas,
there is a corresponding latency in the proximity coupling signal (Received Sig. with C12).
Another observation is that the higher-order scattering components of the two antennas
lead to the elongation of both received signals in the time domain.
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Figure 3. Received signals measured at the antenna port with the effects of imperfection in S11 and proximity coupling.

Another undesired effect of the Vivaldi antennas is dependence on direction of arrival
(DoA). An example of a ray-model propagation path for part of the scattered EM energy
propagating from the object to the antenna port is shown in Figure 2. When the antenna
1 (Ant.1) acts as a receiver, this path starts from the object, propagates over the subpath
in the air d′ to the scattering point S on the Vivaldi edge and propagates over the rest of
the Vivaldi edge toward the antenna port. The direction of the path is reversed when the
antenna is in transmitting mode. Assuming that the distance d from the reference plane
of the antenna to the object is not changed, when the arrival angle γ increases, while the
far-field model shows that d is constant versus γ, the subpath in the air d′ of the ray-model
decreases. This decrease phenomenon also happens to any arbitrary ray from the object to
any point on the antenna element behind the referent plane. Thus, the practical equivalent
length of the subpath in the air by multipath superposition of all rays scattering from
the object to the antenna patches also has a corresponding decline versus γ. This DoA
dependence effect leads to a significant error when the inverse scattering algorithm is
applied to reconstruct the scattering image of the object space if only the far-field model
is used.

The effect of DoA dependence of the Vivaldi antennas to a shift in object position
in the measurement result is explained in Figure 4. When Ant.1 measures an object at
P, the position in the measurement result is shifted to M by ∆d, which is a function of
the angle γ. For objects at points in the segment [−s0/2 s0/2] of the x axis around the
system origin O, the dependence of the shift ∆d on γ can be approximated by a linear
function versus tan(γ) or the distance BP, this is shown by the blue line (BM) in Figure 4.
Symmetrically, the function of the shift when measured by Ant.2 is represented by the
orange line and the angle between the two lines is α. This angle α can be considered as
a differential characteristic parameter of the DoA dependence effect of the two antennas in
the MIMO system.

 

∆𝑑𝛼 𝛾
tan(𝛾) = 𝑠2 + 𝑤𝑟 . ∆𝑑𝑥 ∆𝑑 sin (𝛾) 𝑦 ∆𝑑 cos(𝛾)tan 𝛼2 = ∆𝑑 cos(𝛾)𝑟 tan(𝛾) − ∆𝑑 sin(𝛾) . ∆𝑑 𝛾

∆𝑑 = 𝑟  tan (𝛾)tan 𝛼2cos (𝛾) + sin(𝛾) tan 𝛼2 . 

𝛽∆𝑑 𝛽

Figure 4. Shift model of antenna DoA dependence effect.
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The relationship between the shift ∆d and the system parameters, the differential
parameter α, and the observing angle γ from Ant.1 to the object can be formulated based
on the trigonometric relation of the edge lengths and the vertex angle in the triangle ABP:

tan(γ) =

( s0
2 + w

)

r0
. (1)

When combined with the relationship in the triangle BPM and the projections of ∆d
on the x axis—∆d sin(γ) and on the y axis—∆d cos(γ):

tan
(α

2

)
=

∆d cos(γ)

r0 tan(γ)− ∆d sin(γ)
. (2)

Thus, the equation for the shift ∆d versus γ and the system parameters can be written:

∆d =
r0 tan(γ) tan

(
α
2

)

cos(γ) + sin(γ) tan
(

α
2

) . (3)

In this work, the estimation of the position of the object is based on measuring the
distance to the object rotating around the system axis and applying the inverse scattering
algorithm to the measurement data set in order to reconstruct the object image. Thereby,
the shift caused by the antenna DoA dependence effect can be evaluated. However, effects
of the rotation in the measurement can affect significantly the estimation results. Figure 5
shows the shift model with the rotation effect. In each step of the measurement process
by Ant.1, when the turntable rotates by an angle β from the initial position, the object at P
is moved to P′ and the measurement result for the position of P′ is moved to M′ with the
shift ∆dβ caused by the antenna DoA dependence effect. This shift can be considered as a
function of the variable β.

∆𝑑𝛼 𝛾
tan(𝛾) = 𝑠2 + 𝑤𝑟 . ∆𝑑𝑥 ∆𝑑 sin (𝛾) 𝑦 ∆𝑑 cos(𝛾)tan 𝛼2 = ∆𝑑 cos(𝛾)𝑟 tan(𝛾) − ∆𝑑 sin(𝛾) . ∆𝑑 𝛾

∆𝑑 = 𝑟  tan (𝛾)tan 𝛼2cos (𝛾) + sin(𝛾) tan 𝛼2 . 

𝛽∆𝑑 𝛽

 
Figure 5. Rotation effect on the shift model of antenna DoA dependence effect.

Assuming that the differential parameter α does not depend on the distance from the
antenna to the measured position or the distance AB′. The relationship between the shift
∆dβ and the parameters and rotating variable β can be formulated as follows.

The projections of the segment OP′ on the x and y directions are:

wβ = w cos(β), hβ = w sin(β). (4)

In the triangle AB′P′,
s0

2
+ wβ =

s0

2
+ w cos(β), (5)

dβ =
r0 − hβ

cos
(
γβ

) =
r0 − w sin(β)

cos
(
γβ

) (6)
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and

tan
(
γβ

)
=

s0
2 + w cos(β)

r0 − w sin(β)
(7)

or

γβ = artan

{ s0
2 + w cos(β)

r0 − w sin(β)

}
. (8)

Considering the trigonometric relationship in the triangle B’P’M’, the projections of
∆dβ on the x and y directions and the Equation (7) then

tan
(α

2

)
=

∆dβ cos
(
γβ

)

{r0 − w sin(β)} tan
(
γβ

)
− ∆dβ sin

(
γβ

) . (9)

Thus, the shift ∆dβ can be formulated as a function of the variable β, the object position
and the system parameters:

∆dβ =
{ s0

2 +w cos(β)} tan( α
2 )

cos

(
artan

{
s0
2 +w cos(β)

r0−w sin(β)

})
+sin

(
artan

{
s0
2 +w cos(β)

r0−w sin(β)

})
tan( α

2 )
. (10)

An investigation of the shift ∆dβ versus angle β with different initial x-axis object
positions is implemented. With w = 0, the objects initial position is at the origin O,
with w < 0 on the left and with w > 0 on the right of the origin. This investigation is
implemented with the differential parameter α = 1.35◦. The plots in Figure 6 show that the
shift ∆dβ of each point varies with the rotation angle β depending on distance w from the
origin to the initial position. Another feature is that at β = 0 the average of ∆dβ is greater
than the initial value (∆d without the rotation effect) for points on the left of the origin and
less for points on the right. Thus, if the estimation of ∆d is based on averaging over β, then
the estimated value of ∆d tends to increase on the left of the origin and to decrease on the
right. This demonstrates that the estimated function of ∆d is nonlinear versus tan(γ) or
distance BP.

∆𝑑
∆𝑑

∆𝑑 tan(𝛾)𝛼 𝛼 𝑘 0 < 𝑘 < 1
𝛼 = 𝑘𝛼 

𝑆
𝑟𝑥

𝛾 𝑟𝑟 𝑟 690 mm

Figure 6. An investigation of rotation effect to the shift.

Considering the superposition in the reverse scattering algorithm to the response
signals scattered from the objects with rotation, local peaks in the reconstructed image tend
to spread out and shift with measured spatial errors ∆dβ. However, because of nonlinear
or non-sawtooth shape around peaks of the time-domain response signals corresponding
to the measuring frequency band, this superposition leads to shrinking of the spatial errors
in mapping to the reconstructed image. Thus, the value of the shift ∆d estimated from the
reconstructed image tends to be smaller than its value in the model. The above analyses
show that there are differences between the shift model in Equation (3) and the measured
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and estimated result of the shift with the effects of the rotation and the feature of the inverse
scattering reconstruction algorithm.

An adjusted model for the shift with effects of the rotation and the feature of the
reconstruction algorithm is proposed. Considering the feasibility for the measurement and
estimation of the shift caused by the DoA dependence of the antennas in this work, the
adjusted model for the shift ∆d is still a proportional function versus tan(γ) as Equation (3),
but the differential parameter α is replaced by αa with a k factor, 0 < k < 1 as per
Equation (11). The model is used in a calibration scheme for the system in next section.

αa = kα (11)

4. Calibration Scheme and Results

To mitigate the effects of the imperfection of S11 characteristic and mutual proximity
coupling between the two antennas, the background subtraction method [23,25] is applied.
However, the slow ripple over environment temperature in the response of the system
transceiver can reduce the effectiveness of this method. The distance r0 from the antenna
reference planes to the system x axis is chosen large enough that undesired scattering
components described above arrive earlier than the scattered signals from the object.
Thereby, the error of higher-order components at the object-scattering period, caused by
the slow ripple in the transceiver, is small enough compared to the intensity of the scattered
signals from the object. Limiting the range of the angle γ considering the width of the
target object is also a factor in the choice of the lower bound of r0. The upper bound of
r0 depends on the intensity of scattering signals from the objects compared to the system
noise level. In this work, r0 is chosen as 690 mm.

Spatial tolerance in the alignment and positioning of the system components and
calibration objects significantly affects the system accuracy. In the system, the fixed con-
nected components such as the two antennas can be aligned accurately together with little
additional effort. However, high-accuracy alignment and positioning for the separate parts
of the system can require a lot of effort and high-cost measurement equipment.

To simplify alignment and positioning for the system origin, a calibration for the
nominal distance r0 of the system is implemented based on an equivalent distance cal-
culated from the measured propagation time (from the antennas to the system origin).
This measurement is implemented with a planar reflector placed at the system origin. To
reduce the rigour in alignment of the reflecting plane in the measurement, the highly direc-
tional characteristic in radar cross-section of the reflecting plane and the high-resolution
in rotation of the system turntable are utilised. The plane is rotated to find the balance in
azimuth angle of the plane to the two antennas corresponding to the peak of the received
signal with the observing channel C12 or C21, in which the propagation path starts from
one antenna, propagates to the plane and reflects to the other antenna. The propagation
time of the path corresponding to the case of the balance in azimuth angle of the plane
is used to estimate the equivalent distance from the antennas to the system origin and
correct the r0 parameter. Figure 7 shows the 230 × 230 mm2 reflecting plane aligned on the
rotating axis of the turntable used in this calibration.

𝑟

𝑟 230 × 230 mm  

𝛼𝛼 11 mm40 mm

Figure 7. Reflector aligned at rotating axis of the turntable for the system origin calibration.
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As mentioned in Section 3, the antenna DoA dependence effect causes a shift in the
estimated object position when the estimation is based on reconstructed images. This shift
in the MIMO system was modelled and characterised by the differential parameter αa as
presented in the Equations (3) and (11). The measurement for the differential parameter αa

uses a calibration pattern of seven steel spheres of 11 mm diameter evenly spaced 40 mm
apart and aligned close to the horizontal line at the system origin. Figure 8 shows the
pattern and its location in the system. Radar measured data is acquired based on the
received signals of both antennas operating in monostatic mode (observing channel C11
and C22) at each rotating step of the turntable.

𝑟

𝑟 230 × 230 mm  

𝛼𝛼 11 mm40 mm

Figure 8. Measurement of the differential parameter by a line of metal spheres.

Figure 9a,b shows the reconstructed images of the calibration pattern based on two sets
of radar data measured by channels C11 and C22 with the DoA dependence effect. The first
observation from the images is that the peak values corresponding to object positions far
from the system origin (image centre) are smaller than the values close to the origin. This
can be explained by the rotation effect on the superposition of the reconstruction algorithm,
there is a proportional increase in the fluctuation in the shift of object positions farther from
the system origin, this leads to an increase in the spread of image energy around these peak
positions and degrades these peak values.

 

𝛼 𝛼𝛼 = 1.16°

Figure 9. Reconstructed images with the DoA dependence effect based on measurement channels (a) C11, (b) C22 and

(c) the estimation of differential parameter of the shift.
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The shift phenomenon caused by the antenna DoA dependence effect can be evaluated
based on these two images. Firstly, the positions of the objects in the two images are
estimated using a local peak finding algorithm. Next, in each image, a line across the objects
positions is estimated by fitting a linear function with the peak positions set. The angle of
the two lines from the two images represents the differential parameter αa of the shift in the
adjusted model. In this experiment, the estimated angle of the parameter αa is α̂a = 1.16

◦
.

The peak positions, fitted lines and the angle between the two lines are shown in Figure 9c.
Due to the symmetry of the MIMO system and the use of differential angle of the two

lines for the estimation, the evaluation of the shift parameter is not sensitive to tolerances
in direction and space between the line of the calibration pattern and the system horizontal
line. These tolerances can be caused by inaccurate alignment of the calibration pattern
on the turntable. Additionally, by fitting a linear function on the peaks corresponding
to the sphere positions, this function is a characteristic line of the peaks set with relative
distance errors to the peaks. This suggests that in the alignment of the calibration pattern,
straightness of the line of spheres is not a rigorous requirement.

For a comparison, the images of the calibration pattern reconstructed from radar data
collected by channels C12, C21 and all of four channels are also presented in Figure 10.

∆𝑑 ∆𝑑𝛼
∆𝑑 = 𝑟  tan (𝛾)tan 𝛼2cos (𝛾) + sin (𝛾)tan 𝛼2 . 

0°

Figure 10. Reconstructed images with DoA dependence effect based on measurement channels

(a) C12, (b) C21 and (c) all four channels.

Considering Equation (3) and the adjusted model of the shift with the effects of the
rotation and the inverse scattering algorithm of the system, the estimated shift ∆d̂ for ∆d in
the model can be calculated from the estimated differential parameter α̂a by the equation:

∆d̂ =
r0 tan(γ) tan

(
α̂a
2

)

cos(γ) + sin(γ) tan
(

α̂a
2

) . (12)

To mitigate the antennas DoA dependence effect, the shifts at each position in the
object space corresponding to the distance of the paths from the object to the two antennas
are compensated by the estimated shifts calculated by Equation (12) in the inverse scattering
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algorithm. The results of applying the compensation to the calibration pattern are shown in
Figure 11. The images show the improvement in focus specifically the significant increase
and regularity of the peaks. The antennas DoA dependence effect is significantly mitigated.
This is demonstrated by the overlap of the peak positions of the two images and the
reduction of the estimated angle between the two lines down to approximately 0

◦
in the

reconstructed images measured by channels C11 and C22. Additionally, the images of
the calibration pattern reconstructed from radar data collected by channels C12, C21 and
all of the four channels with DoA dependence calibration are also presented in Figure 12.
These figures also show the effectiveness of the calibration.

−𝛼𝛼
−𝛼 = 01.16° −𝛼 = 1.11°𝛼 𝛼0.05° 6° −2° 4° 0.1°−𝛼 −𝛼 = 1.11° −𝛼

Figure 11. Reconstructed images with DoA dependence calibration based on measurement channels

(a) C11, (b) C22 and (c) estimation of angle between the two lines.

 

−𝛼 𝛼
11 mm20 mm

Figure 12. Reconstructed images with DoA dependence calibration based on measurement channels

(a) C12, (b) C21 and (c) all four channels.
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An investigation of relationship between the angle −αa used to compensate for the
differential parameter αa in the adjusted model and the angle between the two lines prac-
tically estimated from the reconstructed images is implemented based on the calibration
pattern measured radar data. This investigates how the compensation affects the practical
estimation of the angle between the two lines and whether a multisolution in the algorithm
to eliminate the DoA dependence effect exists. The result in Figure 13 shows that if there
is no compensation (−αa = 0) then the estimated angle between the two lines is 1.16

◦
.

The angle between the two lines is suppressed when the compensation is implemented by
a value of −αa = 1.11

◦
. This also shows that the error between the differential parameter

αa of the model and the measured and estimated differential parameter α̂a is approximately
0.05

◦
. In this investigation with the range of 6

◦
(−2

◦
to 4

◦
, step of 0.1

◦
) of the parameter

−αa, there is only one solution for elimination of the antenna DoA dependence effect corre-
sponding to −αa = 1.11

◦
. Therefore, the calibration algorithm has a univalent convergence

in the range of the parameter −αa.

−𝛼 𝛼
11 mm20 mm

Figure 13. Angle between the two lines estimated from the reconstructed images vs. the angle −αa

used to compensate for the differential parameter αa of the model.

When the calibration parameter has been determined, the system can be used to
measure other objects such as a pattern with 31 steel spheres of 11 mm diameter arranged
into a shape of “TUD” characters. The distance between two adjacent centres of spheres
is 20 mm. The pattern and reconstructed images with and without DoA dependence
calibration are shown in Figure 14. The results show that with DoA dependence calibration,
intensities of the peaks are high and moderately regular. The positions of the spheres in
the “TUD” pattern can be identified accurately based on these peaks as seen in Figure 14b.
While without DoA dependence calibration, the peaks or the positions of the objects
cannot be identified as shown in Figure 14c. This comparison demonstrates a significant
effectiveness of the calibration method.
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40 mm 20 mm

 

 

Figure 14. Testing the system with (a) “TUD” pattern and results (b) with DoA dependence calibra-

tion and (c) without DoA dependence calibration based on measurement data of all of four channels.

However, the quality of the reconstructed image in Figure 14b is lower than that of
Figure 12c. We observe the appearance of phantom peaks (e.g., between the “U” and “D”
characters) and a reduced and irregular intensity of object peaks. This is caused by the
increase in number of spheres (from 7 to 31), the decrease in distance between the objects
(40 mm down to 20 mm) and the distribution of the objects in two dimensions of the system
plane in the “TUD” pattern, when compared to the calibration pattern. These differences
lead to more complexity in the propagation progress [22] between objects and antennas at
each observed angle. The increased probability of an object being occluded by others is the
main factor in the quality reduction of the reconstructed image.

5. Conclusions

This article presented a hybrid MIMO radar imaging system associated with the unde-
sired near-field antennas effects and demonstrated the effectiveness of a calibration method
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to mitigate these effects. The calibration scheme was based on the analysis and modelling
of the propagation process and differential features of the MIMO system configuration as
well as tolerated the errors in the measurement arrangement. The advantage of the method
was demonstrated in improved focus of image energy at object peaks in the reconstructed
scattering images. This facilitates highly accurate near-field detection of small objects using
antennas which are large compared to the object size.
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Abstract: Broadband communication satellites in Ka-band commonly use four reflector antennas to

generate a multispot coverage. In this paper, four different multibeam antenna farms are proposed to

generate the complete multispot coverage using only two multibeam reflectarrays, making it possible

to halve the number of required antennas onboard the satellite. The proposed solutions include flat

and curved reflectarrays with single or dual band operation, the operating principles of which have

been experimentally validated. The designed multibeam reflectarrays for each antenna farm have

been analyzed to evaluate their agreement with the antenna requirements for real satellite scenarios in

Ka-band. The results show that the proposed configurations have the potential to reduce the number

of antennas and feed-chains onboard the satellite, from four reflectors to two reflectarrays, enabling a

significant reduction in cost, mass, and volume of the payload, which provides a considerable benefit

for satellite operators.

Keywords: reflectarray antennas; multibeam antennas; dual band reflectarrays; communication

satellites; Ka-band

1. Introduction

In the past years, the continental contoured beams traditionally used for broadcast
satellite applications in Ku-band are being replaced by cellular coverages to provide broad-
band services typically in Ka-band [1]. The cellular coverages are formed by between 50
and 100 slightly overlapping spot beams, generated with a frequency and polarization
reuse scheme of four colors, where each color is associated to a unique combination of
frequency and polarization [2]. Thus, the four-color scheme requires splitting the available
user spectrum into two different frequency sub-bands and two orthogonal circular polariza-
tions (CP) [2,3]. The generation of four-color coverages makes it possible to spatially isolate
the spots generated with same frequency and polarization, so the interference between
spots is reduced and the throughput of the users can be increased without modifying
the operational bandwidth of the system. The high-gain beams generated by the satellite
antennas produce circular spots on the Earth’s surface. The directions of the beams are
adjusted to produce a triangular lattice of circular spots. Therefore, the service area can
be split into hexagonal cells, each of which is covered by a circular beam [2]. Figure 1
shows an example of a four-color coverage based on hexagonal cells. The diameter of the
spots is defined depending on the capacity need of the system. Typically, the spots cover
a circular area of around 250–300 km in diameter, which corresponds to a beamwidth of
about 0.5–0.65◦ for the beams produced by the satellite antennas [3].
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Figure 1. Example of a four-color multispot coverage. (a) Hexagonal service cells working in four different colors. (b) Hexago-

nal cells covered by circular beams generated in two orthogonal polarizations (P1, P2) and two frequencies (F1, F2). (c) Example

of a European four-color coverage that would be generated by a geostationary satellite.

The generation of the multispot coverage from the satellite is typically accomplished
by using four multi-fed single offset reflectors operating by a single feed per beam (SFPB)
architecture [3,4]. Reflectors offer a reliable and simple operation; however, they cannot
generate the beams with an angular separation between adjacent beams as small as required
for this application, since overlapping feeds would be required. Thus, four multi-fed
reflectors are usually employed onboard the satellite, where each reflector produces all
the beams in a specific frequency and polarization, which are spatially isolated from each
other. In this way, each reflector generates the beams associated to one color in a lattice of
non-contiguous spots (the spots are separated by gaps that will be covered by the beams
generated by the other reflectors). Therefore, the interlaced beams produced by the four
reflectors form the final four-color cellular coverage of contiguous spots.

Due to the severe constraints in weight and volume of satellites, the use of four
reflectors can be seen as a suboptimal antenna farm. Different multibeam antenna solutions
have been proposed lately to reduce the number of antennas onboard the satellite [5].
The use of lenses [6] or array antennas [7] reduces the radiation efficiency and increases
the complexity of the antenna architecture, while the highly oversized reflector proposed
in [8] comprises a prohibitive stowage volume. In this paper, four different multibeam
antenna solutions are proposed based on reflectarray antennas [9], following the study
introduced in [10]. Each multibeam reflectarray is intended to generate half the required
multispot coverage, making it possible to reduce the number of antennas onboard the
geostationary satellite from four reflectors to two reflectarrays. The antenna specifications
commonly required in real scenarios (described in Section 2) will be used to analyze the
performance of the proposed reflectarrays. In Section 3, a 1.8 m flat reflectarray and a
1.8 m parabolic reflectarray will be proposed to generate a four-color coverage only for
the transmission link with a single antenna aperture. Then, a dual-reflectarray system and
a 1.8 m parabolic reflectarray will be shown in Sections 4 and 5, respectively, to generate
half the required spots (two colors) simultaneously in transmission (Tx) and reception (Rx).
The main characteristics of the four reflectarrays will be compared in Section 6, proving the
great potential of reflectarrays for multibeam satellite applications and their capability to
halve the number of antennas and feed-chains required onboard the satellite to generate
a four-color coverage.

2. Mission Scenario and Requirements of the Antenna System

The main specifications of the cellular coverage, shown in Table 1, have been estab-
lished from those of current multibeam satellites in Ka-band [2,3,11,12] and the Rec. ITU-R
S.672-4 [13]. The coverage must be formed by around 100 spots in a triangular lattice,

78



Sensors 2021, 21, 207

generated with a four-color reuse scheme based on two different frequencies and two
orthogonal CP. The four-color coverage must be simultaneously generated at Tx and Rx
user frequencies in Ka-band, which comprise from 19.2 to 20.2 GHz for Tx and from 29.0
to 30.0 GHz for Rx. Thus, both Tx and Rx frequency bands must be divided into two
sub-bands to provide the four-color coverage with two orthogonal CP simultaneously in Tx
and Rx. Figure 2 shows a schematic representation of a multispot coverage with a four-color
reuse scheme of two frequencies (F1, F2) and two polarizations (P1, P2) together with the
operating scheme of the current multi-fed reflectors used onboard the satellite, where each
reflector generates a lattice of non-contiguous spots in a single color, simultaneously in
Tx and Rx (the interlaced beams produced by the four reflectors form the final four-color
coverage of contiguous spots). The diameter of the spots is set to 0.65◦ to cover a circular
area of around 300 km on the Earth. The angular separation between adjacent spots from
center to center to form the appropriate triangular lattice of spots must be 0.56◦ (computed
as sin(60◦)·0.65◦). The minimum end of coverage (EOC) gain of the beams is set to 45 dBi,
the minimum single-entry carrier over interference ratio (C/I) at 20 dB, and the minimum
co-polar over cross-polar discrimination (XPD) is also fixed to 20 dB.

Table 1. Antenna system requirements.

Parameter Requirement

Number of spots 100
Reuse scheme 4 colors

Spot lattice Triangular
Spot diameter 0.65◦

Spot separation 0.56◦

EOC gain 45 dBi
Single-entry C/I 20 dB

XPD 20 dB
Tx frequency band 19.2–20.2 GHz
Rx frequency band 29.0–30.0 GHz
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Figure 2. (a) Four-color multispot coverage required simultaneously in Tx and Rx. (b) Operating

principle of current reflectors used onboard the satellite, operating simultaneously in Tx and Rx.

The proposed antenna configurations operate by an improved SFPB configuration,
taking advantage of the ability of reflectarrays to generate independent beams at different
frequencies [14] or polarizations [15] with a single feed. The proposed reflectarrays will be
illuminated by a cluster of 27 feeds defined with a triangular lattice, in order to provide
the required multibeam coverage with a triangular grid of spots. The feeds have been
modelled considering the 54 mm Ka-band feed-chain reported in [4], thus the separation
between adjacent feeds has been set to 55 mm. The radiation pattern of the feeds has been
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modelled in the simulations by an ideal cosq(θ) distribution. Figure 3 shows the proposed
cluster of 27 feeds using the local coordinate system (xf, yf), the origin of which matches the
center of the aperture of the central feed (C3 in Figure 3). The symmetry of each antenna
configuration will be used to reduce the number of feeds considered in simulations (the
lines of feeds A, B, C, plotted with thicker lines, or the array of 3x5 feeds plotted with solid
lines in Figure 3).
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Figure 3. Cluster of 27 feeds defined to illuminate the different antenna farms.

3. Antenna Farm Based on Two Single-Band Reflectarrays

The first strategy introduced in [10] to generate a complete four-color multispot
coverage simultaneously in Tx and Rx is based on the design of a reflectarray antenna
to generate four spaced beams per feed in two different operating frequencies and two
orthogonal polarizations (i.e., four spaced beams in four different colors). In this way, the
limitation of conventional reflectors to provide such closely spaced beams is overcome
by the generation of four adjacent beams per feed. Thus, a reflectarray illuminated by the
proposed cluster of 27 feeds would generate a complete four-color coverage of 108 spots
only for a single band (Tx or Rx). To provide multispot coverage both in Tx and Rx, two
single-band reflectarrays designed with the same technique to produce four adjacent beams
per feed would be required onboard the satellite (one for Tx and the other for Rx). The
operating scheme of the proposed solution is shown in Figure 4 for a flat reflectarray to
operate in the Tx band in Ka-band.

This solution requires a reflectarray with independent operation at close frequencies
(within the same band for Tx or Rx in Ka-band) and also independent operation in orthog-
onal polarizations, which increases the complexity of the reflectarray cells and the design
technique. The controlled application of the beam squint effect with frequency has been
used to reduce the design complexity of the reflectarray antenna, as shown in [16]. The
method to generate four spaced beams in four different colors per feed has been experi-
mentally validated in [17] for a 43 cm reflectarray antenna. The prototype operates in linear
polarization (LP), but the same design technique can be applied to produce the beams in
CP by an appropriate selection of the reflectarray cells. Figure 5 shows the 43 cm prototype
in the anechoic chamber and the measured radiation patterns of the four spaced beams
in four different colors, according to the normalized angular coordinates u = sinθ·cosϕ,
v = sinθ·sinϕ.
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Figure 4. Operating principle of the proposed single-band reflectarray.
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Figure 5. Reflectarray prototype to generate four spaced beams per feed [17]. (a) Picture of the prototype, (b) measured

pattern contours at −1, −3, and −4 dB of the four beams generated by the same feed.

Two different approaches have been evaluated to produce a multispot coverage
following the design technique developed in [17]: first, using a flat reflectarray as proposed
in [10], and second, using a reflectarray with a parabolic surface. The two reflectarrays
are expected to generate a four-color coverage for Tx in Ka-band using the feed cluster
shown in Figure 3. Due to the symmetry of the antenna system, the simulations have
considered the lines of feeds A, B, and C in Figure 3 (plotted with thicker lines in Figure 3),
since there will be minimal differences between the beams generated by the lines of feeds
B, C and D, E. The two reflectarrays have a diameter of 1.8 m and operate at 19.45 and
19.95 GHz in orthogonal polarizations. The simulations have considered ideal reflectarray
elements to provide the required phase-shift in each color without phase errors or ohmic
losses. The preliminary results will be used to evaluate the strengths and weaknesses of the
design method. The conclusions reached in this study can also be applied to the associated
reflectarrays used for Rx, since the design method would be identical.

3.1. Flat Transmit Reflectarray to Generate Four Spaced Beams per Feed in Ka-Band

A flat reflectarray has been proposed to generate four spaced beams per feed according
to the design technique shown in [17]. The reflectarray has a diameter of 1.8 m and it is
formed by 44125 reflectarray cells arranged in a 239 × 235 lattice, the period of which has
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been set to 7.5 mm to avoid grating lobes. As a result of the design method, four different
phase distributions are implemented in the reflectarray surface (one for each combination
of frequency and polarization). Figure 6 shows the required phase distributions at 19.45
and 19.95 GHz for one CP (there are no appreciable differences with the phase distributions
for the orthogonal CP). The large size of the reflectarray and its flat configuration are the
reason why the phase distributions depicted in Figure 6 show a large number of 360◦ cycles.
The abrupt variations in the phase distributions limit the antenna performance and reduce
the operational bandwidth.

2021, , x FOR PEER REVIEW 6 of 18 
 

  
(a) (b) 

Figure 6. Required phase distributions of the 1.8 m flat reflectarray at the (a) lower and (b) upper

operating frequencies for the same CP.

The results of the conducted simulations when the 1.8 m reflectarray is illuminated by
the 16 feeds placed in the lines A, B, and C in Figure 3 are shown in Figure 7, which presents
the pattern contours of the beams for a 46 dBi gain. The simulated pattern contours show a
coverage of 64 beams generated in a four-color reuse scheme. The distribution of beams
meets the required triangular lattice of spots, as well as the separation and diameter of the
circular spots (0.56◦ and 0.65◦, respectively).
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Figure 7. Simulated 46 dBi pattern contours of the 64 beams generated by 16 feeds in four different colors with a 1.8 m

flat reflectarray.

The main cuts of the radiation patterns have been evaluated to estimate the interfer-
ences between beams generated in the same color. Figure 8 shows the horizontal cut of the
radiation patterns in the plane v = 0 for the beams generated at both frequencies. Due to
the monofocal antenna design, the extreme beams of the coverage show some aberrations
that increase the C/I. Since the side-lobe levels of the beams can be reduced by slightly
increasing the antenna aperture and reducing the edge illumination, this drawback can be
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easily overcome (space reflectors in Ka-band usually have a diameter of 2.3 m). Thus, the
diameter of 1.8 m has been maintained for the rest of the reflectarray antennas proposed
in this paper, expecting similar C/I levels. The use of ideal reflectarray cells prevents an
accurate characterization of the cross-polar radiation, which is mainly produced by the
reflectarray elements and the offset antenna configuration. Previous reflectarray prototypes
with offset configurations have provided XPD above 25 dB [17,18].
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Figure 8. Cut of the simulated radiation patterns in v = 0 for the beams generated at the (a) lower and (b) upper frequency

in the same circular polarization (CP).

The main constraint of this strategy is the operational bandwidth of the reflectarray,
limited by the abrupt phase variations shown in Figure 6 and the independent operation at
two close frequencies within the same link (Tx or Rx) in Ka-band.

3.2. Parabolic Transmit Reflectarray to Generate Four Spaced Beams per Feed in Ka-Band

The design of large and flat reflectarrays results in inappropriate phase distributions
(with fast phase variations) that limit the antenna performance. The previous design of a
multibeam reflectarray to generate four spaced beams per feed has been improved to fit a
1.8 m parabolic reflectarray. In this configuration, the parabolic surface shapes the beams
as a conventional reflector, while the reflectarray elements only introduce a small phase
correction to slightly deviate the beams produced in orthogonal polarizations and/or at
different operating frequencies.

The four required phase distributions that must be implemented in the parabolic
reflectarray have been computed and Figure 9 shows the required phase distributions at
19.45 and 19.95 GHz for one CP (the phase distributions for the orthogonal CP have a similar
behavior). The phase distributions in Figure 9 show a great improvement with respect
to the equivalent distributions for a flat reflectarray (see Figure 6), presenting smooth
phase variations and a reduced number of 360◦ cycles. The 1.8 m parabolic reflectarray
antenna has been simulated considering the same cluster of feeds as in the previous
design, producing a four-color coverage of 64 beams similar to that shown in Figure 7.
There are no appreciable differences between the simulated radiation patterns of both flat
and parabolic reflectarrays (a comparison between the antenna performances of flat and
parabolic reflectarrays to produce four beams per feed can be seen in detail in [19]).

The results obtained for this (flat or parabolic) antenna farm show that a single
reflectarray with 27 feeds would produce a four-color coverage of 108 beams only in the Tx
or Rx link of the Ka-band, so two reflectarrays would be needed to generate a complete
multispot coverage both in Tx and Rx. As a result, the number of antennas would be halved

83



Sensors 2021, 21, 207

with respect to the conventional four-reflector configuration, and the same would happen
with the number of feed-chains (since each feed produces four beams in Tx or Rx).
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Figure 9. Required phase distributions of the 1.8 m parabolic reflectarray at the (a) lower and (b) upper

operating frequencies for the same CP.

Moreover, this solution makes it possible to reduce the complexity of the feed-chains,
since each reflectarray would be illuminated by single-band feeds, instead of the current
dual-band feed-chains [4]. The use of independent reflectarrays to operate in Tx and
Rx can be exploited to reduce the size of the Rx antenna, due to its higher operating
frequency. However, the main limitation is related to the independent operation at two
close frequencies. Although the parabolic surface has overcome the drawback associated
with the required phase distributions, further research is needed on the reflectarray cell
that should be used in a real scenario to achieve dual-band operation at near frequencies.
The cell proposed in [20] could be scaled to operate at two close frequencies within the Tx
band in Ka-band in dual CP. Once the reflectarray cell is defined, intense optimizations
should be applied to provide an independent operation in both frequencies with a stable
performance in band.

4. Antenna Farm Based on Two Dual-Band Dual Reflectarray Configurations

The constraints arising from the design of reflectarrays with independent operation at
two close frequencies (within the same band for Tx or Rx) can be overcome by implementing
the dual-frequency operation in two separate frequency bands. Then, the reflectarray
must generate two spaced beams per feed in orthogonal CP simultaneously at Tx and Rx
frequencies in Ka-band. In this way, the reflectarray is expected to generate all the beams
in two different colors simultaneously in Tx and Rx. A second dual-band reflectarray with
slightly different operating frequencies would generate the second half of the coverage,
and the interlaced coverages of the two reflectarrays would form the complete four-color
coverage in Tx and Rx. However, the design of a reflectarray with independent operation
in dual CP simultaneously at two frequency bands is a complex task.

In this strategy, the reflectarray has been defined with a dual-antenna configuration
based on a flat subreflector reflectarray and a main parabolic reflectarray. The use of a
dual configuration makes it possible to simplify the implementation of the dual-band
operation in dual CP thanks to the larger number of degrees of freedom provided by
the use of two reflectarrays. In this way, the feeds will operate in dual-LP, which implies
a lesser complexity of the feed-chain than in the case of dual-CP operation (there is no
need for a polarizer in the feed-chain). Then, the subreflectarray will be designed to
deviate (without focusing) the dual-LP beams radiated by the feeds by ±0.28◦ (in opposite
directions for each LP) simultaneously in Tx and Rx. The main reflectarray will be designed
to convert the incident dual-LP field into dual-CP, at the same time as its parabolic surface
focuses high-gain beams. Figure 10a shows the operating principle of the dual reflectarray
antenna to generate two spaced beams in left-handed and right-handed CP (LHCP and
RHCP, respectively) from a single feed operating in horizontal and vertical LP (H and V,
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respectively). Figure 10b shows the operating scheme of the proposed antenna to generate
half the required multispot coverage (two colors) simultaneously in Tx and Rx.
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Figure 10. Dual reflectarray system proposed to operate simultaneously in Tx and Rx. (a) Operating principle of the

dual-configuration, (b) functional scheme of the proposed antenna on the satellite.

The operating principles behind this solution have been experimentally validated
separately. The design of a dual-band reflectarray with independent operation in dual LP
at two separated frequencies can be reached in a direct way, as proposed in [21], by means
of reflectarray cells based on orthogonal sets of parallel dipoles for each band. A polarizing
reflectarray to convert dual LP into dual CP with broadband operation from 20 to 30 GHz
(covering both Tx and Rx bands) has been demonstrated in [22].

The dual reflectarray designed to produce multiple spot beams in Ka-band has been
defined on the basis of a Cassegrain system. The flat subreflectarray has a diameter of
0.65 m and it is formed by 11,497 cells disposed in a 117 × 125 grid, considering the same
type of reflectarray cells used in [23] (based on two orthogonal set of parallel dipoles) with
a period of 5.3 mm. The main parabolic reflectarray has a diameter of 1.8 m, formed by
62,654 cells disposed in a 286 × 279 grid. It has been designed using the polarizing cells
shown in [22] (based on three coplanar parallel dipoles) with a period of 5 mm. In contrast
to the complex phase distributions computed for the previous flat 1.8 m reflectarray (see
Figure 6), the flat subreflectarray only deviates the orthogonal LP beams radiated by the
feeds in opposite directions, so the required phase distributions present a smooth phase
variation at both frequencies. Figure 11 shows the phase distributions implemented in
the subreflectarray at 19.7 GHz and 29.5 GHz in one LP; note that the phase distributions
in the orthogonal LP show the opposite phase variation at each frequency to deviate
the orthogonal LP beam in the opposite direction. Then, the main parabolic reflectarray
only converts the dual-LP incident field into dual-CP, so their cells have been designed
to introduce a phase difference of 90◦ between the two orthogonal components of each
incident LP [22].

The design of the subreflectarray and the main parabolic reflectarray has been car-
ried out separately. The radiation patterns of the designed subreflectarray (without the
main reflectarray) have been simulated and the results have been compared with those
obtained considering ideal reflectarray cells (providing the required phase distributions
without any phase errors and zero dielectric losses). As an example, Figure 12a shows the
comparison between the ideal and realized patterns in the azimuth plane (ϕ = 90◦) for the
subreflectarray in H polarization at 19.7 and 29.5 GHz. Note that the patterns in Figure 12a
show a wide main lobe since the subreflectarray does not focus the beam radiated by the
feed (the parabolic surface of the main reflectarray will focus the beam). In the same way,
the simulated radiation patterns of the designed polarizing main reflectarray (without the
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subreflectarray, so that the main reflectarray is illuminated from the virtual focus of the
dual system) have been computed and compared with the simulations performed with
ideal cells. Figure 12b shows the comparison between the ideal and realized patterns in the
azimuth plane at 19.7 and 29.5 GHz for the polarizing main reflectarray in RHCP (obtained
from the H polarization radiated by the feed).
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Figure 11. Required phase distributions of the 0.65 m flat subreflectarray at the (a) lower and (b) upper operating frequencies

for the same linear polarization (LP).
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Figure 12. Simulated radiation patterns at 19.7 and 29.5 GHz in the azimuth plane of the ideal and realized antenna

components. (a) Subreflectarray for H polarization, (b) main reflectarray for right-handed circular polarizations (RHCP).

The patterns in Figure 12 show a satisfactory agreement between the designed and
ideal performances of both reflectarrays. The dual system configuration results in relatively
large incidence angles from the feed on the subreflectarray, which complicates the design
of the elements of the subreflectarray. As a result, the simulated patterns of the designed
subreflectarray show a slightly lower gain and higher cross-polar levels than in the ideal
case (see Figure 12a). On the other hand, the simulated results of the designed main
reflectarray show an excellent performance, which is practically identical to the ideal
behavior (see Figure 12b).

Finally, the dual antenna configuration is illuminated by the cluster of 27 feeds shown
in Figure 3 rotated 90◦ in the xfyf-plane. The simulations of the complete dual reflectarray
have considered 15 of the 27 feeds (an array of 3 × 5 feeds, plotted with solid lines in
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Figure 3), since the beams produced by the remaining feeds are expected to have similar
behavior. The simulated pattern contours of the 30 beams generated by the designed dual
reflectarray simultaneously at 19.7 GHz and 29.5 GHz are depicted in Figure 13 at the EOC
levels of the beams (between 45 and 46 dBi). The simulated beams match with the required
spot distribution, where there is room for the beams that would be generated by a second
dual reflectarray operating at slightly different frequencies to form the complete four-color
multispot coverage in Tx and Rx.
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Figure 13. Simulated pattern contours for the 30 beams generated by 15 feeds illuminating the

proposed dual reflectarray at 19.7 GHz and 29.5 GHz.

The main cuts of the radiation patterns have revealed similar C/I levels as those of
the previous 1.8 m reflectarray. Figure 14 shows the cut of the radiation patterns in the
plane u = 0 for the beams produced by the central row of feeds at both frequencies. The
simulated cross-polar radiation provides an XPD lower than 20 dB for some beams. The
analysis of the results has shown that the increase of the cross-polar component is mainly
produced in the subreflectarray, so an optimization procedure should be applied to the
dual-band dual-LP cells to reduce the cross-polarization. Moreover, the use of a dual
configuration could be used to implement a bifocal technique to improve the shaping of
the beams generated in the edge of the coverage [24].

In conclusion, the simulated results of the dual reflectarray configuration prove the
capability of the proposed multibeam antenna to generate half the required four-color
coverage simultaneously in Tx and Rx. The dual-band operation involving separate fre-
quencies simplifies the design of the reflectarray elements, while the dual configuration
simplifies the process of generating two spaced beams in orthogonal CP per feed, split-
ting it into two straightforward stages (deviation of the LP beams in opposite directions
and dual-LP to dual-CP conversion), the principles of which have been experimentally
validated previously. The simulated results show that a further optimization is required
for the subreflectarray to improve the XPD, although the flexibility provided by the dual
configuration could be also used to improve the overall performance of the antenna.
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Figure 14. Cut of the simulated radiation patterns in u = 0 for the beams generated at (a) 19.7 GHz and (b) 29.5 GHz in

same CP.

5. Antenna Farm Based on Two Dual-Band Offset Parabolic Reflectarrays

Bearing in mind the better performance of the previous dual-band dual reflectarray
with respect to the single-band reflectarray, the final proposed antenna farm is also based
on the use of a dual-band reflectarray to generate all the beams associated to two colors
simultaneously in Tx and Rx. In this case, a single offset parabolic reflectarray is proposed
instead of the previous dual configuration, reducing the number of components in the
antenna configuration.

The generation of two spaced beams in orthogonal CP per feed is now completely
managed by the reflectarray elements placed on the parabolic reflectarray surface. The
operating principle of the antenna is based on the concept proposed in [25], where a single-
band parabolic reflectarray deviates the orthogonal CP beams focused by the parabolic
surface in opposite directions by means of the variable rotation technique (VRT) applied to
the reflectarray elements. In our solution, a dual-band offset parabolic reflectarray is proposed
to focus the beams by its parabolic surface and deviate the orthogonal CP by the application
of VRT simultaneously at Tx and Rx frequencies. The dual-band operation by VRT is
achieved using the reflectarray cells proposed in [20]. As a result, a single offset parabolic
reflectarray illuminated by dual-CP feeds generates two spaced beams in orthogonal CP per
feed at Tx and Rx frequencies in Ka-band. The operating scheme of the proposed reflectarray
to generate half the required four-color coverage is shown in Figure 15.
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Figure 15. Operating principle of the proposed single-band parabolic reflectarray.
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Recently, the proposed operating principle has been experimentally validated in [26]
by a 0.9 m parabolic reflectarray prototype that generates two spaced beams per feed at
Tx and Rx frequencies using the reflectarray cell described in [20]. Figure 16 shows the
prototype in the anechoic chamber and the 40.6 dBi pattern contours of the two measured
beams generated simultaneously at 19.7 GHz and 30 GHz with a single dual-CP feed.
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Figure 16. Dual band parabolic reflectarray prototype to generate two spaced beams per feed [26]. (a) Picture of the prototype,

(b) measured 40.6 dBi pattern contours of the two beams generated at 19.7 and 30 GHz by the same feed.

A 1.8 m parabolic reflectarray formed by 62,654 reflectarray cells with a period of
6.5 mm has been designed to deviate the beams in orthogonal CP ± 0.28◦ simultaneously
at 19.7 and 29.5 GHz. Since the parabolic surface of the antenna focuses the beams radiated
by the feeds, the required phase distributions on the reflectarray to split the orthogonal CP
beams present a similar aspect as those of the subreflectarray shown in Section 4. Figure 17
shows the required phase distributions on the parabolic surface at 19.7 GHz and 29.5 GHz
in one CP (the phase distributions in the orthogonal CP show the opposite phase variation
to deviate the orthogonal CP beams in the opposite direction).
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Figure 17. Required phase distributions of the 1.8 m parabolic reflectarray at the (a) lower and (b) upper operating frequencies

for the same CP.

As in the first antenna solution shown in Section 3, the proposed dual-band parabolic
reflectarray has been illuminated by the cluster of 27 feeds shown in Figure 3, and the
simulations have considered three lines of feeds (16 feeds). Thus, the designed parabolic
reflectarray is expected to generate 32 beams in orthogonal CP simultaneously in Tx and
Rx. The simulated pattern contours of the 32 beams generated by the 1.8 m parabolic
reflectarray at 19.7 and 29.5 GHz are depicted in Figure 18, where the contours of the
beams at 19.7 and 29.5 GHz correspond to a gain level of 46 and 45 dBi, respectively. In a
similar way to the previous dual reflectarray configuration, a second parabolic reflectarray
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operating at slightly different frequencies would produce the second half of the required
four-color coverage.
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Figure 18. Contours of 32 beams generated simultaneously at 19.7 GHz and 29.5 GHz by the 1.8-m dual-band parabolic

reflectarray illuminated by 16 feeds.

Figure 19 shows the horizontal cut in the plane v = 0 of the radiation patterns for the
beams generated at 19.7 and 29.5 GHz. The main cuts of the radiation pattern have shown
similar values of C/I to those of the previous configurations, with a XPD larger than 20 dB.
Due to the large electrical size of the antenna at 29.5 GHz, the beams in Rx show a higher
maximum gain than the beams in Tx; however, the shaping of the beams in Tx and Rx can
be matched by the optimization procedure applied in [26].
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Figure 19. Cut of the simulated radiation patterns in v = 0 for the beams generated at (a) 19.7 GHz and (b) 29.5 GHz in

same CP.

In conclusion, the simulated results of the dual-band parabolic reflectarray have
demonstrated a very satisfactory performance. The simulations show a suitable distribution
of the beams with appropriate values of gain and XPD. As in the previous configurations,
the C/I can be improved by a small increase of the antenna size to reduce the edge
illumination levels on the reflectarray. Moreover, the reflectarray cell considered in the
design makes it possible to implement additional optimization to shape the beams in Rx
and to maintain the cross-polar levels in band, as in [26], by a proper adjustment of the
dimensions and rotation angle of the elements [27].
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6. Conclusions

In this paper, four novel antenna farms based on reflectarrays for broadband commu-
nication satellites in Ka-band have been proposed and evaluated. The exclusive character-
istics of reflectarrays, which are able to operate independently at different frequencies or
polarizations, have been applied in different ways to improve the SFPB operation compared
to conventional reflectors. The impact of using flat or curved surfaces, single or dual-band
operation, and single or dual antenna configurations for large reflectarrays in Ka-band
has been assessed to achieve the best antenna performance. Table 2 summarizes the main
characteristics of the proposed antenna solutions.

Table 2. Main characteristics of the proposed antenna solutions.

Parameter
Flat Single-Band

Reflectarray
Parabolic Single-Band

Reflectarray
Dual-Band Dual

Reflectarray
Parabolic Dual-Band

Reflectarray

Antenna configuration Single aperture Single aperture Dual configuration Single aperture

Aperture type Flat Parabolic
Parabolic (main) + flat

(sub)
Parabolic

Beams per feed 4 4 2 2

Frequency bands 1 (Tx or Rx) 1 (Tx or Rx) 2 (Tx and Rx) 2 (Tx and Rx)

Required antennas 2 2 2 2

Complexity of the cells Very high Very high Low Low

Operation in frequency Very hard to implement Hard to implement Readily achievable Readily achievable

Operation in CP Hard to implement Hard to implement Readily achievable Readily achievable

The preliminary simulations of single band reflectarrays to generate four beams per
feed permits operation with a single antenna for Tx and an independent antenna for
Rx, which simplifies the simultaneous operation in both bands as well as the design of
the feed-chains. However, this solution involves a major difficulty in providing a stable
performance in band due to the independent operation at close frequencies, requiring
complex reflectarray cells to which intense optimizations must be applied. On the other
hand, the two proposed dual-band reflectarrays show promising results. The simulations
of the dual reflectarray system would require a further optimization of the subreflectarray
to slightly reduce the cross-polar radiation, although the use of a dual configuration with
two reflectarrays provides greater flexibility of operation than single aperture systems,
which can be used to correct the shaping of the beams in the edge of the coverage. Finally,
the dual-band parabolic reflectarray achieves an excellent antenna performance with a
simple antenna configuration similar to that of the currently used reflectors. Moreover, the
reflectarray elements can be optimized to properly shape the beams in Tx and Rx without
the need to shape the antenna surface.

The core technologies of the proposed reflectarrays have been experimentally vali-
dated, which confirms the capabilities of reflectarrays to provide novel efficient multibeam
antenna farms for broadband communications satellites in Ka-band. All the proposed an-
tenna solutions make it possible to halve the number of antennas and feed-chains required
onboard the satellite, from four reflectors to two reflectarray antennas, and from a total
of N feed-chains (to produce a coverage of N spots) to N/2 feeds, allowing an important
reduction in cost, as well as in mass and volume of the payload, which are severely limited
in the satellite.
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Abstract: The simultaneous influences of the substrate anisotropy and substrate bending are nu-

merically and experimentally investigated in this paper for planar resonators on flexible textile and

polymer substrates. The pure bending effect has been examined by the help of well-selected flexible

isotropic substrates. The origin of the anisotropy (direction-depended dielectric constant) of the

woven textile fabrics has been numerically and then experimentally verified by two authorship

methods described in the paper. The effect of the anisotropy has been numerically divided from the

effect of bending and for the first time it was shown that both effects have almost comparable but

opposite influences on the resonance characteristics of planar resonators. After the selection of several

anisotropic textile fabrics, polymers, and flexible reinforced substrates with measured anisotropy, the

opposite influence of both effects, anisotropy and bending, has been experimentally demonstrated for

rectangular resonators. The separated impacts of the considered effects are numerically investigated

for more sophisticated resonance structures—with different types of slots, with defected grounds

and in fractal resonators for the first three fractal iterations. The bending effect is stronger for the

slotted structures, while the effect of anisotropy predominates in the fractal structures. Finally, useful

conclusions are formulated and the needs for future research are discussed considering effects in

metamaterial wearable patches and antennas.

Keywords: anisotropy; dielectric constant; material characterization; planar resonators; substrate

bending; textile fabrics; wearable radiators

1. Introduction

Recently, many artificial materials known with their traditional applications in the
human life can be considered as electrodynamic media due to the propagation of waves
through them. Textile fabrics are typical examples. Most of these materials and some of
their flexible polymer substitutes have been transformed into a new type of electronic
components—antenna/sensor substrates due to their new applications in the wearable com-
munication systems (antennas, sensors, radio-frequency identification or RFID, millimetre-
wave identification or mmID, etc.) [1–5]. In this role, they look like the commercial rein-
forced substrates with PCB (printed circuit board) applications (a comparison has been
given in [6], chapter IV). From a long time, the PCB designers have required manufacturers
of the traditional reinforced substrates to provide up-to-date and reliable information on
their dielectric parameters. Nowadays, the situation with the antenna designers of the
wearable textile devices is almost the same—they must know the right information for the
actual dielectric parameters of these specific materials as substrates. Our observations show
that a lot of research papers appeared in the last several years concerning the characteriza-
tion of the dielectric parameters (dielectric constant εr and dielectric loss tangent tan δε) of
the most popular textile fabrics [7–12]. The used methods are quite different—resonance
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and non-resonance—and most of them are implemented in the traditional ISM bands
(typically around 2.45 GHz). However, the textile substrates differ from the reinforced
substrates consist of natural and/or synthetic fibres (threads, yarns, filaments, etc.) in air
and form fibrous structures with a considerably bigger variety of different cross-section
views [13,14] in comparison with the simple woven or non-woven reinforced substrates.
Thus, depending on the used fibre materials, their density, applied fabrication technology,
and selected stitch, they act as porous materials with relatively low permittivity (εr ~1.2–
2.0), which is quite comfortable for antenna applications (the minimal dielectric constant
for the reinforced substrate is typically εr ~3.0). The other differences are that the textile
fabrics are more flexible and compressible materials, the thickness and density of which
can be easily changed by low mechanical pressure. One property seems common—the
existence of an intrinsic planar anisotropy due to the predominant orientation of the fibres.
However, the anisotropy the woven/knitted fabrics is mainly related to their mechanical
properties (e.g., tensile coefficients) [1,13–15] and very rarely to their dielectric parameters.

Like typical artificial materials, the textile fabrics can be considered as mixtures be-
tween two or more dielectrics (reinforced fibre nets with an appropriate filling/air). In
such cases, effective-media models have been developed [16], which can predict numer-
ically the resultant isotropic dielectric constant and the dielectric loss tangent of these
materials. However, the variety of technologies used for the manufacturing of these fi-
brous materials and the complex cross sections [5] can provoke a measurable dielectric
uni- or biaxial anisotropy—direction-dependent dielectric parameters (εxx 6= εyy 6= εzz; tan
δε_xx 6= tan δε_yy 6= tan δε_zz). Our previous research [17] showed that most of the textile
fabrics have typical uniaxial anisotropy: different dielectric parameters in parallel and
perpendicular directions regarding to the sample surface (εpar = εxx or εyy 6= εperp = εzz; and
tan δε_par 6= tan δε_perp), which is also typical for the wide-spread microwave reinforced
substrates [6,18]. Actually, the anisotropy of both types of woven materials is an undesired
property, but it should be taken into account in the RF design of different microwave (incl.
antenna/sensor) components especially in the mm-wavelength range. Exactly here is the
difference. Nowadays, the major manufacturers of reinforced substrate started to share
information about the possible anisotropy of some of their commercial products, while
the designers of wearable antennas usually completely ignore this property for the textile
substrate. We found only a few papers, which comment on the dielectric anisotropy of
textile fabrics. The authors of the review paper [1] considered this problem for the textile
fabrics without presenting concrete data. A recent paper ([19], Table 6) investigated the
influence of the percentage of the normal and in-plane (parallel) components (fibres) in the
woven fabrics (at microstructural level) on the resultant dielectric constant, but without to
give separate values of εpar and εperp.

At the same time, we found another interesting fact—many papers, devoted to the
dielectric characterization of textile materials, give different results for similar materials.
A typical example is the measured dielectric constant of denim textile substrates, εr_Denim.
Our survey shows that the used values vary from 1.4 to 2.0 (~35% scatter) [4]. One of the
reasons is the possible different types of applied weaving stitch in different cases. How-
ever, we additionally encountered a relationship between the measured dielectric constant
εr_Denim of denim fabrics on the applied measurement method. Researchers, who derive
the dielectric constant from the resonance parameters of standards rectangular flat patches
give values εr_Denim ~1.59–1.67 [12,20–22]. In this case, the extracted dielectric constant
should be close to the perpendicular one, εperp_Denim. When the applied method is the
popular coaxial dielectric probe (DAK, Dielectric Assessment Kit), the obtained parameters
are typically εr_Denim ~1.78–1.8 and beyond [23,24]. The free-space method confirms these
values 1.75–2 in the frequency range 14–40 GHz [25]. Both considered methods give values
close to the parallel one, εpar_Denim. Finally, the extracted dielectric constants from the
microstrip ring resonator or other planar methods are typically εr_Denim ~1.69–1.73 [23,24].
In this case, the planar methods extract the equivalent dielectric constant (see the concept
developed in [26]). The equivalent dielectric constant εeq appears for characterization of
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the whole substrate when the real anisotropic structure has been replaced with an isotropic
equivalent. That’s why, we observe the inequality εpar_Denim > εeq_Denim > εperp_Denim, which
is a typical situation for the woven materials, e.g., for the reinforced substrates [18,27]. Very
interesting are the obtained results in [23]; they confirm the assumption above because
the measured values for the equivalent dielectric constants εeq for three textile fabrics by a
ring-resonator method always are smaller than the corresponding values measured by the
DAK method (εpar). Therefore, we can conclude that the anisotropy of the textile fabrics is
a natural property, and its existence can explain the behaviour of their permittivity. Our
investigations show that the anisotropy of the materials in the antenna project directly
influences mainly the matching conditions of the patches and radome transparency [28],
while then at the working frequency it indirectly slightly changes the gain, radiation pat-
terns, efficiency and even polarization thought the anisotropic radome. The most common
circumstance in the research papers considering wearable radiating components is the
observation of small, moderate, and sometimes big differences between the simulated and
measured resonance characteristics, explained by the authors with different experimental
and simulation conditions. Our opinion is that in the most cases this effect depends on
the selected by the authors values of the dielectric constant—close to εperp (small changes
for the patches resonances are observed), εeq (suitable for the microstrip feeding lines,
transformers, steps, filters, etc.) or εpar (applicable for the coplanar and slotted wearable
structures) [26]. If the actual anisotropy of the used substrates is smaller than 2–3% (see
below for this parameter), its influence is usually negligible.

The other important issue for the wearable antennas is the bending effect (for con-
formal patches) [29]. A part of the research papers dealing with the wearable antennas
on textile fabrics and polymers usually include additional information for the effect of
bending at typical radii, compliant with the human body [30–33]. A measure for the degree
of bending is the curvature radius Rb (Rb is the radius of an imaginary cylinder to which the
antenna is bent) or bending angle θb = L (or W)/Rb, where L and W are the length and width
of the rectangular patch antenna [34]. Most of the papers simply registered the bending
effect on the working frequency and/or frequency bandwidth (usually a decrease of the
resonant frequency) and rarely on the gain and radiation pattern. Sometimes, unexpected
discrepancies are detected between the simulated and measured results from the bend-
ing [32] explained by imperfect measurements. Only a few researchers provide discussions
for the nature of the bending effect. When the measurements are well performed, the
obtained results are useful for understanding the bending effect. For example, the results
obtained in the paper [30] give the information that the thickness of the flexible substrate
is important for the degree of the bending influence. For the substrate as a flexible felt
(εr = 1.3) with thickness hS = 0.5–12 mm, the optimal thickness for minimizing the effect of
bending over the frequency shift is about 6 mm. Very helpful results for the bending effect
on rectangular patch antenna on denim substrate are presented in [35]. The parameters of
this material with thickness hS = 2 mm are chosen to be εr_Denim = 1.6 and tan δε_Denim = 0.01
at 2.4 GHz. For the first time, the authors definitely show by simulations that the resonance
frequency of the lowest-order TM10 mode in the rectangular patch antenna should contin-
uously increase with increasing of the bending radius Rb—with a relatively low degree
for the width-bent patches and with a higher degree—for the length-bent patches. How-
ever, the measurement results slightly differ from the simulations, as relatively big ripples
appear in the experimental frequency shifts: ±2.5 MHz for width-bent and ±85 MHz for
length-bent patches (compared to the resonance frequency ~2.4 GHz for the flat patches).
Nevertheless, the tendency for increasing of the resonance frequency is visible. The authors
commented that this behaviour was not expected from simulations. They attribute this
discrepancy to other physical properties that the conductive textile was subjected to upon
bending that were not correctly replicated in simulations.

In our paper [36], we supposed for the first time that both effects (bending of the
flexible substrate and its anisotropy) can simultaneously affect the resonance behaviour
of the resonance patches. There we presented some preliminary experimental results
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for a rectangular resonator with isotropic substrates, but the influence of the substrate
anisotropy was not separately investigated. We cannot find other research papers, where
the anisotropy and bending are considered in parallel, excepting some calculations of
the input impedance [37] and additionally return losses S11 and mutual coupling [38] in
cylindrically conformal patch antennas on anisotropic substrates.

In this paper, we continue to investigate more deeply the opposite impacts of the
dielectric anisotropy and bending of the substrate on the resonance characteristics of planar
radiators. We follow the same strategy in this paper—not to consider fed patches and
antennas, but to examine pure resonant structures and to avoid any parasitic influence
of the feeding lines. This paper includes new experimental and simulation results for
the frequency shift of the modes in planar rectangular resonators and their modifications,
which makes possible the separation between the effects of anisotropy and bending and the
independent characterization of the degree of these effects. In the Materials and Methods
section, two experimental and numerical methods have been used for determination of
the uniaxial anisotropy of the textile fabrics. A methodology for accurate measurements
of the bending effects on the resonance characteristics of the planar resonator has been
described. Then, an efficient procedure is introduced for creating suitable 3D models of
planar resonators for separate numerical investigations of the bending and anisotropy
and both effects together. Data for the measured anisotropy of several selected for the
research flexible anisotropic and isotropic materials are presented. In the Results and
Discussions section, very interesting results are obtained and discussed for the separate
and simultaneous influence of the anisotropy and bending for materials with different
anisotropy and for conformal resonance structures bent at different radii. The results for
the influence of the anisotropy and bending on several planar resonators with sophisticated
shapes are added—for slotted rectangular patches, fractal structures, and resonators with
defected grounds. Finally, the origins of the considered competitive effects on the resonance
planar structures are discussed and explained and useful conclusions are offered. A possible
future work has been formulated.

2. Numerical and Experimental Methods and Materials

The aim of this research is to investigate numerically and experimentally the possible
competitive influences of the uniaxial anisotropy and bending of textile substrates on
the resonance performances of wearable planar radiators. Therefore, in this section, we
describe all applied experimental and numerical methods for the determination of the
substrate anisotropy and reliable characterization of the bending effect in these radiating
structures. The selected materials and their important characteristics for the research have
been obtained.

2.1. Two-Resonator Method for Measurement of the Uniaxial Anisotropy of Textile Fabrics

The considered below method has been proposed in [27] and applied for anisotropy
characterization of a variety of materials [19]. In this paper, it has been applied for the
determination of the pairs of parameters, εpar; tan δε_par and εperp; tan δε_perp, of textile
fabrics. Figure 1a schematically presents the idea of the used method: a textile disk sample
is placed sequentially in two resonators, which are designed to support either symmetrical
TE0mn modes (m = 1, 2, 3, . . . ; n = 1, 2, 3, . . . ) in the cylinder marked as R1 or symmetrical
TM0m0 modes (m = 1, 2, 3, . . . ) in the cylinder marked as R2 with mutually perpendicular
E fields—parallel to the sample surface in R1 or perpendicular to this surface in R2. The
sample is placed in the middle of R1 and on the bottom of R2 ensuring the best conditions
for the excited TE or TM modes to be influenced by the sample and these modes to be
maximally separated (e.g., the resonators heights to be H1 ~ D1 and H2 < D2 and the
coupling probes to be orientated to excite only TE modes in R1 or TM modes in R2). The
sample diameter dS is chosen to coincide with the resonator diameters dS ~ D1,2. In this case,
the extraction of the dielectric parameters can be accurately performed by the analytical
model described in [27,39]. In short, the measurement procedure is as follows. First, the
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resonance characteristics are measured (resonance frequency f 0 and unloaded quality factor
Q0) of each TE or TM mode under interest in the empty R1 or R2 resonator. This step makes
possible a fine determining the equivalent resonator diameters D1,2eq and equivalent wall
conductivity σ1,2eq of both resonators, which considerably increases the accuracy of the next
measurements. The second step includes measurements of the resonance characteristics (fε
and Qε) of the same TE or TM modes (well-identified) in the R1 or R2 resonators with a
sample. Finally, the set of obtained data ensures the determination of the parallel dielectric
constant εpar and dielectric loss tangent tan δεpar in resonator R1 and determination of the
perpendicular dielectric constant εperp and dielectric loss tangent tan δεperp in resonator R2.
The measurement uncertainty has been evaluated as relatively small [27]: 1–1.5% for εpar,
3–5% for εperp, 5–7% for tan δεpar and 10–15% for tan δεperp in the case of 0.5–1.5 mm thick
substrates with dielectric constants ~1.3–5 in the Ku band. The main source of the pointed
inaccuracy is the uncertainty for the determination of the sample thickness. Another
circumstance is the selectivity of the considered method; due to the E-fields orientation the
cylinder resonators measure the corresponding “pure” parameters (parallel ones in R1 and
perpendicular ones in R2) with selectivity uncertainty less than ±0.3–0.4% for the dielectric
constant and less than ±0.5–1.0% for the dielectric loss tangent in a wide range of substrate
anisotropy and thickness [39].

σ

ε ε

ε δε
ε δε

ε ε δε δε

 

Figure 1. Two-resonator method: (a) Pair of resonators for measurement of parallel (R1) and perpendicular (R2) dielectric

parameters of disk samples in cylindrical TE (R1) and TM-mode (R2) resonators; (b) Photography of resonators R1 and R2

with denim textile sample 1; E—electric field.

2.2. Numerical Models for Determination of the Dielectric Constant and Anisotropy of Textile
Fabrics as Dielectric Mixtures

2.2.1. Limits for the Dielectric Parameters of Mixed Textile Threads

There exists a big variety of technologies to mix or blend two or more types of textile
threads from different materials and with different mechanical properties, which makes
possible to obtain new fabrics with desired specific elasticity moduli and stiffness and to
control the stability of these properties. Due to these purposes, textile engineers have devel-
oped different models and effective- medium theories for reliable characterization of these
structures [13–16,40–42]. Our survey shows that these models with some modifications
could be successfully applied also to the electromagnetic properties of the textile fabrics
dielectric mixtures, as it has been done in [16].

The simplest models (as the first stage of approximation, if the details of geometry
are ignored) give the so-called upper and lower bounds of the resultant dielectric constant
and loss tangent on the base of the modified Reuss (iso-strain) and Voigt (iso-stress) bound
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models (for series or parallel layered mixtures). The Bruggman formula [14] presents
relatively accurate approximation for near-to-isotropic materials:

εeq =
(ε1 + u)(ε2 + u)

V1(ε2 + u) + V2(ε1 + u)
− u; 0 ≤ u ≤ ∞, V1 + V2 = 1 (1)

where εeq is the scalar isotropic equivalent dielectric constant of the mixture, ε1 and ε2 are
the dielectric constants of the mixed threats, V1 and V2 are the corresponding normalized
volumes, and u ⊂ (0; ∞) is a parameter which depends on the method of mixing. Three
cases could be derived from this expression depending on the type of mixing: for series
mixing u = 0 (Reuss bound); for parallel mixing u = ∞ (Voigt bound) and for random
mixing, u = (ε1ε2)1/2 (Bruggman curve). All these curves for the normalized dielectric
constant are plotted in Figure 2a.
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Figure 2. Minimal and maximal bounds for the normalized resultant equivalent dielectric constant

εeq/ε1 (a) and normalized equivalent dielectric loss tangent tan δε_eq/tan δε_1 (b) of two mixed

dielectrics with isotropic parameters ε1/tan δε1 and ε2/tan δε2 and normalized volumes V1 and V2

(V1 + V2 = 1) (insets: of parallel, series and random mixing regarding the direction of the applied E

field).

The Equation (1) is a complex one; it can be rewritten also for a direct calculation of
the corresponding dielectric loss tangents bounds (modified Bruggman formula); see the
dependencies in Figure 2b:

tan δε_eq =
(tan δε1 + v)(tan δε2 + v)

V1(tan δε2 + v) + V2(tan δε1 + v)
− v; 0 ≤ v ≤ ∞, (2)

where tan δε_eq is the isotropic equivalent dielectric loss tangent of the resultant fabrics, tan
δε1 and tan δε2 are the dielectric loss tangent of the mixed/blended threats, and v ⊂ (0; ∞)
is a new parameters; now we have again v = 0 for series mixing, v = ∞ for parallel mixing,
however, v = [ε1ε2 (tan δε1 + tan δε2)]−1/2 for random mixing. We have selected a concrete
synthetic material for the presented examples in Figure 2a,b—Polyester threads (ε1

∼= 3.4;
tan δε1

∼= 0.005) mixed with air (ε2 = 1.0; tan δε2 = 0). However, the predicted anisotropy by
Equations (1) and (2) is too large, does not take into account the concrete sizes and shapes
of the threads and therefore, the results do not correspond to the realistic textile fabric.
The survey of other effective-media analytical expressions for the resultant permittivity in
different mixtures, presented in [43], show that they also cannot give the actual anisotropy.

Therefore, in this paper, we accepted another more realistic approach. Most of the
textile fabrics can be considered as complex fabrics of cylindrical single or multi-fibre
threads (a short survey on the Internet of the free microscopic images of the popular
fabrics illustrates well the predominant existence of the cylindrical cross-section shape of
the threads). Such an approach is very popular in the mechanical models of the textile
fabrics [13–15], but also applicable for characterization and modelling of their dielectric
properties [10,19,44]. In this research, a similar approach has been accepted. In the next
subsection, we present an effective numerical model for accurate prediction of the real
anisotropy of textile fabrics on the base of cylindrical unit cells.
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2.2.2. Numerical Models for Evaluation of the Dielectric Anisotropy of the Textile Fabrics

The degree of anisotropy can be predicted for artificial textile fabrics by the numerical
method introduced in [17]. The idea of this method is to build a unit cell by two or more
isotropic cylindrical fibres (threads), to reproduce it in a hosting isotropic substrate (e.g.,
air) and to put the whole sample in a rectangular resonator, which supports TE and TM
modes with exited E fields in three mutually perpendicular directions. The simulations
are performed by electromagnetic simulators (HFSS® in this case). Figure 3 illustrates the
selected unit cells with three mutually perpendicular cylinders of equal diameter d. The
concrete unit cell is a prism with sides a = b = 1.0; c = 1.5 mm. They form a rectangular
sample with dimensions 9.5 × 8 × 1.5 mm and this sample is placed in the middle of a
rectangular box with dimensions 9.5 × 8 × 10 mm. Actually, this box is one-quarter part
of a rectangular resonator with dimensions 19 × 16 × 10 mm, which support TE and TM
mode in the Ku and K bands depending on the diameters, filling and dielectric constant
of the threads. The resonator with a sample is solved in “eigenmode” option of the used
HFSS simulator (calculating the resonance frequency fr and the unloaded quality factor
Q), where appropriate symmetrical boundary conditions are accepted at side A and B of
the box: “symmetrical E-field” for TE modes and “symmetrical H-field” for TM modes.
Thus, the considered resonator with 1.5-mm thick artificial textile sample supports the
following mode of interest, illustrated in Figure 4 for a 3D-woven textile sample: (a) TE011

mode with resonance frequencies in the interval 19.3–21 GHz (E field along 0x); (b) TE101

mode; 21.9–23.5 GHz (E field along 0y); (c) TM010 mode; 11.6–12.2 GHz (E field along
0z); (d) TE111 mode; 17.6–18.7 GHz (E field in plane 0xy). The considered set of modes
makes it possible the extraction of the dielectric constants and dielectric loss tangent of
the investigated textile samples in different directions, considered as samples with bi- or
uniaxial symmetry as it is shown in Figure 4. The concrete resonator dimensions are chosen
relatively small (to facilitate simulations). However, larger dimensions can be selected for
lower-frequency ISM bands. The only rule is the size of the unit cell to be smaller than
the free-space wavelength to ensure homogenization of the artificial structure at a given
frequency. As quantitative measures are used, the parameters ∆Aε, ∆Atanδε for the degree
of the dielectric anisotropy of the resulting (equivalent) dielectric constant/loss tangent for
bi-/uni-axial anisotropy are calculated by the following expressions:

∆Aε_xx,yy = 2(εxx,yy − εzz)/(εxx,yy + εzz), (3)

∆Atan δε_xx,yy = 2(tan δε_xx,yy − tan δε_zz)/(tan δε_xx,yy + tan δε_zz). (4)

ε δε

)/()(2 ,,,_

)tan/(tan)tan(tan2 _,__,_,_tan

 

Figure 3. (a) Unit cell a × b × c with cylindrical threads of diameter d; (b) constructed artificial sample with repeated unit

cells in a hosting isotropic substrate (air); (c) equivalent sample in a rectangular box, which is a quarter part of the whole

resonator with symmetrical boundary conditions on Side A and B.
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Figure 4. Artificial sample (3D-woven fabrics) in a rectangular resonator (not shown), which supports different modes with

mutually perpendicular E fields (red arrows) along the axes: 0x, 0y, 0z and in the plane 0xy in the Ku-band (modes: TE011

(a); TE101 (b); TM010 (c); TE111 (d).

Independent extraction of the resultant dielectric constant along all three axes is
possible after the replacing of the anisotropic sample under test with an equivalent isotropic
sample (as in Figure 3c). The procedure is as follows. After the selection of each unit cell
and the construction of the whole artificial 3D sample (see below), placed in the middle of
the selected resonator, the resonance frequency fr and Q factor of the corresponding mode
can be obtained by simulations in “eigenmode option”. Then, the anisotropic structure is
replaced with an equivalent prism of the same dimensions and by tuning the corresponding
isotropic values εeq and tan δεeq, a coincidence should be reached (typically <1%) between
both simulated pairs fr and Q for the anisotropic sample and its isotropic equivalent. Thus,
the corresponding dielectric parameters of the biaxial anisotropic textile samples can be
obtained by using the excited modes in Figure 4a–c, while the parameters for the uniaxial
anisotropic textile samples (most of the cases) can be obtained by using the modes in
Figure 4c,d.

The described procedure is effective and enough accurate for preliminary prediction
of the anisotropy of different artificial materials. In the paper [17], some preliminary results
have been obtained for several artificial woven and knitted tactile fabrics, but the method
has been successfully applied for many other materials (incl. 3D printed) [6]. In this paper,
we present new results to show how the anisotropy depends on the structure and threads’
orientation of the textile fabrics and to establish the origin of this property. Some attempts
to find such relations have been done in [19] but without to present quantitative results.
In the beginning, three simple structures have been constructed as in paper [17] based
on ordered single cylinders built from the unit cell in Figure 3 of diameter 0.5 mm and
distance between their axes 1.0 mm. The cylinders are consistently orientated along 0x,
0y and 0z axes. Applying the modes from Figure 4a,c with electric fields orientated along
0x or 0z axis, the described model makes it possible to determine the dependence of the
dielectric constant anisotropy ∆Aε_xx versus the ratio εthread/εair presented in Figure 5 (a).
The parameter ∆Aε_xx increases with the ratio εthread/εair increasing, but in different ways.
When the cylinders are orientated along 0x (as the electric field ETE of the exited mode),
∆Aε_xx has large positive values (~8% for εthread = 3.4). Contrariwise, when the cylinders
are orientated along 0z (ETM), ∆Aε_xx has negative values (~−4.5%). These values strictly
correspond to the relative volume portions of the treads orientated along 0x (ETE) and 0z
(ETM) in these simple cases (detailed geometrical calculations are not performed at this
stage of the research). Only when the cylinders are orientated along 0y (perpendicularly to
ETE and ETM, the parameter ∆Aε_xx is close to 0 (i.e., the sample behaves as almost isotropic
one).
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Figure 5. Dielectric constant anisotropy of artificial textile samples versus the ratio between the dielectric constant of the

threads and air εthread/εair: (a) for ordered straight cylinders, orientated along axes 0x, 0y or 0z; (b) for 2D, 2 1
2 D and 3D

woven fabrics in Ku-band (see Figure 6) (Arrows: E fields of the used TE and TM modes).
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Figure 6. (a) Woven threads of corresponding dimensions; three types of woven fabrics: (b) 2D woven; straight threads

along 0x, 0y; (c) 2.5D woven; straight threads along 0y, wavy threads along 0x; (d) 3D woven; wavy threads along 0x, 0y (all

threads are with equal dielectric constant εthread = 3.4).

Very interesting are the results for the uni-axial anisotropy (obtained by the modes
from Figure 4c,d) of constructed three artificial woven fabrics (shown in Figure 6). They are
conditionally named 2D, 2.5D and 3D woven samples due to the applied straight and/or
wavy threads (see the figure captions of Figure 6). The behaviour of the uni-axial parameter
∆Aε of the 2D-woven sample is close to this one of the pure cylinders along 0x—Figure 5b.
However, when the portion of the threads with orientation along 0z axis increases (for 2.5D
and especially for 3D-woven samples) applying wavy threads, the anisotropy becomes
smaller, from 10% (for 2D woven samples) to 7% (2.5D) and 3.5% (3D) for εthread = 3.4.
This result shows that the dense woven fabrics have relatively small anisotropy, close to
the realistically measured values of 4–6% for most of the textile fabrics. However, their
anisotropy exists and can be taken into account in the design of different wearable devices,
when the final design accuracy is important and for the higher 5G frequency bands.

2.3. Procedure for Accurate Measurements of Bent Planar Resonators on Textile Fabrics

The accurate measurement of bent wearable structures is not an easy task. There
appear strong mechanical changes during the bending—deformations in the substrates;
deformations in the metal layout (it should always tightly cover the substrate); the feeding
lines can affect the resonance behaviour. Following the strategy in this paper to investigate
only pure resonance structures, we apply coaxial probes to excite the lowest-order reso-
nances in the planar structures. Figure 7 represents the simulated E-field pattern of the
first two planar modes in flat and bent microstrip resonators. Coaxial probes from electric
type (short coaxial pin orientated along the E field) should be put close to the E-maximums.
However, in this research, we apply more stable coaxial magnetic loops placed close to
the H-maximums of the magnetic field of the corresponding mode (Figure 8a for TM10
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mode; Figure 8b for TM01 mode and Figure 8c for both modes). The measurements are
performed by a vector network analyzer in the L and S bands in transmission regime.
The place and the orientation of the loops are tuned during the measurements until the
transmission losses S21 increase more than −40 dB. At these conditions, the resonance
frequency practically does not depend on the loop proximity and the measured resonance
frequencies are enough accurate.

 

Figure 7. Simulated E-field pattern in microstrip resonators: (a,b) TM10 and TM01 in a flat

resonator; (c,d) TM10 and TM01 in a bent resonator. Legend: L—length; W—width.

 

Figure 8. (a–c) Pair of magnetic coaxial loops placed on the length, width, and diagonal

of the planar resonator; (d–f) length (L)-bent, width (W)-bent and diagonal (D)-bent

microstrip resonators. Legend: 1—resonator; 2—substrate; 3—pair of magnetic coaxial

probes.

In this research, we apply self-adhesive 0.05-mm thick metal (Al or Cu) folio to form
the resonator layout. We start measurements in a flat position of the resonator and then
measure the bent resonator with continuously decreasing bending radius. The resonator
substrates are bending over a set of smooth metallic cylinders with radii Rb from 80 to
12.5 mm. Three types of bending are applied—length-(L), width-(W) and diagonal-bent
(D) resonators—see the illustrations in Figure 8. When we bend, special care is taken to
ensure that the metallization remains well adhered to the substrate and that it does not
detach itself. Therefore, measurements are performed only for decreasing bending radius
and not in reverse order. Each of the pointed types of bending is realized with a new
fresh resonator folio. In this research, the results are presented for the ratio between the
resonance frequencies for the bent and flat resonators.

2.4. Numerical Models for Investigations of Bent Planar Resonators on Anisotropic Substrates

Most of the modern electromagnetic simulators have options for the introduction of
anisotropic materials. However, in the case of conformal planar structures, this is not easy
to perform directly, when the substrate has been introduced as a single object and to be sure
that the anisotropy is accurately described. Therefore, we chose a geometrical approach.
The anisotropic substrate is divided into several equal slices with a form of prisms (with
rectangular cross-section view for the flat resonators and with trapezoidal cross-section
view for the flat resonators). The slices have equal anisotropic properties as the whole
substrate, but the parallel and perpendicular directions used to determine the uniaxial
anisotropic dielectric parameters can be controlled now for each slice with the change of
the bending radius—as it is sown in Figure 9 for the half of structures. In this research,
the concrete width ws of the slices is chosen to be ws = 2 mm but can be decreased for
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thicker substrates or smaller bending radii for better fitting of the cross-section of the bent
substrate. The other sizes are height hs and length ls = Ws. The 3D views of flat and bent
microstrip resonators on sliced anisotropic substrates are presented in Figure 10. During
the bending, we satisfy the rule to keep the resonator dimensions L and W. However, the
ground and the slices may undergo some deformations.
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Figure 9. Flat and bent microstrip resonators on substrate constructed by sliced prisms,

each with own anisotropic properties. Arrows represent the normal direction in each slice

in flat and curved substrates.
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Figure 10. 3D view of flat and bent microstrip resonators of length L = 30 and width

W = 26 mm on sliced substrates with length Ls = 42 and width Ws = 34 mm (last two cases

with bending radius Rb = 14.3 and 9.6 mm).

2.5. Materials Used in the Research

Based on the purposes of the paper, several types of materials have been selected.
One of the groups consists of several textile and polymer samples with different measured
degrees of anisotropy (∆Aε from 4.3 to 10.3) by the two-resonator method. The measured
results for the pairs of parameters εpar/tan δεpar and εperp/tan δεperp, as well as for the
uniaxial anisotropy ∆Aε/∆Atanδε are presented in the upper part of Table 1. The other
group includes several flexible isotropic substrates, selected for measurement of the pure
bending effect. The measured anisotropy of these materials is very small, ∆Aε < 1%. The
last two groups have representatives of relatively flexible reinforced substrates and soft
artificial ceramics. Their anisotropy ∆Aε varies in a big interval—8.2–24.5%.
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Table 1. Measured dielectric parameters and anisotropy of selected materials for this research (averaged values for the frequency

interval 6–13 GHz).

Material hs, mm εpar/tan δε_par εεperp/tan δε_perp ∆Aε/∆Atanδε, %

Textile and polymer samples
Denim 0.90 1.74/0.048 1.61/0.030 7.8/38
Linen 0.65 1.65/0.043 1.58/0.044 4.3/−2.3

Waterproof fabric with breathability GORE-TEX® 0.20 1.53/0.0057 1.38/0.0043 10.3/28
Polydimethylsiloxane (PDMS) 0.70 2.73/0.022 2.57/0.019 6.00/15

Flexible isotropic and near-to-isotropic samples
Polytetrafluoroethylene (PTFE) 0.45 2.05/0.00027 2.04/0.00026 0.49/3.8

Polycarbonate (PC) 0.50 2.77/0.0056 2.76/0.0055 0.36/1.8
Silicone elastomer 0.90 2.21/0.0010 2.19/0.0008 0.91/22

Ro3003 0.51 3.00/0.0012 2.97/0.0013 1.0/−8
Relatively flexible anisotropic reinforces substrates

Ro4003 0.21 3.67/0.0037 3.38/0.0028 8.2/28
NT9338 0.52 4.02/0.005 3.14/0.0025 24.6/67

Relatively flexible anisotropic soft ceramics
Ro3010 0.645 11.74/0.0025 10.13/0.0038 14.7/−41

3. Results and Discussion

Three types of results and corresponding discussions are presented in this section.
First, numerical and experimental results are presented for the pure bending effect in planar
resonators on flexible isotropic and near-to-isotropic substrates (Section 3.1). The next step
is to verify with results the assumption that the bending effect and substrate anisotropy
have opposite impacts on the wearable radiators and sensors (Section 3.2). Finally, the
simultaneous bending and anisotropy influence is investigated for several sophisticated
planar resonators with magnetic slots, defected grounds and for Koch fractal resonators
(Section 3.3).

3.1. Pure Bending Effect

As we mentioned in the Introduction, the investigated bending effect in wearable
planar patches and devices usually has been masked by other phenomena, not considered
in the simulations [32,33]. We try to solve these problems applying experimentally-proven
pure flexible isotropic substrates, using pure resonance structures (to minimize the effects of
the feeding lines) and follow an accurate measurement procedure described in Section 2.3.

First, Figure 11a presents the dependencies of the ratio fbent/fflat between the resonance
frequencies for the lowest-order TM10 mode for bent and flat rectangular resonators on
pure isotropic substrate versus the curvature angle αC between the neighbour slices used
to construct the substrate. This is a new measure for the bending degree, which is more
comfortable in our research. Figure 12 illustrates the relationship between the bending
radius Rb and the introduced curvature angle αC (e.g., αC = 4◦ corresponds to Rb = 28.7 mm;
αC = 8◦—Rb = 14.3 mm; αC = 12◦—Rb = 9.6 mm, etc.).
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Figure 11. Numerical dependencies of the ratio between the resonance frequencies

fbent/fflat of the lowest-order TM10 mode for bent and flat rectangular resonators on

isotropic substrate versus (a) the curvature angle αC between the substrate slices and

(b) substrate thickness hs. The isotropic dielectric constant is chosen to be 3.0, but its

concrete value has negligible influence. Positive and negative curvature angles are used.
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Figure 12. (a) Definition of the relation between the curvature angle αC and bending radius

Rb; dashed line: middle line in the resonator substrate, where the effective electrical length

of the resonator is formed; (b) resonance structures on positive (+αC) and negative (−αC)

bent substrate (the bending radius Rb is always determined to the side of the resonator

layout).

The presented results show the expected fact (mentioned in [35]) that the resonance
frequency of the L-bent resonator increases in comparison to the flat case for pure isotropic
substrates. The dependence is not exactly linear. At the same time, the effect on the
bending is relatively small for W-bent resonators, which is also an expected result. These
dependencies correspond to the classical “positive” bending (αC > 0). What happens
during the bending? The material undergoes mechanical deformations, e.g., stretching
at the top (to the resonator) and shrinking at the bottom area (to the ground). In our
model, we take into account this effect by changing the cross-section shape of the separate
slices from rectangular to trapezoidal (illustrated in Figures 9 and 12a). The narrow side
of the trapezoid is orientated to the ground of the resonance structure. Thus, the model
confirms the assumption that the electrical length LE of the L-bent resonator decreases in
comparison to the geometrical length L (illustrated with the dashed line in Figure 12a). The
standing wave of the lowest order TM10 mode is located exactly along the curvature in the
L-bent structures (see Figure 7a,c) and it explains the increase of the resonance frequency
when the curvature angle αC increase. Contrariwise, during the W-bending the standing
wave is located in a perpendicular direction and the influence of the bending is negligible,
especially for thin substrates.

Figure 11a presents also the bending effect for the “negative” bending (αC < 0). It
is just the opposite and this confirms the origin of the bending effect for the wearable
structures. Now, the narrow side of the trapezoid of each slice is orientated to the resonator
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layout of the resonance structure and in this case, the effective electrical length LE of the
L-bent resonator increases in comparison to the geometrical length L and the corresponding
resonance frequency decreases. This type of bending is rarely used and not discussed in
detail.

Finally, Figure 11b additionally shows the variations of the bending effect in substrates
with different thickness. Now, the effect considerable increases for a thickness interval of
0.5–2.5 mm and then saturation appears for L-bent structures (relatively strong increase is
observed also for W-bent structures at bigger thicknesses). However, we cannot observe
here the existence of an optimal thickness, where the bending effects are minimized as
shown in [30].

The next step is to prove experimentally these tendencies. Figure 13 gives a set of
measurement results for the ratio fbent/fflat of the lowest-order TM10 mode in bent and
flat rectangular resonators on several isotropic substrates versus the bending radius Rb.
Three types of dependencies are shown—for L-, W and D-bent resonators. All the results
are close to results from the numerical simulations in Figure 11a (D-bent resonators are
not simulated). They depend on substrate flexibility and deformations. The best results
are got for the well-flexible silicone elastomer (hs = 0.9 mm), Figure 13c. Good results
are obtained by Ro3003 substrate (hs = 0.52 mm), Figure 13a; however, at small bending
radii, this soft substrate undergoes technological stretching and fbent slightly decreases.
The harder substrate PC (hs = 0.5 mm) shows better stability at low Rb. The results for
the soft PTFE substrate (hs = 1.0 mm) deviate from the theoretical dependencies due to
the poor adhesion properties of this materials to the metal folio. However, the PTFE-like
material with the commercial mark Polyguide®Polyflon (hs = 1.5 mm) demonstrates better
behaviour. In all presented cases, the curves for D-bent substrates (moderate influence) lie
between the curves for L-bent (upper curves; stronger influence) and W-bent substrates
(lower curves; smaller influence). Thus, we can conclude that the experimental results
for the pure bending effect on planar resonators on isotropic substrate fully confirm the
numerical simulations, taking into account the possible substrate deformation during the
bending on very small radii Rb.

 

ε

ε

Figure 13. Experimental dependencies of the ratio between the resonance frequencies

fbent/fflat of the lowest-order TM10 mode for bent and flat rectangular resonators on several

isotropic substrates versus the bending radius Rb: (a) Ro3003; (b) PC; (c) commercial sili-

cone elastomer; (d) PTFE and Polyguide® Polyflon (http://www.polyflon.com; dielectric

parameters 2.05/0.00045).
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3.2. Investigation of the Simultaneous Effects of Anisotropy and Bending of Planar Resonators

The main expected results in the research are included in this section. In the beginning,
it is important to evaluate the effect of anisotropy in flat resonators. Figure 14a shows
the simulated dependencies of the ratio fflat_aniso/fflat_iso between the resonance frequencies
of modes TM10 and TM01 for flat rectangular resonators on anisotropic (∆Aε ~25%) and
isotropic substrates versus the substrate thickness hs. The effect is visibly weak. Only
for relatively thick substrates does the resonance frequency shift due to the anisotropy
influence with 1–1.5%, which explains why this property is not so popular in the patch
antenna design. The explanation is easy—the parallel E fields (to have a noticeable influence
of the εpar component) appear only close to the edge of such wide planar structure and the
relative effect is practically negligible in comparison to the microstrip line [26].

ε

ε

 

Figure 14. (a) Numerical dependencies of the ratio fflat_aniso/fflat_iso between the resonance

frequencies of modes TM10 and TM01 for flat rectangular resonators on anisotropic and

isotropic substrate versus the substrate thickness hs. (b) Numerical dependencies of the

ratio fbent_aniso/fflat_aniso of mode TM10 for L-/W-bent and flat rectangular resonators on

anisotropic substrates versus the substrate thickness hs.

However, we expect a stronger effect when the resonators are bent. To perform deeper
research, a set of bent resonators with different curvature angle are simulated by the help
of the 3D models shown in Figures 9 and 10. First, the ratio fbent_aniso/fbent_iso is shown in
Figure 15a between the resonance frequencies of mode TM10 for L-/W-bent rectangular
resonators versus the curvature angle αC. The substrate anisotropy ∆Aε is chosen to be small
(~3.5%), moderate (~11%) and big (~25%). This ratio is not measurable, but it shows in a
pure form the effect of anisotropy in bent resonators. The results give the useful information,
obtained for the first time, that this influence is considerably bigger in comparison with
the flat case (up to −5% shifts down). One can see from the presented dependencies that
the influence of the substrate anisotropy decreases the resonance frequency in comparison
to the hypothetical case of an isotropic bent substrate. Therefore, we can conclude that
the effect of the anisotropy of the substrate is just opposite to the effect of bending (as it is
shown in Figure 11a). This was our preliminary hypothesis, and it can be considered as
proven numerically. Therefore, one can expect that both effects can strongly change the
behaviour of these dependencies.
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Figure 15. (a) Numerical dependencies of the ratio fbent_aniso/fbent_iso between the reso-

nance frequencies of mode TM10 in L/W-bent resonators on anisotropic and isotropic

substrates (hs = 0.52) versus the curvature angle αC; (b) Numerical dependencies of the

ratio fbent_aniso/fflat_aniso of mode TM10 in L-/W-bent and flat rectangular resonators on

anisotropic substrates versus the curvature angle αC.

Figure 15b presents the ratio fbent_aniso/fflat_aniso between the resonance frequencies of
mode TM10 for L-/W-bent rectangular resonators on anisotropic substrates versus the
curvature angle αC. Now, this ratio is measurable and can be verified experimentally.
The new dependencies show that the resonance frequency shift in resonator on realistic
(anisotropic) substrates may have as positive, as well as negative signs depending on the
actual parameter ∆Aε, which is impossible for pure isotropic substrates. We also inves-
tigate the influence of the substrate thickness hs on corresponding ratio fbent_aniso/fflat_aniso.
Figure 14b presents curves for L- and W-bent resonators at curvature angle αC = 12◦. The
results show that the bending effect can compensate the anisotropy influence for thicker
substrates to some degree. It is interesting to note that as in [30], we observe the fact that for
mediate thicknesses (named “optimal thickness” in [30]) the effect of anisotropy decreases
the bending effect; this property probably depends on the curvature angle αC and not
investigated in detail.

Let’s now present some experimental dependencies for bent resonators on anisotropic
substrates, selected in Section 2.5. The measurement results for the ratio fbent/fflat of the
TM10 mode in bent and flat rectangular resonators versus the bending radius Rb are
presented in Figure 16. They differ from the dependencies shown in Figure 13 for isotropic
substrates. In anisotropic case, more or less expressed ripples in the resonance shifts
is observed in both L- and W-bent resonators below the resonance frequencies of the
corresponding flat resonators (as in paper [35]), which is practically impossible for the
isotropic case when accurate measurement procedure has been applied. Therefore, all these
cases confirm the simultaneous effects of the anisotropy and bending of used substrates.
Very typical are the curves for the textile fabrics denim, linen and commercial multilayer
GORE-TEX® and for the flexible polymer PDMS with a small degree of stretching. Similar
behaviour is observed for three relatively flexible commercial reinforced substrates: Ro4003;
NT9338 and soft ceramic Ro3010. However, the course of dependences here is affected also
by the non-plastic deformation in these substrates, which does not allow bending at very
small radii. Of course, all presented experimental curves cannot be directly compared with
the theoretical ones in Figure 15b due to the difficulties to satisfy the perfect measurement
conditions especially at small bending radii, but the trends that reveal the impact of the
anisotropy together with the bending effect in wearable structure is obvious.
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Figure 16. Experimental dependencies of the ratio between the resonance frequencies

fbent/fflat of the lowest-order TM10 mode for bent and flat rectangular resonators on several

anisotropic substrates versus the bending radius Rb: (a) Denim; (b) Linen; (c) commercial

textile fabrics GORE-TEX®; (d) PDMS; (e) NT9338, Ro4003; (f) Ro3010.

3.3. Effects of Anisotropy and Bending on More Sophisticated Planar Resonators

The fact, that the substrate anisotropy visible influences together with the bending the
resonance behaviour of such simple structure as the rectangular resonator gives us the idea
to verify this influence for more complicated planar resonance structures on anisotropic
substrates. In this subsection, several resonance structures with slots, defected grounds
and Koch fractal contours are numerically investigated to verify the effects of anisotropy
and bending in the L and S bands.

Two types of results are presented in Figures 17 and 20. We again investigate the ratio
faniso/fiso between the resonance frequencies of the lowest-order mode for each structure on
anisotropic and isotropic substrate (Figure 17). This ratio is a measure of the pure effect of
anisotropy. The second type of result is for the ratio fbent_iso/fflat_iso between the resonance
frequencies of the lowest-order mode in the same planar resonance structures (bent and
flat) on isotropic substrates (Figure 20). Now, this ratio is a measure of the pure effect of
bending.
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Figure 17. Simulated values of the ratio faniso/fiso between the resonance frequencies of the lowest-

order mode in several planar resonance structures with dimensions 30 × 30 mm on anisotropic

and isotropic substrates (hs = 0.52; ∆Aε ~ 25%) (this ratio gives the pure effect of anisotropy). The

shapes of the considered structures are presented in Figures 18 and 19. The first column for each case

corresponds to a flat structure, second—bent at αC = 8◦; third—bent at αC = 12◦; Solid and hollow

points correspond to two mutually perpendicular orientations (V & H) of the structure during the

bending (when this is possible).
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Figure 18. Top view of several resonance structures (bent at αC = 8◦) with dimensions

in mm: Case 1—resonator (30 × 30); Case 2—resonator with two slots (V—vertical

orientation; H—horizontal orientation); Case 3—resonator with U-shaped slot (V&H);

Case 4—resonator with double U-shaped slot (V&H); Case 5—resonator with swastika

slot; Case 8—resonator with a defected ground (V&H).
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Figure 19. Top view of the first three iterations of Koch fractal contours as a planar resonator (flat—

first row and bent at αC = 8◦—second row) with dimensions in mm: Case 1—iteration 0; Case

6—iteration 1; Case 7—iteration 2.
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Figure 20. Simulated values of the ratio fbent_iso/fflat_iso between the resonance frequen-

cies of the lowest-order mode in several planar resonance structures with dimensions

30 × 30 mm on isotropic substrates (hs = 0.52; ∆Aε ~ 25%) (this ratio gives the pure ef-

fect of bending). The shapes of the considered structures are presented in Figures 18

and 19. The first column for each case corresponds to a flat structure, second—bent at

αC = 8◦; third—bent at αC = 12◦; Solid and hollow points correspond to two mutually

perpendicular orientations (V & H) of the structure during the bending (when this is

possible).

In the beginning, several rectangular patches with magnetic slots have been considered.
These structures are usually applied for a widening of the bandwidth of the corresponding
planar patches in comparison to the standard planar patch (Case 1). They include several
types of slots (see also Figure 18): Case 2—resonator with two slots [45]; Case 3—resonator
with U-shaped slot [30,46]; Case 4—resonator with double U-shaped slot [47]; Case 5—
resonator with swastika slot [48]. The structures are not optimized; their dimensions are
presented in Figure 18 and are compliant with the used grid of the sliced substrates. The
results from Figure 17 show that the effect of the anisotropy decreases (4–1%) with adding
the listed slots in the resonator layout. These slots are placed relatively far from the edges,
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where the parallel E fields exist and the anisotropy cannot change effectively the electrical
dimensions of the slotted resonators. At the same time, the pure bending effect is larger,
especially for the resonators with U-shaped slots—Figure 20.

The considered defected-ground resonator [49] is also not strongly influenced by the
anisotropy (2–3%); the effect is comparable with the effect in the planar resonator with a
standard ground. However, the pure bending effect is strong, especially for horizontally-
placed slots in the defected ground (case 8H; the increase is more than 25–50%; the values
are not shown in Figure 20, because are out of the scale).

Actually, only the considered fractal resonators demonstrate relatively big resonance
shifting due to the anisotropy of the substrates—Figure 17 (4–6%), while the pure bend-
ing effect is even smaller than in the case of the standard planar resonator (iteration
i0)—Figure 20. We investigate the first and second iterations (i1, i2) of classical Koch
fractal contours [50], performed on flat and bent substrates—Figure 19. The reason for
the increased anisotropy influence is that the portions of the parallel E fields increase
considerably with the iteration number of the fractal resonators, which provokes stronger
resonance frequency shift down (when εpar > εperp). A similar effect can be expected in
most of the metamaterial surfaces used in the wearable flat and bent antennas, which is the
objective of our future work.

4. Conclusions

The main objective of this study has been accomplished—to prove the opposite
influences of the effects of anisotropy and bending on the resonance characteristics of
flexible wearable structures. The advantage of this paper is that both effects have been
separated in the numerical simulations, which makes it possible to evaluate the degree
and sign of the resonance frequency shifts of simple rectangular planar resonators on
anisotropic and isotropic substrates in flat and bent states. All simulations and the obtained
experimental results show that the pure bending effect, performed only by experimentally-
verified isotropic substrates, increases the resonance frequency of the bent rectangular
resonators in comparison to the flat ones and proves the origin of this effect in a pure form.
Contrariwise, the presented numerical analysis shows that the anisotropy (the existence of
direction-dependent dielectric constants εpar and εperp of the textile materials and similar
woven substrates) has just an opposite influence—the resonance frequency of the flat or
bent rectangular resonators on anisotropic substrates always decreases (when εpar > εperp)
in comparison to the same structures on pure isotropic substrates. The last effect is not
directly measurable, but it gives the expected pure effect of the substrate anisotropy, which
depends on the degree of anisotropy ∆Aε and the actual bending radius Rb. The combined
effects, anisotropy and bending, lead to a more complicated behaviour of the investigated
resonance structures when the bent and flat rectangular resonators are considered—as
positive, as well as negative resonance frequency shifts.

Now, these combined effects are fully measurable. Applying well-selected flexible
anisotropic substrates (including textile fabrics), the resonance shifts in bent and flat
resonance structures are measured in the L and S bands. The obtained dependencies for
bending radii Rb from 80 up to 10 mm show as increasing (as for the pure bending effect),
as well as decreasing of the resonance frequencies (the last phenomenon is theoretically
impossible for pure bending effect). Due to the mechanical deformations in the same of the
materials during the bending, the obtained dependencies do not fully coincide with the
numerical ones, but the tendencies for the opposite influence of the anisotropy and bending
are considered as proven. The obtained results explain well the observed dependencies
by other authors, even the existence of optimal substrate thicknesses, where the effect
of bending (but we add the anisotropy, too), could be minimized. Of course, the last
phenomenon depends on the concrete bending radius and anisotropy degree.

Encouraged by the results obtained for such a simple structure as the planar rectan-
gular resonator on wearable substrates, we performed a useful numerical study for the
combined effects of anisotropy and bending for more sophisticated structures—planar
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resonators with slots and defected grounds and fractal resonators. In some of them, the
bending effect predominates (resonators with slots and defected grounds), while in the
other structures, e.g., the fractal resonators with increased iteration number, the effect of
the anisotropy is stronger than the bending effect. These new results determine also the di-
rection of our future research—to investigate complex metamaterial structures for wearable
antennas performed on anisotropic substrates at different bending angles. The proposed
experimental and numerical methods by the applied TE/TM modes for reliable determina-
tion of the direction-dependent equivalent dielectric parameters of different metasurfaces
ensure the preliminary determination of the anisotropy of these structures, while the pro-
posed methods for parallel investigation of the effects of bending and anisotropy—the
accurate behaviour of metasurfaces with accurate curvature. This is a new scheme of
research concerning such meta structures, which will be developed in our future work.
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Abstract: Near-field to far-field transformation (NFFFT) is a frequently-used method in antenna

and radar cross section (RCS) measurements for various applications. For weapon systems,

most measurements are captured in the near-field area in an anechoic chamber, considering the

security requirements for the design process and high spatial costs of far-field measurements. As the

theoretical RCS value is the power ratio of the scattered wave to the incident wave in the far-field

region, a scattered wave measured in the near-field region needs to be converted into field values in

the far-field region. Therefore, this paper proposes a near-field to far-field transformation algorithm

based on spherical wave expansion for application in near-field RCS measurement systems. If the

distance and angular coordinates of each measurement point are known, the spherical wave functions

in an orthogonal relationship can be calculated. If each weight is assumed to be unknown, a system

of linear equations as numerous as the number of samples measured in the near electric field can be

generated. In this system of linear equations, each weight value can be calculated using the iterative

least squares QR-factorization method. Based on this theory, the validity of the proposed NFFFT is

verified for several scatterer types, frequencies and measurement distances.

Keywords: radar cross section (RCS) measurement; near-field to far-field transformation (NFFFT);

spherical wave expansion (SWE)

1. Introduction

In many cases, radar cross section (RCS) measurements for an object under test (OUT) or the

radiation patterns of an antenna under test (AUT) are captured in the near-field region inside an

anechoic chamber or at an outdoor site. The theoretical RCS value is the power ratio of a scattered wave

measured at infinity to an incident plane wave. The far-field region is proportional to the electrical size

of the OUT compared to the wavelength. Specifically, it is calculated as 2d2/λ, where d is the linear size

of the OUT and λ is the wavelength. This implies that, as the target expands or the frequency increases,

the far-field range criterion will become excessively large for practical measurements. Therefore,

in many cases, a specially designed reflector is placed between the feeder and OUT to induce far-field

conditions [1]. Another approach is the use of a near-field to far-field transformation (NFFFT) technique

in a non-ideal measurement environment. Traditionally, field-transformation algorithms have focused

on the processing of field values measured over canonical surfaces (e.g., planes [2], cylinders [3] and
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spheres [4]) using corresponding modal expansion techniques. To minimize measurement time, studies

on non-uniform near-field sampling grids have been conducted continuously for each type of scanning

surface [5–7]. In particular, several approaches have been presented for the arbitrary-probe NFFFT of

spherical near-field measurements. These approaches include angular scanning [8] and probe modal

content tuning [9–12]. However, modal expansion requires every point for measuring a near-field to

exist on a surface with a single coordinate system in order to maintain orthogonality. Additionally,

the far-field conversion process is unintuitive and complicated, because calculating the integral

equation corresponding to each coordinate system is required for the NFFFT process. When measuring

within a specific bandwidth rather than at a single frequency, the computational complexity increases

significantly because the solution for the new integral equation must be calculated according to

the wavenumber corresponding to the sampling frequency within the bandwidth. Additionally,

gaps between measurement samples must exist on the canonical surface, which impairs the flexibility

of near-field measurements. In a real measurement system, the flexibility of near-field sampling is

crucial to avoid limiting the shape of the OUT or the measurement frequency.

To overcome the limitations discussed above, an NFFFT algorithm that can flexibly convert an

arbitrary near-field scanning surface measurement value into a far-field RCS within various frequency

bands is required. In this paper, a far-field RCS prediction method based on the spherical wave

expansion (SWE) method that adapts modal expansion techniques away from canonical surfaces is

proposed. SWE-NFFFT has mainly been used to predict far-field radiation patterns based on near-field

measurements of AUTs [13–21]. First, the point at which an AUT’s radiation field is located is assumed

to be the origin of the coordinate system and an arbitrary near-field measurement point can be

expressed in spherical coordinates. The electric field at a given location can be expressed as a weighted

sum of spherical waves that are orthogonal to each other. Assuming that the weight multiplied by

each spherical wave is unknown, a system of linear equations as numerous as the number of samples

measured in the near electric field can be generated. The unknown weights can be calculated from the

linear system of equations generated in this manner. This process is called an inverse problem. Next,

the RCS defined in the far-field domain can be predicted using the calculated weights. This process is

called a direct problem, and all processes in the inverse problem and direct problem can be considered

as the basic principles of NFFFT, as illustrated in Figure 1.

(a) (b)

Figure 1. Schematic view of electromagnetic scattering and the process of spherical wave

expansion–near-field to far-field transformation (SWE-NFFFT). (a) The geometry of electromagnetic

scattering. (b) Illustration of SWE-NFFFT.

The method described above can be applied to the RCS of an OUT in its current form.

Regarding the process of generating scattered waves, when an electric field is incident on an OUT,

a surface current density is induced on the OUT surface by the incident waves. This induced surface
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current density acts as a source and generates another electric field, which is regarded as a scattered

wave reflected by the OUT. Therefore, an OUT on which an incident wave generates a surface current

density can be modeled as an equivalent current source, such as an AUT emission field.

In this study, an NFFFT algorithm was developed based on the SWE theory to verify the validity

of far-field RCS prediction for an arbitr-ry near-field scanning surface. First, NFFFT RCS results for

two canonical surfaces (spherical and planar) scans were compared and analyzed using a NASA

almond type OUT for which reliable reference measurement data were available. Next, the validity of

SWE-based NFFFT for arbitrary scanning surfaces was confirmed based on the extracted far-field RCS

results from scanning near-field samples for actual missile type OUTs with a larger electrical size.

2. Theory

2.1. Radar Cross Section

An RCS is utilized as a measure of the reflective strength of a target and is defined as 4π times the

ratio of the power per unit solid angle scattered in a specified direction to the power per unit area in a

plane wave incident on the scatterer in a specified direction [22]. Specifically, it is defined as the limit

value of the distance between the scatterer and the point at which the scattered power is measured at

infinity, as follows:

σ = lim
r→∞

4πr2 |Escat|2
|Einc|2

= lim
r→∞

4πr2 Pscat

Pinc
[m2] (1)

σdBsm = 10 log10(
σ

σre f
) = 10 log10(

σ

1
) [dBsm] (2)

where r is the distance from the OUT to the measurement point, Escat is the scattered electric field and

Einc is the incident electric field at the target. The unit for an RCS is square meters. Because objects for

which RCSs are measured have various sizes, the logarithm power scale is often adopted, and 1 m2 is

used as a reference value, as shown in Equation (2).

As shown in Figure 2, depending on the direction in which a scattered wave is measured, the RCS

can be categorized as monostatic or bistatic. If scattering is observed in the k vector direction, which is

the opposite direction of the incident wave, then it is defined as monostatic RCS, while all other cases

are defined as bistatic RCS.

Figure 2. Illustration of monostatic and bistatic radar cross sections (RCSs).
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Based on the definition above, the RCS measurement of an OUT can be performed using two

methods: outdoor and indoor. According to the theoretical definition of an RCS, the measurement

environment that is more suitable for measuring scattered waves at infinite distances is outdoors.

However, it is necessary to consider the effects of various types of clutter that can affect RCS

measurement values (e.g., weather conditions such as rain or snow or wide-open flat spaces). In most

cases, indoor measurements can provide cleaner measurement data with reduced clutter, even though

the measurement space is limited in size. In the near-field region, the shape of an electromagnetic wave

is closer to the shape of a spherical wave than a plane wave. Therefore, if the power ratio is calculated

or measured from a scattered wave in the near-field region, the RCS values will differ from the true

values. Therefore, it is necessary to predict a far-field RCS in which a plane wave is reconstructed

by applying a post-processing technique to the electric field value measured in the near-field region.

The following subsection details the SWE-NFFFT theory for arbitrary scanning surfaces, which is not

limited to the canonical scanning surfaces, unlike the conventional NFFFT algorithm.

2.2. Near-Field to Far-Field RCS Prediction Based on SWE

As shown in Figure 1, the scattered wave formed by an OUT can be derived from an equivalent

surface current density by utilizing Love’s equivalence principle [23]. Specifically, the scattered wave

formed by an OUT can be expressed as a weighted sum of spherical wave functions that are orthogonal

to each other at an arbitrary measurement point, which matches the form of the following spherical

wave expansion:

−→
E (r, θ, φ) =

2

∑
s=1

N

∑
n=1

n

∑
m=−n

Qsmn
−→
F

(3)
smn (3)

N = ⌈ka + 6(ka)
1
3 ⌉ (4)

where s = 1, 2 represent two orthogonal modes of the electromagnetic field, Qsmn is the spherical

wave coefficient and
−→
F

(3)
smn is the spherical wave basis function. In Equation (4), k is a wave number

determined by the measurement frequency and a is the radius of the sphere with the smallest volume

containing the entire OUT to be measured. N is the truncation number and is a variable that determines

the minimum amount of data required for valid RCS prediction from the limited measurement data.

Therefore, the number of m and n are determined to be N + 2 and N, respectively.

In this case, the spherical wave basis function
−→
F

(3)
smn, which takes the form of a vector, is calculated

with both theta and phi directional components.

−→
F

(3)
1mn(r, θ, φ) =

1√
2π

1√
n(n + 1)

(
−m

|m| )
m

[
z
(3)
n (kr)

imP
|m|
n (cos θ)

sin θ
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z
(3)
n (x) = jn(x) + iyn(x) (7)

jn(x) = (−x)n(
1

x

d

dx
)n sin x

x
(8)

yn(x) = −(−x)n(
1

x

d

dx
)n cos x

x
(9)

P
m
n (x) = (−1)m

√
(n + 1

2 )(n − m)!

(n + m)!
Pm

n (x) (10)
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Pm
n (x) = (−1)m(1 − x2)m/2 dm

dxm
(Pn(x)) (11)

where z
(3)
n (x) is the first kind spherical Hankel function consisting of the sum of the spherical Bessel

function jn(x) and spherical Neumann function yn(x). P
m
n is the normalized associated Legendre

polynomial, and Pm
n is the original associated Legendre polynomial.

As shown in Figure 3, if an electric field is expressed by SWE at an arbitrary near-field

measurement point (rmn, θmn, φmn), then an N(N + 2)-weighted sum is generated. This indicates

that there are N(N + 2) unknown coefficients, which can be derived by constructing a linear system of

equations from the near-field measured sample values.

Figure 3. SWE field modeling at the measurement point for a scatterer.

Based on Equations (4)–(11), Equation (3) can be expressed in the form of a matrix-vector product:

U = CQ =




Fθ,s(−1)1(rm1, θm1, φm1) Fθ,s01(rm1, θm1, φm1) · · · Fθ,sNN(rm1, θm1, φm1)

Fφ,s(−1)1(rm1, θm1, φm1) Fφ,s01(rm1, θm1, φm1) · · · Fφ,sNN(rm1, θm1, φm1)

Fθ,s(−1)1(rm2, θm2, φm2) Fθ,s01(rm2, θm2, φm2) · · · Fθ,sNN(rm2, θm2, φm2)
...

...
. . .

...

Fθ,s(−1)1(rmn, θmn, φmn) Fθ,s01(rmn, θmn, φmn) · · · Fθ,sNN(rmn, θmn, φmn)

Fφ,s(−1)1(rmn, θmn, φmn) Fφ,s01(rmn, θmn, φmn) · · · Fφ,sNN(rmn, θmn, φmn)







Qs(−1)1

Qs01

Qs11

...

...

QsNN




(12)

Q = (CHC)−1CHU (13)

In Equations (12) and (13), U is a measured near-field sample vector that includes both θ and φ

polarization, and C is a matrix that can be calculated from the coordinates of each measurement point.

The subscripts θ and φ of the elements F constituting the matrix C represent the coefficients of the theta

and phi components in Equations (5) and (6), respectively. H denotes the Hermitian operation of a

matrix. From U and C, the unknown vector Q can be derived as shown in Equation (13). This process

is the inverse problem illustrated in Figure 1b and represents the equivalent current source model

for an OUT. The electric field in the far-field region is computed by substituting the rm value of each

measurement coordinate with a significantly large value instead of using the C matrix calculated for

the near-field measurement points.
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E f ar = C f arQ =




Fθ,s(−1)1(∞, θm1, φm1) Fθ,s01(∞, θm1, φm1) · · · Fθ,sNN(∞, θm1, φm1)

Fφ,s(−1)1(∞, θm1, φm1) Fφ,s01(∞, θm1, φm1) · · · Fφ,sNN(∞, θm1, φm1)

Fθ,s(−1)1(∞, θm2, φm2) Fθ,s01(∞, θm2, φm2) · · · Fθ,sNN(∞, θm2, φm2)
...

...
. . .

...

Fθ,s(−1)1(∞, θmn, φmn) Fθ,s01(∞, θmn, φmn) · · · Fθ,sNN(∞, θmn, φmn)

Fφ,s(−1)1(∞, θmn, φmn) Fφ,s01(∞, θmn, φmn) · · · Fφ,sNN(∞, θmn, φmn)







Qs(−1)1

Qs01

Qs11

...

...

QsNN




(14)

The newly calculated C f ar matrix with r → ∞ is multiplied by the solved vector Q. This process is

the direct problem. By substituting the E f ar obtained in the same process as Equation (14) into Escat in

Equation (1), we can predict the far-field RCS for each near-field measurement point. Each component

F in the matrix C f ar can be computed for arbitrary measurement points that are not limited to

specific canonical surfaces. This means that far-field RCS prediction using SWE-based NFFFT is

possible if at least N(N + 2) measurement samples are secured by the minimum truncation number N,

as determined by Equation (4). In this study, in preparation for increases in the matrix size, the least

squares QR-factorization (LSQR) method was utilized instead of a direct solver.

3. Numerical Results and Discussion

3.1. SWE-NFFFT Verification

This section describes the validation of the SWE-NFFFT algorithm proposed in Section 2.

The far-field reference and near-field data at a specific distance are simulated using a three-dimensional

full-wave electromagnetic solver FEKO based on method of moments (MoM) analysis. A perfect

electrically conducting NASA almond-type OUT is considered. RCS measurement values have been

well documented at specific frequencies for this type of object [24]. As shown in Figure 4, this object

can be expressed as a closed surface formed by (x(t, ψ), y(t, ψ), z(t, ψ)) according to the positional

variables t, ψ.

Figure 4. NASA almond-type computer aided design (CAD) model used for simulations.

First, when the SWE-NFFFT procedure is utilized with electrical field data extracted from a

distance (other than infinity) that is close to the far-field region, it is necessary to verify whether the

OUT is correctly modeled with an equivalent current source. The incident waves are set as θ-polarized

plane waves incident from a single direction of θ = 90◦ and φ = 0◦. The resulting near and far-field

scattered wave data are all extracted in a bistatic format. The polarization data used for transformation,

based on Equation (12), are θ and φ-pol.

To verify the compatibility of SWE-NFFFT with a canonical surface, a spherical scan was

performed with a radius of 2 m for the entire azimuth and elevation angle, as shown in Figure 5.
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The frequency of the incident wave was set to 100 MHz. Here, 99 near-field samples (N) were required

for each polarization, as shown in Equation (4). For the ease of extraction of near-field data, the samples

in the θ and φ directions were extracted at consistent intervals of Nθ = 9 and Nφ = 11, respectively.

Under these simulation conditions, the size of the matrix C in Equation (12), which was required for

SWE-NFFFT, was 198 × 198 and the size of the unknown vector Q was 198 × 1. Figure 6 presents

the far-field RCS prediction results based on the vector Q obtained from SWE-NFFFT. Among the

99 far-field RCS data points predicted for all azimuth angles, the vertical transmit and vertical receive

polarization (VV-pol) RCS results are displayed for θ = 45◦ and θ = 90◦ cut planes. The solid line

composed of blue circles represents the reference far-field RCS, whereas the solid line composed of

red stars represents the prediction results when using the SWE-NFFFT method. It is clear that the

SWE-NFFFT-based RCS values show excellent agreement, except for the extremely small RCS values,

which would be negligible a in practical scenario.

Figure 5. Simulation setup for near-field sample data from a spherical scanning surface.

Figure 6. VV-pol SWE-NFFFT results for a 100 MHz incident wave on a θ = 45◦, 90◦ cut plane.

We then considered a frequency of 300 MHz, and all other simulation conditions were kept the

same. Based on this increased operating frequency, the number of near-field samples per polarization

was 323. The samples in the θ and φ directions were extracted at consistent intervals of Nθ = 17 and

Nφ = 19, respectively.

Figure 7 presents the RCS data for various cases with θ = 45◦ and θ = 90◦ cut planes for VV and

VH(-horizontal receive)-pol. Based on the verification processes above, it is confirmed that applying the

SWE-NFFFT method is reasonable in the case of spherical scanning at a distance in the far-field region.
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Figure 7. SWE-NFFFT results for a 300 MHz incident wave on a θ = 45◦, 90◦ cut plane.

We then analyzed the applicability of the SWE-NFFFT method to various scanning surfaces.

We also examined tge partial surface scans and compared the results to electric field integral

equation-based NFFFT, which is dependent on a canonical scanning surface and requires scanning

for all-round surfaces (e.g., spheres and cylinders). Additionally, to verify the validity of RCS

prediction in the near-field region, field samples were extracted at a shorter distance compared

to the previous simulation.

As shown in Figure 8, verification was performed for two cases: a scan of a spherical surface

and a square plane surface containing the same angular region (θ = π
4 ∼ 3π

4 , φ = −π
4 ∼ π

4 ) with the

same frequency of 300 MHz. In the spherical scan, all near-field sample points were extracted at

a radius of 0.5 m, whereas in the planar scan, the nearest sample point was located at a distance

of 0.3 m on a square plane with a size of 0.6 × 0.6 m. To compare the far-field RCS results at

identical sample points for the two scanning methods, we considered values of Nθ = 19 and Nφ = 21,

which were greater than the minimum truncation number required to have the same θ and φ values.

Based on Equations (5), (6) and (12), SWE-NFFFT was calculated for matrix C under θ polarization

and φ polarization in the transformation process. In the case of the planar scan, the x, y, z polarization

components were extracted and then transformed using Equations (15)–(18);

Xθ̂ = Ax̂ + Bŷ + Cẑ (15)

Yφ̂ = Dx̂ + Eŷ (16)

X = A cos θ cos φ + B cos θ sin φ − C sin θ (17)

Y = −D sin θ + E sin φ (18)

Figure 9 presents the RCS data from the two different scanning methods and the reference values,

which show excellent agreement.
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(a) (b)

Figure 8. Simulation setup for near-field sample data from two canonical scanning surfaces.

(a) Spherical near-field scan. (b) Planar near-field scan.

Figure 9. Comparison of SWE-NFFFT results according to the scanning method (θ = 60◦, 90◦ cut plane).

The VV-pol as well as VH-pol RCS results at the cut planes of θ = 60◦ and θ = 90◦ are presented

in Figure 9, revealing a maximum error of 2 dB, which is almost negligible. The solid line composed of

blue circles represents the reference far-field RCS, and the solid line composed of red stars represents

the spherical scan NFFFT; the black solid line represents the planar scan NFFFT results. In the

θ = 90◦ cut plane, for VV-pol, a maximum error of 1 dB occurs at φ = 0◦. In the case of the VH-pol,

the maximum error is approximately 2 dB around φ = 10◦. In the case of a planar scan, because each
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near-field sample point has a different distance, larger errors occur compared to the spherical scan,

but reasonable NFFFT results are obtained in general.

3.2. Far-Field RCS Prediction on Arbitrary Scanning Surfaces

In this section, the proposed SWE-NFFFT algorithm is applied to predict the far-field RCS for an

arbitrary scanning surface on a more realistic OUT model.

Compared to the streamlined NASA almond, the OUT model used in this simulation has the

shape of a missile with a length of 1 m and width of 0.62 m, as shown in Figure 10.

Figure 10. Missile CAD model used for simulation.

The direction and parameters of the incident wave were the same as those mentioned in the

previous section and the frequency was increased to 1 GHz. By setting N = 34, which is greater than

the minimum truncation number determined by Equation (4), the far-field RCS can be calculated from

the matrix C (2448 × 2448). When considering the size of the missile-shaped OUT and the wavelength,

the minimum far-field region is 7 m. The near-field measurement data were extracted within a range of

3–5 m, and θ and the distance vector r were set to different random values to ensure that the scanning

surface did not correspond to a specific canonical surface. A total of 2448 sample data points were

extracted from 12 surfaces (102 points at 1◦ intervals, with 1224 samples for each polarization).

The SWE-NFFFT-based RCS data are compared with the reference data for 12 different scanning

surfaces under VV and VH-pol in Figures 11 and 12, respectively, revealing excellent agreement.

Figure 13 presents more detailed data.

Figure 11. Simulation setup for arbitrary scanning surfaces.
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Figure 12. Comparisons of SWE-NFFFT results for all near-field sample points.

Figure 13. Partial plot of SWE-NFFFT results for all near-field sample points (306∼407, 612∼713).

It is clear that the proposed SWE-NFFFT method enables the prediction of high-accuracy far-field

RCS data with arbitrary scanning surfaces for general OUTs.
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4. Conclusions

In this paper, a SWE-NFFFT method was proposed for arbitrary measurement points that do not

belong to canonical surfaces, and it was proven that the proposed method is applicable to near-field

RCS measurement systems. Therefore, any arbitrary near-field data can be utilized to derive far-field

RCS data.

First, a system of linear equations is generated from the minimum near-field sample data required

for far-field RCS prediction. When the distance and angular coordinates of each measurement point are

specified, spherical wave functions that are orthogonal to each other can be calculated. The coefficients

multiplied by weights for each function can be derived as determinants by assuming unknown vectors.

In the system of linear equations, an unknown vector is calculated as an inverse problem using the

LSQR method. It is then modeled as an equivalent current source, and the far-field electric field is

derived from the modeled source as a direct problem. Finally, the RCS can be predicted.

In this study, the compatibility of a conventional canonical scanning surface was verified for

different frequencies and measurement distances using a NASA almond-type OUT. Next, the proposed

SWE-NFFFT was validated on an arbitrary scanning surface for a more general shape of an OUT in

the GHz frequency region. Finally, it was verified that RCS prediction can be applied to any arbitrary

scanning surface. Therefore, it has been confirmed that RCS prediction using the proposed SWE-based

NFFFT algorithm is feasible. In particular, in the final verification process for a missile-shaped

OUT, the overall RCS tendency showed high accuracy. It was confirmed that about a 3 dB error

occurred at several points, which was about 10 dB at the null point, which would be negligible in a

practical scenario.

In future work, we plan to extend the NFFFT method for non-uniform sampling, which extracts

near-field sample data more densely from measurement points with large error.
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Abstract: Recently, there has been an increased interest in exploring periodic structures with higher

symmetry due to various possibilities of utilizing them in novel electromagnetic applications. The aim

of this paper is to discuss design issues related to the implementation of holey glide-symmetric

periodic structures in waveguide-based components. In particular, one can implement periodic

structures with glide symmetry in one or two directions, which we differentiate as 1D and 2D glide

symmetry, respectively. The key differences in the dispersion and bandgap properties of these two

realizations are presented and design guidelines are indicated, with special care devoted to practical

issues. Focusing on the design of gap waveguide-based components, we demonstrate using simulated

and measured results that in practice it is often sufficient to use 1D glide symmetry, which is also

simpler to mechanically realize, and if larger attenuation of lateral waves is needed, a diagonally

directed 2D glide symmetric structure should be implemented. Finally, an analysis of realistic holes

with conical endings is performed using a developed effective hole depth method, which combined

with the presented analysis and results can serve as a valuable tool in the process of designing novel

electrically-large waveguide-based components.

Keywords: higher symmetries; glide symmetry; periodic structures; mode matching; dispersion analysis

1. Introduction

Recent research related to new electromagnetic structures and manufacturing technologies has

inspired numerous new developments in the field of periodic structures due to the possibility of realizing

components with properties that cannot be obtained using classical materials. Higher symmetries,

i.e., periodic structures that are invariant after a translation and a second geometrical operation [1–3],

represent a class of periodic structures with additional possibilities in creating new designs, for example

in art (medieval Moorish tessellations in the Alhambra, Spain, or the graphic work of M.C. Echer),

in numerical geometry (space tessellation and meshing), and in electromagnetics, where their usage has

resulted in enhancing the performance of electromagnetic devices [4].

Implementation of higher symmetries in an electromagnetic structure allows various manipulations

of the corresponding dispersion diagram. Depending on the desired application and the way in which

the periodic structure is used, there are two basic design directions. The first direction is related to the

expansion of the non-dispersive part of the dispersion diagram, which is interesting for structures used

for guiding waves in desired directions. The second approach is applied when we wish to extend the
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bandgap in the realized dispersion diagram, for example in structures based on preventing the wave

propagation in some directions. Possible applications are numerous—from lenses (e.g., ultra-wideband

Luneburg lenses [5,6]), antennas (e.g., leaky-wave antennas with low frequency dependency [7,8] or

with high-scanning range [9]), cost-efficient gap waveguide technology [10], phase shifters [11–13],

filters [13,14], or contactless flanges in the mm-wave frequency range with low leakage [15].

Although there has been intensive research on periodic structures with higher symmetries over

the last five years, there are still many theoretical and practical questions that need to be discussed.

Extensive theoretical modeling based on the mode matching approach has shown the advantages

and limitations of these structures, and this is in agreement with the results obtained using general

numerical solvers [10,16–21]. The focus of these works was on geometries that have glide symmetry

in two directions. However, it is possible to have glide symmetry in only one direction, resulting in

simpler structures. Thus, it is of interest to analyze how this “simple” approach of implementing

glide symmetry (i.e., reduced glide symmetry), which is easier to implement in practice, compares to

a full glide symmetry. Furthermore, the base geometrical elements for the realization of these periodic

structures are usually cylindrical or rectangular holes. Parametric analyses of the influence that the

geometry of these holes has on the dispersion diagram have been extensively reported [16,22–24];

however, in practical realization, drilling of the holes usually means that the actual geometry of the

hole is not a perfect cylinder, but rather a cylinder with a conical ending. For this reason we are

interested in to what extent the conical ending of the holes influences the characteristics of the designed

device. Therefore, the aim of this paper is to make a contribution toward these two practical topics.

The paper is organized as follows. First, holey parallel plate waveguides with implemented

one-dimensional (1D) and two-dimensional (2D) glide symmetries are discussed. The focus will

be on the differences in obtainable dispersion diagrams. In Section 3 we discuss practical issues

related to properties of waveguide components whose design utilizes bandgap properties of holey

glide-symmetric structures, and the results of the experimental prototype are presented. Finally,

the discussion will focus on another practical issue related to holey waveguide components with

a conical shape of the hole bottom in order to also cover this aspect in the realization of components

with higher-symmetry periodic structures.

2. Glide-Symmetric Holey Parallel Plate Waveguide

A periodic structure possesses a higher symmetry when more than one geometrical operation is

needed for the unit cell to coincide with itself. A common example is glide symmetry, which indicates

the invariance of a periodic structure under a translation for half of its period and a mirroring with

respect to a symmetry plane defined by the considered structure. Other kinds of higher symmetries

are defined by a combination of translation and rotation (twist or screw symmetry) [25] or by time

operation (parity-time symmetry) [26].

In parallel-plate waveguide (PPW) applications, a glide symmetry operator should be applied

along the waveguide, and there is a degree of freedom in defining the glide-symmetric periodic

cell. Two possibilities will be considered, both of them having advantages in particular applications.

To define them we introduce two versions of glide operators, 1D and 2D, which can be defined in the

following way (the coordinate system is given in Figure 1):

1D glide operator :

{
(x, y) −→ (x + Px

2 , y)

z −→ −z
(1)

2D glide operator :

{
(x, y) −→ (x + Px

2 , y +
Py

2 )

z −→ −z
(2)

A sketch of 1D and 2D glide operators, together with the corresponding PPW unit cells, is given

in Figure 1. Note that in the 1D case we have two free parameters: the lateral distance between rows
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following the 1D glide symmetry ∆y, and the inclination angle α. Furthermore, there is no requirement

for 1D structure to be periodic in the lateral direction (in the example in Figure 1b we have selected

a special case, α = 33.7◦, to ensure periodicity in the lateral direction, which enables calculation of

the two-dimensional dispersion diagram). For an inclination angle α = 45◦ and ∆y = Px/2 we get

a 2D glide symmetric structure. Note that in the 2D case, the minimum unit cell is positioned in the

diagonal direction (see Figure 2b). However, just to be able to compare 1D and 2D cases, we will keep

the notation of periodicities in the x- and y-directions, i.e., P2D = P1D/
√

2 = Px/
√

2.

(a) (b)

(c) (d)

Figure 1. Holey glide-symmetric structures: (a) sketch of 1D glide symmetric structure; (b) sketch of

2D glide symmetric structure—yellow and blue circles denote holes at the top and bottom plates of

parallel-plate waveguide (PPW); (c) sketch of periodic unit cell of 1D glide symmetric PPW structure;

(d) sketch of periodic unit cell of 2D glide symmetric PPW structure.

Differences in the unit cell geometry are also reflected in the corresponding dispersion diagrams.

As an example, we considered glide symmetric periodic structures with the stop-band in the K-band.

Without loss of generality we fixed the diameter and the depth of the holes (2r = 7 mm and h = 3 mm,

respectively) and the gap between parallel plates (g = 0.1 mm). We used the period that maximizes the

bandgap, and thus the P2D = 9 mm (r/P2D = 0.39) for the 2D periodic structure (see also the discussion

about the optimum ratio r/P2D given at the end of this section). For 1D glide symmetry we considered

two examples, one with zero inclination angle ( P1D = Px = P2D
√

2 = 13 mm, α = 0◦, ∆y = Px), and one

with inclination angle α = 33.7◦ (∆y = Px/2, the unit cell of this structure is shown in Figure 1c).

From Figure 2 it can be seen that the 1D holey structure for an inclination angle α = 0◦ acts as

a soft surface, i.e., it prevents the propagation of EM waves in the direction perpendicular to the row

of holes (i.e., y-direction) [27,28]. A large stop-band is obtained for the structures where the holes are

large enough to overlap, i.e., in the case when there is a non-zero cross-section of the projection of the

holes into the symmetry plane (i.e., 2r > P1D/2). This can be seen in Figure 3a, in which the bandgap

cut-off frequencies are shown as a function of periodicity P1D and gap size g. The maximum bandgap

is obtained for period P1D = 9.5 mm, i.e., for r/P1D = 0.37. The stop property is present not only for

waves propagating in the y-direction, but the bandgap is also present for EM waves propagating in the

cone ±45◦, as seen in Figure 3b. However, the bandgap is positioned at quite low frequencies, between

4 and 18 GHz in this case, which was not our intention in the design.
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If we incline the structure in the lateral direction by an angle α, this will enable us to place the

lateral walls closer. Furthermore, if the selected diameter of the holes results in mutual overlapping,

i.e., if there is a non-zero cross-section of the projection into the symmetry plane of each hole in the

upper plate with the projections of the four neighboring holes in the lower plate (and vice versa),

then a large bandgap opens at higher frequencies in all directions, see Figure 2b. If we further increase

the inclination angle to α = 45◦, we will obtain the 2D glide-symmetric structure with maximum

bandgap size, see Figure 2c. The dispersion diagram is now quite simple with a small number of

modes, mostly because of the presence of a higher symmetry and a smaller unit cell (P2D = P1D/
√

2).

One should note that implementing the periodic structure from Figure 1b and not noticing the

minimum period of the structure would influence the layout of the dispersion diagram—one would

obtain more propagating modes. However, the bandgap would be correctly determined.

The dependency of the bandgap, i.e., the dependency of the lower and upper cut-off frequency of the

2D glide-symmetric structure on the structure period and on the gap size, is given in Figure 4. It can be seen

that the maximum bandgap was obtained for P2D = 9 mm, i.e., for r/P2D = 0.39, which is in agreement

with results from the literature [23,29]. Furthermore, if there is no mutual overlapping of holes in the lower

and upper plates (in the case of periodic structures with P2D
> 9.9 mm), the bandgap is reduced.

(a)

(b)

(c)

Figure 2. Dispersion diagram of the 1D and 2D glide symmetric structures obtained using CST

Microwave Studio: (a) 1D case with inclination angle α = 0◦; (b) 1D case with inclination angle

α = 33.7◦; (c) 2D glide-symmetric case.
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(a) (b)

Figure 3. (a) The bandgap cut-off frequencies of a 1D glide-symmetric periodic structure (α = 0◦,

∆y = Px) as a function of periodicity Px and gap size g; (b) dispersion diagram of first two propagating

modes of a 1D glide-symmetric periodic structure with α = 0◦, ∆y = Px, and g = 0.2 mm for different

propagation directions of EM waves.

Figure 4. Bandgap cut-off frequencies of 2D glide symmetric structures for different periods and gap

sizes; the period of the periodic structure is P2D = Px/
√

2.

3. Waveguide Components Based on Using Bandgap Properties of Holey
Glide-Symmetric Structures

Undesirable EM energy leakage from certain types of waveguides, flanges, shieldings, and similar

components in the mm-frequency band is often encountered and is a result of poor manufacturing,

small cracks, and material wear. Such waveguide components are typically manufactured in two

parts that are joined together, and ensuring very good flatness and good electric contact in these

cases is mechanically a very difficult task and other solutions are investigated. Note that even

typical production tolerances in surface flatness will cause small gaps when these two parts are

mounted together, and in order to avoid leakage of EM energy through the gaps one needs to use

a large amount of screws to ensure a firm contact (see, e.g., [30]). One alternative popular solution is

based on gap-waveguide technology, which uses the electromagnetic stop-band in order to contain

the EM energy inside the structure [28,31,32]. The classical gap-waveguide technology is based on

manufacturing a periodic array of pins that form the stop-band in the PPW, and the benefits of using

gap waveguide structures to prevent this leakage have been extensively demonstrated. Our aim is

to investigate the potential of holey glide-symmetric structures in similar applications. Due to its

mechanical simplicity (instead of manufacturing the pins one needs only to drill holes, which is

easier and cheaper to produce) and good dispersion properties, glide-symmetric structures have
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great potential in these types of applications. In more detail, the waveguide components are typically

fabricated in two separate parts using computer numerical control (CNC) machining or electrical

discharge machining (EDM). If the CNC milling process is applied, one should note that drilling

the holes is easier than milling the pins (additionally, closely-spaced thin pins are easy to break).

If the EDM process is applied, the glide-symmetric holey structure is less sensitive to the fabrication

tolerances due to the larger dimensions of the holes, since the periodicity of the holey structure is

typically 2–3 times larger than the equivalent pin structure (which is particularly important in the

higher mm-wave frequency range) [10]. Understanding these concepts and the benefits of particular

realizations is crucial for the development of actual existing devices and the further development of

new devices applicable in classical EM applications and also in different sensing applications.

In designing gap waveguide components based on glide-symmetric structures one would like to

select dimensions that would maximize the range of the bandgap. The dependency of the lower and

upper cut-off frequencies of the 2D glide-symmetric structure on the structure period and on the gap

size was already discussed in Figure 4, i.e., the ratio of hole radius and structure period that maximizes

the bandgap is r/P2D = 0.39 (i.e., r/P1D = 0.27). The position of the maximum does not depend on the

gap size, making it easy to design components since the sizes of the gaps or cracks are not known in

principle. Note that the hole depth for large enough values does not influence the bandgap range since

all the modes in the circular waveguides (i.e., in the holes) are evanescent due to the subwavelength

radius of the holes, and thus the EM field does not penetrate deep inside the hole.

These results indicate that glide-symmetric holey technology can be efficiently used as a simple

way of solving the leakage problem due to the presence of undesired cracks and gaps in waveguide

components. Additionally, it is important to highlight that it is very simple to implement holey

glide-symmetric structures using the 1D approach. In more detail, from a practical point of view it is

often important that a holey glide-symmetric structure occupies as little space as possible in the lateral

direction due to the fact that in practical waveguide-based components we would like to put different

parts close to each other and in this way to reduce the size of the considered component (a typical

example is a waveguide-based feeding network of an antenna array, see, e.g., [30]). Therefore, it is

advantageous not to have a half-period shift of the row of holes in the lateral direction, so even when

a 2D glide-symmetric structure is implemented, it is oriented in the diagonal direction of the unit cell

(i.e., following the 1D approach, see Figure 1).

In order to investigate the optimum glide-symmetric topology, we considered a rectangular

waveguide with a gap (i.e., with a PPW) in the lateral walls in which the holes are periodically drilled

(without loss of generality the PPWs are placed in the middle of the side waveguide walls). First we

need to determine the required number of rows with holes and therefore the following three holey

structures were considered (see Figure 5), together with the structure without the holes as a reference

case (i.e., a rectangular waveguide with two PPWs in the middle of side walls). By inspecting Figure 6,

where the S21 parameter of finite-size rectangular waveguides is shown (L = 143 mm), we can conclude

that even a small gap in the lateral wall causes serious degradation in the transmitting waveguide

properties (Figure 6a). Furthermore, it is clear that drilling holes in one plate only does not improve

the transmission properties (Figure 6b). However, even one row of 1D glide symmetric holes efficiently

prevents the leakage of EM energy, in particular for small sizes of the gap (Figure 6c). For larger gap

sizes, two rows of glide-symmetric holes are needed (Figure 6d).

One would expect “perfect” waveguide propagation properties inside the whole bandgap.

However the analysis of a finite waveguide structure in Figure 6 shows a strong reflection above

25 GHz. The problem is in the Bragg frequency, i.e., when the period of the holes is equal to the

guided wavelength of the waveguide propagating mode a strong reflection occurs since all the

small reflections from the holey discontinuities are constructively added in phase. This is also visible

if we plot the comparison of the propagation constant of the regular and holey glide-symmetric

waveguides, see Figure 7. It can be seen that the difference is negligible until we reach the vicinity of

the Bragg frequency.
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Figure 5. Sketch of the considered holey periodic structures: (a) classical waveguide with the PPW in

the side walls; (b) waveguide with one row of holes in one plate of the PPW only; (c) waveguide with

one row of holes in both the top and bottom plates of the PPW; (d) waveguide with two rows of holes

in both the top and bottom plates of the PPW following the 2D glide-symmetry grid.

(a) (b)

(c) (d)

Figure 6. Transmission properties of a finite holey glide-symmetric waveguide (L = 143 mm) as

a function of the gap size; the considered structures are shown in Figure 5. The period of the holey

glide-symmetric structure is P1D = 13 mm; (a) no holes present; (b) structure with one row of holes

in the bottom; (c) structure with one row of holes in the top and bottom plates (shifted half a period

versus each other); (d) with two rows of holes in the top and bottom plates.

The problem of Bragg frequency reflection can be mitigated by reducing the period of the holes

(thus effectively moving the Bragg reflection to a higher frequency). This will reduce the bandgap,

but since there is no Bragg reflection, effectively the working frequency range will be extended, as

seen in Figure 8. However, the properties of the bandgap are also changed and the ripples in the
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transmission characteristic are visible since now more than one mode is propagating (e.g., below 22 GHz

for g = 0.2 mm). It should be noted that this second propagating mode (due to the fact that the periodic

structure is not in the bandgap) is much weaker. This is also visible in Figure 9 in which the field

distribution of these two modes is given. It can be seen that the mode that exist outside the bandgap has

the E-field maximum in the parallel plate region; thus it is weakly excited by the dominant waveguide

mode (excitation of the whole structure). This is the case when we have a geometrically regular parallel

plate structure. However, this mode will not be present in reality since the gap will not be regular,

i.e., it will be present in places with imperfections of the realized waveguide component.

Figure 7. Propagation constant of the regular (fully metallic) and holey glide-symmetric waveguides.

The light line is shown with a dash-dotted line.

(a) (b)

(c) (d)

Figure 8. Transmission properties of a finite holey glide-symmetric waveguide (L = 121 mm) as

a function of a gap size; the considered structures are shown in Figure 5. The period of the holey

glide-symmetric structure is P1D = 11 mm; (a) no holes present; (b) structure with one row of holes

in the bottom; (c) structure with one row of holes in the top and bottom plates (shifted half a period

versus each other); (d) with two rows of holes in the top and bottom plates.
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One can conclude that practically there is no difference in the transmission properties of structures

with one and two rows of glide symmetric holes, in particular for small sizes of the gap (up to 0.1 mm

in the K band). Therefore, it is enough to put one row of holes in different realizations of waveguide

components in order to avoid energy leakage due to the presence of undesired cracks and gaps.

(a)

(b)

Figure 9. E-field distribution within the holey glide-symmetric structure of (a) a desired waveguide

mode and (b) a waveguide mode that exists outside the bandgap.

Practical Realization of Glide-Symmetric Holey Waveguide

To verify the findings from the simulated results we built two waveguide prototypes operating

in the K-band. The first waveguide is a classical one, whereas the second one implements the holey

gap-waveguide technology in the side walls (Figure 10). The actual waveguide aperture in both cases

corresponds to the WG20 waveguide and the dimensions are 10.67 × 4.32 mm2 while the length

of both waveguides is 205 mm. The applied holey glide-symmetric structure follows the topology

from Figure 5d and is analyzed in Figure 8d, i.e., the glide-symmetric structure is made of holes that

are 7 mm in diameter and 3 mm in depth, and the periodicity of the holes is 11 mm. The actual

manufactured waveguides are shown in Figure 10c,d. The structure was produced using the CNC

milling machine with production tolerances around 0.01 mm (the used CNC machine is the three-axis

milling machine INGPOS, Laboratory of Machine Tools, Faculty of Mechanical Engineering and Naval

Architecture, University of Zagreb). The prototype was made from C45 steel by which we have

ensured good flatness of the produced waveguide parts (although the conductivity of steel is smaller

comparing to, e.g., aluminum).

The bandgap cut-off frequencies for different sizes of the gap are the ones given in Figure 4,

and these were the basis for choosing the parameters of the developed prototype. From a practical

perspective we need to cover the whole waveguide band of operation (18.0–26.5 GHz), and as seen

from Figure 4, for small gap sizes (below 0.1 mm) the stop-band meets this criterion. Since the

actual dimensions of the undesired gap in reality are not known, we used gap sizes of 0.05–0.2 mm

in the measurements. These values should give us a good indication whether the proposed holey

glide-symmetry technology can solve the abovementioned manufacturing problems with the practical

cost being a slightly larger structure in some cases.
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(a) (b)

(c) (d)

Figure 10. (a) Sketch of the developed holey glide-symmetric waveguide; (b) picture of the side view

of the realized waveguides; (c) picture of the realized ordinary waveguide; (d) picture of the realized

holey glide-symmetric waveguide.

The S-parameters of both waveguides (classical and the one with a holey glide-symmetric

structure) were measured and the magnitudes of S21 parameters are shown in Figure 11. The results

of the classical waveguide show that even a small gap (0.1 mm, which corresponds to the thickness

of one 80 g/m2 paper sheet) causes a significant leakage of energy through the lateral walls of the

waveguide. This is not the case for the glide-symmetric version of the waveguide, which efficiently

eliminates the leakage problem. Furthermore, the actual experiment revealed that when using the

proposed glide-symmetry technology, the required mechanical tolerances can be relaxed and the

required number of screws needed to fix the waveguide can be significantly reduced.

(a) (b)

Figure 11. Measured S21 parameter of the realized waveguides with different gap sizes: (a) ordinary

waveguide; (b) waveguide realized using the holey glide-symmetric technology.
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4. Concept of Effective Hole Depth

When making components using propagation properties of glide-symmetric structures

(e.g., lenses in PPW technology), the properties that should be considered first are the obtainable

values of the effective refraction index, as well as low-dispersive and isotropic features. Once we

select the basic parameters of the glide-symmetric PPW, the obtainable range of refractive indexes is

determined by varying the depth of the holes. Note that for larger depths the value of the refractive

index will not change due to evanescent field distribution in holes with subwavelength radius, and thus

the bottom of the holes is “not visible” for the EM field.

Using a simple drilling manufacturing process for making holey glide-symmetric technology

makes this technology cost-effective, in particular in the case when the fast development of

proof-of-concept devices is needed. However, this means that the actual conical shape of the hole

ending (due to the conical shape of the drill bit) must be taken into account in the design procedure,

which is particularly important for lens realizations where the propagation properties of the EM

wave in the parallel plate region depend on the hole depth [5–7]. In other words, there is a need for

an analysis tool that can efficiently evaluate the effective depth of a circular hole with a conical ending.

This is particularly important when analyzing electrically large holey glide-symmetric structures with

many elements (i.e., holes), such as lenses and leaky-wave antennas.

The electromagnetic analysis of this problem starts by considering a combination of a circular and

conical waveguide (as shown in Figure 12). Two regions are modeled using the appropriate waveguide

modes with unknown amplitudes and these are then connected by applying the mode-matching

technique from which the mode amplitudes can be obtained. The plane in which the mode-matching

is applied is the planar boundary shown in Figure 12, and the details of the complete procedure are

given in the Appendix A.

Figure 12. (a) Sketch of a hole obtained using the standard drilling procedure. Geometrically, the hole

is a combination of a circular and a conical waveguide; (b) sketch of the equivalent hole with a straight

ending and length he f f .

To determine the effective depth of the conical hole, we defined that the conical hole and

the equivalent straight ending hole with depth he f f have the same reflection coefficients when

excited with the considered cylindrical waveguide mode (as illustrated in Figure 12). The he f f is

then calculated using:

∣∣∣Γe+2jβwhe f f

∣∣∣ =
∣∣∣Γe+2αwhe f f

∣∣∣ = 1, (3)

where Γ is the reflection coefficient of the considered cylindrical evanescent waveguide mode

determined through the mode-matching procedure and βw = − jαw is its propagation constant.

Figure 13 illustrates the method by showing the effective extension of the hole depth due to the

conical bottom. We considered a conical shape defined with θ0 = 60◦ (a typical conical shape related to
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commercial drilling tools) and a hole diameter of 2r = 7 mm (the same as in the previous scenarios).

The results are shown for both TE11 and TM11 waveguide mode excitations and were verified by

comparison using CST Microwave Studio (for both cases, the mode-matching method and CST MS,

the effective extension of the hole depth was calculated using (3)). Although the TE11 is the dominant

mode, in [33] it was shown that for lower frequencies most of the power traveling along the PPW is

coupled to the “superior” TM mode(s), i.e., to the TM11 mode in our case. Therefore, in the calculation

of the effective depth of holes with conical ending we will consider the TM11 mode. When it comes

to the mode-matching formulation, that means that the TM11 mode excites the structure and the

reflection coefficient of the TM11 mode is used in determining the effective depths, but other modes

are present as well (the reflection coefficients of other modes are much smaller comparing to the one of

TM11 mode). In total we have considered 4 cylindrical and 12 spherical modes.

Figure 13. Dependency of the calculated effective extension of the hole depth on the TE11 and TM11

excitation modes of the cylindrical waveguide section. Solid line—CST Microwave Studio, dashed

line—mode matching approach.

The concept of effective hole depth was verified on the 2D glide-symmetric PPW (P2D = 11 mm,

2r = 7 mm, g = 0.2 mm). As shown in Figure 14, the effective refraction index was calculated for holes

with different depths, all of which have a conical ending with θ0 = 60◦. For comparison, the refractive

index of holes with straight endings and a larger depth for the he f f value is also shown (he f f = 0.7 mm

in our case). The agreement between the obtained effective refractive indexes is very good.

Figure 14. Obtained index of refraction as a function of the hole depth for holes with straight and conical

endings (2D glide symmetry case). Straight line—holes with conical ending; dashed line—holes with

straight ending (the hole is longer for an effective depth he f f equal to 0.7 mm in the considered case).
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5. Conclusions

Periodic structures with higher symmetry have shown a large potential for implementation

in novel electromagnetic devices due to their possibility to tailor propagation properties of EM

waves. In this paper we discussed some design features of waveguide components containing holey

glide-symmetric periodic structures. In particular, we compared periodic structures with a glide

symmetry in one and two dimensions. It was shown that it is much simpler to implement a 1D

glide-symmetric holey structure, or a diagonally directed 2D structure, into the gap-waveguide-based

components, and that in most applications it is enough to have one row of periodic holes.

However, in practical realizations it is not enough to consider the stop-band properties of the holey

periodic structure only, since one should also avoid Bragg frequencies due to the presence of large

reflections around those frequencies. The design of a gap waveguide based on these ideas was

practically realized and measured, confirming the simulated results. Finally, we have discussed

a design approach of holey structures with circular-cylindrical conical endings (the case of simple

production using a standard drilling manufacturing procedure), based on the effective hole depth

concept, which can serve as a valuable tool in the analysis of large holey glide-symmetric structures

such as lenses and leaky-wave antennas.
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Appendix A

In this Appendix we will present the analysis procedure for determining the effective hole depth

of the cylindrical hole with the conical shape of the hole bottom. Geometrically, such a hole consists

of a circular and a conical waveguide sections (see Figure 12). Electromagnetically, each waveguide

section can be modeled with inherent waveguide modes, and their amplitudes are determined by

applying the mode-matching technique. In more detail, the conical section can be modeled by the

following modes:

Er = −j
η0

k0

(
∂2

∂r2
+ k2

0

)
Ar (A1)

Eθ = −j
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Here Ar and Fr are the radial components of the magnetic and electric potential, which are related to

the considered mode in the form:

Ar(r, θφ) = αn,m · Ĵm(k0r)Pm
νn
(cos θ)e−jmφ (A7)

Fr(r, θφ) = βn,m · Ĵm(k0r)Pm
ν′n
(cos θ)e−jmφ, (A8)

where Ĵn and Pm
ν denote Schelkunoff’s spherical Bessel functions and the associated Legendre functions,

respectively [34]. As can be seen from Equations (A7)and (A8), the potentials and consequently the EM

field distribution depend on the indices νn and ν′n. These two indices of the associated Legendre

functions are in general non-integer numbers obtained by imposing the appropriate boundary

conditions on the cone metallic surface, i.e., the tangential electric field vanishes when θ = θ0. In other

words, the indices νn and ν′n are calculated from the following equations:

Pνn(cos θ) = 0 in TM case (A9)

∂Pν′n(cos θ)

∂θ
= 0 in TE case (A10)

The roots of Equations (A9) and (A10) are numerically determined by implementing the recursive

equations for evaluating the associated Legendre functions together with Newton’s algorithm for root

finding, and the resulting combination enables high computation precision.

The circular waveguide is modeled with “classical” waveguide modes determined by the

following form of the z-component of the magnetic and electric vector potentials [34]:

Az(ρ, φ, z) = ξm,l · Jm(kρρ)e−jmφe±jkzz (A11)

Fz(ρ, φ, z) = ζm,l · Jm(kρρ)e−jmφe±jkzz. (A12)

The tangential EM fields are determined as:

Eρ = −j
η0

k0
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− 1

ρ

∂Fz

∂φ
(A13)
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Here kz =
√

k2
0 − k2

ρ and Jm denote the Bessel functions of the first kind. The value of kρ depends

on the considered waveguide mode and is determined by imposing the boundary condition that the

tangential electric field vanishes at the waveguide walls, i.e., Jm(kρa) = 0 for the TM modes and

J′m(kρa) = 0 for the TE modes. The mode matching is performed over the planar boundary of the

cylindrical waveguide (see Figure 12). As testing functions we have selected the H-field distribution

of spherical weaveguide modes and E-field distribution of the cylindrical waveguide modes (details

about implementation of the mode-matching procedure can be found in [35]).

The effective depth of the hole he f f is determined as follows. Once we determine by the

mode-matching procedure the reflection coefficient Γ of the considered cylindrical evanescent

waveguide mode (with propagating constant βw = −jαw), the effective depth of the hole he f f is

calculated using the following equation:
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∣∣∣Γe+2jβwhe f f

∣∣∣ =
∣∣∣Γe+2αwhe f f

∣∣∣ = 1 (A17)

Note that this equation actually states that the reflection coefficients of the considered hole with

the conical ending and of the equivalent hole with the straight ending (of depth he f f ) are equal.

This concept is also illustrated in Figure 12.
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Abstract: In this paper, a sensor using modified Split Ring Resonators (SRRs) is designed, simulated,

fabricated, and used for advanced investigation and precise measurements of the real part and

imaginary part solid dielectrics’ permittivity. Adding vertical strips tightly coupled to the outer

ring of the SRR leads to the appearance of two resonant frequencies at 1.24 GHz and 2.08 GHz.

This modified geometry also assures an improved sensitivity. Using the full wave electromagnetic

solver, both the unloaded and loaded sensors are investigated. The numerical simulations are used to

develop a mathematical model based on a curve fitting tool for both resonant frequencies, allowing to

obtain analytical relations for real and imaginary parts of permittivity as a function of the sample’s

thickness and quality factor. The sensor is designed and fabricated on 1.6 mm thick FR-4 substrate.

The measurements of different samples, such as transparent glass, acrylic glass, plexiglass, and Teflon,

confirm that the modified SRR sensor is easy to implement and gives accurate results for all cases,

with measurement errors smaller than 4.5%. In addition, the measurements highlight the importance

of the second resonant frequency in the cases in which numerical limitations do not allow the usage

of the first resonant frequency (1 mm thick sample).

Keywords: metamaterials; planar sensor; non-invasive; Split Ring Resonator; dielectrics

measurements; RF absorbing materials

1. Introduction

The electric complex permittivity is one of the most important parameters of material

characterization. It is utilized in a large range of applications such as: Material description [1,2], tests

of organic tissue [3,4] microfluidics [5–8], bio sensing [9–11], ecological operators [12,13], and quality

control in the food industry [14,15]. Accurate determination of the permittivity is an important task

and a great challenge for microwave engineering, in general, and therefore many solutions have been

investigated lately.

A relatively new option for implementing sensitive planar sensors is to use metamaterials.

Metamaterial structures present a major advantage over other conventional options: They can be

artificially tailored to achieve better resolution and accuracy. In the last few years, an increased interest

for studying the sensors based on resonant metamaterial structures such as Split Ring Resonator (SRR)
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and Complementary Split Ring Resonator (CSRR) has been noticed due to minimal efforts in sample

preparation, nondestructive effect, ability to characterize both low and high losses materials, and higher

sensitivity [2,16].

Considering these important advantages, we present a modified SRR sensor for accurate

complex permittivity of solid dielectrics. It is implemented in planar technology and it exhibits

two resonant frequencies, which are used to overcome numerical limitations that may appear in

real-life measurements. The results obtained for our sensor are compared with similar approaches

existing in the literature.

There are many SRRs sensors depending on a single resonant frequency, which is produced by

the related resonator circuit, and the main focus of the authors is only on the detection of the real part

of permittivity.

For example, in reference [5], an SRR sensor working at 2 GHz is proposed. It is implemented

in planar technology, on Rogers AD1000 substrate, and it is used to measure the thickness of thin

films, as well as the electric permittivity for both dielectrics and liquids, being fully submersible.

The extraction of the imaginary part of the permittivity is not rigorous as the authors conclude [5].

They also argue that a more thorough and systematic study investigating many more combinations

of real and imaginary parts of the permittivity [5] should be considered for further improvements.

Nevertheless, the authors suggest that another version of the sensor should be developed to obtain

two resonance frequencies, in order to determine the complex permittivity and the thickness of solids

at the same time [5]. The sensor we propose has two resonant frequencies able to measure complex

permittivity with errors smaller than 4.5% and for samples with thicknesses from 1 mm to 10 mm.

In ref. [16], an interdigital capacitor based SRR (IDC-SRR) sensor for dielectric testing is investigated.

The authors also propose and analyze a meandered line based split ring resonator (ML-SRR) RF sensor

for magnetic testing. Both sensors work at 2.45 GHz and are implemented on RT/Duroid 6006 substrate.

The accuracy of the real part of permittivity measurements is more than 94% [16], but still, these sensors

are not able to measure the complex permittivity as our proposed sensor. Our sensor can measure the

imaginary part of permittivity with comparable accuracy.

Another SRR based sensor for magnetodielectric substrates characterization is the one presented

in [17]. The device is fabricated using the microstrip technology on a 1.27mm-thick RT/Duroid 6006

substrate and working at 2.5 GHz [17]. The SRRs are magnetically coupled to the microstrip line

allowing both electric permittivity and magnetic permeability measurements. Still, only the real parts

are measured. Our sensor can measure both real and imaginary parts for the complex permittivity and

the errors for real part measurements are comparable for the same samples as in [17].

A different approach for the sensor design is presented in [18]. It uses a two-layer and three-layer

magnetic coupled SRR for higher sensitivity, better stability, and stronger anti-jamming ability from the

external interface. These sensors have dimensions of 0.052λ × 0.052λ allowing miniaturization, but no

imaginary parts of permittivity measurements are carried out [18]. The influence of the thickness of

the sample is not considered in this study. On the other hand, the errors for real part of permittivity

measurements are similar to ours.

Another modified SRR sensor is presented in [19], but it is used for thin-film detection, not for

thicker dielectrics as ours. Furthermore, for this thin-film sensor, only the frequency shifts are

investigated [19], without determining the complex permittivity of the MUT as in our case.

In [6], an SRR-based sensor is presented for measurement of complex permittivity of liquids.

The sensitivity of the sensor is improved by overlapping the middle part of the outer ring of the

SRR and part of the feeding line. It is best suited for measuring mixed liquids and determining the

complex permittivity for each component, but no study regarding its application for solid materials

characterization is done.

Regarding the characterization of material under test (MUT), several techniques have been

proposed and employed for the permittivity. The most important ones can be categorized as free-space

methods, transmission-line methods, and resonant cavity methods [20].
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The free-space method commonly employs using extremely directive lens and horn antennas

placed on both sides of the MUT. The vector network analyzer (VNA) is connected to the antennas to

measure the scattering parameters and phase constant to characterize the sample [21]. This technique

has the advantage of being contactless and not wasteful, but it demands the usage of expensive lenses

and horn antennas, as well as the need for a large sample.

Another technique for measuring the material’s electric permittivity is the transmission-line

method. In this method, the MUT is used as a loading material for transmission lines, such as a slice

of material that can be incorporated to a waveguide [22] or the deposing materials of a coaxial line

that can be replaced by the MUT [23]. The scattering parameters from the MUT-filled region provide

the data necessary to extract the material’s properties. This method is comparatively lower cost than

the free-space method. However, the sensitivity of the scattering parameters approach is not very

efficient for low loss samples, and the sample elaboration is also very often a challenging task [24].

The structures of microstrip-line and stripline are also used for this technique [25].

One quite accurate technique is the resonant cavity method [26]. In this method, a cavity resonator

is loaded with the MUT, and the shift in the resonance frequency and the variation in the quality

factor are determined. Circular resonators and microstrip-line resonators have been also employed

for this purpose [27] other than a conventional box resonator. This technique also needs accurate

sample elaboration.

In order to overcome the limitations described above and to obtain all the information required to

accurately characterize the complex electrical permittivity of a solid material, we propose a modified

SRRs planar sensor for noninvasive complex permittivity measurements of solid materials. The resonant

structures studied in this paper are based on the well-known SRR structures, with a modified topology,

improving the selectivity and assuring two resonant frequencies. The measurement technique adopted

in our research is the resonant cavity method.

The sensor is implemented on FR-4 substrate, offering portability, low-cost manufacturing,

and easy-to-use and easy-to-interpret results. The structure is designed to be easily manufactured on a

single metal layer, while allowing the easiness of integration of resonator elements at the same level.

The propagation phenomena occurring in these modified resonant structures can also be used to

create RF absorbing materials, which can lead to designing efficient microwave absorbers for different

applications, such as 5G antennas and automotives.

2. Modified SRR Sensor Design

2.1. Resonant Structures for Higher Selectivity

In 1999, J. Pendry proposed a motivating sub wavelength element defined as split ring resonator

(SRR) to realize negative permeability [28]. The SRR structure consists of two highly closed concentric

metallic split ring resonators etched on a substrate, with two gaps orientated in opposite directions,

as shown in Figure 1a. When a magnetic field perpendicular to the ring surface is applied, a current

is induced through the rings. These currents go from one ring to another due to the distributed

capacitance that appears between them.

The goal of this work is to create an affordable, low-cost manufacturing sensor. Therefore,

we choose a FR-4 substrate with relative permittivity εr = 4.4 and the dissipation factor, tan δ, approx.

0.02. The thickness of the substrate is equal to 1.6 mm and the cooper metallization electrodeposited on

both sides of the substrate has a thickness of 18 µm. Another goal of the work is to characterize materials

in the low-GHz band. So, the SRR’s dimensions are considered to have measuring applications for

frequencies around 2 GHz. In this case, the distance between the rings is c = 1.52 mm, the width of

the rings is w = 1.52 mm, the width of the gap is g = 1.22 mm, and the length of the external ring is

d = 18.4 mm. Figure 1a shows the geometrical design of the SRR cell.
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Figure 1. Split Ring Resonator: (a) Split Ring Resonator (SRR) with physical dimensions; (b) equivalent

circuit; (c) frequency response of the scattering parameters for SRR.

The material characterization technique used to determine dielectric properties is the resonant

one. This process monitors the frequency shift and the variation of the quality factor due to MUT

loading the resonator, which is currently represented by the SRRs elements.

The equivalent circuit of the classical SRR in Figure 1a represents a resonant cavity modeled by a

LC circuit, Figure 1b, where the inductance L1 models the effect of the conductive strips of the rings

and the capacitance C1 models the effect of the gap between the two rings [29]. The values for the

inductance L1, the capacitance C1 and the gap capacitance appearing at the end of each ring, Cg are

computed based on the geometrical dimensions of the SRR, the substrate’s properties, and the relations

given in [29]: L1 = 38.58 nH, C1 = 152.49 fF, Cg = 1.69 fF. The gap capacitance, Cg, can be neglected in

comparison to the value of the capacitance C1 [29].

In this case, the total impedance of the resonant equivalent circuit can be written:

ZT,1 =
jωL1

1−ω2L1C1
(1)

and the resonant frequency is [29]:

fr,1 =
1

2π
√

L1C1

= 2.075 GHz (2)

The resonant frequency read from Figure 1c is 2.08 GHz, in very good agreement with the

one computed using (2). Additionally, Figure 1c shows that the resonant frequency is not so well

emphasized, without a sharp response of the SRR.

To obtain a better selectivity, the classical SRR depicted in Figure 1a is modified by adding

microstrip vertical strips (VS) of width, w, leaving a gap, s, between the SRR and the vertical strips,

as presented in Figure 2a. The gap is set to 0.2 mm to assure a tight coupling effect, but also considering

the technological restrains. The dimensions of the resonant structures presented in Figure 1a or

Figure 2a are given in Table 1.
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Figure 2. Proposed SRR: (a) SRR with vertical strips, placed at the distance s from the initial SRR in

Figure 1a; (b) equivalent circuit; (c) frequency response of the scattering parameters for proposed SRR.

Table 1. Dimensions of the SRR in Figure 1a or Figure 2a.

Parameters d [mm] w [mm] g [mm] c [mm] s [mm]

SRR 18.4 1.52 1.22 1.52 -
Proposed SRR 18.4 1.52 1.22 1.52 0.2

The substrate used for simulations in both figures is FR-4, with a thickness of 1.6 mm and the

relative electric permittivity of 4.4. The equivalent circuit for the modified SRR proposed in Figure 2a

is the one in Figure 2b, where the effect of the strips is modeled by the inductance L2 and the coupling

effect is modeled by the capacitance CC. Using our geometrical dimensions and the relations from [29],

we obtain: L2 = 11.04 nH and Cc = 1.49 pF.

Regarding the strong couplings between the vertical strips and the rings of the SRR, the strips

themselves lead to the appearance of a second resonant frequency, which assures an improvement in

resolution, as shown in Figure 2c, compared to the frequency response from Figure 1c.

The appearance of the second resonant frequency in Figure 2c can be explained by computing the

impedance of the resonant equivalent circuit in Figure 2b:

ZT,2 =
2(1−ω2L2CC)

jωCC
+

jωL1

1−ω2L1C1
(3)

Considering the first resonant frequency given by relation (1), we can rewrite relation (3):

ZT,2 =

2

[

1−
(

ω
ω′

r,1

)2
]

jωCC
+

jωL1

1−
(

ω
ωr,1

)2
(4)

where ω′
r,1

= 2π f ′
r,1

and

f ′r,1 =
1

2π
√

L2CC

(5)

Using the values determined previously for L2 and CC and using relation (5), we can compute

the second resonant frequency equal to 1.23 GHz. From Figure 2c, we read that the second resonant

frequency is 1.24 GHz. So, the equivalent circuit for the SRR in Figure 1b and for the proposed SRR

in Figure 2b used to compute analytically the resonant frequencies proves an accurate modeling of

the resonant structures. In addition, we further consider analysis for only the S21 parameter because

it is more sensitive than S11 The two resonant frequencies that occur can be used to obtain a better

resolution for measurements. Furthermore, because of an increase in the equivalent capacitance due to
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adding vertical strips, the resonant frequency decreases to smaller values, around 1.24 GHz, as one can

observe in Figure 2c. The other resonant frequency remains the same as in Figure 1c, around 2 GHz.

The next step is to add access transmission lines and practically transform the structure into a

planar sensor made of Vertical Strips Split Ring Resonators (VS-SRRs). We calculate the width of the

access transmission line corresponding to 50 Ω to be 6.166 mm.

Next, two cases are analyzed: The sensor containing one modified SRR cell and the sensor with

two modified SRRs cells. The geometrical dimensions for the SRRs and the vertical strips are the ones

given in Table 1. Additionally, we keep the same substrate as in our previous analysis. The overall

dimensions of the sensor, including the access transmission lines, are 0.5λ × 0.16λ for one-cell sensor

and 0.7λ × 0.16λ, respectively, for the two-cell sensor. Still, the sensors can be easily rescaled and

re-designed to be used for other frequency applications or for further miniaturization. The frequency

response of both sensors is given in Figure 3.

 

Ω

λ λ
λ λ

 
Figure 3. Scattering parameters for sensors made of one modified SRR-S21(1) and two modified

SRRs-S21(2).

As it can be observed in Figure 3, selectivity has increased due to adding access transmission

lines and increasing the number of cells. In addition, one can observe that both resonant frequencies,

fr,1 and f’r,1 are well emphasized and can be used for further computations. Adding a new modified

SRR has led to a better selectivity than using only one. This indicates an improvement in the quality

factor of the sensor and thus it will provide a better accuracy for characterizing the dielectric constant

of the samples. We consider the results obtained for the two cells vertical strips SRR (VS-SRR) are

good enough to further investigate this sensor and not add more SRRs and complicate the structure or

increase the manufacturing cost.

2.2. The Resonant Frequencies Analysis

The material under test (transparent box) is placed on the SRR unit cells of the VS-SRR sensor,

as depicted in Figure 4a, covering the whole area of the sensor for having an efficient perturbation of

the E-field and assuring the resonance frequency shift required for precise measurements. When the

resonance occurs, the total electric field will be confined to a smaller region of split ring resonator,

where the sample is usually placed as shown. This confined electric field is capable of sensing an even

smaller change in the dielectric constant of the test sample. The response of the microwave sensor to

the change in the effective dielectric constant of the surrounding can be noticed in terms of the change

in resonant frequency and the quality factor of the loaded structure [5]. The intensity of the electric

field through the sensor, analyzed at the two resonant frequencies, is presented in Figure 4b.
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ʹ
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Figure 4. The vertical strips (VS)-SRR sensor: (a) Setup of the VS-SRR sensor with material under test

(MUT) placed over the two modified SRR unit cells, (b) 3D representation of the intensity of the electric

field at the first resonant frequency and at the second resonant frequency.

The results in Figure 4b show that when the resonances occur, the total electric field is confined

mainly to the first VS-SRR cell of the split ring resonator. This confined electric field is capable of

sensing small changes in the dielectric constant of the MUT placed above the sensor. The response of

the microwave sensor to the change in the effective dielectric constant is observed as a change in the

resonant frequency and the quality factor of the loaded structure. Furthermore, in Figure 4b, one can

observe the impact on the electric field distribution of adding vertical strips near the classical SRR.

Introducing vertical strips near the SRR, as depicted in Figure 2a, basically increases the effective

capacitance of the whole structure. This leads to higher electric field intensity in a small sensing region

and, thus, obtaining an improved sensitivity of the sensor.

Moreover, we can see that the electric field is mainly concentrated in the first VS-SRR cell for both

frequencies, but through capacitive coupling it propagates to the second cell as well. So, when using

the MUT, it is important to place it on the whole sensor, to cover the whole sensing area made of

both VS-SRRs.

Next, through full wave electromagnetic simulation in Ansys HFSS, we investigate how the

resonant frequencies shift when loading the sensor with different solid dielectrics considered as MUTs.

The resonant frequencies in Figure 3 are considered the reference ones for the unloaded sensor (f r,1,

and f ′r,1). The proposed sensor is then loaded with various dielectric materials as MUT, with the real

part of the relative electric permittivity, ε′r equal to 2 and to 4 and the loss tangent, tan δ, ranging from

0 to 0.15. The simulated transmission coefficient, S21 is depicted in Figure 5.

155



Sensors 2020, 20, 6855

 

 

εʹ

ʹ
εʹ δ

∆ −

∆

ʹ

ʹ
ʹ

Figure 5. Variation of S21 (dB) response of the VS-SRR sensor with loss tangent value varying from 0 to

0.15 and for values of the relative electric permittivity, ε′r equal to 2 and 4.

From Figure 5, it can be noticed that the shift for the resonant frequency f′r,1 is greater than the

shift for f r,1 in the same conditions: Same variations of ε′r and tan δ of the material under test. In order

to evaluate the sensitivity performance of both resonant frequencies based on the results in Figure 5,

a relative frequency shift is defined as:

∆f r = unloaded(f r) − loaded(f r) (6)

For our analysis, we consider a broad range of values for the real part of the permittivity, between 0

and 14, and investigate the relative frequency shift for both resonant frequencies. The results of the

frequency shift variation, ∆f r with respect to the real part of the relative electric permittivity for both

resonant frequencies, are plotted in Figure 6.
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Figure 6. The sensitivity for both resonant frequencies, f r,1 and f ′r,1.

From Figure 6, it can be noticed that the relative frequency shift corresponding to the second

resonant frequency, f ′r,1 is greater than the relative frequency shift produced by the first resonant

frequency, f r,1. This means that using f ′r,1 is considered a better option to obtain a higher sensitivity

than using the first resonance frequency, fr,1. However, in the current work, both resonant frequencies

of the VS-SRR sensor will be utilized for MUT characterization in order to add a higher degree of
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precision, especially if limited by technological or numerical constrains, as proved later when having

real measurements.

3. Numerical Analysis

In our further numerical analysis, we investigate both resonant frequencies as argued above.

For each of them, we consider the data obtained after full wave electromagnetic simulation, and using

a curve fitting tool, we determine analytical expressions for both the real and imaginary parts

of the permittivity. These are expressed as a function of the resonant frequencies, the MUT’s

thickness, and the quality factor of the loaded sensor. A curve fitting tool is often used in the

literature [1,16,17] for successfully estimating numerical expressions based on collected data from

simulation or measurements.

In the unloaded situation, the simulated resonant frequencies (fr,1 and f’r,1) of the VS-SRR sensor

are 1.24 GHz and 2.08 GHz.

Knowing that the quality factor for general resonators, Q can be written [30]:

Q =
fr

∆ f
(7)

where fr is the resonant frequency and ∆f represents the relative 3dB bandwidth of the resonator’s

frequency response; we determine the quality factors corresponding to the two resonances as being

equal to 35.4 and to 65, respectively.

After loading the sensor with the material under test, a shift in the resonant frequency as well

as a change in the magnitude of S21 (dB) are recorded as mentioned earlier in Figure 5. The values

for the resonant frequencies (fr,1, f ′r,1) and the quality factors are calculated from the response of the

transmission coefficients and are then used to achieve a numerical expression with the aid of a curve

fitting tool. A commercially available software OriginPro 8 [16] is used as a curve fitting tool for the

data obtained after full wave electromagnetic simulation in Ansys HFSS. The equations are generated

using the sets of obtained data. A particular profile curve is chosen based on the least error between the

chosen profile and the sets of numerically obtained data [30], as it will be presented in the next sections.

3.1. Deduction of the Real Part of the Permittivity

To determine the type of dependency between the resonant frequency and the real part of the

permittivity, we consider the expression for the resonant frequency [31]:

fr =
1

2π
√

L(C + Cload)
(8)

The capacitance introduced by the load, Cload depends directly proportional to the real part of the

electrical permittivity [31], so considering relation (8) as well, we obtain f −2
r ∝ ε′r.

So, for the proposed sensor, the affected transmission coefficient due to sample loading can be

observed in Figure 7. The inverse squares of the resonant frequencies (f r,1 and f ′r,1) are extracted from

the simulated transmission coefficient data and the results with the corresponding real permittivity

(ε′r) of the MUT are plotted and showed in Figure 7a,b.

157



Sensors 2020, 20, 6855

 

 

(a) 

 

(b) 

εʹ
− ʹ −

εʹ εʹ
εʹ

ʹ

Figure 7. Resonant frequencies in terms of real permittivity (ε′r) for different thickness of MUT:

(a) First resonant frequency (f r,1)−2; (b) second resonant frequency (f ′r,1)−2.

In Figure 7a,b, it can be observed that the slope of the plotted curves relies on the thickness of MUT

(th) and increases as the thickness of the MUT increases. However, in Figure 7a, it can be observed

that the slope of the curve residues roughly constant for the sample thickness (th) larger than 9 mm.

This specific behavior may be noticed from the two lines corresponding to the MUT thickness of 9 mm

and 12 mm, where both curves overlap.

Moreover, in Figure 7a, it may be observed that all plotted curves corresponding to the MUT

permittivity variation (ε′r = 2 to ε′r = 12) have a linear dependency, while in Figure 7b, all plotted

curves corresponding to the MUT permittivity (ε′r > 10) have a roughly exponent dependency while

the MUT thickness is increasing. In order to combine all the above effect, the dielectric constant of the

specimen is mathematically expressed in terms of the family of straight lines as well as a family of

exponential curves, where the freelance parameters are the resonant frequencies (f r,1 and f ′r,1 expressed

directly in GHz) and the sample thickness (th expressed directly in mm). By taking this aspect into
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consideration when using the fitting tool practically, the accuracy of the numerical model increases.

So, based on the plotted data and using the curve fitting tool, we obtain the expressions for the real

permittivity as a function of the MUT’s thickness and the two resonant frequencies:

ε′r = −
1

1.88 · 10−4 · ln(18472.96 · ln(th)
· ln













39.6824− ( fr,1)
−2

39.095













(9)

ε′r = exp



















2.2607 · ln



















(

f ′
r,1

)2 − 5.373

0.2336
th+0.1266 − 1.2





































(10)

These expressions will be used in our real-life measurements to determine which resonant

frequency provides more accurate results. The mathematical limitation of relation (9) is for MUTs

with thickness of 1 mm. In this case, relation (9) cannot be used, but we can use relation (10) instead.

This case proves the limitation of the sensor, but also the importance of having an alternative analytical

formula, based on the second resonant frequency.

3.2. Deduction of the Imaginary Part of the Permittivity

After finding the numerical relations (9) and (10) for determining the real part of the permittivity

of the material under test, an identical analysis is completed to find a numerical relation for computing

the loss tangent of the tested sample, which will give us information for determining the imaginary

part of the permittivity.

The relation between the loss tangent, tan δ, the quality of the proposed sensor after loading the

MUT, QMUT, the real part of the permittivity, ε′r, and the imaginary part of the permittivity, ε′’r is

given by [32]:

QMUT =
1

tan δ
=
ε′r
ε′′r

(11)

where QMUT states the quality factor of the proposed sensor after loading the MUT, which may be

determined applying relation (7). The imaginary part of the complex permittivity is therefore obtained

using (7) and (11).

At first, the real part of the permittivity takes values in the range of 2 to 12. For each value, the loss

tangent is changed in the range from 0 to 0.12. For each change, the resonant frequencies (f r,1 and

f ′r,1) are recorded from the S21 parameter’s simulation. Then, the quality factor is extracted from

the simulation result of S21 as depicted earlier in Figure 5, for each resonance frequency. After that,

the inverse of the quality factors for each corresponding loss tangent are plotted in Figure 8a,b.

In Figure 8a, it may be observed that all plotted curves corresponding to the MUT loss tangent

variation (tan δ = 0 to tan δ = 0.12) have a semi-linear low slope component.

In Figure 8b, all plotted curves remain on a semi-linear high slope component. Therefore, to deduce

the tan δ of the MUT, which relies on the loaded quality factor as well as the ε′r of the MUT, a curve

fitting tool is utilized. As in the previous case of the real part of permittivity, a commercially available

software OriginPro 8 is used to determine the numerical model for both extracted results in Figure 8a

and b as presented in expressions (12) and (13), respectively:

tan δ = exp
{

0.687 · ln
[

8.165 · 10−3 ·
(

36.812 · ε′r−0.338 −QMUT

)]}

(12)

tan δ = 0.1574 · ln












Q−1
MUT

+ 0.0023

0.04503− 0.0318 · (0.94427)ε
′′
r













(13)

After determining the ε′r from (9), (10) and tan δ from (12), (13) the imaginary part of the complex

permittivity can be obtained using (11).
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Figure 8. Inverse of Q-factor in terms of tan δ for various values of ε′r, depending on resonant frequency:

(a) f r,1; (b) f ′r,1.

The mathematical limitation of relations (12) and (13) appear indirectly through the value of the

real part of permittivity, ε′r. If this quantity cannot be determined using the first resonant frequency,

as in the case of 1 mm thick MUTs, then automatically neither the loss tangent using relation (12) can be

determined. As in the case of real part of permittivity, a second option, one using the second resonant

frequency is very useful in practical applications.

4. Results

The sensor proposed in Figure 4 is now implemented and measured. The substrate used is FR-4

(relative permittivity εr = 4.4 and the dissipation factor, tan δ, is approximately 0.02), with a thickness

of 1.6 mm and cooper metallization electrodeposited on both sides of the substrate, with a thickness of

18 µm.

The technological development and manufacturing of the PCB sensor structure was made using

Press-n-Peel Blue transfer foil from Techniks, with the etching process being done in turbulent and

warm (approximately 50 ◦C) ferric chloride (FeCl3), with the concentration of 38%. Press-n-Peel method
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uses a coated Mylar (Polyester) foil base material in which several layers of release agents and resist

coatings are applied, as shown in Figure 9a.

 

Ω

Ω

 

 

(a) 

 

(b) (c) 

‒

Figure 9. Implementation of the sensor: (a) Coated Mylar (Polyester) foil base material; (b) the sensor

implemented on a FR-4 substrate, with 1.6 mm, with Cooper metallization on both sides;

(c) measurement setup.

The width of the copper traces has been set to 1.52 mm, with the spacing between two concentric

squares also being 1.52 mm, while the spacing between strips is 0.2 mm. The openings in the copper

squares are equal to 1.22 mm. The ground plane size is 77 × 18 mm, being developed as a full copper

plane onto the bottom side of the PCB. The overall dimensions of the sensor, access transmission

lines included, is 76 mm × 26 mm, while the resonant structure itself, where the MUT is placed has a

dimension of 44 mm × 18 mm.

The SMA (SubMiniature version A) connecters, which are classical semi-precision coaxial RF

connectors used as interface for coaxial cables with screw-type coupling mechanism are mounted on

the structure using mechanical welding. The SMA has a 50 Ω characteristic impedance and is designed

to work in the range 0–18 GHz, fully matched with the necessities of the current sensing structure.

The manufactured sensor is presented in Figure 9b.

The measurement setup consists of the sensor connected to the Agilent E5071C (9 kHz to 6.5 GHz)

network analyzer through 50 Ω cables, as shown in Figure 9c. Before starting the measurements,

a short-open-load-through (SOLT) calibration was performed using the Agilent calibration Kit.

The number of sweep points is chosen 1601.

A set of materials under test: Transparent glass [32], acrylic glass [33], Teflon [32], and Plexiglas [34],

with different thicknesses (th) of 1 mm, 2 mm, 5 mm, and 10 mm is selected and used for measurements.

For each measurement, the sensor is placed on a rough, stable surface and the MUT is carefully placed

to cover the whole sensing area. Then, using the Agilent E5071C network analyzer, the magnitude

of S21 parameter is measured. Further, it is inspected and, using a marker, the resonant frequencies

and the relative 3 dB bandwidth of the resonator’s frequency response are read. Then, using relation

(7), the quality factor of the loaded sensor is determined. The quality factor for the loaded sensor

with real MUTs is determined based only on measurements. Both resonant frequencies obtained after

measurement for different types of MUT are considered and using relations (9) and (10), two possible

values for the real part of the permittivity are obtained. They are compared with reference values [32–34]

and the results, including errors, are synthesized in Table 2.
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Table 2. Real part of the complex permittivity for different materials under test.

Material th [mm] ε’r fr1 [GHz] ε’r1 error [%] fr2 [GHz] ε’r2 error [%]

Transparent Glass 5 6 0.9856 5.872 2.12 1.671 6.163 2.72
Acrylic Glass 5 2.7 1.127 2.647 1.93 1.902 2.629 2.59
Acrylic Glass 2 2.7 1.139 2.644 2.04 1.924 2.627 2.7

Teflon 10 2.1 1.152 2.125 1.19 1.941 2.017 3.91
Plexiglas 1 2.597 1.155 - - 1.97 2.512 3.24

Analyzing the data obtained after measurements, it can be observed that both resonant frequencies

can be used to compute the real part of the permittivity, except for the case of 1 mm thickness Plexiglas

MUT. In this case, relation (9) cannot be used, because of numerical limitations, but relation (10) gives

a value, measured with an error less than 3.5% than the reference value, proving the importance of

an extra resonant frequency. The best results are obtained for samples with thicknesses of 2 mm and

5 mm. Another important observation is that when using the second resonant frequency, the errors are

slightly larger than those corresponding to using the first resonant frequency. This can be explained

because of technological imperfections and placing the probe in direct contact with the sensor. Still,

taken into consideration that the errors are quite small for both frequencies, smaller than 4%, it can be

concluded that the sensor is suitable for accurate real part of permittivity measurements. The small

errors show that the gap between the sensor and the MUT can be ignored.

For the measurement of the imaginary part of permittivity, first, the measured quality factor QMUT

is replaced in relations (12) and (13) and the value of the loss tangent, tan δ is obtained. It is compared

to the reference values [32–34] and the results are given in Table 3.

Table 3. Loss tangent for different materials under test.

Material th [mm] tan δ Q1MUT tan δ1 error [%] Q2MUT tan δ2 error [%]

Transparent Glass 5 0.005 20.18 0.00512 2.39 47.39 0.0051 3.26
Acrylic Glass 5 0.02 26.12 0.019417 2.92 56.1 0.0203 1.88
Acrylic Glass 2 0.02 26.07 0.020532 2.66 56.05 0.0205 2.7

Teflon 10 0.0003 28.5317 0.000308 2.75 69.335 0.0003085 3.24
Plexiglas 1 0.0008 26.648 - - 65.43 0.00082 3.12

Analyzing the results in Table 3, we notice that for acrylic glass of 5 mm thickness, the error when

using the second resonant frequency is smaller than for the first one. Overall, the measurements were

done with less than 4% errors. Again, because we could not determine the real part of the permittivity

for the first resonant frequency, we could not determine the loss tangent either. A good solution for

such cases is to use the alternative, given by the second frequency.

Next, using relation (11), the imaginary part of the permittivity is determined. The results of the

measurements are given in Table 4.

Table 4. Imaginary part of the complex permittivity for different materials under test.

Material th [mm] ε”r ε”r1 error [%] ε”r2 error [%]

Transparent Glass 5 0.03 0.030065 0.215467 0.031431 4.497
Acrylic Glass 5 0.054 0.051397 4.82074 0.053369 1.169
Acrylic Glass 2 0.054 0.054287 0.530756 0.053854 0.27129

Teflon 10 0.00063 0.000655 3.8888 0.00062 1.231
Plexiglas 1 0.002078 - - 0.00206 0.8548

The errors in Table 4 are smaller when using the second resonant frequency, except for the

transparent glass case, proving the importance of the second resonant frequency. Additionally,

the errors determined in Table 4 show both the impact of approximations due to computing and the

impact of measuring two parameters with different errors: The real part of permittivity and the loss
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tangent. So, we find cases when the errors are smaller than 1%, even if the corresponding errors for

the loss tangent measurements alone are not that small. The observations regarding the technological

imperfections and the placing procedure of the probe remain valid. Further, the impact of the air gap

over the measurements was not considered and, still, the results are very good, much better than the

ones in literature [1]. For example, for Teflon, we have obtained measurement errors of 1.19% and

3.91% for the real permittivity and 3.88% and 1.231% for the imaginary part, proving the accuracy

of the results. In reference [1], the errors are 1.9% for the real part of permittivity and 8.6 2% for the

imaginary part of permittivity. Nevertheless, it is worth observing that the thickness of the MUT has an

impact on the overall response of the sensor. If the thickness of the MUT is increased, the interaction of

the electromagnetic field is enhanced, so a change in the sensor’s frequency response is more obvious.

The results in the two tables show that the sensor can be used successfully to accurately characterize

the dielectric parameters (dielectric constant and loss tangent) for both low-losses and lossy dielectrics,

as well as for high dielectric constants dielectrics and small dielectric constants dielectrics.

5. Conclusions

In this paper, we present a modified SRRs planar sensor for noninvasive, accurate complex

permittivity measurements of solid dielectrics. Starting from the classical SRR, a modified structure,

using vertical strips added at a close distance of 0.2 mm to the SRR is investigated both from the

enhanced selectivity perspective and from the overall dimensions. The result is a sensor made of two

modified SRRs with lateral vertical strips, exhibiting high sensitivity for two resonant frequencies,

at 1.24 GHz and 2.08 GHz.

A simplified equivalent circuit model is used to explain the microwave sensor’s design, and a

very good agreement between the circuit model and the full electromagnetic simulation results is

achieved. After a careful investigation, the two VS-SRRs sensor is selected to be further investigated.

For each resonant frequency, we consider the data obtained after full wave electromagnetic simulation

and using a curve fitting tool, we determine analytical expressions for both the real and imaginary

parts of the permittivity. These are expressed as a function of the resonant frequencies, the MUT’s

thickness, and the quality factor of the loaded sensor.

The sensor is implemented on an affordable, commercial substrate, FR-4 substrate, with a

thickness of 1.6 mm, with reduced dimensions and being able to measure the real and imaginary

parts of the permittivity for different solid dielectric samples, with errors less than 4.5% for both

resonant frequencies in all analyzed cases. In our work, we have considered a large range of samples,

with different thicknesses, different loss tangents, and dielectric constants to better investigate the

sensor’s capabilities in real-life scenarios. The diversity of the samples helped us to observe the

limitations of the numerical model developed in Section 3 and find solutions to overcome them, such as

successfully using the second resonant frequency.

Also, we have measured the quality factor both for the unloaded and loaded sensor using

the resonant frequency and the relative 3dB bandwidth of the resonator’s frequency response.

This approach added more practical consistency to our investigation. Still, some improvements

can be done with respect to further miniaturization and the possibility to use this sensor for liquid

dielectric characterization.

In future, we will investigate if this sensor can be used to measure the permeability for magnetic

samples and if a lower losses substrate will improve the results. Last, but not least, the modified

structure will be investigated if it is suitable for other resonant applications, which require the usage of

similar configurations.
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Abstract: A printed edge-fed counterpart of the wire Bruce array antenna, for frequency scanning

applications, is presented in this paper. The unit-cell of the proposed antenna consists of bowtie

and semi-circular elements to achieve wide bandwidth from below 22 GHz to above 38 GHz with

open-stopband suppression. The open-stopband suppression enables a wide seamless scanning

range from backward, through broadside, to forward endfire. A sidelobe threshold level of −10 dB is

maintained to evaluate efficient scanning performance of the antenna. The antenna peak realized

gain is 15.30 dBi, and, due to its compact size, has the ability to scan from −64◦ to 76◦.

Keywords: meander line antenna; periodic structure; millimeter-wave antenna; frequency scanning

antenna; leaky-wave antenna

1. Introduction

In 1931, Edmond Bruce patented the idea of the Bruce array antenna (BAA) in which a long

wire antenna was bent in equal and periodic meandered intervals. The antenna was designed for

amateur radio applications in which bi-directional broadside radiation and high gain are required.

Figure 1 shows a typical BAA fed from the center of the structure using a twin-line feed mechanism.

In the figure, the lengths and directions of the arrows are representations of the magnitudes and

flow of the current, respectively. The horizontal and vertical segments of the meander line were

both kept equal in size, i.e., approximately λ/4 for ham radio applications, except for the last two

inward bent segments, which are half the length of the other segments. The currents in the horizontal

segments, represented by light grey colored arrows in Figure 1, flow in opposite directions so as to add

together destructively, thus cancelling out radiation in ideal circumstances. These horizontal elements

are, therefore, considered interconnecting segments. The currents in the vertical segments flow in

the same direction, adding constructively in phase to give broadside radiation, which is why these

segments are termed radiating elements. The half-length segments, which are bent inward on either

ends of the structure, have little to no magnitude of current; therefore, they maintain reasonably low

cross-polarized radiation [1]. As the number of radiating elements are added to the structure, the half

power beamwidth (HPBW) becomes sharp with the increase in peak realized gain and the radiation

pattern in the broadside becomes so compressed and narrow that it can be classified as a highly directive

fan-beam radiation pattern. The BAA offers reduced complexity, substantially greater bandwidth than

other wire antennas (such as the bobtail curtain and half-square antennas), and, for a relatively low
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height requirement, it can achieve the maximum possible gain in a given area [2]. Suited to a particular

installation, the wire BAA can also be fed at points other than the center, the lengths can be varied

to tune the resonant frequency, and while it usually does not require a ground system, an extensive

ground system can be deployed under the BAA to mitigate the losses if there is adequate space [2].

Figure 1. A typical twin-line fed 8-element wire Bruce array antenna (BAA).

The BAA has been around for over a century, but, in spite of its simplicity, modern researchers

have overlooked its development and utilization in modern day antenna applications. There are

only a handful of ideas proposed to make use of the structure, some of which include Nakano et al.’s

concatenation of the Bruce and Franklin antennas’ performance at 12.50 GHz [3], Chen’s twin-line

fed slot-type BAA planar equivalent [4], a tri-band mm-wave printed counterpart of BAA [5], and an

edge-fed printed BAA [6].

In 1940, W. W. Hansen patented the first waveguide-based leaky-wave antenna (LWA) [7]. Several other

researchers later elaborated the concept in their research [8–11], but it was A. A. Oliner who streamlined

the working mechanism in 1984 [12]. In IEEE standard 145-2013, an LWA is defined as “An antenna

that couples power in small increments per unit length, either continuously or discretely, from a

travelling-wave structure to free space” [13]. LWAs are generally divided into two categories, namely

uniform and periodic LWAs [14], the latter of which are widely used in mm-wave frequency regions

as well as other scanning applications because of their ability to scan a wider area than the uniform

LWAs [15]. Planar periodic LWAs are low-profile, relatively easier to fabricate, and can scan in

the backward or the forward endfire direction with a fan-beam radiation pattern with frequency

tuning. Several types of LWAs based on a range of technologies have been proposed in the scientific

literature, including periodically meandered rampart array [16], sharpening the bends [17], squarely

modulated reactance surface (SquMRS) [18], composite right/left-handed structures (CRLH) [19,20],

slot or coplanar lines [21], substrate integrated waveguide (SIW) structures [22–27], Goubau line

structures [24], spoof plasmon transmission line (SSP-TL) structures [25], and periodically loaded

microstrip structures [26].

In the case of periodic LWAs, a steep gain-drop is usually observed around the broadside when

scanning from the backward to forward endfire, because of which the antenna suffers from pattern

degradation. This is because of the presence of the so-called open-stopband (OSB) at which the LWA,

which usually supports a traveling-wave, exhibits standing-wave characteristics with equal excitation

of the unit-cells. At OSB frequency, the incident power from the unit-cell that is supposed to radiate

outwards instead reflects into the source due to the coupling of a contra-directional pair of space

harmonics (Floquet modes) [28]. There are numerous periodic LWAs that have either overcome or

suppressed this problem. Balanced transmission lines are used in Metamaterial LWAs to enable

seamless scanning through the broadside [29,30]. Other than that, SIW structures use shorting vias [31],

unequal width in transversal elements of meander lines [16], and non-identical elements in their

unit-cells [32]. A lattice-network based TL model [33] has also been reported to suppress the OSB.

This paper presents a modification of planar, edge-fed, periodic array using meandering concept

of wire BAA geometry and the suppression of the OSB around the broadside by replacing horizontal

and vertical segments with semi-circular and novel bowtie elements, respectively. The unit-cell is the

repetitive part of the structure designed at the broadside frequency. The optimizations and simulations

were performed using CST Microwave Studio, in which the dielectric and metallization losses were
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considered. Finally, the prototype antenna was fabricated and measured responses were compared

against the simulated results, from which a satisfactory agreement was attained.

2. Unit-Cell and Antenna Geometry

The configuration of the unit-cell of modified printed BAA is shown in Figure 2. The vertical

and horizontal segments of the meander-line BAA antenna, shown in Figure 1, were replaced with

bowtie and semi-circular elements, respectively. Either ends of the bowtie had the same width as

the semi-circular segment, i.e., wc. Compared to the BAA, the meandered segments’ lengths are

approximately λ/4, but in the mm-wave region, this corresponds to a very small size which gives rise to

coupling between the vertical segments; therefore, these lengths are varied. However, the length and

diameter of the unit-cell, lv and lc, respectively, are kept the same, as shown in Table 1. The periodic

unit-cell’s dominant mode does not radiate on its own because of its slow-wave characteristics; the free

space wavenumber, k0, is less than the phase constant (β > k0). Floquet’s theorem states that as the

unit-cells are combined in series, the periodicity introduces an infinite number of Floquet modes in a

leaky-wave structure. These Floquet modes are represented by phase constant βn [14].

βnpunit = β0punit + 2πn; n = 0, ±1, ±2, ±3 (1)

where punit is the period of the unit-cell defined by 4 × (lc − wc/2), n is the nth number space harmonic,

and β0 is the phased constant of the dominant mode of the now modulated and uniform waveguide.

From Equation (1) the β0 is slow-wave, but the structure is designed in a way that the other modes

are fast. In order to scan a single beam in a directive manner, the first space harmonic, i.e., n = −1, is

substituted into Equation (1) and is written as

β−1punit = β0punit − 2π (2)

Figure 2. Geometry of the modified BAA unit-cell with vertical bowtie and horizontal semi-circular

segments printed on a 0.254 mm thick grounded Arlon DiClad 880.

Table 1. Table of parameters of unit-cell.

Parameter Size (mm)

lc = lv 3.50
lt 1.68

wc 0.76
wv 0.65

punit 5.48
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The scanning direction of the periodic LWA can be expressed using [14]

sinθm =
β−1

k0
(3)

where θm is the maximum beam angle deviation from the broadside and k0 is the free space wave

number. Subsequently, the beamwidth is given by

∆θ ≈ 1
(

L
λ0

)

cosθm

(4)

where L is the overall length of the leaky-wave antenna structure.

The geometry of the periodic modified BAA antenna, with vertical bowtie and horizontal

semi-circular segments, is presented in Figure 3a. As is the case with linear arrays, the addition of

unit-cells in series increases the gain and decreases the beamwidth along the length of the antenna,

but a large number of unit-cells prevents the increase in gain due to the lower power delivered

to the last unit-cells. Thirteen unit-cell elements, presented in Figure 2, were connected in series,

and the configuration presented in Table 1 was used for simulation and prototyping of the structure.

The periodic modulation of the geometry assisted with radiation along the length of the antenna.

The structure was fed using transmission line of length 6.18 mm and width 0.76 mm; the last unit-cell

element was terminated using a similar transmission line and another 50 Ω port that acted like a

resistor to avoid reflections. Arlon DiClad 880 substrate, with a thickness of 0.254 mm, εr = 2.2 and

tan δ = 0.0009, was used to fabricate the prototype presented in Figure 3b; the measurements were

performed using a Rhode and Schwarz Vector Network Analyzer (ZVA40). The overall dimensions of

the antenna were 83.60 × 18.0 × 0.254 mm3.

Figure 3. Top view of the proposed periodic 13 unit-cell antenna fabricated on 0.254 mm thick grounded

Arlon DiClad 880 substrate. (a) Geometry. (b) Prototype.

3. Parametric Analysis

Figure 4 shows the effects on |S11| for the structure with 13 unit-cell elements presented in

Figure 3 by simultaneously varying lv and lc with wv = 0.76 mm, without the vertical bowtie element.

The multiplying factor of the wire BAAs, λ/4, was increased to avoid unwanted resonances in the
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mm-wave region, due to close separation distance at λ/4 between vertical elements; it varied from

1.69 × λ/4 to 1.89 × λ/4 (3.30 mm to 3.70 mm). With this configuration, mismatching was observed

around the broadside frequencies, for which |S11| > −10 dB indicated the presence of OSB. Additionally,

an increase in lv and lc by 0.1 mm tuned down the OSB mismatched region by approximately 1 GHz.

The |S11| above and below the OSB, between 20 GHz and 40 GHz, remained less than −10 dB.

Figure 4. Effect of varying length, lv, and diameter, lc, simultaneously for a 13 unit-cell element periodic

structure with wv = 0.76 mm unit-cell segments on |S11|.

The effect of parameters associated with the vertical bowtie segments, wv and lt, of the 13 unit-cell

structure, on |S11|, is shown in Figure 5. The other parameters, presented in Table 1, remain unchanged.

A noticeable improvement in impedance matching, around the OSB region, was observed as the

width, wv, was increased from 0.50 mm to 0.60 mm, with lt fixed at 1.68 mm, in which |S11| improved

from −7.24 dB to −3.54 dB at 28.0 GHz. In the other case, where wv was kept constant at 0.65 mm,

the variation in lt from 1.45 mm to 1.65 mm improved the impedance matching significantly without

any upward or downward tuning of frequency.

Figure 5. Effect of varying vertical bowtie segment parameters, wv and lt, of 13 unit-cell element

periodic structure independently on |S11|while the other parameters remain the same as Table 1.

Figure 6 shows the effect of independently varying lv and lc with the fixed wv = 0.65 mm bowtie

vertical unit-cell segment on |S11|. The frequency was tuned down by approximately 1.15 GHz and the

impedance matching deteriorated when lv was increased by 0.20 mm, between 3.40 mm and 3.60 mm,
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and lc was kept constant at 3.50 mm. A downward shift in frequency of 0.70 GHz was observed

when lv was fixed at 3.50 mm and lc was increased from 3.40 mm to 3.60 mm, with a minute effect on

impedance matching.

Figure 6. Effect of varying length, lv, and diameter, lc, independently of 13 unit-cell element periodic

structure with fixed wv = 0.65 mm bowtie segments on |S11|.

Figure 7 shows the realized gain of the 13 unit-cell antenna structure without the vertical bowtie

element at between 22 GHz and 38 GHz with lv = lc = 3.50 mm and wv = 0.76 mm. The gain rose

gradually between 23.0 GHz and 26.0 GHz and, while still under 12.0 dBi at 26.0 GHz, a sharp gain

drop was observed around 28.0 GHz. The realized gain around 28.0 GHz was considerably less than

the realized gain in the rest of the forward endfire region. This is consistent with the OSB region,

identified in Figure 4, where |S11| > −10 dB.

Figure 7. Realized gain of 1-D periodic BAA-LWA with lv = lc = 3.50 mm and wv = 0.76 mm unit-cell

showing gain degradation around 28.0 GHz.
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4. Results and Discussion

Figure 8 shows the simulated and measured response of the |S11| of the 13-element structure

with the bowtie vertical segment unit-cells that were shown in Figure 2 and the parameters presented

in Table 1. The mismatched OSB frequency range, for when lv and lc is 3.50 mm (~1.79 × λ/4) and

wv = 0.76 mm as presented in Figure 4, improved without any frequency tuning, resulting in the

mitigation of the OSB. The |S11|, at 28.0 GHz, improved to −12.01 dB with the vertical bowtie element,

compared to −7.73 dB without the bowtie element. With the bowtie element, the |S11|was ≤ −10 dB

from below 22.0 GHz and above 40.0 GHz with a fractional bandwidth of more than 67%.

Figure 8. Simulated and measured |S11| of 13 unit-cell element periodic structure with bowtie vertical

unit-cell segments.

Figure 9 shows the realized gain plot of the antenna structure with the modified bowtie unit-cell

shown in Figure 2. The sharp decline in realized gain around 28.0 GHz region, shown in Figure 7,

considerably improved with this arrangement using the parameters presented in Table 1. The gain profile

gradually increased around 23.0 GHz, and onwards, with peak realized gain of 15.30 dBi at 35.0 GHz.

Figure 9. Simulated and measured realized gain comparison of a 13 unit-cell element periodic structure

with wv = 0.76 mm and a modified bowtie vertical unit-cell segments.
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The 3D radiation patterns for the simulation of the 13-element structure, with bowtie and

semi-circular unit-cell, are presented for backward endfire, broadside and forward endfire regions in

Figure 10a–c, respectively. The patterns, at 24.0 GHz, 28.0 GHz and 35.0 GHz, showed a fan-beam

scanning with an increase in frequency and radiation angles of −42◦, 0◦ and 56◦, respectively.

The scanning range of the proposed antenna is presented in Figure 11. Figure 11a shows the scanning

range from backward endfire approaching towards the broadside. The antenna scanned from −64◦ at

22.87 GHz. Figure 11b shows the scanning range from the broadside to the forward endfire. The antenna

scanned seamlessly through the broadside, due to the mitigation of OSB, until 76◦, i.e., 37.0 GHz.

Figure 10. Three-dimensional radiation pattern visualizing scanning at (a) 24.0 GHz, (b) 28.0 GHz,

and (c) 35.0 GHz.

Figure 12 shows the main beam direction and sidelobe level (SLL), in the yz-plane, of the proposed

antenna. From Figure 8, it can be seen that the antenna has wide bandwidth below 22.87 GHz and

above 37.0 GHz, but these frequencies are not considered as part of the scanning range in Figure 11

because an SLL threshold of −10 dB is maintained to efficiently define the scanning region which.

As the mainlobe of the scanning range approaches forward endfire after 76◦, the rise in the antenna’s

backlobe and the increase in SLL makes it unsuitable to scan in a single direction as efficient as the rest

of the considered bandwidth.

174



Sensors 2020, 20, 6796

Figure 11. Scanning range of the proposed 1-D periodic modified BAA-LWA with bowtie and

semi-circular unit-cell (a) backward quadrant and (b) forward quadrant.

Figure 12. Sidelobe level and main beam direction in the yz-plane of the proposed LWA.

Figure 13 shows the radiation efficiency of the proposed antenna array. The antenna had more

than 60% radiation efficiency throughout the scanning range, and, between 25.0 GHz and 37.0 GHz,

the efficiency was more than 80%. The HPBW in both xz and yz-planes, across the entire scanning range,

is also shown in the figure. As the beam approaches broadside from backward endfire, the HPBW in

xz-plane increased and stabilized before dropping again as it approached forward endfire shown in

Figure 10c. From the yz-plane, it can be seen that the antenna had a narrow radiation beam throughout

the scanning range which can be classified as fan-beam radiation pattern.
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Figure 13. Radiation efficiency and half power beamwidth (HPBW) plots of the proposed LWA.

The performance of the proposed antenna’s scanning characteristics was compared with other

antennas in the scientific literature and is presented in Table 2. The proposed antenna had wider

bandwidth and scanning range along with the peak realized gain than [34–37] and in [35], only the SLL

at the broadside is mentioned. There is no mention of SLL threshold for efficient scanning in any articles

except [6,27,38,39]. The presented antenna had better scanning range than the first continuous scanning

range of [6]. In [39], although the realized gain and bandwidth are better, it has overall dimensions of

133 × 93 × 21 mm3, with a narrower scanning range; it is also difficult to fabricate geometry compared

to the presented structure. If not for the SLL ≤ −10 dB threshold maintained throughout this work,

the proposed antenna may have had a wider scanning range due to the available bandwidth below

22.87 GHz in the backward endfire and above 37.0 GHz in the forward endfire. The proposed antenna

can thus be used for 28 GHz 5G and Ka-Band millimeter-wave imaging applications [40].

Table 2. Table of performance comparison between proposed LWA and LWAs in literature.

Ref. Antenna Type Total Length (λ0)
Bandwidth

(GHz)
Scanning

Range
Realized

Gain (dBi)
SLL Threshold

(dB)

[6] Periodic dual BAA 6.80 18.0–38.63
−38◦ to 54◦ 10.60–16.44

10−32◦ to−5◦ 16.20–18.61

[16]
Periodic

microstrip
3.68 3.70–6.80 55◦ to 63◦ 10.0 (Peak) N/A

[20]
Multilayered

CRLH TL
11.58 20.0–30.0 −25◦ to 50◦ 10.0–14.0 N/A

[27] Half-mode SIW ≈9.30 13.50–16.50 −30◦ to 30◦ 10.0 (Peak) –10
[34] Periodic CRE N/A 13.0–19.45 −48◦ to 35◦ ≈12.0–14.0 N/A

[35]
Periodic

microstrip
7.48 20.0–29.0 −50◦ to 45◦ 12.20 (Peak) −13 (Broadside)

[36] Metasurface LWA 15.85 15.50–16.20 47◦ to 7◦ 15.10 (Peak) N/A

[37]
* Periodic

HW-MLWA
3.99 4.40–8.80 144◦ to 41◦ ≈1.0–8.0 N/A

[38] Periodic combline 29.49 8.0–11.40 −25◦ to 10◦ 21.0 (Peak) −10
[39] WG-CTS 15.08 26.0–42.0 −56◦ to 2◦ ≈22.90–29.20 −12.6

This
Work

Bowtie and
semi-circular
periodic BAA

7.80 22.87–37.0 −64◦ to 76◦ 8.57–15.30 −10

CRE—complimentary radiation elements; TL—transmission line; HW-MLWA—half width microstrip LWA;
WG—waveguide; CTS—continuous transverse stub; N/A—not available; * OSB from 5.30 GHz to 6.20 GHz.
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5. Conclusions

A wide backward to forward endfire scanning leaky-wave antenna is proposed in this paper,

as well as a discussion of the results. The initial concept to design the unit-cell of the antenna is taken

from meandered wire Bruce array antenna and transformed to printed geometry. The horizontal and

vertical segments of the meandered unit-cell were replaced with semi-circular and bowtie segments,

respectively, of which the latter assists in the mitigation of the open-stopband at broadside. The length

and diameter of both vertical and horizontal segments, respectively, are kept equal at 3.50 mm.

The proposed antenna has a wide operational bandwidth from below 22.0 GHz to above 38.0 GHz;

however, an SLL threshold of −10 dB was enforced to define an efficient scanning range between

22.87 GHz and 37.0 GHz. The 13 unit-cell periodic antenna has a compact size, offers a scanning range

between −64◦ to 76◦, and has peak gain of 15.30 dBi.
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Abstract: This paper presents a simple, compact and low-cost design method that allows one to obtain

low-profile multi-band antennas for the overcrowded future generation networks, which are widely

versatile and very heterogeneous in the K/Ka bands. The proposed antennas comprise n radiating

monopoles, one for each of the desired operating frequencies, along with a frequency selective feeding

network fed at a single point. This concept enables a single antenna to be shared with different

radio-frequency (RF) frontends, potentially saving space. Typically, with n-band structures the biggest

challenge is to make them highly efficient and here this is assured by multiplexing the frequency,

and thus isolating each of the monopoles, allowing the design of scalable structures which fit the 5G

applications. Based on the vision proposed here, a dual-band and a tri-band structures were built

and characterized by their main parameters. Both prototypes achieved peak efficiencies around 80%,

with adequate bandwidths and gains, as well as great compactness.

Keywords: frequency multiplexed; IoT; millimeter-waves; multi-band; n-band antenna; antenna as

a sensor

1. Introduction

It is clear that the global tendency of exchanged data traffic is growing exponentially and, with it,

the number of interconnected devices, pushing existing systems to their limits. In addition to the

increasing traffic on each network, the variety of the services supported is increasing too, which naturally

gives rise to great concerns about energy consumption. In this sense, 5G wireless systems must fulfil

three main requirements: (i) have high throughput; (ii) serve many users simultaneously; and (iii) have

less energy consumption [1], the latter being probably the biggest driving force of 5G. Associated with

this, the high user mobility will force new antenna designs and new concepts to be implemented [2].

In addition, migration to mmWaves becomes mandatory, because despite implying higher

propagation issues, it is probably the most effective way to achieve the necessary bandwidth [3].

In these frequencies, new challenges arise, given the reduced dimensions, however, there is an

inherent opportunity to produce compact solutions and an increasing demand for robust multipurpose

dual-band or multi-band antenna systems for 5G applications. Today, mobile devices comprise a wide

range of applications and features, most of them involving several communication frontends, and also

multiple antennas, requiring space, which can create problems such as the coupling between them.

A possible solution to combat the lack of available space resulting from this growing incorporation

of communication systems, is to develop a single antenna, operating in each frequency band, and shared

by the various communication systems. Figure 1 clarifies the scenario referring to a mobile device

where a single antenna structure interacts with multiple radio-frequency frontends, which can be one
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of the main characteristic nowadays, since even a common smartphone gathers multiple antennas,

enabling the connection with the most varied services.

 

 

Figure 1. Single N-Band Antenna Shared by Multiple Frontends.

There are several ways to design an antenna that meets these requirements. One is through the

bandwidth, i.e. producing an ultra-wideband antenna, however, it this (obtaining a band that includes

all the necessary frequencies) is an almost impossible condition, especially given the disparity of

frequency bands used. In addition, isolation between bands and frontends would not be guaranteed,

decreasing the efficiency.

Another possibility is to develop antennas resonating in different bands, which are the commonly

named multi-band antennas. This option consists of a process with a high degree of randomness,

since in most cases this is done at the expense of deformations of the radiating structure, presenting little

freedom to the control of the antenna’s properties. There is also the group of reconfigurable antennas

(in this case, in terms of frequency), although these antennas are much more complex because they are

active and require additional control to select the operating frequency. In addition, these antennas use

switches in the form of discrete elements, which consume energy. Due to all this, an alternative design

is proposed.

This paper is divided into 6 sections, starting with this introduction. Section 2 presents a careful

revision of the related works, focusing on multi-band antennas and in frequency-selective feeding

structures. Then, in Section 3 the design principle is presented, clarifying the concept proposed.

Section 4 contains all methods and presents the structures developed, each in a different sub-section.

The results, both measured and simulated can be found in Section 5, as well as the prototypes built.

Finally, major conclusions can be found in Section 6.

2. Related Work

In this way, several authors have tested the feasibility of reducing the number of antennas in each

equipment and thereby saving space. In [2] a structure based on a dual-band slot is proposed and is

designed to operate at 28/38 GHz. Along with the operating frequencies, this antenna exhibits adequate

bandwidth values, as well as adequate gains for incorporation in a 5G mobile device. Despite the

interesting results, this work lacks measures and the authors end up defending their proposal by

comparing CST with HFSS.

In [4] another dual-band antenna in a massive MIMO arrangement is described. This structure is

based on a series-fed antenna array and one can denote high gains (of more than 12 dB at each band)

and good radiation patterns, however, once again, only simulation values are shown.
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On the contrary, in [5] the measurement results support the work on a substrate integrated

waveguide (SIW) antenna array for the Ka-band. There, authors implemented a linear array to

improve the overall antenna’s performance and they were able to achieve satisfactory bandwidths

(lower than 5%) and proper gain measurements (around 5 dBi). The authors claim that by using the

presented structure, multi-band antennas can be designed, but no implementation is shown to prove

this statement.

Additionally, a dual-band dual-circularly-polarized antenna operating in the Ka-band is presented

in [6]. The work is supported by simulated and measured results, however, a mediocre correspondence

can be denoted between simulations and measurements. The gain, both in the uplink and downlink

bands, is improved when the radiating element is implemented into an array, however measurements

regarding axial ratio are poor, the complexity is huge and both the antenna’s scalability and the

robustness are questionable.

When it comes to tri-band antennas, neither the microstrip patch antenna presented in [7]

nor the antenna array with defected ground seen in ref. [8] show any measures confirming their

respective simulations. Both structures have resonances in the mmWaves region, along with suitable

bandwidths and gains. In [7] the efficiency values shown are quite high, whereas in [8] these values

are not mentioned.

Additionally, a scalable structure can be found in [9]. It proposes a compact dual-band and small

slot antenna without compromising its performance. Measurements show good correspondence with

simulations, as well as good gain, considering the typical values for slot antennas. Apart from these

good results, one could argue that the major contribution of the work is its scalability, since authors

defend that by adding more slots to the structure the desired multi-band behavior can be achieved.

Nevertheless, the structure proposed operates at 2.4/5.2 GHz, very low frequencies for the 5G context.

Recently, an aperture-sharing integration methodology implementing a 3.5/28 GHz antenna with

mmWave beam steering capability was proposed [10]. The main concept is to share the aperture of a linear

28 GHz array, comprised by four separately fed dipoles, with a 3.5 GHz dipole antenna. Favorable results

were obtained regarding a stable mmWave beam at different scanning angles, meanwhile with broad

impedance bandwidths in both operating bands (over 20%). Nevertheless, only one of the resonating

frequencies suits the mmWave spectrum region and the overall size of the structure is close to the size of a

single 3.5 GHz dipole antenna, which, in many of the future applications may be inappropriate.

In [11] an interesting approach is conducted on using the half-mode substrate integrated waveguide

(HMSIW) technique to design low-profile cavity-backed multi-band antennas. Authors designed

single, dual and triple band structures to validate the multi band responses which indicated favorable

results on the radiation patterns’ stability and the front-to-back ratio. Moreover, the radiation efficiency

being higher than 80% at the operating frequencies is a quite encouraging result to test this concept of

introducing U-shaped strips outside the aperture of an HMSIW cavity in the mmWaves region of the

electromagnetic spectrum, since the tests made were at the C-band.

In [12], an architecture whose main objective is to solve the bandwidth limitations of phased

arrays was proposed. The suggested design includes five printed quasi-Yagi antennas, which should be

placed in the upper edge of a mobile device. Their placement, and the orientation of the active element

and the directors are crucial to solve such bandwidth limitations. With the suggested configuration

and by not using phase shifters and simply switching the feeding to one of the quasi-Yagi elements it is

possible to scan the desired areas. However, this switchable antenna system results in a physically

larger setup, since only one antenna is used at a time, which when compared to the phased array is a

disadvantage, as in these structures, antenna area can be saved, as the whole aperture is exploited.

Another structure which explores alternative designs is presented in [13]. Considering the

advantages of omnidirectional radiation patterns in communicating regardless of direction, a modified

fork-shaped microstrip monopole antenna with a probe feed line shows wideband and multi-band

characteristics. Here, the impedance bandwidth is improved by designing a dual-triangle portion of

the ground plane, yet the resonant frequencies are quite low, suitable for example for the GSM band.
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Regarding the emerging MIMO systems, in [14] a MIMO antenna system for multi-band 5G

(mmWave) and wideband 4G application is shown. This structure works at triple bands (28, 37 and

39 GHz) for 5G and the wideband (1.8–2.6 GHz) for 4G. Each one of the MIMO elements consists of a

slot in the ground plane and two microstrip feeding ports in the top layer (the isolation is also enhanced

by using a low pass filter). Indeed, this design can work as a tapered slot antenna for 5G, covering

27.5–40 GHz or as an open-ended slot antenna for 4G covering 1.8–2.6 GHz. However, as noted, in the

5G band one denotes wideband operation, instead of multiple resonances at the frequencies of interest.

One of the major challenges of a multi-band antenna structures is its efficiency, a specification that

gains further importance when operating in the mmWave region. The major contribution of this work

is the microstrip feeding arrangement, which allows to section the antenna into n frequency-selective

parts. In the literature, other techniques can be found to improve the feeding network’s efficiency.

In [15], an antenna array consisting of five radiating elements is designed and measured, operating

at the 2–4 GHz range, achieving a beamwidth around 24 degrees. The frequency selective feeding

network delivers the signal to the selected elements at 2f 0 and gradually switches the signal between

elements as the frequency decreases to f 0. The major advantage of this strategy is an almost constant

beamwidth over a broad frequency range.

A similar concept is presented in [16] where a six-element antenna array operating in 1.75–3.5 GHz

frequency range is seen. In this report, the feeding network uses a directional filter where the adjustment

of coupled-line sections allows for the flexible selection of transmission coefficients. This structure

permits a constant beamwidth in an octave frequency range the signal is redirected from the center

elements to the outer elements. In the end, this feeding network’s achievements are reached at the

expense of a single directional filter and equal split power dividers.

More recently in [17] an interesting approach on multi-band filtering slot antennas is proposed.

There, authors realize a duplexing and filtering antenna by integrating a multi-band antenna and

the multimode resonator. The work is validated since three antennas were designed, fabricated and

measured. Although the correspondence between simulations and measurements is quite satisfactory,

neither the antenna’s scalability is a priority nor the operating frequency is suitable for the future

generation of mobile communications. Above all, the concept proposed in [17] requires the usage of

two feeding ports, which differs from the goal of this work which lies on having a single antenna,

fed in a single point, capable of interacting with multiple RF frontends, isolating each frequency.

All of these suggested frequency selective networks are associated with higher complexity in

the structure’s design and fabrication. They demand for additional components and the antennas

were designed for lower frequencies than what is expected within the 5G context. The work presented

here defends an innovative concept where neither the manufacturing is compromised nor the feeding

network imposes the usage of any additional components.

In this sense a new concept to design a structure for a multi-band antenna operating in the K/Ka

bands is proposed. The design idea lies on sectioning a n-band antenna into n parts, having each

section properly isolated (in frequency) in order to maximize the efficiency, and that is achieved by

applying the adequate impedance matching as it will be explained later. This frequency multiplexing

concept represents the main difference between the state-of-the-art studied and the structures proposed

in this report. With this alternative it is possible to several antennas in a single structure with a single

feeding point. Two prototypes were built and tested representing the cases of a dual and a tri-band

antenna, ensuring the scalability to other resonances.

3. Design Principle

Devices which operate in multiple bands are highly interesting, given the wide and varied

protocols that they are equipped to operate. To exemplify, the architecture of a current smartphone

includes capabilities to operate with different communication technologies such as Wi-Fi, Bluetooth,

GSM, 3G/4G (LTE), GPS, NFC, among others. In addition to multiple radios, these devices require

several antennas, increasing interferences and couplings, and it is an ever more difficult task to
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accommodate them due to the reduced space available. It is in this context that a new concept for

designing a multi-band antenna, is inserted.

Figure 2 presents a schematic example of a multi-band antenna for modern terminals. As noted,

the antenna structure in the example operates in the downlink and uplink bands of 5G, SATCOM

and LTE. In the illustration, instead of five antennas, with this concept it is possible to design a single

antenna operating in all desired bands, with only one feeding point.

 

 

Figure 2. Schematic of the Main Design Concept.

Being an antenna shared by different radios, it is important to assure isolation between all bands,

that is, that each RF frontend receives/transmits information using only its respective resonating

element. The project begins with the design of all n resonant antenna elements, one for each operating

frequency. After having the n radiating elements, the feeding structure ensures the high global efficiency

of the antenna, forcing theoretically infinite impedances in the operating bands of neighboring elements,

clearly conducting the signal towards/from the respective resonant element.

As an example, Figure 2 can be analyzed in depth, where in the middle schematic the user wants

to receive data in the SATCOM downlink band, and thus the path is clear for the respective frequency

band B1, and for all the other operating bands the impedance seen will be infinite. This concept is

scalable for the n different bands of the antenna. In short, this concept allows to design a n-band

structure as efficient as the summation of several resonant antennas in each of the n bands.

4. Methods and Structures

The great advantage of having the prototype composed of n sections is to guarantee that for

each operation frequency, the input impedance is only imposed by the respective resonant element.

This leads to a very efficient feeding network, in line with the challenging requirements of 5G, massive

IoT and the future satellite communications.

Nowadays, wireless communications systems are mainly equipped using printed antennas [18,19]

mostly due to their low cost and ease of fabrication. Another important aspect is the ability to

produce various structures, with unlimited design shapes and typologies. Bearing in mind the need

to ensure communication regardless of direction, monopole and dipole-based structures present

interesting advantages.

In order to verify the practicability of this concept, it was decided to demonstrate it, designing

two prototypes, a dual band and a tri-band antenna. Starting with the dual-band model, it is composed

by two printed monopoles, each resonant at a different frequency, 28 GHz and 38 GHz respectively.

Additionally, confirming the scalability of the concept, a tri-band antenna was developed, and for this,

a radiator at 20 GHz was added. Both schemes are presented in Figure 3, clarifying the arrangement

and the impedances expected in different parts of the structure.

The key aspect of these antennas is the feeding structure. The sectioning of this antenna into

different parts lies on the existence of the connection points presented in Figure 3, thus, to scale this

concept to a n-band antenna, n-1 connection points are required. These connection points represent the

division of the feeding network. In the example, for a dual-band antenna, there is one single connection

point, however, for the tri-band structure, two connection points are required, and so on.

185



Sensors 2020, 20, 6366

 

(a) (b) 

  

ε
δ

Ω

28GHz
Element

38GHz
Element

Connection Point

Feed

≈ ∞ @ 38GHz
≈ 50Ω @ 28GHzZin

≈ ∞ @ 28GHz
≈ 50Ω @ 38GHz Zin

38GHz
Element

Connection Point 1

Feed

≈ ∞ @ 28GHz
≈ ∞ @ 38GHz
≈ 50Ω @ 20GHz

Zin

Zin ≈ ∞ @ 20GHz

20GHz
Element

28GHz
Element

≈ ∞ @ 28GHz
≈ 50Ω @ 38GHzZin

≈ ∞ @ 38GHz
≈ 50Ω @ 28GHzZin

Connection Point 2

Figure 3. Schemes Proposed for the (a) Dual-Band and (b) Tri-Band antenna.

The resulting parts of the overall antenna have an adequate matching at the resonant frequency

of the respective radiating element, while simultaneously showing a close to infinite impedance at

the frequency of the opposite radiating element. Therefore, at each resonant frequency, a parallel

association of infinite impedances with a characteristic impedance of interest is observable.

Clarifying with Figure 3a, at the connection point and looking at the 28 GHz element: at the resonant

frequency, 28 GHz, an adequate matching is verified ensuring that it works properly, and, at the same time,

the feeding network warrants that at 38 GHz a very high impedance appears. These principles are applied

symmetrically to the opposite side of the structure.

Both antennas proposed are designed over a single layer of the dielectric substrate Rogers RO4350B,

which main properties include a dielectric constant εr = 3.48, thickness h = 0.254 mm and dissipation

factor of tan(δ) = 0.0037 @ 10 GHz. All simulations have been carried out using the electromagnetic

simulator software which is the Computer Simulation Technology Microwave Studio Suite (CST-MWS).

4.1. Dual-Band Antenna Design

Figure 4 identifies the main design parameters of the dual-band structure. Two monopoles with

dimensions LMp28 ×WMp28 and LMp38 ×WMp38 were designed. A 50 Ω impedance microstrip line,

along with a quarter-wavelength transformer lead the input signal to the connection point referred

above. Additionally, in order to maximize the structure’s compactness, meander lines were used for

the greater stubs.

From the connection point up to the monopoles, there is a group of microstrip lines which

guarantees the adequate matching (at the desired frequency) and the close to infinite impedance at the

adjacent operating band.

The acceptable matching is achieved by the colored identified lines highlighted in Figure 4a.

These lines’ dimensions and placement were implemented bearing the main concepts of microwave

propagation. Starting with the open-ended stub named Stub 1, which has a 90◦ electrical length of 90◦

at 38 GHz, it turns infinite impedance into a short circuit. Naturally, Line 2, having the same electrical

length at 38 GHz, converts the above-mentioned short circuit once again into a very high impedance at

38 GHz.

Through this pair of lines, the first requirement at the connection point is guaranteed: an (close to)

infinite impedance at 38 GHz. However, these lines surely also influence the impedance in this part of

the antenna, at 28 GHz. Therefore, the third line, Stub 3, was placed to compensate for this undesired

influence, ensuring the impedance matching at 28 GHz.

Symmetrically, on the other side of the connection point, there is an open-ended stub, immediately

followed by another stub, both with an electrical length of 90◦ at 28 GHz, enabling the open circuit in

the connection point at 28 GHz. Subsequently, a third stub once again compensates the influence in the

antenna matching observed at 38 GHz.
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Figure 4. Dual-Band Antenna: (a) Design Parameters, (b) Layers Identification and (c) Final Structure.

After bearing all theoretical propagation considerations, the dual-band antenna optimized design

parameters are presented in Table 1 and the feeding network line width is constant throughout the

antenna (0.2 mm), with the exception of the quarter-wavelength transformer (Lti ×Wti) and the 50 Ω

input line (Lin ×Win), connected to the single feeding point.

Table 1. Dual-Band Antenna’s Dimensions.

Parameter Dimension

LMp28 1.30
WMp28 0.40
LMp38 1.24
WMp38 0.20

Lt 1.28
Wt 0.4115
Lti 1.60
Wti 0.40
Lin 1.30
Win 0.5228

x 10.50
y 6.00

4.2. Tri-Band Antenna Design

Using the same method as before, and considering both the impedance requirements showed

in Figure 3 and the design principle of Section 3, the tri-band antenna was designed over the same
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dielectric substrate used for the dual-band structure and its main design parameters are presented in

Figure 5.

 

Ω

λ λ λ

(a) 

 
(b) 

 

(c) 

  
Figure 5. Tri-Band Antenna: (a) Design Parameters, (b) Layers Identification and (c) Final Structure.

The three resonant elements are easily denoted in Figure 5 through their associated design

parameters LMpx × WMpx. The main design parameters are listed in Table 2. All microstrip lines

designed have 0.2 mm width, apart from the 50 Ω input line (Lin ×Win) and the quarter-wavelength

transformer (Lti ×Wti), as in the dual-band example. In this case, the final version of the monopoles

has lengths equivalent to 0.4λd, 0.45λd and 0.37λd, regarding the 20, the 28 and the 38 GHz

monopoles, respectively.

Table 2. Tri-Band Antenna’s Dimensions.

Parameter Dimension

LMp20 3.25
WMp20 0.86
LMp28 2.60
WMp28 0.80
LMp38 1.557
WMp38 0.43

Lti 2.00
Wti 0.33
Lin 3.90
Win 0.51

x 16.50
y 12.00
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5. Results and Measurements

The previously described prototypes were simulated and built and they are shown in Figure 6.

It is important to mention that regarding the tri-band structure, Figure 6b presents a connectorized

version of the antenna, where the length of the 50 Ω input feed line is excessive and just needed to place

the connector. The antennas were measured, and the main results obtained are presented throughout

this section.

 

Ω

 

(a) 

 

(b) 

  Figure 6. Prototypes Built: (a) Dual-Band and (b) Tri-Band Antennas.

Figure 7 exhibits the simulated and measured results of the reflection coefficient for the

dual-band structure.

 

Ω

 

Figure 7. Simulated and Measured Reflection Coefficient of the Dual-Band Antenna.

For this prototype, a good impedance matching was achieved, with both curves presenting a

similar behavior despite some frequency shifts of 680 MHz and 410 MHz from the desired 28 and

38 GHz, respectively. These small discrepancies seen might be justified either by slight construction

imperfections (which is something natural given the antennas’ small size). Nevertheless, the measured

values of S11 at the operation frequencies are −13.64 dB and −16.94 dB, respectively, making of these

results quite satisfactory.

Regarding the bandwidth, and considering the S11 < 10 dB criteria, the prototype achieved

an operating band of 2.55 GHz [27.54–30.09 GHz], representing 8.8% bandwidth around 28 GHz.

On the other hand, around 38 GHz, a 1.98 GHz [37.2–39.18 GHz] band was reached, meaning 5.2%.

Table 3 summarizes the measured and simulated results of the dual-band radiating element.
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Table 3. Dual-Band S11 Parameter Characteristics.

Measured Frequency Shift Simulated Bandwidth Measured Bandwidth

Around 28 GHz 680 MHz
1.48 GHz

[27.22–28.7 GHz]
5.3%

2.55 GHz
[27.54–30.09 GHz]

8.8%

Around 38 GHz 410 MHz
3.84 GHz

[36.08–39.92 GHz]
10.1%

1.98 GHz
[37.2–39.18 GHz]

5.2%

The second prototype built proves the concept here proposed in a tri-band antenna. Figure 8

identifies a reasonable impedance matching between simulated and measured results in respect to the

reflection coefficient, since the minimum value for S11 occurs at the frequencies of interest, despite the

slight frequency shifts around 20 GHz and 38 GHz.

 

 

r

Figure 8. Simulated and Measured Reflection Coefficient of the Tri-Band Antenna.

These minor mismatches can be once again justified by the same reasons presented for the

previous prototype: construction imperfections, or dielectric permittivity variations. Regarding the

first operation band (at 20 GHz), the antenna shows a measured bandwidth of 0.62 GHz, equivalent to

3%. At the other operation frequencies, 0.4 GHz and 2.16 GHz are seen at 28 and 38 GHz respectively.

Table 4 summarizes the measured and simulated results of the tri-band radiating structure.

Table 4. Tri-Band S11 Parameter Characteristics.

Measured Frequency Shift Simulated Bandwidth Measured Bandwidth

Around 20 GHz 330 MHz
0.88 GHz

[19.56–20.44 GHz]
4.4%

0.62 GHz
[20.05–20.67 GHz]

3%

Around 28 GHz 190 MHz
0.29 GHz

[27.64–27.93 GHz]
1.1%

0.4 GHz
[27.61–28.01 GHz]

1.4%

Around 38 GHz 1.5 GHz
4.03 GHz

[34.60–38.62 GHz]
11%

2.16 GHz
[35.45–37.61GHz]

5.9%

Through the reflection coefficient of the latest prototype analyzed it is possible to confirm the

adequacy of the prototypes built and more importantly the principle of design proposed seems to

guarantee the impedance matching.

Other aspect that sustains the appropriate performance of these antennas in 5G and the massive

IoT scenario is the information about the antennas’ efficiency, which is presented in Figures 9 and 10,

regarding the dual and the tri-band radiating structures, respectively.
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Figure 9. Efficiency Variation Over Frequency of the Dual-Band Antenna.
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Figure 10. Efficiency Variation Over Frequency of the Tri-Band Antenna.

Figure 9 presents the simulated efficiency of the dual-band antenna over the frequency.

Naturally two local maximums are highlighted. These maximums are according to expected since

they appear adjacent to the frequencies of operation. Their magnitude is higher than 85% in both

operating frequencies, an important value given the structure’s compactness and size.

Similarly, for the tri-band antenna, there are clearly three local maximums in Figure 10, which are

once again, near the frequencies of interest, in this case 20, 28 and 38 GHz, confirming the proper

functioning of the antenna.

Besides the efficiency peaks, the surface current distribution also confirms the proper functioning

of the feeding network, verifying once again the frequency multiplexed structure achieved. Figure 11

starts by presenting the surface current distribution at the operating frequencies of the dual-band

antenna, 28 GHz and 38 GHz.

 

 
(a) (b) 

  
Figure 11. Surface Current Distribution at (a) 28 GHz and (b) 38 GHz.

It can be easily observed that, for both frequencies, only the respective resonant monopole is being

fed. The opposite monopole has no current flowing at all.
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Figure 12 exhibits the respective results for the tri-band structure, denoting the surface current

distribution for the three operating frequencies.

 

 
(a) 

 
(b) 

 
(c) 

Figure 12. Surface Current Distribution at (a) 20 GHz, (b) 28 GHz and (c) 38 GHz.

Once again at each one of the resonant frequencies, only the respective monopole has any current

through it, all the others remain not fed. With this, it is possible to state that the frequency multiplexing

concept proposed allowed to isolate, in frequency, each radiating element, maintaining a single input

feed and without requiring any additional filters.

Figures 13 and 14 show the gain variation of both prototypes over frequency, highlighting the

respective values at the operating frequencies. It is possible to verify that, in the tri-band case, the gain

values vary between 2.5 dBi and 4.5 dBi, in the frequencies of interest and they are mainly dependent

on the antenna structure.

 

 

Figure 13. Gain Variation Over Frequency of the Dual-Band Antenna.

 

 

Figure 14. Gain Variation Over Frequency of the Tri-Band Antenna.

Regarding the gain of the antennas, in Figure 15 it is possible to observe the simulation and

measured results of the two main radiation planes at both frequencies of interest, 28/38 GHz, for the

dual band antenna.
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Figure 15. Simulated and Measured Normalized Radiation Pattern of the Dual-Band Antenna at

28 GHz and 38 GHz.

As it is natural in very compact structures, particularly in multi-band antennas, the radiation

patterns obtained seem a bit distorted from what was expected to be seen in monopoles. Apart from

that, the dual-band antenna presents a maximum simulated gain of 3.3 dBi at 28 GHz, while at 38 GHz

that value is 3.4 dBi.

When it comes to the tri-band antenna, the same two radiation planes are shown, but now for the

three frequencies of interest. These results are presented in Figure 16 and a similar distortion in the

radiation pattern shapes is observed. This radiating structure achieved a maximum simulated gain of

3.1, 2.5 and 4.5 dBi at 20, 28 and 38 GHz.

 

 

Figure 16. Simulated and Measured Normalized Radiation Pattern of the Tri-Band Antenna at

20/28/38 GHz.
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The main achievements of these structures are summarized and compared with the current

state-of-the-art of dual and tri-band antennas in Table 5, analyzing the publication year (PY),

the operating frequencies, bandwidth, size, scalability and the isolation in frequency factor.

Table 5. State-of-the-Art of Multi-Band Antennas: Main Results.

[Ref.]
PY

Antenna’s Description
Operating

Frequencies
Bandwidth Measurements Scalability

Frequency
Isolation

[2]
2015

Dual-Band Slot-Based 28/38 GHz
24–30 GHz
34–41 GHz

No No No

[4]
2016

Series-Fed Antenna Array 28/38 GHz
27.8–28.6 GHz
36–38.6 GHz

No No No

[5]
2015

SIW Antenna Array 28/38 GHz
0.32 GHz
1.9 GHz

No No No

[6]
2017

Annular Ring Slots 20/30 GHz
20.13–20.8 GHz
30–30.85 GHz

Yes Yes No

[7]
2018

Microstrip Patch 24.4/28/38 GHz
23.6–24.4 GHz
27.2–28.4 GHz
37.3–38.1 GHz

No No No

[8]
2019

Antenna Array with
Defected Ground

29/37.4/41 GHz
28.5–29.7 GHz
36.7–38 GHz
40–42.1 GHz

No No No

[9]
2008

Printed Slot-Based
Structures

2.4/5.2 GHz
2.48–3.02 GHz
3.81–5.65 GHz

Yes Yes No

[10]
2020

Aperture-Sharing
Technique with a 4 Unit

Linear Array and a Dipole
3.5/28 GHz

3.12–3.84 GHz
24.9–30.6 GHz

Yes No No

[11]
2019

Cavity-Backed Antennas
using HMSIW Technique

4.6/5.48 GHz
91 MHz
20 MHz

Yes Yes No

4.5/5/5.5 GHz
70 MHz
20 MHz
20 MHz

Yes Yes No

[13]
2004

Fork-Shaped Microstrip
Monopole Antenna

860/2280 MHz
731–987 MHz

1498–3080 MHz
No No No

This
Work

Monopole-Based with
Frequency Selective

Feeding Network

28/38 GHz
27.54–30.09 GHz
37.2–39.18 GHz

Yes Yes Yes

20/28/38 GHz
20.05–20.67 GHz
27.61–28.01 GHz
35.45–37.61 GHz

Yes Yes Yes

Knowing that one of the main concerns of this letter is the microstrip frequency-selective feeding

network able to maximize the efficiency as well as easing he interaction of a single antenna with multiple

RF Frontends, Table 6 compiles some of the state-of-the-art works related to the frequency multiplexing

argued, showing how it was obtained and the main characteristics of the antenna structure.

Table 6. State-of-the-Art in Frequency Selective Antenna Structures: Main Results.

[Ref.]
PY

Antenna’s
Description

Central
Frequencies

Frequency Isolation
Technique

Feeding
Network

Complexity

Number of
Ports/Element

Does it Require
Additional

Components?

[14]
2019

Ground Tapered Slot
and Microstrip

Feeders
2/32.5 GHz Low-Pass Filter High 2 Yes

[15]
2016

Antenna Array 3 GHz

3 dB directional
couplers + Schiffman
C sections + Filters
and Power Dividers

Extreme 1 Yes
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Table 6. Cont.

[Ref.]
PY

Antenna’s
Description

Central
Frequencies

Frequency Isolation
Technique

Feeding
Network

Complexity

Number of
Ports/Element

Does it Require
Additional

Components?

[16]
2017

Antenna Array 2.6 GHz
Directional Filter and

Power Dividers
High 1 Yes

[17]
2020

Filtering Slot
Antennas

3.5/5.2 GHz
n-mode resonators Medium 2 No

2.5/3.5/5.1 GHz

This
Work

Monopole-Based with
Frequency Selective

Feeding Network

28/38 GHz
Impedance Matching Low 1 No

20/28/38 GHz

6. Conclusions

In this paper, a new multi-band antenna design concept is proposed, explained and proved

through some practical prototypes. The main basis is the use of a feeding structure which ensure

the impedance matching at a given operating frequency, isolating the structure at the remaining

frequencies. When compared with an eventual alternative of a radiator with dual resonance, the option

here presented, besides maximizing the efficiency, it avoids the usage of any bulky filters at the input.

This strategy was implemented in a dual-band and a tri-band prototypes, both suitable to integrate

in IoT sensors. Individually these antennas present good impedance bandwidths for all frequencies of

interest, since the smallest measured value is 400 MHz.

Regarding the antennas’ gain, and considering that these structures are based in monopoles,

these values are also satisfactory, especially when allied to the efficiency values witnessed.

More importantly, the proposed concept of producing a n-band antenna has proven not only to work,

but it also assures higher efficiency values than what is commonly seen in the state-of-the-art for

multi-band antennas.
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Abstract: In this paper, a slotted conical patch connected to a small triangular patch multiband

antenna for both microwave and millimeter-wave applications is presented. The designed antenna

has three characteristics. The proposed antenna is a multiband, having a compact size of

0.35λ0 × 0.35λ0 × 0.004λ0 at its lowest operational frequency, i.e., 2.4 GHz, and more importantly, it can

cover both the microwave and millimeter-wave bands with a single feeding. According to the −10 dB

matching bandwidth, experimental results show that the antenna operates at (2.450–2.495) GHz,

(5.0–6.3) GHz, and (23–28) GHz. The reduced size, simple design, and multiband large bandwidth

are some of the advantages over the reported designs in the latest literature. Both simulated and

experimental results show a good agreement, and the proposed antenna can be used for wireless

local area network (WLAN) applications and fifth-generation (5G) wireless communication devices.

Keywords: multibandoperation; slotted antenna; microwave; millimeter-wave band; WLAN; 5G

1. Introduction

A wireless local area network (WLAN) is a widely used network for short-range wireless

communication applications. According to 802.11b/g and 802.11a standards, the bands used for WLAN

are (2.400–2.484) GHz, (5.15–5.35) GHz, and (5.725–5.825) GHz [1]. Moreover, the need for high

quality videos and other high data rate applications require wider bandwidth. Therefore, to fulfill the

requirement of wider bandwidth, 28/38 GHz frequencies are seen as the most promising choices for

fifth-generation (5G) technology [2].

Numerous researches have been exerted over the last few years pertaining to the evolution

of existing standards of the wireless communication system to future 5G wireless communication

standards, which is likely going to be implemented in the 2020s [3,4]. For that reason, more and more

requirements have been made in the design of an antenna, in terms of size, multiband operation,

and radiation pattern [5]. Many researchers are focusing on the advancement of an antenna system

to operate in both current and future standards of wireless communication systems. Therefore,

the acceptable way to be considered is the designing of a multiband antenna that can be integrated as

a single element in many standards [6], such as WLAN, global positioning system (GPS), and other

wireless communication applications.

For designing multiband antennas, different techniques were used previously to achieve multiband

operating frequency standards [7–17]. The following study, of different multiband antennas covering

the microwave band for WLAN applications, has been conducted in [1,7–14]. A defected ground
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structure (DGS) monopole antenna operating at triple frequencies for WLAN applications is presented

in [6]. The radiating patch and ground of the antenna were etched on both sides of a printed-circuit

board (PCB). The ground plane was modified by two equal-shaped slots on the right and left sides.

Similarly, a multiband characteristic of the antenna in [9] was generated by a rectangular slot on the

upper side of the antenna substrate loaded with differently shaped stubs on each side of the slot. In [10],

a slotted monopole antenna, having a C-shaped patch introduced by a G-shaped parasitic strip and a

partial ground plane, is used to obtain a larger bandwidth of 3.5 GHz at (3.92–7.52 GHz). Two elements

of a multiple-input–multiple-output (MIMO) antenna etched with a different slot is reported in [13].

Similarly, a triple-band antenna for 2.4, 5.2, and 5.8 GHz applications in [1] and a dual-band antenna

operating at 2.4 GHz and 5.2 GHz in [14] are presented. Meandering slots etched in the patch and a

slotted ground DGS is used, respectively, to obtain the triple and dual-band characteristics. In [15],

a 28-GHz mm-wave antenna of size 30 mm × 20 mm for 5G is reported, which is the combination of

a waveguide aperture and several microstrip patches. Further, the study of antennas covering both

microwave and mm-wave bands simultaneously were performed in [16,17]. In [16], a multi-layer

antenna system having a dual-element MIMO on the top layer operating in the microwave band, and an

antenna array at the bottom layer for the 5G band, is presented. A multiband antenna operating in both

microwave and mm-wave is introduced in [17], which consists of a monopole antenna operating at

2.4/5.5 GHz and a rectangular patch covering the mm-wave 5G band. The comparison of the proposed

work with the available designs of [7–17] in terms of bandwidth, multiband operation, substrate

availability, design complexity, the number of layers, and feeding used is shown in Table 1. It was

observed from the comparison table that the available designs have large size, complex geometry,

multi-ports, and they can only cover the microwave band, or only mm-wave band, but cannot cover

both bands with one feeding. Thus, the challenging part of this work is to design an antenna that can

cover both the microwave band and mm-wave band with a single feeding and a compact size.

Table 1. Comparison of different multiband designs.

Ref.
Dim

(mm2)
Frequency

(GHz)
Remarks

[6] 20 × 30
(2.14–2.52)
(2.8–3.7)

(5.15–6.02)
Cover only microwave band.

[9] 56 × 44

(1.57–1.66),
(2.40–2.54),
(3.27–3.97),
(5.17–5.93)

Cover only microwave band.

[10] 32 × 30 (3.92–7.52)
Cannot cover 2.4 and the

Mm-wave band.

[11] 24 × 16
(5.15–5.35),
(5.72–5.82)

Cannot cover 2.4 and the
Mm-wave band.

[15] 20 × 30 (26–29) Only the mm-wave band.

[16] 60 × 100
(1.870–2.530)

(26–28)

Complex geometry,
Dual port and cannot cover

5.2, 5.8 GHz.

[17] 45 × 40
(2.16–2.53),
(4.58–5.80),
(26.8–30.0).

Large size,
Complex geometry.

This work 30 × 30
(2.46–2.49),
(5.0–6.3),
(23–28)

Covers microwave, mm-wave band, with simple
geometry and compact size.

To solve these problems (of large size and complex geometry), a compact, multiband antenna

covering the microwave band and the mm-wave band is proposed. Rogers RT/Duroid 5880, a widely

available and inexpensive substrate was used to design the proposed antenna. We modified the

radiating patch by truncating the corners of the two rectangles to form a cone and a triangle. We etched
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different slots in the conical patch, which increased the electrical length of the antenna and made

it more compact. Additionally, corners of the ground plane were truncated and cut by different

slots to form a DGS, unlike the conventional solid ground plane. The mentioned design techniques

were applied to make the antenna resonate at about (2.4, 5.2, 5.8) GHz and (28 GHz). To endorse

the concept and validate the simulated results, a prototype is fabricated and results are measured.

The simulated and measured results suggest that the designed antenna is the best candidate for various

wireless communication applications in terms of multiband operations, compactness, large bandwidth,

ease of design, and low cost. In Section 3, an explanation of a parametric study has been discussed to

properly select optimized dimensions of the proposed design and achieve good results of multiband.

In Section 4, different types of results were discussed followed by the comparison and conclusion of

the paper in Sections 5 and 6.

2. Geometry of the Antenna

The detailed geometry of the proposed antenna will be discussed in this section.

The three-dimensional (3D) electromagnetic wave solver, computer simulation technology (CST)

microwave studio [18] was used for numerically investigating and optimizing the configuration of

the proposed designed antenna. The front and back view of the antenna is depicted in Figure 1e.

From figure, the blue color is the copper used at the top and bottom layer and the brown color is

the substrate. Rogers RT5880 (εr= 2.2, tan δ = 0.0009) is used as a substrate to design the antenna.

The overall dimension is 30 × 30 × 0.508 mm3. The final geometry consists of a slotted conical patch

connected to a small triangle by narrow lines. The conical patch covers the WLAN band and the

triangular patch covers the 5G band. Two meandering slots and a triangular slot were etched on a

conical patch. Feeding is given through a 50 Ω microstrip line. A defected ground plane etched with

six slots and truncated corners are used at the bottom layer of the antenna.

The final geometry of the designed antenna was obtained by different modifications in two

rectangular patches antenna (Antenna1) shown in Figure 1a. The Antenna1, patch dimensions such

as width and length were obtained by Equations (1) and (2) [19]. From Figure 2a,b the Antenna1 is

resonating at (24.32–24.54) GHz and (25.5–25.7) GHz. It also gives resonance at (5.3–6.0) GHz but that’s

not below −10 dB. We used corners truncation and meandering slits for compactness and multiband

operation [6,9]. These two techniques lower the frequency of operation of the antenna by increasing

the electrical length that results in the compactness of the antenna [6,9,20,21]. The ground plane used

at the bottom layer is defected with different meandering slots and truncated corners to get higher

bandwidth in both operating bands of the antenna. More details of truncating the corners of the

square patches to form a conical and triangular patch are also discussed in Section 3.1 of this article.

The next stage (Antenna2) in Figure 1b had its corners truncated from rectangular patches and the

ground plane to form a cone-like and a small triangle. From Figure 2a, the resonating frequency

of Antenna2 is lowered to (21.80–22.42) GHz and (26.2–27.6) GHz. Moreover, resonating at 4.7 and

7.0 GHz, but the resonance was not below −10 dB. In the next stage, Antenna3, a slot of optimized

value in the conical patch and two slots in the truncated ground were etched as shown in Figure 1c.

From Figure 2a, the higher resonating frequency turns into a broad band, i.e., (22–26) GHz. While at

the lower band, the antenna resonates at 3.9 GHz, which is below −10 dB. It also resonates at 2.60 and

5.05 GHz, but that is above −10 dB. Moving to the next stage, Antenna4, one more slot in the patch and

two more slots in the ground plane were etched, shown in Figure 1d. The antenna resonates at 2.3 GHz

and (5.0–6.3) GHz, but there is a mismatch at 5.2 GHz. Thus, further improvement is needed. The final

stage is to etch a triangular slot in the patch along with two more slots in the ground plane, shown in

Figure 1e. From Figure 2a,b it can be seen that the antenna is exactly resonating at (2.46–2.49) GHz,

(5–6.3) GHz, and (23–28) GHz.
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Figure 1. Evolution of proposed antenna front and back view (a)Antenna1, (b) Antenna2, (c) Antenna3,

(d) Antenna4, and (e) proposed antenna.
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Er = dielectric constant, λo = free space wavelength.
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Figure 2. Simulated S11 (a) antenna 1 to 5, (b) primary and final design.

∆L is the effective length and can be found by the Equation (3)

∆L

h
= 0.412

[

εe f f + 0.3

εe f f − 0.258

][ w
h + 0.264
w
h + 0.813

]

(3)

where Eeff = effective relative permittivity of the substrate

εe f f =
εr + 1

2
+
εr + 1

2

√

(1 + 12h/2w) (4)

3. Parametric Study

To understand the impact of various parameters on different results and to achieve the best

optimized dimensions of the final design, a parametric analysis has been done on different parameters

of the antenna. All other parameters were kept at their final value during the parametric study.
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3.1. Effect of Truncating Corners of the Patch

The corners of the rectangular patches shown in Figure 3 were truncated at three different values

to form a conical and triangular shape patch. A visible effect at both operating frequency bands i.e.,

microwave and mm-wave band, was observed. At first value, the antenna is only resonating at 2.4 GHz

in the microwave band while at (21 GHz–22.5 GHz) in the mm-wave band. At the second value,

the antenna resonating frequencies are 2.4 GHz, (4 GHz–5 GHz), and (22 GHz–23.5 GHz). At the third

value, the antenna gives resonance at 2.4 GHz, 5.8 GHz, and (21 GHz–24.8 GHz). The effect of different

values along with the optimized value results are shown in Figure 3.
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Figure 3. Effect of truncating the corners of patches.

3.2. Effect of Truncating Corners of the Ground

The DGS also has a very high impact on both microwave and mm-wave bands of operation of

the antenna. Two types of techniques were used in this paper for defected ground. The first method

was a truncation of the ground at three different values at all corners. At first value, the antenna

resonated at 2.3 GHz, whereas the other resonating frequency shifted to 6.5 GHz. Moreover, there was

a mismatch at (22.5–24.3) GHz. At the second value, the resonance frequency shifted to 2.4 GHz and

6.4 GHz, and a mismatch at (25.5–26.5) GHz. Finally, when the value increased from its optimized

value, the resonance frequency moved to 4 GHz and 5.8 GHz. Whereas, at mm-wave, there was

mismatching at (25.7–27.1) GHz. All of the results (of truncating the corners of the ground at different

values along with its optimized values) are shown in Figure 4.
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Figure 4. Effect of truncating corners of the ground.
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3.3. Effect of Different Values of Slots in the Ground

The second technique used for DGS was to etch different values of meandering slots at the bottom

layer. Widths of the ground slots were varied at different values to analyze its performance at all

the operating frequencies. Each slot width decreased to 0.5 mm from its optimized value (1 mm)

and it was observed (from the result shown in Figure 5) that the antenna was not resonating at 2.4,

5.2, and 5.8 GHz. Again, when width of the slots increased from 0.5 to 0.8 mm, the resonance was

above −10 dB. Finally, when the width of each slot increased to 1.2 mm, the antenna resonated only at

5.8 GHz, with the maximum resonance of −12 dB. There is no clear effect on the mm-wave operation

band apart from a little mismatch at 0.5 mm on (21–25) GHz. The effect of variation of slots in the

ground layer is shown in Figure 5.
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Figure 5. Effect of different values of slots in the ground.

3.4. Effect of Distance between Two Patches

The antenna performance was analyzed by different values of spacing between a triangle and a

conical patch. As illustrated in Figure 6, by increasing the distance between the patches, the resonance

at the mm-wave band deteriorated with every variation, and had almost no effect on the lower

frequencies. Initially, the distance between two patches was kept at 0.7 mm and a mismatch was

observed at (25.5–27.8) GHz. When the distance further increased to 1.1 mm, the resonating frequency

emanated to (22–24.2) GHz. Finally, when the distance was kept at 1.5 mm, then the resonance came

further down to (21–23.5) GHz.
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Figure 6. Effect of distance between patches.

3.5. Effect of Different Values of Slots in the Patch

The conical patch slots width were varied at three different values and the results were analyzed.

In the first step, the widths of the slots were kept 0.5 mm, and it was noted that the antenna was

resonating at 5.2 GHz and 5.8 GHz, and the resonance frequency of 2.4 GHz shifted to 2.6 GHz.
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When widths of the slots increased to 1.3 mm, it was observed that the antenna was only resonating at

5.8 GHz, whereas there was no resonance at 2.4 GHz and 5.2 GHz. Finally, when the width of the slots

further increased to 1.7 mm, again, the antenna only resonated at 5.8 GHz, and there was no resonance

at 2.4 GHz and 5.2 GHz. From Figure 7, there is no effect of patch slot variation at the mm-wave

operating frequency.
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Figure 7. Effect of different values of slots in the patch.

4. Simulated and Measured Results Discussion

The prototype antenna, shown in Figure 8a, is fabricated and measured to confirm simulated

results. Different results of the proposed antenna, such as reflection coefficient, radiation pattern,

current density, and antenna gain will be discussed in the subsections below.                   

 
(a) 
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Figure 8. (a) Simulated and measured S-parameter, (b) measurement setup 2–9 GHz, and (c)

measurement setup 21 to 29 GHz.
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4.1. Reflection Coefficient

The proposed antenna simulated along with measured S11 results are depicted in Figure 8a.

The S11 result from 2 to 7 GHz was measured by the subminiature version A (SMA)-1 connector

(D550B51H01-118) and the S11 result from 23GHz to 28 GHz was measured by SMA-2 2.92

(D360B50H01-118). The S11 value is below −10 dB at all frequencies of operation. The antenna

operates at different frequency bands, i.e., in microwave band at (2.45–2.495) GHz, (5.0–6.3) GHz and in

mm-wave band at (23–28) GHz. The demonstrated measurement setup for S11 is shown in Figure 8b,c,

measuring the microwave and mm-wave band respectively. In Figure 8a–c, a very good agreement

can be seen between the results of simulated and measurement. However, the slight dissimilarity

between the two results, especially at the mm-wave band of operation, can be noticed, and it could be

possible because of the practical factors, which include SMA connector loss and hand soldering of the

SMA-D360B50H01-118 to the antenna.

4.2. Current Density

To understand further explanation of the multiband operation, the surface current distribution of

the designed antenna was analyzed at 2.4, 5.2, 5.8, and 28 GHz. As shown in Figure 9a–c, the maximum

current density is along the different parts of the conical shape patch at 2.4 GHz, 5.2 GHz, and 5.8 GHz.

Whereas in Figure 9d, it can be realized that the maximum current strength of the antenna is mainly

associated with the smaller triangle at 27.5 GHz.                   
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Figure 9. Surface current density (a) 2.4 GHz, (b) 5.2 GHz, (c) 5.8 GHz, and (d) 27.5 GHz.
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4.3. Radiation Pattern

The far-field radiation pattern and gain were measured at 2.4 GHz, 5.2 GHz, 5.8 GHz, and 26.5 GHz.

Both the E-plane and H-plane radiation patterns were given in Figure 10a–d. The radiation pattern in

E-plane at 2.4 GHz, 5.2 GHz, and 5.8 GHz is nearly a dumbbell shape, whereas it is nearly omnidirectional

in H-plane, which makes it suitable for multiple wireless systems. Similarly, the E-plane and H-plane

radiation pattern at 26.5 GHz nearly has a directional pattern, as shown in Figure 10c. The measured

radiation pattern results have a good agreement with the simulated results. However, again, a minor

discrepancy can be noticed, and it could be possible as a result of the hand soldering of the 2.92 mm

SMA D360B50H01-118 connector and measurement errors.                   
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Figure 10. Radiation pattern in E-plane and H-plane at (a) 2.4 GHz, (b) 5.2 GHz, (c) 5.8 GHz,

and (d) 26.5 GHz.
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4.4. Antenna Gain

The antenna gain was calculated using an anechoic chamber at different frequencies of operation

in both microwave and the mm-wave bands are depicted in Figure 11. A horn antenna was used as

a reference antenna and the measurement setup in the anechoic chamber can be seen in Figure 12.

From Figure 11, it can be seen that the antenna gives a maximum gain of 3.55 dB at 5.2 GHz, 4.72 dB at

5.8 GHz, and 5.85 dB at 26.5 GHz, respectively.
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Figure 11. Proposed antenna gain over frequency.
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Figure 12. Measurement setup for radiation pattern.

5. Comparison

The comparison of the proposed design with other state-of-the-art designs is presented in Table 1.

It can be seen in Table 1 that the antenna designs in the literature can only operate in microwave band

for WLAN applications or in mm-wave band for 5G applications while the proposed designed antenna

in this paper can operate in both microwave and mm-wave bands. The proposed antenna can be

useful for two different communication technologies. Moreover, the proposed design can cover a large

bandwidth as compared to the available designs. Further, the proposed antenna designed in this paper
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gives better performance in terms of multiband operation, light weight, low profile, low fabrication

cost, simple geometry, and compactness.

6. Conclusions

In this paper, a DGS slotted double patch antenna, having a compact size, single feeding, simple

design, and multiband characteristics, was designed and measured. The designed multiband antenna

consists of (2.4, 5.2, and 5.8) GHz slotted conical patch antenna and 28 GHz triangular patch antenna.

Good results were achieved in both the microwave band and mm-wave band. High-quality results

compared to the latest literature were obtained by optimizing different parameters of the antenna.

Measured results confirmed the proposed antenna is a suitable candidate for WLAN (5.0–6.3) GHz

and 5G (23–28) GHz applications.
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Abstract: This paper describes the integration of microstrip slot array antennas with dye-sensitized

solar cells that can power array antennas at 5.8 GHz, ensuring normal communications. To appraise

the antennas, a 2 × 2 circularly polarized microstrip slot array antenna integrated with dye-sensitized

solar cells using a stacked design method was analyzed, fabricated and measured. The size of the

entire array is 140 mm × 140 mm, where the size of each solar cell is 35 mm × 35 mm. The results

show that the effect of the antenna has a slight influence on the output performance of the solar cells,

and the interference of the output current of the solar cells to the antenna feeding system is negligible.

The gain of the array antenna increases by 0.12 dB and the axial ratio is reduced to 1.50 dB after the

integration of dye-sensitized solar cells. The integration saves a lot of space, and has the ability of

self-sustaining power generation, thus providing reliable and long-term communication for various

communication systems.

Keywords: dye-sensitized solar cells; integration; antenna array; solar antenna

1. Introduction

Recently, solar energy has received more and more attention as a clean renewable energy source,

and the solar antenna (solant) has drawn a large amount of concern because it can not only transmit and

receive electromagnetic waves, but also generate electricity [1]. The research on the fusion technology of

solar cells and antennas can be traced back to 1995. Tanaka et al. [2] took the lead in designing a fusion

device of solar cells and patch antenna, and the device was successfully applied to a microsatellite.

Compared with the simple juxtaposition of the antenna and solar cell, the integration of the antenna

and the solar cell has certain advantages in volume, weight, appearance and electrical performance.

Both amorphous (a-Si) and crystalline (c-Si)-type silicon solar cells with integrated antennas have been

reported [3–8]. A single crystal silicon solant is proposed [9]; several solar cells are placed 5 mm above

the microstrip slot antenna, indicating a poor combination between the solar cells and the antenna.

S. V. Shynu et al. [10] integrated a double-slot antenna with an amorphous silicon solar cell by covering

a dual-band WLAN. K Yang et al. [11] replaced the copper grounding plane of the vivaldi antenna with

an amorphous silicon solar cell; while the solant achieves a high degree of integration, there is a certain

interference between the solar cell and the antenna. M. Danesh et al. [12] used a monopole antenna

in combination with an amorphous silicon solar cell, and placed only the solar cell in the radiating

portion of the monopole antenna, resulting in low space utilization. Therefore, it is still a challenge

to integrate antennas with the solar cell to the greatest extent and eliminate the interference between

antennas and solar cells.
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Dye-sensitized solar cells have been widely studied and applied [13–15] due to their lower

processing cost compared with crystalline silicon cells. With the development of research, the conversion

efficiency of dye-sensitized solar cells has been improved [16], and can be printed on flexible conductive

plastic layers for enhanced integration [17,18]. However, there is little literature on the integration of

antennas with dye-sensitised solar cells. The first dye-sensitised solar cell antenna in a proof-of-concept

dipole configuration was studied in [19]; series-connected dye-sensitised cells could produce 1.49 V

and 15.5 mA, which meets design requirements. However, the interference caused by the integration

of antennas with dye-sensitised solar cells still needs to be analyzed. A compatible integration of a

circularly polarized omnidirectional metasurface antenna with solar cells has been reported in [20].

While the antenna gain of type IV is 4.1 dBi, it can be predicted that the output power generated by the

solar cell array is not high due to the fact that the solar cells are not connected to each other, which

limits its practical application.

In this paper, an integration of a 2 × 2 circularly polarized microstrip slot array antenna with

dye-sensitized solar cells is designed. A novel stack design method makes the solar cell and array

antenna well integrated and the simulation and measurement results show that the gain of the array

antenna increased by 0.12 dB, reaching 6.60 dBi, and the axial ratio was reduced to 1.50 dB after the

integration of dye-sensitized solar cells. The solar cells and the microstrip slot array antenna are

perfectly integrated. The integration saves a lot of space, especially when the proposed antenna is

used in satellite communication. Compared with the existing circularly polarized microstrip slot array

antenna, the proposed antenna adds the output of dye-sensitized solar cells into the voltage regulation

circuit to form a stable power supply for the radio frequency system, which ensures the operation of

the microstrip slot array antenna. In other words, the antenna has the ability of self-sustaining power

generation capabilities, so as to provide reliable and long-term communication for the communication

system when the power is not easy to obtain.

2. Integrated Design Array Antenna and Solar Cells

Due to the influence of climate, environment and other factors, the linear polarization wave easily

causes polarization deflection loss. These factors have little effect on the polarization deflection of

circularly polarized waves, and, concerning circularly polarized antennas, polarization mismatch does

not easily occur. In order to suit practical applications, a circularly polarized microstrip slot antenna is

used in this paper. The geometry of a 2 × 2 circularly polarized microstrip slot array antenna integrated

with dye-sensitized solar cells is illustrated in Figure 1a. The size of the entire array is 140 mm× 140 mm,

where the size of each solar cell is 35 mm × 35 mm. The circularly polarized waves are excited by

arranging the four slots crosswise and designing the microstrip feeder network reasonably.

The dielectric substrate of the microstrip slot antenna uses a Rogers R4350b plane, a dielectric

constant of 3.48, a dielectric loss angle of 0.0037 and a thickness of 0.5 mm. The equal division Wilkinson

power divider is used in the feed network to obtain the excitation signal with equal amplitude and phase

difference of 90◦, as shown in Figure 1b. The isolation resistance is 100 Ω, and the impedance of the

feed port is set to 50 Ω. Through optimization analysis, the width of microstrip lines is W1 = 1.15 mm

(50-Ω) and W2 = 0.63 mm (70.71-Ω). The slot size is 14.5 mm × 1.8 mm, and the eccentric distance of

the feed point is 3 mm. The microstrip slot array antenna gain and the available solar cell area on the

antenna surface need to be taken into consideration, concerning a slot spacing of 44 mm.

Dye-sensitized solar cells are a new type of photovoltaic technology developed by simulating

the principle of plants in nature using solar energy for photosynthesis. DSSCs are based on dye

sensitizers and nano-TiO2, which can make the photoelectric conversion efficiency reach a better

level. At the same time, dye-sensitized solar cells (DSSCs) are rich in raw materials, non-polluting

and low in cost; the manufacturing cost is only one fifth to one tenth that of silicon solar cells [21].

Therefore, dye-sensitized solar cells were chosen for this paper. Dye-sensitized solar cells adopt a

stacked structure similar to the microstrip slot antenna, so the metal ground plane of the microstrip

slot antenna can be used as the substrate of the solar cell.
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Figure 1. (a) The geometry of a 2 × 2 circularly polarized microstrip slot array antenna integrated with

dye-sensitized solar cells; (b) microstrip feeder network.

The integrated design does not change the intrinsic structure of the antenna, and will minimize the

impact of the antenna. Due to the conductive material in the dye-sensitized solar cell, it will block the

radiation of electromagnetic waves, so it is necessary to retain the slot of the antenna. The dye-sensitized

solar cell and the microstrip slot antenna share a metal ground plane, and the cell structure is as

described in [22]. The Components of the integration of a circularly polarized microstrip slot antenna
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with a dye-sensitized solar cell are shown in Figure 2. The dielectric constant and conductivity of the

dye-sensitized solar cell materials at room temperature are shown in Table 1. The dye-sensitized layer

is an electrolyte containing I− and I−3, mixed with sensitizers, potassium chloride, etc.

Figure 2. Component of the integration of a circularly polarized microstrip slot antenna with a

dye-sensitized solar cell.

Table 1. Solar cell material properties.

Material Dielectric Constant Conductivity

Polyimide 3.4 3.92 × 10–15 S/m
Pt 1 9.3 × 106 S/m

Dye-sensitized layer 90 1.51 × 10–2 S/m
TiO2 86 100 S/m

Ti 1 1.82 × 106 S/m
SiO2 4 0 S/m

According to Figure 2 and Table 1, for the antenna structure shown in Figure 1, the following two

spectral domain integral equations can be obtained by using the boundary condition that the total

electric field tangential direction of the antenna surface is 0:

x
[
∼
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∼
Jx +

∼
Gxy

∼
Jy] exp

{

−j(kxx + kyy)
}

dkxdky =
x ∼

Gxz
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where
∼
Gxx,

∼
Gxy,

∼
Gxz,

∼
Gyx,

∼
Gyz,

∼
Gyy are the components of Green’s function in the electric field spectral

domain,
∼
Jx and

∼
Jy are the x and y spectral components of the unknown current on the surface, and

∼
Jz

are the spectral components of the feed current of the coaxial probe. The antenna is covered with
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multi-layer dielectric plates, where each layer of the dielectric plate is a lossy medium, their relative

dielectric constant is εri, the thickness of each covering layer is hi and the permeability of each layer of

the medium is µ0. According to reference [23], the analytical calculation formula of spectral domain

Green’s functions of the electric field on the antenna surface can be obtained as follows:

∼
Gxxi(kx, ky) = k0η0[B

hk2
y/k2

t + Bek2
x/k2

t ] (3)
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Replace the superscript ‘h’ in Equations (9) and (10) with ‘e’ to obtain the expressions for each

component of Be, Ae
11, Ae

12, Ae
21 and Ae

22. k0 is the free space wave number, and η0 is the free space

wave impedance. Equations (3)–(8) are the new analytical calculation formulas for the spectral

domain Green’s function of the microstrip slot antenna structure covered by the multilayer dielectric.

After obtaining the calculation formula of Green’s function in the spectral domain, the solution of

integral Equations (1) and (2) can be discussed, as below. Assuming that the coaxial probe is fed at

point (xp, yp) and there is a constant current I0 on the probe, the formula for calculating the spectral

domain of the current on the probe can be obtained as follows:

∼
Jz = I0 exp[j(kxxp + kyyp)] (18)

Let the unknown current on the antenna surface be:

∼
Js(x, y) = Jx(x, y)

∼
x + Jy(x, y)

∼
y (19)
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Jx(x, y) and Jy(x, y) are expanded by a set of basis functions, and then Fourier transform is used

to obtain the spectral domain expression:

∼
Jx(kx, ky) =

Nx
∑

n=1

Cxn

∼
Jxn(kx, ky) (20)

∼
Jy(kx, ky) =

Ny
∑

n=1

Cyn

∼
Jyn(kx, ky) (21)

∼
Jxn(kx, ky) and

∼
Jyn(kx, ky) in Equations (20) and (21) are the spectral domain expressions of

the selected basis functions. By introducing Equations (18), (20) and (21) into Equations (1) and (2),

the integral Equations (1) and (2) can be solved using the Galerkin method to obtain the current coefficients

Cxn and Cyn. Then the relevant characteristic parameters of the antenna can be further calculated.

The electromagnetic simulation software ANSYS HFSS is used to obtain the relevant

electromagnetic parameters of the antenna [24]. The center frequency of the antenna is set to 5.8 GHz

and the polarization mode is right-handed circular polarization. The microstrip slot antenna and the

microstrip slot antenna integrated with dye-sensitized solar cell are simulated separately, and the

related reflection coefficient and radiation efficiency are shown in Figure 3. It can be seen that the solar

cell has little influence on the impedance matching of the antenna, and the microstrip slot antenna

integrated with dye-sensitized solar cell has an impedance bandwidth of 2.33 GHz, from 4.23 to

6.56 GHz. After the integration of the dye-sensitized solar cell, the radiation efficiency of the antenna

decreases from 76.1% to 68.9% when the operation frequency is 5.8 GHz. The radiation efficiency of

the antenna decreases slightly, which indicates that the dye-sensitized solar cell has little influence on

the circular polarization radiation characteristics of the antenna.

The simulation results show that the presence of the solar cell has little effect on the performance of

the antenna, but the solar cell generates a corresponding current when receiving visible light irradiation.

Therefore, when the cell is in working condition, the influence on the antenna performance needs to

be measured.

Figure 3. Cont.
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Figure 3. (a) Reflection coefficient; (b) radiation efficiency of the microstrip slot with or without

solar cell.

3. Results and Discussion

The photograph of the 2 × 2 circularly polarized microstrip slot array antenna integrated with

the dye-sensitized solar cells is presented in Figure 4. It can be seen that the slot divides the entire

antenna into nine parts, and each part is tightly connected to a dye-sensitized solar cell. Among them,

three independent dye-sensitized solar cells are connected in series to improve the output voltage of

the solar cells, and three series connected solar cells are connected in parallel to increase the output

current of the solar cells. The dye-sensitized solar cell uses glass as the substrate, the cell and the

antenna are grounded together by welding the negative electrode of the cell to the metal ground plant

of the microstrip slot antenna.

Figure 4. Photograph of the 2 × 2 circularly polarized microstrip slot array antenna integrated with

dye-sensitized solar cells.

The high-illuminance xenon lamp is used as the light source to illuminate the microstrip slot

array antenna integrated with dye-sensitized solar cells at a suitable distance. Figure 5a shows the

related experiments on the energy output characteristics of the microstrip slot array antenna integrated
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with the dye-sensitized solar cells. The open-circuit voltage and short circuit current of dye-sensitized

solar cells are 1.94 V and 99 mA, respectively, whether the antenna works or not. The dye-sensitized

solar cells are externally connected with a sliding rheostat whose resistance varies from 0 to 100 Ω.

The relationship between the output voltage and the output power of the solar cell under the two

conditions of antenna operation and non-operation is measured by changing the value of the sliding

rheostat, as shown in Figure 5b. It can be seen that the curves coincide basically when the antenna

works or does not work, which indicates that, whether it works or not, the antenna has little effect on the

performance of dye-sensitized solar cells. The 2 × 2 circularly polarized microstrip slot array antenna

integrated with dye-sensitized solar cells is measured in an anechoic chamber to further validate

its design; the illumination intensity was maintained at 150 W/m2 and the relevant measurement

environment is shown in Figure 6.

Figure 5. (a) The related experiments on the energy output characteristics; (b) output power versus

output voltage.
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Figure 6. The experimental setup and the measurement environment.

Figure 7 shows the measured reflection coefficient and radiation pattern of the microstrip slot

array antenna and the array antenna integrated with dye-sensitized solar cells. From the measurement

results in Figure 7a, when the array antenna is integrated with dye-sensitized solar cells, the current

generated when the solar cells work will have a certain influence on the reflection coefficient of the

antenna, but the reflection coefficient performance of the array antenna integrated with dye-sensitized

solar cells is still good on the whole. From the measurement results of Figure 7b, the gain of the

microstrip slot array antenna is 6.48 dBi at 5.8 GHz, and the gain of the array antenna integrated with

dye-sensitized solar cells is 0.12 dB higher than that of the microstrip slot array antenna, reaching

6.60 dBi. Generally, the existence of dye-sensitized solar cells has little effect on the gain performance

of microstrip slot array antenna.

Figure 8 shows the measurement results of the influence of the axial ratio parameters of the

microstrip slot array antenna integrated with dye-sensitized solar cells. It can be found from Figure 8a

that the axial ratio of the microstrip slot array antenna is 1.65 dB at 5.8 GHz; the axis ratio of the array

antenna integrated with dye-sensitized solar cells is 1.50 dB. The existence of dye-sensitized solar cells

has little effect on the circular polarization radiation performance of the microstrip slot array antenna.

The axial ratio radiation patterns in Figure 8b show that the working solar cells have almost no effect

on the antenna axis ratio.

The results of normalized radiation patterns of the array antenna integrated with dye-sensitized

solar cells are shown in Figure 9. It can be seen that the existence of dye-sensitized solar cells has little

influence on the directivity of the microstrip slot array antenna. The above results show that, when the

antenna is integrated with dye-sensitized solar cells, the measurement results in the figures will show

slight changes, which are mainly caused by the interference between the solar cells and the mutual

coupling between the wires. To sum up, the dye-sensitized solar cells and the microstrip slot array

antenna are perfectly combined; the interference between the solar cells and the antenna is minimal.

When solar cells with higher cost but better photoelectric conversion efficiency are used, the antenna

size can be reduced to further improve the performance.
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Figure 7. (a) Reflection coefficient; (b) gain of the microstrip slot antenna integrated with dye-sensitized

solar cells varies with frequency.

Figure 8. Cont.
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Figure 8. (a) The axial ratio varies with frequency; (b) axial ratio radiation pattern of the

proposed antenna.

Figure 9. Normalized radiation patterns of the proposed antenna.

4. Conclusions

In this paper, a 2 × 2 circularly polarized microstrip slot array antenna integrated with

dye-sensitized solar cells is designed. A novel stack design method makes the solar cells and

the array antenna well integrated. The simulation and measurement results show that the gain of the

array antenna increases by 0.12 dB and the axial ratio decreases to 1.50 dB after the integration of the

dye-sensitized solar cells. Whether the antenna works or not has little influence on the performance of

the dye-sensitized solar cells. The array antenna integrated with dye-sensitized solar cells has a similar

radiation performance to the traditional microstrip slot array antenna, and can also provide electricity.

Compared with the existing circularly polarized microstrip slot array antenna, the proposed antenna

adds the output of dye-sensitized solar cells into the voltage regulation circuit to form a stable power

supply to the radio frequency system, which ensures the operation of the microstrip slot array antenna.

In other words, the antenna has the ability of self-sustaining power generation capabilities, so as to

provide reliable and long-term communication for the communication system when the power is not

easy to obtain.
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Abstract: Due to the known issue that the ranging in the 802.15.4™-2015 standard is prone to external

attacks, the enhanced impulse radio (EiR), a new amendment still under development, advances

the secure ranging protocol by encryption of physical layer (PHY) timestamp sequence using the

AES-128 encryption algorithm. This new amendment brings many changes and enhancements which

affect the impulse-radio ultra-wideband (IR-UWB) ranging procedures. The timestamp detection

is the base factor in the accuracy of range estimation and inherently in the localization precision.

This paper analyses the key parts of PHY which have a great contribution in timestamp estimation

precision, particularly: UWB pulse, channel sounding and timestamp estimation using ciphered

sequence and frequency selective fading. Unlike EiR, where the UWB pulse is defined in the time

domain, in this article, the UWB pulse is synthesized from the power spectral density mask, and it

is shown that the use of the entire allocated spectrum results in a decrease in risetime, an increase

in pulse amplitude, and an attenuation of lateral lobes. The paper proposes a random spreading of

the scrambled timestamp sequence (STS), resulting in an improvement in timestamp estimation by

the attenuation lateral lobes of the correlation. The timestamp estimation in the noisy channels with

non-line-of-sight and multipath propagation is achieved by cross-correlation of the received STS with

the locally generated replica of STS. The propagation in the UWB channel with frequency selective

fading results in small errors in the timestamp detection.

Keywords: UWB; 802.15.4z; timestamp detection; ranging; multipath; frequency fading

1. Introduction

The wireless localization is a key part of many emerging technologies: internet of things (IoT),

intelligent transportation systems (ITS), autonomous robots, or unmanned aerial vehicles. For many

critical applications, localization accuracy is a basic requirement of localization systems. Due to its

large bandwidth, the impulse radio ultra-wideband (IR-UWB) technology provides the best precision

in range measurement by time-of-flight (ToF) estimation.

The basic feature in the accuracy of estimating the ToF is the shape of the pulse, more precisely

the speed of increase of the pulse front. Nowadays the IEEE Task Group 4z, (TG4z), [1] is working

on the enhanced impulse radio (EiR) project focused on localization safety improvement. This new

amendment proposes a new UWB reference pulse and a time domain mask. In this paper, the UWB

pulse is synthesized from power spectral density (psd) specified by the 802.15.4-2015 standard [2].

Two shapes of pulses were synthesized and compared, the first pulse being synthesized using only the

central lobe of the psd mask and the second one being synthesized from the entire allocated spectrum.
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The EiR amendment proposes that the timestamp estimation is validated by the cross-correlation

of locally generated STS replica with received STS sequence. To avoid the interferences, the pulses are

spread out on a symbol. This article proposes a supplementary spreading by a bit position modulation

with a randomly generated sequence and shows, by simulated experiments, that lateral lobes of

cross-correlation are mitigated by this modulation.

The behavior of the proposed methods is analyzed in a noisy radio channel with non line-of-sight

(NLOS) and multipath propagation. The channel impulse response is estimated and subsequently

used for the generation of a local replica of STS.

The main contributions of this article are that it:

- demonstrates that the inclusion of lateral lobes with very low power spectral density (−51.3 dBm

and −59.3 dBm) in pulse synthesis leads to a pulse with a tighter shape and a steeper rising edge

than the pulse recommended by EiR;

- shows that, by a random spreading of STS, that it results in easier extraction of the main lobe by

mitigating lateral lobes of cross-correlation.

This paper is organized as follows. Section 2 presents state of the art research in the field.

In Section 3, the UWB pulses are synthesized. Section 4 presents the random spreading of STS sequence

and timestamp estimation in noisy channels and NLOS propagation. All sections incorporate simulated

experiments, and because the simulation results from a subsection are used in the subsequent ones,

they will be presented along with the theoretical aspects in the corresponding subsection.

2. Literature Review

The UWB radio holds a large bandwidth, but the harmonized standards [3] impose upper limits for

power spectral density (−41.3 dBm/MHz, which is under the noise floor), resulting in great difficulty in

the extraction of signal from noise. The research in [4,5] shows the presence of intra-symbol interference

(IASI), inter-symbol interference (ISI), and multipath interference (MUI). In order to minimize the

interferences, the pulse should have a small duration of the leading lobe and a high attenuation of

the side lobes. It must be noted that this small duration of the main lobe can lead to an excess in

bandwidth. The pulse shape has to be a compromise between the regulatory compliance, the need

of low voltage and low power supply, low duration for maximization of data rate, ranging accuracy,

and minimalization of interferences. In most cases, the UWB pulse is synthesized from Gaussian

impulse [6], its derivatives [7], or a linear combination of Gaussian pulses [8]. Keshavarz et al. [9]

infer the weights of the derivatives in the impulse structure by particle swarm optimization (PSO)

algorithm, and PSO algorithm is used for optimization of the architecture of a UWB transmitter [10].

A linear combination of Gaussian monocycles with weight optimization by semidefinite programming

is used for pulse synthesis [11]. Baranauskas and Zelenin present a direct waveform synthesis of UWB

pulse by high speed DAC [12].

The EiR amendment specifies two pulses [13] as boundaries for the UWB pulse and a time domain

mask [14] as a constraint for pulse shape. The UWB pulse synthesized from the entire allocated

spectrum falls into the time domain mask, has high energy, and can be used as a reference in UWB

pulse design.

In the 802.15.4 standard [2], the UWB PHY is specified in detail and, the transceivers manufactured

in this technology are widely used in localization. However, several researches show that the range

measurement in the current technology is prone to external attacks. Francillon et al. [15] present a relay

attack, Taponecco et al. [16] show a delay attack and Singh et al. [17] propose a modulation scheme that

secures the distance measurement against relay attack. The EiR project [1] brings a lot of improvements,

including UWB reference pulse shape, preamble symbols revision, addition of scrambled timestamp

sequence for secure ranging, an increase in data rate and PHY payload length, and the modification

and addition of a new MAC primitive for key management. An overview of the EiR standard is

presented in the work of Sedlacek et al. [18].
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This article is limited to estimating the timestamp, without going into detail regarding ranging

or location methods. Alarifi et al. perform a deep analysis of ultrawide band indoor positioning

Technologies [19]. Several works deal with the wireless localization in internet of things (IoT) [20–22]

and many research depict the localization in vehicular technologies [23–25].

3. UWB Pulse Synthesis

The pulse shape plays an essential role in the ranging accuracy and in reaching the maximum

distance, while maintaining regulatory compliance. The 802.15.4-2015 standard, hereinafter called ‘old

standard’ has been defined as a root raised cosine reference pulse. As this pulse has a precursor, it can

mask the attenuated first path signal. The TG4 proposes [13] that the transmitted pulse shape p(t) to

be constrained by the time domain mask, specified by the standard. The EiR specifies that the pulse

risetime, 10–90%, for 500 MHz channels has to be maximum 2 ns.

This paper proposes the synthesis of UWB pulse from the compliant power spectral density mask

(psd) [2] by Kolmogorov factorization (detailed in Appendix A) [26], because this method provides

a minimum phase pulse, as it is specified by the EiR. The old standard specifies the psd mask as it

is depicted in Figure 1a, namely the trace 802.15.4a mask. The power is expressed in Watts, in order

to get the pulse amplitude in volts (1 Ω load). For pulse synthesis, a new spectral mask is designed,

trace 1.5 ns risetime impulse, using a raised cosine profile

H =
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where central frequency fc = 0, cutoff frequency Fc = 315 MHz, roll-off factor β = 0.25 and psdH and psdL

are the high and low value of psd mask. The sampling frequency is fs = 10 GHz and the window

length is N = 104 samples for 1 MHz frequency resolution.
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(a) (b) 

Figure 1. UWB impulse synthesis: (a) Spectral masks; (b) The pulses in time domain.

Different from standard [3], where the pulse energy is averaged on a 1 ms interval, in the paper,

the mean power is computed on a 1 µs interval, considering that the pulse repetition frequency

PRF = 1 MHz. Accordingly, the pulse amplitude is inferred based on this PRF. The EiR defines many

mean PRFs and, in order to comply with the regulations, the determined amplitude has to be scaled
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with
√

PRF [MHz]. Furthermore, the regulation imposes the pulse peak power to a value that shall not

exceed 0 dBm on 50 MHz bandwidth, and the impulse has to respect this restriction too.

Figure 1b shows the synthesized pulse, trace synthesized 1.5 ns impulse, compared to EiR

compliant pulses for the 499.2 MHz bandwidth (i.e., 1.7 ns risetime impulse and 1.2 ns risetime

impulse traces). The synthesized pulse is situated between recommended pulse limits, so it respects

the specifications. The traces 1.7 ns risetime and 1.2 ns risetime in Figure 1a show that the pulses

suggested by the EiR do not fit exactly in the standard psd mask, the first exceeding the maximum psd

and the second exceeding the bandwidth.

Recently, TG4z has defined a time domain mask for UWB impulse [12], as illustrated in

Figure 2b. Based on this mask, it is appropriate to search for a new UWB pulse shape which

falls in this mask for impulse energy maximization and risetime reduction. The Cramer–Rao lower

bound in ToF estimation is inversely proportional to effective bandwidth [27], so it is convenient

to use the lateral lobes of low power for pulse synthesis. In order to do this, a new psd mask

is designed using a sum of raised cosine profiles, Figure 2, having the following parameters:

(Fc1 = 315 MHz, β1 = 0.05); (Fc2 = 400 MHz, β2 = 0.05); (Fc3 = 500 MHz, β3 = 0.05).

 

𝐹 = 315 MHz, 𝛽 =0.05 ; 𝐹 = 400 MHz, 𝛽 = 0.05 ; (𝐹 = 500 MHz, 𝛽 = 0.05)

 
(a) (b) 

0.187 V/1 Ω/1 μs𝑇 %→ % = 1.2 ns 0.164 V/1 Ω/1 μs 𝑇 %→ % =1.5 ns
NESP = |𝑆(𝑓)| 𝑑𝑓𝑀(𝑓) 𝑑𝑓|𝑆(𝑓)| 𝑀(𝑓)𝛽
𝛽 = 𝑓 |𝑆(𝑓)| 𝑑𝑓|𝑆(𝑓)| 𝑑𝑓

Figure 2. UWB impulse synthesis from complete spectral mask: (a) Spectral mask from multiple raised

cosine profiles; (b) Time domain mask and synthesized pulses.

Figure 2b shows that the pulse synthesized from complete mask has a smaller risetime and

a stronger attenuation of lateral lobes compared to the pulse synthesized from partial psd mask.

As such, the pulse synthesized from complete mask allows for more precise timestamp estimation and

less interferences. The pulse synthesized from complete mask has the amplitude 0.187 V/1 Ω/1 µs,

higher energy, low risetime T10%→90% = 1.2 ns and smaller lateral lobes than the pulse synthesized from

partial psd mask which has an amplitude of 0.164 V/1 Ω/1 µs and a risetime of T10%→90% = 1.5 ns.

The pulse risetime plays a key role in timestamp estimation precision. Therefore, it is preferable to

choose the pulse synthesized from complete mask as UWB reference pulse.

The degree of spectrum usage is evaluated by normalized effective signal power (NESP) [6]

NESP =

∫ ∣

∣

∣S( f )
∣

∣

∣

2
d f

∫

M( f )d f
(2)

where
∣

∣

∣S( f )
∣

∣

∣

2
is spectral density of the impulse and M( f ) is allocated spectral mask.

228



Sensors 2020, 20, 5422

Because the signal does not have a uniform distribution on the entire spectrum, the effective

bandwidth β is defined

β =

√

√

√

√

∫

f 2
∣

∣

∣S( f )
∣

∣

∣

2
d f

∫ ∣

∣

∣S( f )
∣

∣

∣

2
d f

(3)

Usually, the quality of the UWB pulse synthesis is defined in terms of occupied bandwidth

and pulse duration. Table 1 compares the quality parameters of proposed pulse with P802.15.4z

reference pulse.

Table 1. The synthesis quality parameters.

Synthesis Method
Bandwidth β

[MHz]
NESP [%]

Risetime
[ns]

Amplitude
[V]

802.15.4z reference pulse [11] 533 94.5 1.5 0.164
Pulse synthesized from

entire spectral mask
(Figure 2a)

535 98.5 1.2 0.187

The minimum uncertainty, σ, for range estimation in the time of arrival method is quantified by

Cramér–Rao lower bound (CRLB) [28]

σ =
c

β
√

8π2SNR
(4)

where β is effective bandwidth, c is speed of the light, and SNR is signal to noise ratio.

Relation (100) clearly shows that for minimizing the uncertainty the effective bandwidth has to be

maximized, but within the limit of regulations.

4. Timestamp Estimation in the 802.15.4z Standard

4.1. Timestamp Estimation by Random Spreading of STS

The new standard brings in a new physical protocol data unit (PPDU) structure by incorporating

the STS for secure ranging. The STS is encrypted using the AES-128 algorithm, the time of arrival

estimation is achieved on STS, and the range measurement is validated only if the received STS cross

correlated with the locally generated reference exceeds the “match level” [29] threshold.

The default PHY frame format proposed by EiR [29] is depicted in Figure 3, where SHR is

the synchronization header (preamble), STS is the scrambled timestamp sequence, and PHR is the

PHY header.

 

β

𝜎,
σ = 𝑐𝛽√8𝜋 𝑆𝑁𝑅𝛽 𝑐 𝑆𝑁𝑅

 

𝐵𝛿 ∑ 𝛿(𝑛) 𝑝(𝑡 − 𝑛𝑇 ) 𝛿(𝑛)𝑝(𝑡) 𝑇 = 2 𝑛𝑠 𝑆𝑁𝑠(𝑡) = ∑ 𝐵 ∑ (𝛿(𝑛) ∙ 𝑝(𝑡 − (𝑘 ∙ 𝛿 + 𝑆 𝑛 + 𝑛)𝑇 ))𝑁 = 128 𝐵 = 1 − 2𝐴𝛿 = 8 chips 𝑆 = 0 𝑆𝑥 + 𝑥 + 1𝜂 ≅ 10 𝜂 ≅ 3.33

Figure 3. PHY frame format in the 802.15.4z amendment.

To avoid the inter-pulse interferences, [30] stipulates that every component Bk of Ipatov ternary

symbol (ITS), or STS, is spread out on a symbol of length δL by
∑δL−1

n=0
δ(n) p(t− nTch); where δ(n) is

Kronecker delta, p(t) is UWB pulse and Tch = 2 ns is chip duration. To mitigate the side lobes of

correlation, this paper proposes a supplementary spreading by a randomly generated sequence Sk.

The sequence of length N is:

s(t) =
∑N−1

k=0 Bk
∑δL−1

n=0
(δ(n)·p(t− (k·δL + Skns + n)Tch)). (5)
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The STS sequence of length N = 128, s(t), is generated by taking Bk = 1− 2Ak, A being the result

of AES encryption. The peak pulse repetition frequency (PRF) is 499.2 MHz, the mean PRF is 62.4 MHz,

resulting δL = 8 chips. Figure 4a depicts the STS sequences: STS standard spread out is generated

according to the standard specifications, Sk = 0, STS reference signal is the signal needed to achieve

correlation and for STS randomly spread out, the Sk is generated based on a linear feedback shift

register with the characteristic polynomial x3 + x + 1. The cross-correlation of the reference signal and

STSs are shown in Figure 4b. The ratio between the main lobe and maximum side lobe is η � 10 for

cross-correlation randomly spread out and η � 3.33 for cross-correlation standard spread out, which

proves the efficiency of random spreading.

 

  
(a) (b) 

𝐺(𝑑, 𝑓)
𝐺(𝑑, 𝑓) = ( , )( ) =  𝐺 𝜂 𝜂 ( / ) ( )( / )  𝑃 (𝑑, 𝑓), 𝑃 (𝑓) 𝜂 , 𝜂𝐺 𝑑 𝑑𝑛 𝑓 𝑓𝜅𝜅 = 0 𝑛 = 1.2 𝑛 = 1.76 𝑛 = 4.58

ℎ (𝑡)ℎ (𝑡) = ∑ ∑ 𝑎 , 𝑒𝑥𝑝 (𝑗∅ , )𝛿(𝑡 − 𝑇 − 𝜏 , )𝑎 , 𝑟 𝑙 ∅ , 𝑇 𝑙𝜏 , 𝑟 𝑙 Λ 𝜆 , 𝜆 𝛽Γ𝜎𝛾
𝐸{𝑎 , } ∝ 1 − 𝜒 𝑒𝑥𝑝 − , 𝑒𝑥𝑝 (− , )𝜒 𝛾𝛾

Figure 4. Timestamp estimation by STS: (a) UWB pulse position in STS sequence; (b) cross-correlation

of STS sequences with reference signal.

Figure 4a shows that the random spreading increases the risk of IASI. Therefore, it is necessary

to perform the analysis of timestamp estimation for propagation in noisy channel and for

multipath propagation.

4.2. Sounding the Channel with Multipath Propagation

The channel sounding is the estimation of the channel impulse response (CIR) using preamble

sequence, in order to remove the noise and design the channel equalizer.

The frequency-dependent path gain G(d, f ) is modeled considering an isotropic radiation pattern,

with the “antenna attenuation factor” [31] of 1
2 :

G(d, f ) =
PRx(d, f )

PTx( f )
=

1

2
G0ηTxηRx

( f / fc)
−2(κ+1)

(d/d0)
n , (6)

where PRx(d, f ), PTx( f ) are received and transmitted power, ηTx, ηRx are the transmission and reception

antenna gains, G0 is the path gain at reference distance d0, d is the distance between transmitter and

receiver, n is the path gain exponent, fc is the carrier frequency, f is the frequency and κ is the frequency

decaying factor.

The frequency decaying factor follows the Friis equation and, in Equation (6), it has the value

κ = 0. The path loss varies from n = 1.2 in industrial LOS, n = 1.76 in outdoor LOS, to n = 4.58 in

residential NLOS. It is noted that multipath propagation in the industrial environment leads to an

increase in the path gain.

Using the Saleh-Valenzuela statistical model, the propagation paths are designed as the sum of

clusters, every cluster having multiple rays. The impulse response hm(t) is

hm(t) =
∑L

l=0

∑K
r=0ar,lexp

(

j∅r,l

)

δ
(

t− Tl − τr,l

)

, (7)
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where ar,l is the tap weight of r ray in cluster l, ∅r,l is the ray phase, Tl is the delay of l cluster and τr,l is

the delay of r ray relative to cluster l front. The intervals between the time arrivals of the clusters is

modeled as Poisson process with the arrival rate Λ, and the ray delays inside the cluster are modeled

as a mixture of two Poisson processes with arrival rates λ1, λ2 and mixing weight β. The mean power

of arriving clusters follows an exponential decay with time constant Γ, having a normal distribution

around the mean value σcluster, and the cluster shape also bears to an exponential decay with time

constant γ.

In the above CIR model, the first path has the highest energy. In non-line-of-sight propagation,

there are cases when the first path is strongly attenuated. For such situations, [31] proposes a new

modeling for the first path.

E
{

ak,0

}

∝
(

1− χexp

(

−
τk,l

γrise

))

exp(−
τk,l

γ1
), (8)

where χ describes the attenuation of the first path, γrise determines how fast the power delay profile

(PDP) increases, and γ1 determines the profile decay. By joining Equations (7) and (8), the CIR, h(t) can

be found.

The preamble sequence consists of a string of 32 or 64 Ipatov ternary symbols, every symbol having

91 elements with 81 non-zero elements [30]. An Ipatov symbol has “perfect” periodic autocorrelation,

i.e., all side lobes of autocorrelation are zero, and using Wiener-Hopf equation, by cross-correlation of

the received signal y(t) with the input Ipatov sequence I(t) results immediately the CIR, h(t)

y(t)⋆ I(t) = h(t) ∗ I(t)⋆ I(t) = h(t) ∗RI,I(t), (9)

where autocorrelation of ITS is: RI,I(0) = N; RI,I(t) = 0 for t , 0.

For outdoor, NLOS and multipath propagation environment, the channel PDP, h(t), is modeled

based on Equations (7) and (8), with the parameters retrieved from [31], and synthesized in Table 2.

Table 2. The UWB channel parameters for outdoor NLOS propagation.

Name [unit] Symbol Value

Path gain:
Reference distance [m] d0 1

Gain at reference distance [dB] G0 −73
Path gain exponent n 2.5

Frequency decaying factor κ 0.13
Power delay profile:

Expected number of clusters L 10.5

Clusters arrival rate [1/ns] Λ 0.0243
Clusters decay time constant [ns] Γ 104.7

Rays arrival rate [1/ns] λ 0.223
Intracluster decay time constant [ns] γ 9.3

First path attenuation χ 0.65
Path increase time constant [ns] γrise 5

For channel sounding, the EiR standard specifies a mandatory preamble sequence of 32 or 64 ITSs,

the Ipatov symbol having a number of 91 elements with 10 zero elements. In this paper, the CIR is

estimated only using one ITS with a total of 57 elements including 8 zero elements [32]. The transmitted

sequence of pulses, i(t), is generated based on Equation (5), with Bk = Ik, where Ik is the kth element

of ITS. The received signal yi(t) = h(t) ∗ i(t) is the convolution of PDP with the emitted sequence.

The CIR estimation, ˆh(t), is achieved by the cross-correlation of the received signal y(t) with the Ipatov

symbol I. Figure 5 shows that the CIR estimation, estimated PDP, is close enough to the true PDP.

By successive transmission of ITSs contained in the preamble, the estimations are accumulated and

averaged, resulting in SNR reduction and CIR estimation improvement.
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Figure 5. CIR estimation for channel with multipath propagation.

This CIR estimate will be used in the following paragraphs, for analysis of timestamp estimation

in channels with multipath propagation. This is a classical channel model, more detailed models are

being published in the recent research [33,34].

4.3. Timestamp Estimation in Channel with NLOS and Multipath Propagation

The EiR specifies that STS consists of 32, 64, 128 AES-128 sequences, successively transmitted,

but in this section only one AES sequence is considered for analysis the impact of multipath propagation.

The STS is generated based on Equation (5) with random spread out, and for propagation

simulation it is convoluted with h(t).

In the usual way, the received signal is passed through an equalizer filter and cross-corelated with the

STS reference sr(t). In this article, an easier way for timestamp detection is proposed, that is, to generate

a virtual propagated STS reference by convolution of the STS reference with the estimated CIR, ˆh(t),

and cross-correlation of received sequence ys(t) with locally generated replicas ˆyr(t) as depicted in

Algorithm 1.

Algorithm 1: Timestamp estimation in multipath propagation

Inputs: STS reference (AES-128 sequence), sr(t); Received STS, ys(t)

1. Generate locally replica of STS:
ˆyr(t) = ˆh(t) ∗ sr(t)

2. Compute the received sequence:

ys(t) = h(t) ∗ s(t)

3. Timestamp estimation:

rrs(t) = ˆyr(t)⋆ ys(t)

Output: return rrs(t)

Figure 6 shows that by cross-correlating the received STS, ys(t), with the STS reference,

sr(t), the timestamp is not detectable, (see the correlation with STS reference trace), and that the

cross-correlation of received signal with the locally generated replica, ˆyr(t), the side lobes are strongly

attenuated (see the correlation with STS reference convoluted with PDP trace).
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𝑦 (𝑡) 𝑠 (𝑡)𝑦 (𝑡)

 

−

Figure 6. Timestamp estimation in channel with NLOS and multipath propagation.

4.4. Timestamp Estimation in Noisy Channel with NLOS and Multipath Propagation

The EiR standard specifies that the typical range of radio is 100 m. For timestamp estimation in

noisy channel we consider that the transmitter is situated at 22 m and the noise source is situated at

reference distance of 1 m.

The transmitter emits with maximum compliant power (Figure 2a) and the noise source emits

with floor noise level (i.e., −41 dBm/MHz) [35]. In order to mitigate the effect of noise, consider that

the receiver has a 1 GHz passband filter on the input. The standard deviation of noise is σ = 0.0228 V

and the signal to noise ratio on the receiver is SNR = −38 dB. In this situation, the timestamp is

undetectable from only a single AES-128 sequence (Figure 7b, trace 1 STS), so STS will consist of

multiple AES sequences as the EiR standard specifies.

The timestamp detection is detailed in Algorithm 2 and the results are shown in Figure 7.

 

𝜎 = 0.0228 V𝑆𝑁𝑅 = −38 dB

𝑠 (𝑡) 𝑦 (𝑡); 𝑁
 𝑦 (𝑡) = ℎ(𝑡) ∗ 𝑠 (𝑡)
 𝑓𝑜𝑟 𝑖 ∈ [0, 𝑁 − 1]  𝑑𝑜:                                   𝑦 (𝑡) = ℎ(𝑡) ∗ 𝑠(𝑡) + 𝑛 (𝑡)
 𝑦 (𝑡) = 1𝑁 𝑦 (𝑡)
 𝑟 (𝑡) = 𝑦 (𝑡) ⋆ 𝑦 (𝑡)𝑛 (𝑡) 𝜎𝑟 (𝑡)

 

(a) (b) 

12 dBm𝜅 = 0.13 𝐻(𝑓)𝐻(𝑓) 𝑖(𝑡) 𝑓exp (𝑗2𝜋𝑓 𝑡 𝐻(𝑓)

Figure 7. Timestamp estimation in noisy channel with multipath propagation.

Algorithm 2: Timestamp estimation in noisy channel

Inputs: STS reference (AES-128 sequence), sr(t); Received STSs, yi
s(t); Number of STS, N;

1. Generate locally replica of STS:
ˆyr(t) = ˆh(t) ∗ sr(t)

2. Compute the received sequences:

f or i ∈ [0, N − 1] do :

yi
s(t) = h(t) ∗ s(t) + ni(t)

3. Average the received sequences:

ys(t) =
1
N

∑N−1
i=0 yi

s(t)

4. Timestamp estimation:

rrs(t) = ˆyr(t)⋆ ys(t)

Where ni(t) is the noise with standard deviation σ

Output: return rrs(t)
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4.5. UWB Channel with Frequency Selective Fading

Depending on antenna design, or antenna position relative to external objects, it is possible to

encounter frequency selective fading [35,36]. To analyze the impact of frequency fading in timestamp

detection, consider UWB channel 9 with the spectral mask profile power spectral density, illustrated

in Figure 8, having a selective fading of 12 dBm at carrier frequency and frequency decaying factor

of κ = 0.13. The channel frequency response, H( f ), is achieved by Kolmogorov factorization

(Appendix A).

 

 

𝑖(𝑡) 𝑠(𝑡);
 𝑖 (𝑡) = 𝑒 ∙ 𝑖(𝑡)
 𝐼 (𝑓) = 𝐹𝐹𝑇(𝑖 (𝑡))
 𝑌 (𝑓) = 𝐻(𝑓) ∙ 𝐼 (𝑓)
 𝐻(𝑓) = 𝑌 (𝑓) ∙ 𝐼 (𝑓)𝐼 (𝑓) ∙ 𝐼 (𝑓)
 𝑆 (𝑓) = 𝐹𝐹𝑇(𝑒 ∙ 𝑠(𝑡))
 𝑆 (𝑓) = 𝐻(𝑓) ∙ 𝑆 (𝑓)
 𝑌 (𝑓) = 𝐻(𝑓) ∙ 𝑆 (𝑓)
 𝑅 (𝑓) = 𝑆 (𝑓) ∙ 𝑌 (𝑓)
 𝑟 (𝑡) = 𝐼𝐹𝐹𝑇(𝑅 (𝑓))𝑟 (𝑡)

Figure 8. Psd mask and channel response.

To estimate the CIR, ˆH( f ), the Ipatov symbol, i(t), is shifted on to the carrier, fc, by complex

modulation with exp( j2π fct). The cross-correlation is performed in the frequency domain, and to

avoid the circular correlation, the series is padded with zeros. The propagation of STS in the faded

channel is simulated by the shifting of the STS on to the carrier and by the convolution with H( f ).

The timestamp estimation is detailed in Algorithm 3.

Algorithm 3: Timestamp estimation in channel with frequency selective fading

Inputs: Ipatov symbol, i(t); STS, s(t);

CIR estimation:

1. Lift up the Ipatov symbol on the carrier:

ic(t) = e j2π fct·i(t)
2. Complete the series with zero and perform FFT.

Ic( f ) = FFT(ic(t))

3. Convolve the Ipatov symbol with CIR:

YI( f ) = H( f )·Ic( f )

4. CIR estimation by cross-correlation:

ˆH( f ) =
YI( f )·Ic( f )

Ic( f )·Ic( f )

Timstamp estimation from STS:

5. Shift STS to carrier, complete with zero and perform FFT:

Sc( f ) = FFT
(

e j2π fct·s(t)
)

6. Generate locally replica of STS:
ˆSr( f ) = ˆH( f )·Sc( f )

7. Simulate the received STS by convolution:

YS( f ) = H( f )·Sc( f )

8. Cross-correlation in the frequency domain:

Rrs( f ) = ˆSr( f )·YS( f )

9. Correlation in time domain:

rrs(t) = IFFT(Rrs( f ))

Output: return rrs(t)
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Figure 9a, psd at the emission, shows that Ipatov symbol has a uniform distribution over the

entire bandwidth, that it follows the compliant spectral mask (Figure 2a), and that after propagation,

psd after fading, it borrows CIR spectral mask.

 

  
(a) (b) 

β

NA

Figure 9. Timestamp estimation in channel with selective fading.

The propagation in a channel with frequency fading leads to a small error in timestamp estimation,

as shown in Figure 9b, correlation with STS reference, and this error is cancelled if the received STS is

correlated with the locally generated replica, correlation with STS convolved with H.

It should be highlighted that the spectral leakage in the FFT leads to the introduction of

nonuniformity in the estimated CIR spectrum, Figure 10a, resulting in incorrect results regarding

timestamp estimation, Figure 10b.

 

  
(a) (b) 

β

NA

Figure 10. Spectral leakage in timstamp estimation: (a) Nonuniformity in CIR estimation; (b) Erroneous

estimation of timestamp.

5. Results

The NESP shows the usage efficiency of the allocated bandwidth. Table 3 displays the occupied

bandwidth and NESP for the pulse synthesized from entire spectral mask which is compared with

previously published related works.
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Table 3. UWB pulse parameters.

Synthesis Method Bandwidth β [GHz] NESP [%]

Pulse synthesized from entire spectral mask (Figure 2a) 0.537 98.5
Gaussian with NESP maximization [6] 7.160 98.7

Linear combination of Gaussian pulses [8] 7.200 91
VC oscillator with PSO optimization [10] 1.332 NA

Gaussian with semidefinite programing [11] 12 85.5

The uncertainty in range estimation for noisy channel with multipath propagation is computed

based on Equation (4). The effective bandwidth is computed based on Equation (3). The leading lobe

in Figure 7b is extracted, the samples series is completed with zero and then transformed in frequency

domain. The effective bandwidth is nearly constant β = 234 MHz.

The propagation loss is determined considering outdoor LOS channel with path loss exponent

n = 1.76,

L = 10·n· log

(

d

do

)

(10)

where d0 = 1 m is reference distance.

The noise has psd at floor level Pn − 41 dBm and 7 GHz bandwidth.

The SNR and minimum uncertainty are depicted in Table 4.

Table 4. CRLB for timestamp estimation by STS in noisy channels and multipath propagation.

Distance [m] 1 10 20 40 80 160

SNR [dB] −10.2 −27.8 −33.1 −38.4 −43.7 −49
CRLB [m] 0.1665 1.25 2.31 4.25 7.78 14.33

6. Discussion

The synthesis of UWB impulse from a complete psd mask (Figure 2a) results in a risetime reduction,

amplitude increasing, and the attenuation of side lobes relative to the impulse proposed by EiR (Table 1).

Furthermore, the pulse psd fully complies with the standard spectral mask. Therefore, this impulse is

advisable as a UWB reference pulse.

The random spreading of STS leads to an attenuation of lateral lobes of cross-correlation, but also

leads to an increase in the probability of intra-symbol interferences. Thus, more investigations should

be performed for testing these interferences in noisy channels with multipath propagation.

The cross-correlation in a noisy channel with multipath propagation displays a wide main lobe,

which leads to a decrease in the accuracy of the timestamp estimation. This result seems to be due to

the fact that the AES-120 sequence does not have uniform spectral distribution in the entire frequency

band. The whitening of the AES sequence or of the entire STS by additional randomization could lead

to the main lobe narrowing, and this is a subject of interest in our research.
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Appendix A

Kolmogorov Factorization

Algorithm A: Kolmogorov Factorization

Inputs: correlation {rt}, psd S(ω)

1. Inputs test:

{rt} ? Continue: Goto 3

2. Compute psd:

S(ω) = FFT({rt})
3. Compute cepstrum coefficients:

ReH(ω) = 1
2 ln S(ω)

4. Determine imaginary part of log filter by Hilbert transform:

REH(ω) = FFT(ReH(ω))

Hli =























0 i f i ≡ 0

− j REHi i f i > 0

j REHi i f i < 0

ImH(ω) = IFFT(Hl)

5. Transfer function in frequency domain:

H(ω) = eReH+ j ImH

6. Transfer function in time domain of moving average type:

h = IFFT(H(ω))

7. Autoregressive function:

a = h0

h

Outputs: return H(ω), h, a
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Abstract: The rapid development of wearable wireless sensor networks (W-WSNs) has created

high demand for small and flexible antennas. In this paper, we present small, flexible, low-profile,

light-weight all-textile antennas for application in W-WSNs and investigate the impact of the

textile materials on the antenna performance. A step-by-step procedure for design, fabrication and

measurement of small wearable backed antennas for application in W-WSNs is also suggested.

Based on the procedure, an antenna on a denim substrate is designed as a benchmark. It demonstrates

very small dimensions and a low-profile, all while achieving a bandwidth (|S11| < −6 dB) of 285 MHz

from 2.266 to 2.551 GHz, radiation efficiency more than 12% in free space and more than 6% on

the phantom. Also, the peak 10 g average SAR is 0.15 W/kg. The performance of the prototype

of the proposed antenna was also evaluated using an active test. To investigate the impact of

the textile materials on the antenna performance, the antenna geometry was studied on cotton,

polyamide-elastane and polyester substrates. It has been observed that the lower the loss tangent

of the substrate material, the narrower the bandwidth. Moreover, the higher the loss tangent of the

substrate, the lower the radiation efficiency and SAR.

Keywords: small antenna; textile antenna; wearable antenna; SAR; flexible antenna; low-profile

antenna; sensor network; active test

1. Introduction

Wearable wireless sensor networks (W-WSNs) can be applied in diverse areas, including health

care (clinical diagnostics, rehabilitation), sports (athlete activity profile, energy expenditure during

training) and work safety (monitors for the temperature, humidity, CO2) [1,2]. These networks are a

particular case where sensors are deployed on the user clothing and/or directly on the body to measure

physiological signals of a human and/or to monitor its environment [3–5]. Hence, each W-WSN

consists of multiple wearable sensor nodes which are capable of communicating with each other

(on-body communications) or with external devices (off-body communications) allowing a connection

with a monitoring centre (smartphone, local or cloud webserver). Several frequency bands (such as

2.36–2.38 GHz medical body area network (MBAN), 2.4–2.48 GHz and 5.75–5.82 GHz industrial,

scientific, and medical (ISM) bands) and wireless technologies such as IEEE 802.11, IEEE 802.15, LTE,

LoRA, etc. are used to connect wearable sensor nodes. These wireless technologies require each

wearable sensor node to be equipped with a sensing element, processor, memory, power module,

transceiver and an antenna [2,4,6].

The antenna plays a key role in the link performance of each wearable wireless sensor node

because it determines the reliability of the wireless link and directly influences the power consumption
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of the node [2]. Moreover, small, flexible, low-profile, and light-weight wearable antennas based on

materials which are deformable, twistable and stretchable are needed because the sensor node needs to

be seamlessly worn [7]. Most of the proposed flexible wearable antennas are based on polymers [5,8,9],

textiles [1,7,10–17] or flexible ceramics [18].

Among flexible materials, textiles are the most widely employed materials for wearable antennas

due to their ease of integration on the clothes. The operating frequency bands and radiation efficiency

of such a kind of antenna structure can be controlled by proper selection of the antenna topology,

substrate thickness and substrate electromagnetic (EM) properties [1,19,20]. Consequently, design of

the all-textile wearable antennas requires precise knowledge of the EM properties of textiles used for

the antenna substrate at the frequencies of interest.

The second major challenge when designing wearable antennas is the performance reduction

(such as shifting of the resonant frequency, changing of the input impedance, reducing the radiation

efficiency of the antenna) caused by the specific environment, in which wearable antennas operate

(close to the human body) [5,17,21,22]. Hence, antenna topologies with high body-antenna isolation

are needed to guarantee a satisfactory performance in varying operating conditions and to reduce the

specific absorption rate (SAR) [2].

In the literature, a diverse range of techniques have been reported for reducing interaction between

the antenna and human tissue. One popular technique to reduce electromagnetic coupling between

the antenna and human body is to use metamaterials such as electromagnetic bandgap [10–14] and

artificial magnetic conducting surfaces [16,17]. Another technique is to use a reflector [1,5,8,15] or a

full ground plane [7].

Also an essential aspect would be considered when designing antennas for wearable sensor

nodes is miniaturization. Most of the proposed antenna designs still suffer from relatively large

size [1,9,14–17] or high profile [5,10–12] and do not meet the requirements (for low-profile and small

size) of the antennas for wearable wireless sensor nodes. Consequently, the design of antennas for

wearable wireless sensor nodes is a complex task. Generally, in wearable antenna design, electrical,

mechanical, and safety requirements described in [2] should be taken into account.

In this paper, we extend our conference paper [1] where the characterization of the EM properties of

the regular textiles and study of their effects on performance (radiation efficiency, reflection coefficient

magnitude, bandwidth, and maximum gain) of wearable backed antennas have been presented.

Now, details about the design, manufacturing and performance measurements of small wearable

backed antennas for applications in sensor nodes are provided. The proposed step-by-step methodology

allows us to design and experimentally realize new small, low-profile, lightweight and flexible all-textile

antennas with high body-antenna isolation. Compared with [1], additional contents of this expansion

paper are as follows: (1) a step-by-step design, fabrication and measurement procedure of small

wearable backed antennas for application in sensor nodes; (2) new small all-textile antennas for

potential integration into everyday clothing; (3) a study (by simulations and measurements) of the

antenna performance in free space and on a phantom of the human body.

2. Design, Fabrication and Measurement of Small Antennas for W-WSNs

Figure 1 shows the generic flowchart of the design, optimization, fabrication and measurement

processes of small antennas for W-WSNs used in this work. As shown in Figure 1, the antenna design

process starts with the definition of the design goal and target antenna specifications. The design

goal of this work is to create new small low-profile all-textile antennas which provide sufficient

radiation efficiency and appropriate isolation to the human body for off-body communications in

W-WSNs, for potential integration into everyday clothing. The target antenna specifications and

required performance associated with this goal are set out below in Table 1.
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Figure 1. Block diagram of the design, optimization, fabrication and measurement process of small

antennas for W-WSNs.

Table 1. Target antenna parameters and characteristics.

Antenna Specification

Frequency range (GHz) 2.36–2.48
|S11| in operating frequency range (dB) ≤−6

Minimum radiation efficiency on the human body (%) ≥5
Radiation pattern unidirectional

Minimum front to back ratio (dB) ≥10
Peak 10 g average SAR (W/kg) ≤2

Maximum antenna size (cm2) ≤25
Maximum antenna profile (mm) ≤1.5

Maximum antenna weight (g) ≤5

The frequency range pointed in Table 1 is chosen because most of the devices for off-body

communications are designed for operation in the unregulated 2.36–2.38 GHz MBAN and 2.4–2.48 ISM

frequency bands [3,5,6,10,11,22]. The minimum value of the radiation efficiency pointed in Table 1

is chosen based on a survey of radiation efficiency of internal antennas in real mobile phones [23].

The results from the measurements of the efficiency of the mobile-phone antennas show that average

handset radiation efficiency varies between 4.5% and 20%. As expected, the antenna with the smallest

size (antenna had a maximum length of 36 mm) has the lowest radiation efficiency (4.5%).

2.1. Initial Antenna Design

The initial design of the antenna starts with the choice of an antenna geometry and a material for

the substrate. There is no single specific type of geometry for wearable antennas. The most prevalent

types are dipole [5,8], monopole [1,10,12,14–17] and patch antennas [7,9,11]. The choice of geometry

needs to be guided from the design requirements such as simple structure, small size, low-profile and

light-weight. Consequently, the antenna needs to be physically small.

In this work, an antenna geometry based on a loop antenna was chosen. This structure is one of

the simplest small radiators and provides good matching with many types of feedings, such as coaxial

cables and planar transmission lines.

Another point to keep in mind during the initial design is the choice of materials for the antenna’s

elements and characterization of their electromagnetic properties, as shown in Figure 1. When designing

antennas for potential integration into everyday clothing, the substrate material is predetermined.

This is the textile from which the garment is made and in which the antenna will be embedded.

243



Sensors 2020, 20, 5157

Measurements of the complex permittivity of the chosen textile can be carried out using the resonant

or non-resonant methods [1]. Conductive fabrics or threads are the most widely used materials for

radiating elements. The information about dc conductivity (or sheet resistance) of the conductive

textiles usually is available from the datasheets provided by the manufacturers.

In this study, conventional fabrics with natural fibre (denim and cotton), as well as synthetic fibre

(polyester and polyamide-elastane) have been selected as substrates to develop small, low-profile,

light-weight all-textile antennas. Conductive fabric has been chosen as a material for the radiating

elements and reflector. More details about the EM properties of the selected textiles can be found in

our conference paper [1].

The steps to design a small all-textile antenna that meets the specifications presented in Table 1

are depicted in Figure 2. Figure 2a depicts the structure of the proposed antenna in the first step of

the design process. It is composed of a rectangular loop, coplanar waveguide (CPW) transmission

line, substrate, and a reflector. The choice of the CPW to feed the antenna was because it offers a

single-layer manufacturing process. The substrate is denim with a real part of relative permittivity

(ε′r) 1.878, and a loss tangent (tan δ) 0.0594 at 2.565 GHz. The thickness of the substrate is 1.5 mm

(comprised of three-layer denim) with density from 1.54 g/cm3 [1,2]. This substrate thickness enables

us to obtain a small antenna with a low-profile. The reflector was implemented in the antenna’s

structure to reduce the effect of the human body over the antenna performance and SAR. It was

chosen due to its simple form. Also, it is relatively easy for numerical modelling and manufacturing.

The geometrical dimensions (length and width) of the loop strips and CPW were tuned to yield a

resonance at around 2.47 GHz. Figure 2b shows the reflection coefficient magnitude of the proposed

antenna during the design process. In the next step, an arc-shaped parasitic element was added at a

close distance to the loop structure (see Figure 2a, Step 2). It is observed that the resonant frequency

shifts to a lower frequency while the bandwidth and the impedance matching of the antenna are not

changed. Finally, to tune the input resistance of the proposed antenna closer to 50 Ohms and broader

bandwidth, four parasitic elements were inserted in the arc-shaped loop (see Figure 2a). This enables a

good impedance match with a lower than −6 dB bandwidth (from 2.266 to 2.551 GHz) of approximately

285 MHz and a resonant frequency of 2.4 GHz, as shown in Figure 2b.

𝜀𝑟′ δ

’

−

 

(a) (b) 

Figure 2. Antenna geometry: (a) Design steps; (b) Simulated reflection coefficient magnitudes

versus frequency.

2.2. Numerical Evaluation of the Antenna Performance in Free Space and on a Model of the Human Body

Design, optimization and numerical evaluation of the antenna performance are carried out

using the full-wave electromagnetic commercial software Remcom xFDTD (xFDTD, Remcom Inc.,
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State College, PA, USA). This EM software packet is based on the finite difference time domain (FDTD)

method which is extensively used for modelling antenna structures and human body models.

The following parameters are set in each simulation in order to obtain more accurate results. First,

FDTD cell size of 0.5 mm × 0.5 mm × 0.5 mm is used for the antenna geometry. For the human body

model and rest of the space, an inhomogeneous mesh having an increasing cell size from 0.5 to 1 mm is

applied. All calculations continue until steady-state is reached. For the analyzed small antenna with a

denim substrate, the steady-state is observed after 10,000 time-steps. A 7-layer perfect matched layer

absorbing boundary condition is used.

Since the designed antenna is expected to be in close proximity or mounted directly on the

different parts of the human body during the real operating conditions in a W-WSN, the design and

optimization were made first in the free space. After that, geometrical dimensions of the antenna

structure were optimized on a human body model. A homogeneous numerical model with dimensions

180 mm, 120 mm and 150 mm was employed to mimic the human body (ε′r = 40.805, σ = 2.33 S/m,

and ρ = 1166 kg/m3). The selected human model dimensions are those for the flat phantom pointed in

standards EN 62209-2:2010 and IEEE Std.1528-2013 for the fixed frequency of 2.45 GHz so that the effect

of the power reflection at the model surface on the peak 10 g average SAR is negligible (less than 1%).

The antenna was positioned on the surface of the phantom (the distance between the antenna and

the phantom is 0 mm, as shown in Figure 3d) to study the effect of the human body on the antenna

performance and SAR in the worst-case scenario.

𝜀𝑟′  σ
ρ

 

(a) (b) 

  

(c) (d) 

−6 dB

Figure 3. Simulated: (a) Reflection coefficient magnitudes versus frequency; (b) Radiation efficiency

and maximum gain versus frequency; (c) 3D radiation patterns of the antenna at 2.44 GHz in the free

space and placed on the surface of the phantom; (d) Model of the antenna and phantom.

The free space and on-phantom reflection coefficient magnitudes (|S11|) of the optimized antenna

are presented in Figure 3a. In the free space, the antenna bandwidth (|S11|<−6 dB) is 285 MHz. As we

can see the homogeneous phantom does not cause detuning effects on the resonant frequency. The |S11|

curve and operating bandwidth for the case where the antenna is mounted on the phantom are the

same as the case in free space.

The total radiation efficiency and maximum gain of the optimized antenna in the free space

and on the phantom at the frequency bands of interest are displayed in Figure 3b. As we can see,
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the phantom causes a reduction in total radiation efficiency and maximum gain. The total radiation

efficiency and maximum gain are decreased by a factor of about 0.5 when the antenna is placed on

the phantom. Also, the total radiation efficiency and maximum gain show an increasing trend with

increasing the frequency. Figure 3b shows that across the bandwidth of 2.36–2.5 GHz the simulated

radiation efficiency varies from 12% to 16% when the antenna is in the free space and from 6% to 7.8%

when it is placed on the phantom.

From Figure 3c we can see that the antenna exhibits unidirectional radiation pattern. The front-to-back

ratio is 12.20 dB in the free space and 22.55 dB on the phantom. Another essential question to be

considered in designing antennas for W-WSNs is about concerning health hazard. Hence, to address

this question, a more thorough evaluation and characterization of the SAR in the human body model

were carried out. According to the safety guidelines and standard [24,25], the obtained peak 1 g and

10 g average SAR values should not exceed 1.6 W/kg and 2 W/kg.

Figure 4a shows the peak 1 g and 10 g FDTD-computed average SAR generated from the antenna

in the phantom, in the MBAN and ISM bands when the antenna is positioned on the surface of the

phantom (the distance between the antenna and the phantom is 0 mm). The results were normalized

to a net input power of 100 mW. It can be seen that the peak SAR is frequency dependent. In general,

the SAR increases as the frequency increases. For the considered input power, the peak 1 g and 10 g

average SAR produced in the phantom are 0.533 and 0.148 W/kg, respectively at 2.48 GHz. The peak

10 g average SAR values are much lower than the maximum allowed value of 2 W/kg as required by

the ICNIRP [24]. Moreover, the peak 10 g average SAR is found to be equal to ~2 W/kg when the net

input power for the proposed antenna is 1353 mW. That is, the net input power as high as 1353 mW

guarantee conformance with the safety guidelines imposed by the ICNIRP [24].

–

 

(a) 

 

(b) 

Figure 4. FDTD-computed SAR: (a) peak 1 g and 10 g average SAR, and whole-phantom averaged

SAR versus frequency; (b) Distributions in xy-, yz- and zx-plane at 2.44 GHz and scale.
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From the results presented in the Figure 4, it can be concluded that the proposed antenna exhibits

low SAR values (peak 10 g average SAR is about ten times lower than the maximum allowed value of

2 W/kg) due to the shielding effect of the reflector and also due to the unidirectional radiation pattern

of the antenna.

The SAR distributions on the surface and inside the phantom in the xy-, yz- and zx-planes are

shown in Figure 4b. In the figure, we observe that the SAR values around the antenna edges are higher.

Also, under real-case scenarios, the distance between the wearable antenna and the human

body may be changed, which may lead to a change in the antenna performance and SAR. Hence,

numerical simulations were performed at distances 0 mm, 5 mm and 10 mm between the antenna and

the human body model in order to investigate the robustness of the proposed design to effects of the

human body loading.

Figure 5 presents the variation of the antenna radiation efficiency, maximum gain, peak 10 g

average SAR and whole-phantom averaged SAR (at 100 mW net input power) versus the frequency for

the distances 0 mm, 5 mm and 10 mm between the antenna and the phantom. As might be expected,

the radiation efficiency increases with distance, while the peak 10 g average SAR and whole-phantom

averaged SAR decrease. Also, the maximum gain shows an increasing trend with increasing the

distance between the antenna and the phantom. From Figure 5b we see that the gain at a distance

10 mm from the phantom is larger than that in the free space. This is because the phantom, in this case,

acts as a reflector, which enhances radiation in the direction opposed to the human body model.

 

(a) (b) 

 

(c) (d) 

Figure 5. Simulated: (a) Radiation efficiency; (b) Maximum gain; (c) peak 10 g average SAR;

(d) whole-phantom averaged SAR at distances 0 mm, 5 mm and 10 mm between the antenna and the

human body model.
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Moreover, when the designed antenna is a part of a wearable wireless sensor node intended

for a medical purpose such as tracking, recording, and monitoring of biomedical signals (used in a

medical or home healthcare environment), it is essential to create an electromagnetically compatible

device to minimize interference with other devices. In this case, the wearable wireless sensor node has

to be designed and validated as a medical device (or medical electrical equipment according to the

definition in IEC 60601-1). The standards which specify tests and requirements for the electromagnetic

compatibility of the medical electrical equipment are IEC 60601-1-2 and IEC 60601-1-11.

Finally, examining the results from numerical simulation presented in Figures 3–5 as compared

to the specifications of Table 1 illustrates that, the proposed antenna satisfies the requirements for

application in W-WSNs.

2.3. Fabrication of the Antenna Prototype

For the fabrication of the radiating elements of a textile antenna, it is possible to use the inkjet

printing [26], embroidery [27] or cut-transfer-glueing process [2]. The choice usually is made on the

base of the materials used for the radiating elements.

To fabricate the antenna’s prototype, we used the cut-transfer-glueing process. By using the cutting

machine, the antenna’s elements were cut into the designed shapes with high accuracy (a tolerance of

±0.01 mm). A highly conductive fabric (DC conductivity 2.5 × 105 S/m and 0.08 mm of thickness) was

used for the conductive elements of the antenna. Next, both radiating elements and reflector were

attached to the denim substrate by using a polymer tape that is activated by ironing. A coaxial cable

(diameter 1.13 mm and length of 200 mm) with a 50 Ω U.FL connector was soldered to the CPW using

a low-temperature solder wire. First, the soldering points of the coaxial cable with the conductive

fabric were tin-plated at 250 ◦C (heating time 2.5 s), as shown in Figure 6. Then, the coaxial cable

inner conductor was soldered on top of the middle conductor of the CPW while the coaxial cable braid

shield was soldered to the CPW ground plane.

–

’
’

0 mm) with a 50 Ω U.FL connector was soldered to 

 

’Figure 6. Photographs of the antenna’s prototype during the fabrication process.

2.4. Measurements

The performance of the prototype of the designed antenna may be measured by using passive and

active tests. In the passive tests, the prototype is connected to the measuring equipment (a network

analyzer, signal generator, receiver, or spectrum analyzer) using a coaxial cable. In these tests,

the antenna reflection coefficient magnitude (|S11|), bandwidth, gain, radiation pattern and radiation

efficiency are measured. The detailed definition of the antenna parameters and their measurement

methods are presented in [2,28,29].

Moreover, a full verification of the antenna design requires more extensive tests, which represents

the behaviour of the antenna under practical operating conditions, called active tests [2,29,30]. In these

measurements, a network simulator (or a radio communication test module) is used to set up a

connection to the antenna under test, that is connected to a sensor node to reproduce a real-world

performance. In order to conduct accurate and repeatable measurements, the testing needs to perform

inside a chamber (anechoic or reverberation) with a controlled environment [2,28].
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For antennas used near or on the human body such as antennas intended for sensor nodes in

W-WSNs experimental measurements of the antenna parameters and characteristics on a physical

model of the human body (called phantom) are also required. There are three types of phantoms for

experimental use: solid, semi-solid, and liquid [31]. SAR measurements can be made using a robotic

system, associated test equipment and a liquid phantom or using an infrared camera, associated test

equipment and a solid or semi-solid phantom.

In order to assess the performance of the proposed antenna, |S11|was evaluated when the antenna

is placed on a semi-solid phantom and in the case of free space condition. The semi-solid phantom

(dimensions 180 mm (length) × 120 mm (width) × 150 mm (depth)) was fabricated accordingly

to the recipe and technique described in [31]. The measurement of |S11| were performed using a

Tektronix TTR503A vector network analyzer. As shown in Figure 7, when the antenna is placed on

the semi-solid phantom, the |S11| remains almost unchanged. By comparing simulated and measured

results, we observe a good agreement between them with a slight shift in the resonant frequency.

−1

Figure 7. Simulated and measured reflection coefficient magnitudes versus frequency in the free space

and on the semi-solid phantom.

In order to get a complete performance of the fabricated prototype, active tests were carried

out. The first set of measurements was performed in a semi-anechoic chamber. Next, in order to

take into account, the environmental variability, the measurements were repeated in a shielded room.

All tests were carried out for both scenarios: (1) in the free space and (2) when the antenna is placed on

the phantom.

Two XBee S1 (DiGi International, Hopkins, MN, USA) modules were used in all tests as wireless

nodes. One of the nodes was connected by a coaxial cable with a dipole antenna that has a resonant

frequency of 2.44 GHz. The dipole antenna was in a vertical orientation. Next, the wireless node was

connected to a personal computer via a UART-to-USB controller (Figure 8a,b) and was configured to

generate a continuously repeated pseudo-random signal of 100 packets (each packet contains 50 bytes).

The second wireless node was connected to the fabricated antenna prototype. The wireless nodes were

connected, running XCTU software. On the XCTU, the transmission power, operating frequency and

data rate, were set to −1 dBm, 2.41 GHz, and 9.6 kbits/s, respectively.

The semi-anechoic chamber was divided into 15 specific positions (three columns and five rows).

The dipole antenna connected to the XBee node was stationary. At the same time, the other XBee

node connected to the antenna prototype was located in each of described 15 specific positions in

line-of-sight to the dipole. Both antennas were placed at a high of 1.33 m.

A range test was performed in order to determine the range and link quality between the nodes

representing a real-world scenario. During the range test, XCTU sends data packets from the stationary

XBee node to the remote node and waits for the echo to be returned from the remote node to the
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stationary node. Also, during this test, the XCTU determines RSSI (Received Signal Strength Indicator)

value and calculates the packet error rate.
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Figure 8. RSSI: (a) Simple drawing of the configuration of the test setup; (b) Photograph of the test

setup in the semi-anechoic chamber; (c) Distribution in the semi-anechoic chamber in the free space;

(d) Distribution in the shielded room in the free space; (e) Distribution in the semi-anechoic chamber

when the antenna is on the semi-solid phantom; (f) Distribution in the shielded room when the antenna

is on the semi-solid phantom.

The distributions over the xy-plane of the measured RSSI in the semi-anechoic chamber and

shielded room are shown in Figure 8. We can see that in the free space the measured RSSI is between−44

and −69 dBm depending on the specific antenna position in the semi-anechoic chamber (see Figure 8c).

Also, when the distance between the antennas increases, the measured RSSIs decrease. When moving

from semi-anechoic to shielded room scenario, it can be seen that in the free space the measured RSSIs

vary between −37 and −56 dBm. A positive interference is clearly seen in Figure 8d when the distance

between the antennas is 2 m (the measured RSSI is −37 dBm). Moreover, when the distance between

the antennas is 6 m, the measured RSSI decreases to −56 dBm. Fluctuations of the RSSI values in the

shielded room are due to constructive and destructive interference.

When the antenna is placed on the phantom, the measured RSSIs were in the range of −50 to

−64 dBm in the semi-anechoic chamber (see Figure 8e) and in the range of −44 to −60 dBm in the

shielded room (Figure 8f). Comparing the results with the free space scenario, we can conclude that

the measured RSSIs when the antenna is on the phantom are lower (with about 6 dB) than those in the

free space. These differences in RSSIs are attributed to the reduction in the radiation efficiency and

gain when the antenna is on the phantom. We also observed that at all measurements, the packet error

rate was zero.
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Comparing the results, we see that at the same positions, the measured RSSIs in the semi-anechoic

chamber are lower than those in the shielded room. This is since the more of the reflections in the

semi-anechoic chamber are eliminated while in the shielded room, the propagation occurs by multiple

reflections in the environment, which results in an additional energy contribution.

From the results in Figure 8, it is possible to conclude that the proposed antenna shows very good

RSSI values both in the semi-anechoic chamber and shielded room which satisfies well the requirement

of the receiver sensitivity in W-WSNs (−94 dBm) [32].

3. Impact of EM Properties of the Textile Materials on the Performance of the Small Antennas
for W-WSNs

3.1. Antenna Designs

This section investigates the effect of the EM properties of different textile materials on the

performance of small low-profile backed antennas. Three antenna structures: (1) Antenna with a cotton

substrate, (2) Antenna with a polyamide-elastane substrate and (3) Antenna with a polyester substrate

were developed. Here, each antenna has a substrate thickness of 1.5 mm, with a real part of the relative

permittivity of 1.6321 (cotton), 1.5493 (polyamide-elastane) and 1.6202 (polyester), respectively. The loss

tangent of the textile substrates is 0.0439 (cotton), 0.0146 (polyamide-elastane) and 0.0051 (polyester).

In the design of the antennas (with substrates from cotton, polyester and polyamide-elastane) the

configuration of the antenna with denim substrate was used. The difference being that at each substrate,

the geometrical dimensions of the loop and parasite elements were optimized for maximum radiation

efficiency and optimal impedance matching in the desired bandwidth.

Figure 9 shows the structure and geometrical dimensions for each antenna. It is seen that in

order to provide good impedance matching at the resonant frequency of 2.4 GHz, the perimeter of the

square-loop on the denim substrate is 72 mm while the perimeter of the square-loop on the polyester

substrate is 84 mm. Also, the loop strips width of the antenna with a polyester substrate are decreased

to 1 mm to enhance the bandwidth.

−

 

Figure 9. Configuration of the antennas with denim, cotton, polyamide-elastane and

polyester substrates.

From the results presented in the Figure 9, we can conclude, that the real part of the permittivity of

the antenna substrate has consequences on the overall antenna size. As expected, with the increasing

of the substrate material permittivity, the overall size of the antenna decreases [1,2,28].

A comparison with previously reported designs shows that the overall size of each of the four

proposed antennas is between 25% and 90% smaller than the antennas in [1,9,10,12,14,15,26]. Moreover,

the proposed antennas have a lower profile than [5,8,10–12,14].
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3.2. Results and Discussion

Two scenarios were numerically studied when the antennas are: (1) in the free space and

(2) placed on the semisolid phantom.

As shown in Figure 10a in free space, the antennas with denim and cotton substrates have a

bandwidth (|S11| < −6 dB) of 285 and 269 MHz, respectively. In contrast, antennas with substrates

from polyamide-elastane and polyester have a relatively narrow bandwidth of 178 and 130 MHz,

respectively. We hypothesise that since the polyamide-elastane and polyester have a lower loss (loss

tangent is between 0.005 and 0.015), the bandwidth of the antennas with substrates from these materials

is more narrow versus the bandwidth of the antennas with denim and cotton substrates.

–

−6 dB) of 285 and 269 MHz, respectively. In contrast, antennas with substrates 

 

(a) (b) 

 

(c) 

Figure 10. Simulated in the free space: (a) Reflection coefficient magnitudes versus frequency;

(b) Radiation efficiency versus frequency; (c) Maximum gain versus frequency.

Figure 10b,c show the simulated radiation efficiency and maximum gain of the four antennas

when they are in the free space. The behaviour of the radiation efficiency of the antennas, as a function

of frequency, is shown in Figure 10b. From the results we can see that the radiation efficiency of the

antennas with denim and cotton substrates remains almost unchanged (between 10% and 16%) across

the MBAN and ISM bands. Furthermore, Figure 10b shows that the simulated radiation efficiency

of the antenna with a polyamide-elastane substrate varies from 18% at 2.48 GHz to 30% at 2.42 GHz.

The antenna with a substrate from polyester shows significant variations in the radiation efficiency

from 28% at 2.36 GHz to 60% at 2.44 GHz.

The maximum gain of the antenna with a polyester substrate varies between−0.5 and 3.5 dBi across

the MBAN and ISM bands, as seen in Figure 10c. The gain of the antenna with a polyamide-elastane

substrate varies from −2.5 to 0 dBi. On the other hand, for antennas with cotton and denim substrates,

small variations of only 1.5 dB in gain are observed. Also, the maximum gain of the antennas with

denim and cotton substrates shows an increasing trend with increasing the frequency.
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The simulated reflection coefficient magnitudes when the antennas were placed on the human

body model are shown in Figure 11a. A good impedance matching is maintained for all four antennas

despite the slight change in reflection coefficient magnitudes. The results show that the resonant

frequency of the antennas with a substrate from cotton and denim fabric is not affected when positioned

on the phantom. Similar results are observed in [1]. The resonant frequency of the antennas with a

substrate from polyester and polyamide-elastane is slightly shifted up. Moreover, when the antennas

are placed on the phantom, their bandwidths remain unchanged compared to the free-space scenario.

It can be concluded that the resonant frequency and bandwidth are insensitive to detuning when the

textile antennas backed by a reflector are positioned on the phantom.

−

−2.5 

  

(a) (b) 

 

(c) 

Figure 11. Simulated on the phantom: (a) Reflection coefficient magnitudes versus frequency;

(b) Radiation efficiency versus frequency; (c) Maximum gain versus frequency.

The investigations have shown that the phantom significantly affected both the maximum gain and

radiation efficiency of the antennas. For the antennas with denim and cotton substrates, the maximum

gain and radiation efficiency are decreased by a factor of about 0.5 compared to the free space scenario.

The simulated radiation efficiency of the antenna with a polyamide-elastane substrate falls between 5%

and 13%, while simulated radiation efficiency of the antenna with a polyester substrate falls between

8% and 20%. The observed reductions in radiation efficiency and maximum gain are due to the power

absorbed at the substrate and human body model.

Figure 12a,b compare the computed peak 10 g average SAR and whole-phantom averaged SAR

generated from each of the four antennas in the homogeneous phantom, in the MBAN and ISM bands.

The results are normalized to a net input power of 100 mW. The antennas with denim and cotton

substrates exhibit very low SAR values (below 0.02 W/kg), as shown in Figure 12a. On the other hand,

10 g average SAR of the antennas with polyamide-elastane and polyester substrates varies significantly

from 0.5 to 1.15 W/kg and from 0.5 to 1.95 W/kg, respectively. From the results presented in Figure 12a
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it can be concluded that the peak 10 g average SAR for all four antennas is lower than that in the safety

limit pointed in [24].

  

(a) (b) 

Figure 12. Simulated: (a) Peak 10 g average SAR (W/kg); (b) Whole-phantom averaged SAR (W/kg).

In MBAN and ISM bands, and for an input power of 100 mW, the whole-phantom averaged SAR

for the antennas with denim and cotton substrates is below 0.002 W/kg (about 40 times lower than the

maximum allowed value of 0.08 W/kg), as seen in Figure 12b. The obtained whole-phantom averaged

SAR for the antennas with polyamide-elastane and polyester substrates is 10 and five times lower than

the maximum allowed value of 0.08 W/kg, respectively.

Finally, the comparison between the antennas with substrates from natural fibres (cotton and

denim) and substrates from synthetic fibres (polyamide-elastane and polyester) showed that the

antennas with substrates from synthetic fibres give higher SAR values than the antennas with

substrates from natural fibres (Figure 12).

Also, numerical simulations were performed for each antenna at distances 0 mm, 5 mm and

10 mm between the antenna and the human body model in order to investigate the effect of the EM

properties of different textile materials on the robustness of the proposed designs to impact of the

human body loading.

As might be expected, for each of the antennas the radiation efficiency and maximum gain increase

with distance, while the peak 10 g average SAR decreases. From Figure 13b we also see that the gain at

a distance 10 mm from the phantom for each antenna is larger than that in the free space. Consequently,

we can conclude that the action of the phantom at a distance of 10 mm from the antenna is akin to a

reflector, which enhances radiation in the direction opposed to the human body model.

Moreover, the computed maximum allowable net input powers which satisfy the ICNIRP

restriction of 2 W/kg for peak 10 g average SAR for each antenna at different distances to the phantom

are shown in Table 2. The maximum allowable net input power which satisfies the ICNIRP restriction

at a distance of 0 mm is 1353 mW and 1062 mW for the antennas with denim and cotton substrates,

respectively while for antennas with polyamide-elastane and polyester substrates is 176 mW and

104 mW, respectively.

Next, the prototypes of the antennas with cotton, polyamide-elastane and polyester substrates

were fabricated using the procedure described in Section 2.3 and in [1]. Photographs of the fabricated

prototypes are shown in Figure 14. The prototypes are very light (the weight of the prototype with a

substrate from denim is 3.2 g, cotton 2.7 g, polyamide-elastane and polyester 2.6 g), which will allow

the antennas to be easily integrated into clothing.
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(a) (b) (c) 

Figure 13. Simulated: (a) Radiation efficiency; (b) Maximum gain; (c) Peak 10 g average SAR

versus frequency.

Table 2. Maximum allowable net input power which satisfies the ICNIRP restriction of 2 W/kg for peak

10 g average SAR in the homogeneous phantom at 2.48 GHz.

Distance, mm
Maximum Net Input Power, mW

Denim Cotton Polyamide-Elastane Polyester

0 1353 1062 176 104
5 4818 5133 961 397

10 9833 12,070 2806 1065

The measured |S11| for all four prototypes are given in Figure 15. As can be seen, a good

impedance matching is maintained in both scenarios (in free space and on the phantom). Also,

a good agreement can be found between measured and simulated (see Figures 10a and 11a) reflection

coefficient magnitudes.
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−6 dB

Figure 14. Photographs of the fabricated prototypes with a substrate from denim, cotton,

polyamide-elastane and polyester.

 

(a) (b) 

−6 dB

Figure 15. Measured reflection coefficient magnitudes when the antennas are: (a) in the free space;

(b) on the homogeneous phantom.

4. Conclusions

In this paper, we have presented a methodology for the design, fabrication and measurement

of small wearable backed antennas for application in sensor nodes. Based on the presented design

methodology, a new small-sized antenna with a denim substrate was proposed. Since the designed

antenna is expected to be in close proximity to the human body during the real operating conditions in

a W-WSN, the design and optimization were made both in the free space and on a human body model.

In the free space, the antenna exhibits bandwidth (|S11|<−6 dB) of 285 MHz and radiation efficiency

from 12% to 16% in MBAN and ISM bands. The simulated radiation efficiency varies from 6% to 7.8%

when the antenna is placed on the phantom.

Concerning the health hazard, a more thorough evaluation and characterization of the SAR in the

human body model were carried out. From the results, it can be concluded that the proposed antenna

exhibits low SAR values (peak 10 g average SAR is about ten times lower than the maximum allowed

value of 2 W/kg) due to the shielding effect of the reflector and also due to the unidirectional radiation

pattern of the antenna.

The performance of the prototype of the proposed antenna was evaluated using passive and

active tests. A good agreement between simulated and measured |S11|with a slight shift in the resonant

frequency is observed. In order to get a complete performance of the fabricated prototype, range tests

were performed in a semi-anechoic chamber and in a shielded room. Depending on the specific
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antenna position, the measured RSSIs vary between −44 and −69 dBm in the semi-anechoic chamber

and between −37 and −56 dBm in the shielded room. Hence, it is possible to conclude that proposed

antenna shows very good RSSIs which satisfy the requirement of the receiver sensitivity in W-WSNs

(−94 dBm).

To investigate the impact of the textile materials on the antenna performance, the antenna geometry

was studied on four textile substrates (denim, cotton, polyamide-elastane and polyester). The reflection

coefficient magnitudes, bandwidth, maximum gain and radiation efficiency of the four antennas were

numerically studied and compared to two scenarios: (1) in the free space and (2) on the semisolid

phantom. The numerical investigations reveal that in MBAN and ISM bands, each of these four textile

antennas achieves stable performance in both scenarios.

From the results, we can conclude, that the real part of the permittivity of the antenna substrate

has consequences on the overall antenna size and resonant frequency. As expected, with increasing the

substrate material permittivity, the overall size of the antenna decreases. Results show that the gain

and radiation efficiency decrease with increasing dielectric losses in the textile substrate. Results for

peak 10 g average SAR have revealed that the antennas with denim and cotton substrates exhibit

SAR values below 0.02 W/kg. On the other hand, the peak 10 g average SAR of the antennas with

polyamide-elastane and polyester substrates varies significantly from 0.5 to 1.5 W/kg and from 0.5 to

1.95 W/kg, in the frequency range of 2.36 to 2.48 GHz. Consequently, the peak 10 g average SARs are

sensitive to substrate material dielectric loss.

In order to verify the results from the numerical simulations, prototypes of the antennas were

fabricated, and their parameters were measured in a semi-anechoic chamber. A good agreement is

found between measured and simulated reflection coefficient magnitudes of the antenna prototypes for

two scenarios when the antennas are: (1) in the free space and (2) on the semisolid phantom. Therefore,

the proposed small textile antennas backed by a reflector are promising candidates for integration into

garments for applications in W-WSNs.
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Abstract: In this paper, a new design method is proposed for a planar and compact dual-band

dipole antenna. The dipole antenna has arms as a hybrid CRLH (Composite right- and left-handed)

transmission-line comprising distributed and lumped elements for the dual-band function. The two

arms are fed by the outputs of a compact and printed CRLH dual-band balun which consists of a CRLH

hybrid coupler and an additional CRLH phase-shifter. Its operational frequencies are 2.4 and 5.2 GHz

as popular mobile applications. Verifying the method, the circuit approach, EM (Electromagnetics)

simulation and measurement are conducted and their results turn out to agree well with each

other. Additionally, the CRLH property is shown with the dispersion diagram and the effective

size-reduction is mentioned.

Keywords: dual-band dipole; CRLH antenna; dual-band balun; CRLH balun; wireless communication

1. Introduction

Nowadays, wireless connectivity from equipment to other equipment and technological

convergence becomes more vibrant. This results from a need to push the current limits. For instance,

the 2.4 GHz band in the WLAN (Wireless local area network) frequency is commonly used, but this

band is not sufficient to provide proper amounts of data because of excessive use and interference

with other wireless communication methods using the same frequency band (e.g., Bluetooth, DCP,

and ZigBee). So, to meet the frequency requirements, a number of multiband antennas have

been proposed with various structures such as IFAs (Inverted-F antennas), bow-ties, slots and

monopoles [1–4]. Pushpakaran et al. proposed a dog bone shape dual-band dipole antenna for WLAN

applications. They presented a method for achieving a dual-band property by using the stacking

technique [5]. Deepak [6] proposed a dipole antenna along with a folded element for multi-band

operation. To eliminate the return current leak of the SMA (Subminiature version A) connector,

they separate the dipole arms by using the double sides. Sim et al. reported multi-band asymmetric

dipole antenna for WLAN operation. For the feeding of dipole antenna, they are using the 50-ohm

coaxial cable as positive and negative on the two arms [7]. J. Huang used a tapered transition the

balance feed line in [8]. The trapezoid dipole arms are printed on one side of the substrate and the

other single dipole is formed on the opposite side. Nair [9] presented an F-shaped slot line to feed a

dual-band dipole antenna which are fed by an SMA connector. H. Azeez modified a dipole with a pair

of E-shaped conductive arms to generate multiple resonance [10]. Its feeding scheme is the same as [9].

Others put their radiating elements near a large metal ground like Alekseytsev who coupled a slit

with an overpass metal-line to excite an open loop and a parasitic for two resonance frequencies [11].

More complicated configurations are built by Barani, such as one PIFA (Planar Inverted-F antenna)

conjoined with PIFAs, with monopoles and slits on the ground to increase the number of bands [12].
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Because the ground-edge mounted antennas occupy a large footprint, multi-band antennas are made

as 3D structures. Tang adopted vertical loops passing through via-holes of two parallel lines [13].

Sreelakshmy put a thick disk on a vertical feed-line, and formed two asymmetric holes splitting one

angular and radial mode into two, and used them for the dual-band characteristics [14].

The previously mentioned multi-band dipole antennas adopt SMA and coaxial feeds as an

unbalanced signal port. To cope with that, the balanced to unbalanced (balun) structure is needed

for a dipole antenna. Besides, to feed the dual-band dipole antenna, it is necessary to combine the

dual-band balun. Liu et al. proposed the CRLH (Composite right- and left-handed) transmission

line balun, in which they made the virtual ground for the odd mode and shunt inductor to remove

a via. So, the phase difference between the two output ports is around 180◦ at 1.5 and 3.6 GHz [15].

Tseng et al. developed a CRLH balun to control the phase slope. As a result, they obtained the

multi-band property by using the two branches where one arm consists of the RH-TL (Right-handed

transmission line) and the other part is based on the LH-TL (Left-handed transmission line) with

lumped elements [16]. According to odd-mode and even-mode analysis, the dual-band baluns are

proposed with open-stub and BPF (Bandpass filter) [17,18]. Huang et al. reported a microstrip-based

Marchand-type balun. They could achieve the high selectivity by using the roll-off of the filter [19].

Isolation between two bands can be better by making an SIR (Step impedance resonator) feedback

loop between the two output branches by Li [20]. Multiple loops causing the phase difference are

formed through layers with vertical lines as bridges [21]. Kahng et al. proposed a CRLH-based balun

for common-mode current indicator which is employed in the chip and PCB EMC (Printed circuit

board electromagnetics compatibility) problems. The balun consists of the branch-line coupler and the

compact metamaterial phase shifters that are horizontally cascaded [22]. It works for a single band.

In this paper, a compact and fully printed metamaterial dual-band balun and metamaterial

dual-band dipole antenna are proposed and put into one structure. The dual-band balun has the CRLH

hybrid branch line-coupler and a CRLH phase-shifter. The conventional coupler and phase shift lines

are replaced by miniaturized phase-shift lines having +90◦ for one frequency and −90◦ for another

frequency for dual-band and low-cost fabrication. Instead of power-divider shapes, using lumped

L and C, and multiple and long stages seen in others’ works, the new balun has single-stage hybrid

coupler and stage- lines and phase-shifter, and complete distribute elements and its design is elaborated

on in detail. The dipole antenna is different from others by having two arms in the form of hybrid

metamaterial lines and have the same omni-directional pattern at the two resonance frequencies;

2.4 and 5.2 GHz are chosen as the test case and the circuit approach is done first, and followed by the

EM simulation and the measurement. Additionally, the CRLH property is shown with the dispersion

diagram and the size reduction effect of the proposed balun is addressed.

2. Compact CRLH Dual-Band Balun

2.1. CRLH Dual-Band Hybrid Branch-Line Coupler

In this section, the design of a dual-band balun as fully-printed distributed-elements without

lumped elements is explained. The size of the entire structure will be much reduced by devising a

CRLH phase shift-line to have 90◦ at the lower frequency band and −90◦ at the higher frequency band,

and by forming a compact branch-line coupler.

The circuit of the CRLH phase-shift line is set up by solving the equations to get the dual-band

properties as the hybrid branch line coupler. Before starting the process of the design, as a goal,

the following specifications in Table 1 are given as follows.
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Table 1. The specifications of the composite right- and left-handed (CRLH) dual-band balun.

Spec. Items Feature

Band
f1 2.4 GHz

f2 5.2 GHz

Insertion Loss
Hybrid <1.5 dB

Balun <1.5 dB

Return Loss <−15 dB

Isolation <−15 dB

In Figure 1, CR, CL, LR and LL are determined by generating 90◦ at f 1, and −90◦ at f 2. It is a

matter of course, the zeroth-order resonance (ZOR) should also be created around (f 1 + f 2)/2 for the

size-reduction. So, the mathematical equations for CR, CL, LR and LL are as follows [22,23]. Others end

up with multiple stages, but a single-stage circuit is proposed here to reduce the size.

LR =
Zcπ[

(

ω1
ω2

)

+1)]

2ω2[1− ( ω1
ω2

)2]
, CL =

π[
(

ω1
ω2

)

+1)]

2ω2Zc[1− ( ω1
ω2

)2]

LL =
2Zc[1−

(

ω1
ω2

)

)]

πω1[1 + ( ω1
ω2

)2]
, CR =

2π[
(

ω1
ω2

)

+1)]

ω1Zc[1 + ( ω1
ω2

)2]

where ω1 = 2π f1, ω2 = 2π f2 and Zc characteristic impedance in above equations. Solving the

equations by setting Zc, f 1 and f 2 at 35.5 Ω, 2.4 and 5.2 GHz, CR, CL, LR and LL are as 2.52 pF, 0.64 pF,

3.17 and 0.81 nH, respectively. Additionally, to get the 50-Ω case, tackling the equations as f 1 and f 2 at

2.4 and 5.2 GHz the values are as follows: 1.78 and 0.46 pF, 4.46 and 1.14 nH, in the same order with

the 35.5-Ω case. Using these elements, the phase and dispersion diagrams are plotted and show the

CRLH characteristics including the ZOR point as in Figure 2.
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Figure 1. Equivalent circuit of the proposed dual-band CRLH phase-shifter line.
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Figure 2. Circuit simulated results of the CRLH phase-shift line: (a) phase; (b) dispersion diagram.
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In Figure 2a, the phases of 90◦ and −90◦ are achieved at 2.4 and 5.2 GHz. This phase-shift line

complies with the specifications in Table 1 and will put into the 90◦-branches of the hybrid branch-line

coupler for miniaturization in terms of the physical size. Besides, there is the dispersion diagram in

Figure 2b where the curve shows the LH region (β < 0) and the RH region (β > 0), along with the

zeroth-order resonance (ZOR) near 3.8 GHz.

The finalized physical dimensions of the 35.5 Ω phase-shift line and geometry are given as table II

and Figure 3a. Additionally, the physical dimensions of the 50 Ω phase-shift line and geometry are

given as Table 2 and Figure 3b. The single-stage fully printable CRLH phase-shift line is designed

using the CST-MWS as a full-wave EM simulator. Figure 3 shows the proposed CRLH phase-shift line

geometry and EM simulated data of the phases. Both 35.5 and 50 Ω have an interdigital and shorting

structure for CR, CL, LR and LL. The phases of 90◦ and −90◦ are realized at 2.4 and 5.2 GHz at 35.5 and

50 Ω. These will be substituted for the 90◦-branches of the hybrid-branch-line coupler with a view to

the effective size reduction of the dual-band balun.

 

β β

Ω
Ω

Ω
−

Ω

 

(a) 

 

(b) 

(c) 

Ω ΩFigure 3. The physical geometries of the phase-shifter for (a) 35 Ω and (b) 50 Ω of their phases (c).
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Table 2. Physical dimensions of the proposed CRLH phase-shift line.

Items (35.5 Ω) l1 l2 l3 w1 w2 g1 g2

Value (mm) 3.2 2 0.8 3.65 0.23 0.1 0.1
Items
(50 Ω)

l1 l2 l3 w1 w2 g1 g2

Value (mm) 4.4 2 0.8 2.18 0.28 0.1 0.1

Each of the segments in Figure 4a is realized with Table 2 for Figure 3a,b and becomes Figure 4b.

As a crucial building block of the proposed balun, the function of the dual-band branch-line coupler is

checked with the electric-field distributions at the frequencies of interest as in Figure 4c. The RF energy

from port 1 is split into the output ports, and port 2 is turned on first as the 0◦- field-shot, and then port

3 is turned on after 90◦-lapse for 2.4 and 5.2 GHz. Nonetheless, at 4 GHz as the stopband, the electric

field is not detected at the output ports in the 0◦-field-shot and 90◦-shot. The geometry is physically

realized as in Figure 4d where the length is about 2 cm.

 

Ω

Ω

 

(a) 

(b) 

Figure 4. Cont.
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(c) 

 

(d) 

Figure 4. The physical geometry of the dual-band CRLH hybrid branch-line coupler as a single-stage

geometry: (a) schematic; (b) EM (Electromagnetic) design; (c) E-field distribution; (d) fabricated prototype.

Figure 5a shows S11, S21 and S31 of the EM simulation From S11, the impedance is matched at

the two frequencies. S21 and S31 present the equal power-division at the outputs. Figure 5b has

the measured S11, S21 and S31. Similarly, to the simulated results, the power-division as well as the

impedance match are obtained at 2.4 and 5.2 GHz. Figure 5c reveals the phase difference obtained as

expected for the branch-line coupler. Somewhat incomplete parts of the function will be mitigated in

the stage of the balun.
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(a) 

 

(b) 

 

(c) 

Figure 5. The frequency response of the dual-band CRLH hybrid branch-line coupler (a) EM simulated;

(b) measured; (c) phase difference.
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2.2. CRLH Dual-Band Balun

The branch-line coupler of Figure 4a is developed to the metamaterial balun of Figure 6a in the

level of the schematic. The implementable geometry of the CRLH hybrid branch-line coupler extended

with the CRLH phase-shift lines is shown in Figure 6b. Prior to fabrication, electromagnetic observation

is conducted on the suggested device. The purpose of this observation is to see this device working as a

desirable balun that shows the 180◦-phase difference between ports 2 and 3 from the standpoint of the

electric field. In Figure 6c, for 2.4 and 5.2 GHz, the RF energy is divided to ports 2 and 3, and port 2 and

port 3 take turns by a 180◦-time lapse. Meanwhile, at 4 GHz, bot output ports appear dark, which means

no energy passes the circuit. As to the fabricated balun, its overall size is 14 × 20 × 1.2 mm3 and realized

on the FR4 consistent to the former design stage. Considering 27 × 27 × 1.2 mm3 as the nominal size

of other dual-band baluns with FR4, the size is reduced more than four times. The proposed balun

shows similar results to circuit design as shown in Figure 7. The dual-band operating frequency is 2.4

and 5.2 GHz as satisfying the specifications in Table 1. The curves of S21 and S31 are almost the same

each other as the −3.8 dB. This also results from the use of FR4 substrate. Here comes 180◦ as the phase

difference at f1 and f2.

 

−

 

(a)  

 

(b) 

Figure 6. Cont.
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(c) 

 

(d) 

Figure 6. The physical geometry of the dual-band CRLH balun as a single-stage geometry: (a) schematic;

(b) EM design; (c) E-field distribution; (d) fabricated design.

The frequency response of this compact balun works as expected. In Figure 7, both the

simulated and measured s-parameters meet the design specifications. Additionally, the simulation and

measurement results are in good agreement. The 180◦-phase difference is seen. With regard to the size

of the dual-band balun from the dual-band hybrid branch-line coupler, there is no change even though

there is one new component added to the hybrid branch-line coupler. Since the new component as the

dual-band phase-shift line is made as part of output port 3, it does not work as something negative in

the size-reduction. Next, a dual-band dipole printable on the substrate is elaborated on.
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(a) 

 

(b) 

(c) 

Figure 7. The frequency response of the dual-band CRLH balun: (a) EM simulated; (b) measured;

(c) phase difference.
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3. CRLH Dual-Band Dipole

The motivation of this part of the work is to make a dipole resonate at two frequencies not in the

harmonic relationship and have the same omni-directional pattern at different resonance frequencies

as a dipole. The proposed CRLH dipole antenna which has a dual-band property and operating at 2.4

and 5.2 GHz shown in Figure 8. In Figure 8a the highlighted cyan section indicates the upper path

and yellow section express the lower path as an equivalent circuit for Figure 8b where RR = 67 Ω,

LR1 = 3.9 nH, LR2 = 25.5 nH, LL1 = 12 nH, LL2 = 2 nH, CR = 0.38 pF, CL = 0.5 pF. These result in the

resonance at 2.4 and 5.2 GHz as in Figure 8c. In contrast to other dual-band dipoles, to maintain the

omni-directional radiation pattern by suggesting a bow shape structure, a new structure is designed by

adding a new path and making the entire geometry as the hybrid metamaterial arms on FR4 substrate.

The upper current path is used to excite the high frequency and lower side path is matching at the

low frequency. So, the proposed antenna connected from the top as the lumped inductor through

the bottom path lumped capacitors as a loop shape. Geometrical elements ws, wf, w1, w2, wg, g1,

g2, ls, lf, l1, l2, l3, l4, and lg are 100, 3, 80, 3, 150, 5, 150, 85, 20, 22, 15, 10, 85, and 3, respectively in

mm. Compared to 140 mm or larger in length for commercial dipoles which are volumetric with the

dielectric enclosure, the proposed antenna is smaller and planar. Using the geometrical parameters,

the simulated and measured S11 as well as the far-field pattern is provided next.

 

Ω

 

(a) 

(b) 

Figure 8. Cont.
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(c) 

Figure 8. The CRLH dual-band dipole antenna design: (a) equivalent circuit; (b) S11 of the equivalent

circuit; (c) structure in the EM CAD (Computer aided design) program.

Figure 9a,b expresses the resonant currents. The EM simulated and measured S11 in Figure 9c

agree well and comply with the objectives. Dispersion curves are obtained from the circuit model and

EM model of the new dipole as in Figure 9c. While 5.2 GHz has a positive wavenumber, 2.4 GHz has a

negative wavenumber, which reveals the metamaterial property, helpful to size-reduction. Additionally,

the far-field patterns with antenna gains 3.9 dBi and 2.38 dBi for the two frequencies seem very similar

as given in Figure 9e.

 

 

(a) 

 

(b) 

Figure 9. Cont.
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(c) 

 

(d) 

(e) 

 

Figure 9. CRLH dual-band dipole: (a) current at 2.4 GHz; (b) current at 5.2 GHz; (c) S11; (d) dispersion

curves; (e) measured beam-patterns.
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4. CRLH Dual-Band Antenna with CRLH Dual-Band Balun

Figure 10a is a sketch of the idea how the balun is used to feed the circuit model of the dipole

antenna. The realized CRLH dual-band balun and antenna structure are provided in Figure 10b,c.

The measurement harness at an anechoic chamber is seen in Figure 10d. The antenna gains are observed

and they are above −1 dBi at the two frequencies. Table 3 presents the simulated and measured antenna

gains. Figure 11a,b shows the gains and radiation characteristics of the CRLH dual-band antenna at

2.4 and 5.2 GHz are obtained similar to Figure 9. As to the antenna efficiency, it is over and similar

to 50% in simulation, and becomes lower than 40% in measurement as checked in Table 3. They are

changed from the simulated results in a small scale, due to the manual soldering for wiring of the

semi-rigid coaxial cables and connector adapter as a major reason as well as the deviation of FR4

dielectric constant from the vendor’s data. For example, it was found out the inductor was soldered in

the lab which has the effect of adding an extra inductance and pushes the second resonance frequency

downward by approximately 0.4 GHz. The fabricated antenna gives a not-very-high efficiency due

to the aforementioned errors, but the efficiency at the two frequencies is usable for communication

as guessed from practices. With regard to the approach of combining the dual-band balun with the

dual-band dipole, the gain of the antenna falls by 0.7 dB at 2.4 GHz and 1.1 dB at 5.2 GHz in the

simulation because of adding the balun. This is loss, but the antenna gain is nearly 1 dBi. The loss

grows in the measurement as 5 dB at 2.4 GHz and 4 dB at 5.2 GHz, even though the antenna gain

for the two frequencies is below 0 dBi. The loss from the combination is accounted for by the 1-dB

insertion loss of the manufactured balun, and the 3.5 dB of the mismatch from cabling and connector

attachment. Precision etching with a low-loss substrate and cascading all the blocks without the cables

will mitigate this loss problem. As for the far-field patterns of the antenna is broad and close to the

omni-directional shape. This can be an obvious advantage, as a small planar balun feed and a planar

dipole enabling the same radiation function working at different frequencies, while commercial baluns

and dual-band dipoles are bulky and give difficulty in being integrated to flat wireless systems for

diverse use-cases such as IoT (Internet of Things) apparatus.

 

−

 

(a) 

Figure 10. Cont.

276



Sensors 2020, 20, 4991

 

 

(b) 

 

(c) 

 

(d) 

Figure 10. The CRLH dual-band dipole fed by the CRLH balun: (a) schematic; (b) hybrid schematic;

(c) fabricated geometry; (d) far-field pattern measurement facility.
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Table 3. Antenna gain and efficiency.

Type Frequency Sim./Meas. Peak gain Eff.

w/o Balun

2.4 GHz
Sim. 1.64 dBi 91%

Meas. 5.13 dBi 88%

5.2 GHz
Sim. 2.23 dBi 65%

Meas. 2.93 dBi 47.9%

w/Balun

2.4 GHz
Sim. 0.9 dBi 35%

Meas. −0.48 dBi 21%

5.2 GHz
Sim. 1.1 dBi 30%

Meas. −0.96 dBi 27%

 

(a) 

 

(b) 

−

−

Figure 11. The radiation patterns of the CRLH dual-band dipole with CRLH balun: (a) simulated and

measured results at 2.4 GHz; (b) simulated and measured results at 5.2 GHz.

5. Discussion

It is meaningful to check the technical status of the proposed idea in reflection of others’ in the same

subject. First, comparison is made between the new balun and other baluns aiming at multiple bands.

Through Table 4, the features of the new metamaterial balun are mentioned with those of selected

papers as above. The kinds of features are type of structure, frequency bands, size, metamaterial or not,

and origin of the design. While Tseng et al proposed the mixture of distributed and lumped elements,

this work and the others are made from distributed elements, which provides ease of manufacture [16].

Except for this report, the circuits work for 2.4 and 5.2 GHz, and both works adopt the concept of

metamaterials. They are obviously different in the following observations Tseng [16] uses multiple

stages of lumped elements as a metamaterial line and a conventional delay-line to be a power-divider

not a hybrid coupler. However, the proposed structure has no lumped elements and single-stage

metamaterial-line segments for a hybrid coupler not a power-divider. Size-wise, the proposed balun is
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much smaller than others’. Huang, F et al presented a little bit smaller than the proposed geometry

because their line is diagonally folded into the center of the area and the input port is connected to

the common corner, but this work has not folded the branch-line coupler. The other circuits originate

from the power-divider, filter, and T-junction, but the backbone of this work is the branch-line coupler

similar to Yang et al’s design [18]. Please note, Yang’s device [18] is not a metamaterial but a coupler

with stubs. This comparison is convincing that the proposed balun is novel and appropriate for the

objectives. Second, it is worth checking characteristics and benefits of the proposed dual-band dipole

in comparison with others in the same subject.

Table 4. Comparison of the proposed CRLH dual-band balun and the previous works.

Ref. Type Freq. Size Metamaterial Origin

[16]
Distributed &

Lumped (Hybrid)
1.24–3.58 GHz 0.40 λ0 × 0.53 λ0 o Power divider

[17] Distributed 2.45/5.2 GHz 0.3 λ0 × 0.19 λ0 x Bandpass filter

[18] Distributed 2.45/5.25 GHz 0.7 λ0 × 0.32 λ0 x Hybrid coupler

[19] Distributed 2.4/5.2 GHz 0.15 λ0 × 0.15 λ0 x T-junction

[20] Distributed 2.4/5.2 GHz 0.65 λ0 × 0.65 λ0 x T-junction

This work Distributed 2.4/5.2 GHz 0.24 λ0 × 0.16 λ0 o Hybrid coupler

The antennas are looked into in terms of type, frequency, size, whether metamaterial or not,

layering, and with or without a balun as in Table 5. Deng, Li, and Deepak’s strucutres [1,2] and [6] are

PIFA, bow-tie and SIR, respectively, but most of them take the form of a dipole or its modification.

In contrast to all, only this work uses a metamaterial dipole. While Li, Huang, Sim, and Azeez’s

antennas [2,4,7] and [10] have more than three bands, 2.4 and 5.2 GHz are obtained by the other

dipoles. To check the sizes as miniaturization effect, the areas of all the antennas are compared,

which leads to a finding that the proposed antenna is substantially small. As given a question which

antennas are metamaterials, this work (with Huang and Pushpakaran’s antennas [4] and [5]) answers

the question. Huang and Pushpakaran’s antennas [4] and [5] are patch with a slit and slit coupled

patches, respectively, and they have no evidence of metamaterials. However, this work reveals

metamaterial properties with Figures 2b and 9d. With regard to layering, which is related to cost, Li,

Huang, Pushpakaran, Huang, and Alekseytsev’s antennas [2,4,5,8] and [11] have two or three layers.

Nonetheless, this work is realized with a single layer of dielectric, which is cost effective. Most of them

do not have baluns, but Huang et al’s antenna [8] uses a 2-faceted balun comprising an upper tapered

line and a lower line, and this work is connected with the CRLH balun of a single layer. The proposed

antenna and CRLH balun have distinct features as explained.

Table 5. Comparison of the proposed CRLH dual-band dipole antenna and the previous works.

Ref. Type Frequency Size Metamaterial Layer Balun

[1] PIFA 2.4/5.2 GHz 0.15 λ0 × 0.1 λ0 x Single X

[2] Bow-tie 2.4/3/5.2 GHz 0.4 λ0 × 0.36 λ0 x Double X

[4] Monopole 2.4/3.5/5.2~5.8 GHz 0.05 λ0 ×1 λ0 o Double X

[5] Dipole 2.4/5.2 GHz 0.3 λ0 × 0.32 λ0 o Triple Slot line transition

[6] SIR 2.4/5.2 GHz 0.22 λ0 × 0.16 λ0 x Single X

[7] Asymmetric Dipole 2.4/5.2/5.8 GHz 0.25 λ0 × 0.05 λ0 x Single X

[8] Dipole 2.4/5.2 GHz 0.6 λ0 × 0.4 λ0 x Double 2 faceted-balun

[9] Dipole 2.4/5.2 GHz 0.2 λ0 × 0.1 λ0 x Single X

[10] E-shape Dipole 2.4/5.2/5.8 GHz 0.65 λ0 × 0.65 λ0 x Single X

[11] Quasi-Yagi 2.0/2.4 GHz 1.17 λ0 × 0.56 λ0 x Double Slot line transition

This work CRLH Dipole 2.4/5.2 GHz 0.4 λ0 × 0.08 λ0 o Single #
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6. Conclusions

A dual-band balun and a dual-band dipole antenna for the 2.4 and 5.2 GHz wireless communication

are designed and combined to meet the demands on higher throughputs in IoT mobile connectivity with

standing and portable electronic products. These two blocks are novel and small in that different from

others, distributed type and single-stages of CRLH TX-lines are basically used to meet the requirement

on the dual-band performance. In detail, the balun originates from a branch-line coupler and its

segments which are 90◦-lines in the conventional designs are replaced by metamaterial phase-shifters

that show −90◦-phase at 2.4 GHz and +90◦-phase at 5.2 GHz as a small structure. The one-stage

compact balun eventually makes the output ports out of phase by 180◦ at the target frequencies.

In order to coincide with the two frequencies of the balun, an ordinary dipole is changed to a CRLH

structure where a negative phase and a positive phase are generated at 2.4 and 5.2 GHz as the resonance

condition of the dipole. The size does not grow, since the negative phase occurs at the lower frequency.

The two bands of the dipole are fed by the balanced currents from the CRLH balun. This enables

the cascaded blocks to radiate the far-field wave omni-directionally at the two frequencies with the

acceptable antenna gains greater than −1 dBi, despite the error in the experiment due to the manual

soldering of cabling as a major reason and the dielectric constant deviating from the vendor’s data as a

minor one.
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Abstract: Electric discharges in high-voltage power distribution systems can be localized through

their electromagnetic signature in the radio-frequency range. Since discharges produce series of short

pulses, the corresponding spectrum usually covers wide frequency ranges, typically up to 1 GHz.

In this paper, we propose an ultra-wide band (UWB) antenna system and a direction-finding (DF)

approach based on using energy-based descriptors, instead of classical frequency-domain parameters.

As an antenna system, we propose a dual-padlock configuration with a suitable pulse-matched

response, featuring two unbalanced outputs. The proposed antenna system was successfully validated,

both by simulations and measurements.

Keywords: ultra-wide band antennas; energy-based antenna descriptors; pulsed sources;

direction finding

1. Introduction

Ultra-wide band applications generally include radar, communications, and direction-finding

systems. Direction finding usually deals with electromagnetic source localization, including electric

sparks in a power distribution system, based on their electromagnetic signature [1].

There are two types of direction-finding methods: amplitude based, and phase-based methods [2].

Specific algorithms can be applied on signals received from antenna arrays, in order to provide accurate

direction finding [3].

The simplest amplitude-based method of DF consists in analyzing the received voltage after

a mechanical rotation of a directional antenna, considering it as a reference of the source direction.

The bearing is then found on a scale placed on the receiving antenna. In that case, the received voltage

is displayed as a function of the rotation angle. By using two directional antennas and computing

the sum and difference of the received signal amplitudes, one can extract the source bearing without

rotating the antenna system [4].

Another amplitude-based technique consists of comparing the signal amplitudes from two

orthogonal receiving antennas, in order to find the angle of arrival (AoA) [2]. The method is known as

the amplitude comparison technique.

Phase-based approaches include both interferometry and Doppler direction finding [2,4].

Interferometers use antenna arrays in order to find the source direction from the phase differences

between the signals received on each antenna. Conversely, a Doppler direction finder compares the

phase of the received signal to that of a reference signal with the same central frequency, provided

that the radiation pattern is steered either mechanically or electrically, and the frequency modulation

occurs on the received signal due to the Doppler effect.
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By using antenna arrays, multiple source localization is possible as well [5]. Algorithms for

the direction of arrival estimation in the near-field zone with a vector sensor array are proposed

in [6]. Moreover, direction and polarization can be extracted, by using improved algorithms for data

processing [7].

Several types of radiating systems can be used for direction finding purposes. A direction-finding

technique with generic, band limited vector sensors able to discriminate all the six field components is

presented in [8]. However, most of the narrow-band designs need only three antennas [9] e.g., one dipole

and two orthogonal loops [4]. Three collocated, orthogonal loops can be used instead; wideband

operation is made possible by using impedance matching units [10]. A more general analysis covering

all possible three-antenna configurations is conducted in [11].

Vector sensor radiating systems including thick wire loops can be used for a fractional bandwidth

in the order of 1.5 [12]. Other approaches are based on using dual-band vector sensors in order to

provide broadband operation [13]. Moreover, multiband antenna systems can actually be used to

localize specific sources, e.g., mobile phones [14]. Planar, spiral shape antennas can provide a more

compact solution with a fractional bandwidth figure of around 5 [15,16]. A four-port ultra-wide

band (UWB) configuration exhibiting a fractional bandwidth figure of 2 is proposed in [17]. It should

be emphasized that multimode antennas have recently been proposed [18], as an alternative to

multi-element radiating systems.

As opposed to other direction-finding methods that require large antenna arrays [19], the amplitude

comparison technique is based on an antenna system consisting of only two orthogonal loop-type

radiators; annular shapes would grant good performance across an ultra-wide band. Since asymmetrical

feed lines are generally used in practice, a monopole type antenna might be preferred. However,

most of the ring-type monopoles do not preserve the radiation properties of a loop, as they are not

actually fed as a loop, but as any other monopole [20,21].

Electric discharges in power distribution systems can generally be modeled as random series

of UWB monocycle pulses, with a shape quite similar to the first derivative of the Gauss pulse.

Classical narrow band direction finding methods would not lead to an accurate AoA estimation for

such electromagnetic sources.

In this paper, we propose a novel UWB antenna system for spark detection and localization

in power distribution systems. It consists of two identical, orthogonal padlock-shaped (half-ring)

antennas. As opposed to other similar systems [22], each antenna can be asymmetrically driven by

using a coaxial cable. This is an advantage over traditional UWB rings which would require an UWB

balun. The antenna system was designed to operate with pulses, with a spectrum centered on 250 MHz.

The system exhibits very good energy-based figures and an excellent agreement between simulated

and measured results can be noted. In order to better quantify the mutual coupling between two

UWB antennas with pulsed excitation, we introduced a new descriptor that we called energy-based

coupling coefficient. We also show that such a parameter is more relevant to pulsed applications than

transmission scattering parameters.

In the last section of our work, we propose a direction-finding methodology using the dual

padlock antenna. The methodology combines angle averaging and time gating for a better accuracy.

2. Antenna System Design Energy Based Descriptors

The simplest design for amplitude comparison direction finding requires a system of antennas,

comprising two vertically oriented loop antennas (ring-shaped), orthogonally arranged, and a “sense”

antenna (omnidirectional) used to resolve the “front-back” ambiguity [4].

It has previously been shown [22] that the direction finding of UWB sources can be performed

by using the amplitude comparison method, without a sense antenna. In that case, pulse polarities

on the orthogonal ring type antenna system show the quadrant of the source direction. Moreover,

in the case of spark localization within power plants, the half-space of the incoming wave is usually a

priori known.
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Thus, the radiating system will only consist of two orthogonal loop elements. Each loop should

present a radiation pattern with two lobes over the most of the frequency band, while its nulls are

in the antenna plane. For the application under consideration, the polarization of interest is the

horizontal one.

The main disadvantage of loop antennas is the balanced input when fed through symmetrical

transmission lines. Ultra-wide bandwidth baluns are generally difficult to design and manufacture.

In a previous paper [23], we proposed an innovative ultra-wideband, half-ring antenna system

sensitive to horizontally polarized electromagnetic field generated by sparks in power plants and

energy distribution systems. The novel UWB antenna system has two unbalanced inputs. The excitation

of our design was inspired from that used for a folded monopole antenna, i.e., one end of the half ring is

connected to the ground plane, and the other one to the inner conductor of the coaxial line. As opposed

to folded monopole antennas, our design uses a vertical ground plane since planar antennas are

technologically preferred.

The system consists of two identical axially crossed “padlock” shaped antennas, as in Figure 1.

Thus, the antenna system will retain the advantages of the loop antenna, but can be fed by an

asymmetrical coaxial line.

 
 

(a) (b) 

Figure 1. Proposed antenna design: (a) Simulation design; (b) Experimental antenna. [23].

The size of the radiating elements depends on the spectrum of the input pulses generated by

the electric discharges. In most cases, the waveform of such a pulse can be assimilated to the first

derivative of the Gaussian function presented in Figure 2.

 

(a) (b) 

Figure 2. First derivative of a Gaussian function: (a) waveform; (b) spectrum.
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The reflection coefficient in the frequency domain, Γ(ω), is defined as the ratio between the

complex amplitudes of the reflected wave and forward wave at the input of the antenna feed line.

The time-domain reflection coefficient is found by applying an inverse Fourier transform,

γ(t) = F −1{Γ(ω)
}

. The instantaneous reflected voltage at the source can be expressed as a convolution,

vr(t) =

(

vg0 ∗ γ
)

(t)

2
(1)

where vr(t) is the instantaneous reflected voltage at the source and vg0(t) is the instantaneous

electromotive force of the pulse source. It should be noted that a known, time-domain reflection

coefficient, γ(t) gives the reflected output signal for any input signal.

When transmitting or receiving pulsed signals energy-based descriptors should be used instead

of classical, frequency-domain antenna parameters [24]. In order to quantify the energy balance at

the antenna input, two suitable energy parameters have been defined [25,26]: the pulse reflection

coefficient and the pulse matching ratio, respectively.

The pulse reflection coefficient, g is defined as the square root of the ratio between the energy of

the reflected signal and the energy of the forward signal:

g =

√

Reflected signal energy

Forward signal energy
=

RMS(vr)

RMS
( vg0

2

) = 2

√

√

√

√

√

∫

supp vr(t)
vr

2(t)dt
∫

supp vg0(t)
vg0

2(t)dt
=2

√

ℜv,vr(0)

ℜvg0,vg0
(0)

, (2)

In (2), supp vr(t) and supp vg0(t) are the temporal supports of the instantaneous reflected voltage

and instantaneous electromagnetic force, respectively; the corresponding autocorrelation functions are

denoted byℜvr,vr(0) andℜvg0,vg0
(0).

As the frequency-domain reflection coefficient, g has a subunitary magnitude; a null would

correspond to a perfect matching. It should be highlighted that the pulse reflection coefficient is

always defined for a given waveform of the excitation. Moreover, it can be shown that g = |Γ| for

sinusoidal signals.

The pulse matching ratio, s [25] is an energy-based descriptor similar to the frequency- domain

voltage standing wave ratio (VSWR),

s =
1 + g

1− g
(3)

The value of this parameter is greater than or equal to 1; a perfect matching is expressed by a

s = 1. As with other energy-based figures of merit, this parameter is also defined for a given waveform

of excitation.

The antenna impulse response is a function of time that characterizes the antenna as a linear

system. The input parameter can be the input voltage of a transmitting antenna. The output figure is

usually derived from the electric far-field by compensating the propagation effects, i.e., attenuation

and delay [4]. The electric far-field can be written as:

[

vg ∗ ht(r̂)
]

(t) = rE(r, t + r/c0), (4)

where vg(t) is the voltage across the antenna input, ht(r̂, t) is the impulse response of the transmitting

antenna, which is proportional to its effective height [27], and E(t) is the far, electric field.

The energy gain is an important figure of merit in terms of ultra-wide band radiation, defined

as [28]:

G(r̂) =
4π Energy radiated per unit solid angle (r̂)

Total radiated energy
=

16πZ0

η

ℜet(r̂) ,et(r̂)
(0)

ℜvg0,vg0
(0)

, (5)
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where η is the free space wave impedance, and

et(r̂, t) = rE(r, t + r/c0), (6)

where r is the position vector of the field point, r̂ is the unit vector of the corresponding direction,

and c0 is the speed of light.

A new energy-based parameter would be necessary in order to better quantify the mutual coupling

for a given activation waveform. An energy-based coupling coefficient can be computed as:

c =

√

Transmitted (output) energy

Forward (input) energy
=

RMS(ν)

RMS
(

νg

2

) = 2

√

√

√

√

√

∫

supp ν(t)
ν2(t)dt

∫

supp νg(t)
vg

2(t)dt
=2

√

ℜν,ν(0)

ℜνg,νg(0)
, (7)

where ν(t) is the output waveform, νg(t) is the input waveform, and ℜνg,νg , ℜν,ν are the

autocorrelation functions of the input and output signal, respectively.

3. Proposed Direction-Finding Methodology

The shape of the traditional radiation patterns changes from one frequency to another and the

nulls do not always occur on the right direction. For antennas with a pulsed excitation, energy-based

radiation patterns can be drawn up from the energy gain, defined as in (5).

The antenna system was designed for an excitation proportional to the first derivative of the

Gauss function, as in Figure 2. Its spectrum is centered on 250 MHz. The energy radiation patterns for

both antennas are shown in Figure 3 when applying the above excitation successively on each antenna.

𝐫𝐫 𝐫𝐫�𝑐𝑐0
𝑐𝑐 �Transmitted output energyForward input energy RMS νRMS�ν𝑔𝑔2 � � ∫ ν2 𝑡𝑡 𝑑𝑑𝑡𝑡supp ν 𝑡𝑡∫ 𝑣𝑣𝑔𝑔2 𝑡𝑡 𝑑𝑑𝑡𝑡supp ν𝑔𝑔 𝑡𝑡 � ℜν ν 0ℜν𝑔𝑔 ν𝑔𝑔 0ν 𝑡𝑡 ν𝑔𝑔 𝑡𝑡 ℜν𝑔𝑔 ν𝑔𝑔 ℜν ν

(a) (b) 

𝜑𝜑𝜑𝜑
ideal −1 𝐴𝐴1𝐴𝐴2 −1 𝐹𝐹1𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝜑𝜑𝐹𝐹2𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝜑𝜑𝐴𝐴1 𝐴𝐴2 𝐹𝐹1𝑖𝑖𝑑𝑑𝑖𝑖𝑖𝑖𝑖𝑖 𝐹𝐹2𝑖𝑖𝑑𝑑𝑖𝑖𝑖𝑖𝑖𝑖

𝐹𝐹1𝑖𝑖𝑑𝑑𝑖𝑖𝑖𝑖𝑖𝑖 𝜑𝜑 𝜑𝜑

Figure 3. Energy-based pattern diagram: (a) First antenna; (b) Second antenna.

The nulls of the energy-based radiation patterns occur at ϕ = 90◦ and 270◦ for the first antenna,

and ϕ = 0◦ and 180◦ for the second antenna. An ideal vector sensor consists of two antennas, one

with a sine, and the other with a cosine shaped pattern diagram [22]. The angle of arrival can be

expressed as the ratio between the signal amplitude at the first antenna output and at the second

antenna output, respectively:

AoAideal = tan−1 A1

A2
= tan−1

Fideal
1

(ϕ)

Fideal
2

(ϕ)
, (8)

287



Sensors 2020, 20, 4695

where A1, A2 are the received signal amplitudes and Fideal
1

, Fideal
2

are the ideal radiation characteristics, i.e.,

Fideal
1 (ϕ) =

∣

∣

∣sinϕ
∣

∣

∣, (9)

Fideal
2 (ϕ) =

∣

∣

∣cosϕ
∣

∣

∣. (10)

As shown in Figure 3, the real energy-based radiation patterns are not proportional to the sine

and cosine of the angle of incidence, respectively. By defining

R(ϕ) =
A1

A2
=

Freal
1

(ϕ)

Freal
2

(ϕ)
, (11)

The AoA is then found,

AoAreal
� R−1

(

A1

A2

)

. (12)

Figure 4 presents a comparison between the real and ideal radiation characteristics.

𝐹𝐹2𝑖𝑖𝑑𝑑𝑖𝑖𝑖𝑖𝑖𝑖 𝜑𝜑 𝜑𝜑
𝑅𝑅 𝜑𝜑 𝐴𝐴1𝐴𝐴2 𝐹𝐹1𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖 𝜑𝜑𝐹𝐹2𝑟𝑟𝑖𝑖𝑖𝑖𝑖𝑖 𝜑𝜑

real ≅ 𝑅𝑅−1 �𝐴𝐴1𝐴𝐴2�

𝑅𝑅 𝜑𝜑
Figure 4. Ratio between RMS of the received signals.

As Figure 4 shows, computing the AoA by simply evaluating the arctangent of the signal ratio

would lead to errors. Since R(ϕ) may not result in an analytical form, its inverse can be computed by

using a lookup table.

4. Results: Antenna System

The measuring setup (Figure 5) for the frequency-domain gain consists of the antenna system

under test, a calibrated antenna, and a vector network analyzer.

Since we measured an ultra-wide band radiating system, an anechoic chamber was not necessary.

An inverse Fourier transform was performed on the measured data, and the result was windowed in the

time-domain, as the system response was short enough compared to the shortest indirect propagation

path. Figure 6 gives a sample of time-domain response before (a) and after (b) windowing. In Figure 6a,

one can easily discriminate the system response from the effect of the multipath propagation.
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𝐹𝐹2𝑖𝑖𝑑𝑑𝑖𝑖𝑖𝑖𝑖𝑖 𝜑𝜑 𝜑𝜑
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real ≅ 𝑅𝑅−1 �𝐴𝐴1𝐴𝐴2�
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Figure 5. Measuring setup [23].

(a) (b) 

𝑆𝑆
𝑃𝑃𝑟𝑟𝑃𝑃𝑡𝑡 𝐺𝐺𝑡𝑡𝐺𝐺𝑟𝑟 � 𝜆𝜆4𝜋𝜋𝑑𝑑�𝑑𝑑 𝐺𝐺𝑡𝑡𝐺𝐺𝑟𝑟 𝑅𝑅0 Ω
𝑆𝑆21 𝑉𝑉2𝑉𝑉𝑔𝑔

�𝐺𝐺𝑡𝑡𝐺𝐺𝑟𝑟 𝜋𝜋𝑑𝑑 ∙ 𝑆𝑆21𝜆𝜆 − 𝑆𝑆22 ∙ � 𝑅𝑅0𝑅𝑅𝑖𝑖2 𝑓𝑓 ∙ − 𝑆𝑆11 2𝑅𝑅𝑖𝑖2 𝑓𝑓
𝐺𝐺𝑟𝑟 𝐺𝐺𝑡𝑡 � 𝜋𝜋𝑑𝑑𝜆𝜆 �2 𝑅𝑅0𝑅𝑅𝑖𝑖2 𝑓𝑓 𝑆𝑆21 2− 𝑆𝑆22 2 − 𝑆𝑆11 2

Figure 6. Time-domain response: (a) before windowing; (b) after windowing [23].

In order to find the antenna gain from the measured S parameters, we evaluate the ratio between

the received and transmitted power with the Friis formula:

Pr

Pt
= GtGr

(

λ

4πd

)

, (13)

where d is the distance between the two antennas, Gt is the gain of the calibrated (transmitting) antenna

and Gr is the gain of the measured (receiving) antenna.

By assimilating the entire setup to a two-port device terminated on R0 = 50 Ω, as shown in

Figure 7, the transfer function can be written as:

S21 =
2V2

Vg
(14)

𝑆𝑆
𝑃𝑃𝑟𝑟𝑃𝑃𝑡𝑡 𝐺𝐺𝑡𝑡𝐺𝐺𝑟𝑟 � 𝜆𝜆4𝜋𝜋𝑑𝑑�𝑑𝑑 𝐺𝐺𝑡𝑡𝐺𝐺𝑟𝑟 𝑅𝑅0 Ω
𝑆𝑆21 𝑉𝑉2𝑉𝑉𝑔𝑔

�𝐺𝐺𝑡𝑡𝐺𝐺𝑟𝑟 𝜋𝜋𝑑𝑑 ∙ 𝑆𝑆21𝜆𝜆 − 𝑆𝑆22 ∙ � 𝑅𝑅0𝑅𝑅𝑖𝑖2 𝑓𝑓 ∙ − 𝑆𝑆11 2𝑅𝑅𝑖𝑖2 𝑓𝑓
𝐺𝐺𝑟𝑟 𝐺𝐺𝑡𝑡 � 𝜋𝜋𝑑𝑑𝜆𝜆 �2 𝑅𝑅0𝑅𝑅𝑖𝑖2 𝑓𝑓 𝑆𝑆21 2− 𝑆𝑆22 2 − 𝑆𝑆11 2

Figure 7. Equivalent two-port circuit.
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By using the Friis formula and taking into account the impedance mismatch at each antenna [29]

√

GtGr =
4πd·|S21|
λ |1− S22|

·
√

R0

Ra2( f )·
(

1− |S11|2
) (15)

where Ra2( f ) is the radiation resistance of the antenna under test.

Consequently, the gain of the antenna under test is

Gr =
1

Gt

(

4πd

λ

)2
R0

Ra2( f )

|S21|2

|1− S22|2
(

1− |S11|2
) (16)

where S21 is the Fourier transform of the impulse response, after windowing the signal.

The S parameters of the proposed antenna system are presented in Figures 8 and 9. The simulated

results (in blue) are compared to measured results (in red).

𝑆𝑆21𝑆𝑆

 
(a) (b) 

− −

−
−

−
−

𝜃𝜃

Figure 8. Reflection coefficients: (a) First antenna; (b) Second antenna [23].

𝑆𝑆21𝑆𝑆

− −

−
−

−
−

𝜃𝜃

Figure 9. Transfer function between the two padlock antennas [23].

A very good agreement can be noted between the measured and simulated transmission

parameters; conversely, there are some discrepancies between the simulated and measured reflection

parameters. Those discrepancies are mainly due to the lack of accuracy of our simulator for modeling

the excitation. The measured reflection coefficient is actually better than that resulting from simulation,

as its magnitude is below −10 dB between 700 MHz and 1.4 GHz, and below −5 dB between 500 MHz

and 2.2 GHz.

290



Sensors 2020, 20, 4695

The magnitude of the transmission coefficient reaches a global maximum of−8 dB around 100 MHz

and a local maximum of −10 dB around 1 GHz. That figure might not be satisfying for narrow band

applications at such frequencies; the mutual coupling is quite high and that would impinge on the

orthogonality. However, for pulsed waveforms, the mutual coupling should be assessed in straight

correlation with the spectral power density of the signal.

Energy-based descriptors are actually more relevant for pulsed applications than

frequency- domain parameters. For our antenna system, and for the first derivative of a Gauss

function (Figure 2), as an excitation with a spectrum centered on 250 MHz, we found g = −5.51 dB and

s = 3.2567, respectively. The energy-based coupling coefficient is −17.86 dB.

In order to measure the energy-based gain, the antenna was rotated horizontally with an angular

pitch of 10◦. Figure 10 presents the energy-gain pattern diagrams for each padlock antenna versus

simulated gain. The diagrams were plotted for θ = 90◦ and horizontal polarization.

Figure 10. Energy gain pattern diagram [23].

A very good agreement between simulations and measurements can be noted. There are deep

extinctions of the pattern diagrams in the plane of each antenna, which makes the proposed system

appropriated to UWB direction finding purposes.

5. Results: Direction Finding Approach

In order to validate our UWB direction finding approach, we utilized a setup consisting of the

padlock antenna system, a calibrated biconical antenna and a vector network analyzer (Figure 11).

We measured two transfer functions, i.e., between the probe antenna and each padlock radiator,

with the calibrated antenna placed successively in a matrix of 25 positions, as in Figure 12.

 

Figure 11. Direction finding approach: measurement setup.
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Figure 12. Matrix of measuring positions.

The measurements were performed in a multipath environment. In practice, such a matrix of

measuring points would correspond to an average based methodology of direction finding with the

aim to reduce the effect of the multipath propagation [30]. That is, one can take the middle row in

Figure 12, as successive positions of the electromagnetic source to be found. The columns would

actually be successive positions of the padlock antenna, and the measured azimuth angles in one

column are subject to averaging, in order to accurately estimate the AoA. Additionally, a time domain

gating is performed on each received waveform, in order to further improve the accuracy.

It should be noted that, when measuring the transfer function of one radiator, the other one was

terminated on a 50 ohm load.

In Figure 13, we show the waveforms of the signals received on the two padlock radiators for the

middle (reference) row in the matrix of measuring positions.

 

Figure 13. Waveforms of the received signals: middle (reference) row.
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We computed the ratio between the RMS of the two received waveforms for each measuring

position, and compared them to the simulated results in Figure 4. The comparison is shown in

Figure 14.

𝝋𝝋𝒊𝒊𝒊𝒊 ° 𝒊𝒊 −𝟐𝟐 𝒊𝒊 −𝟏𝟏 𝒊𝒊 = 𝟎𝟎 𝒊𝒊 = 𝟏𝟏 𝒊𝒊 = 𝟐𝟐𝑖𝑖 −2 −1 −2𝑖𝑖 −1 −1 −2𝑖𝑖 0 −1 −2𝑖𝑖 1 −1 −2𝑖𝑖 2 −1 −2

𝝋𝝋� 𝒊𝒊𝒊𝒊 °  𝒊𝒊 −𝟐𝟐 𝒊𝒊 −𝟏𝟏 𝒊𝒊 = 𝟎𝟎 𝒊𝒊 = 𝟏𝟏 𝒊𝒊 = 𝟐𝟐𝑖𝑖 −2 −1 −2𝑖𝑖 −1 −3 −1 −2𝑖𝑖 0 −1 −1 −1 −2𝑖𝑖 1 −1 −2 −2𝑖𝑖 2 −7 −1 −1 −2

𝜀𝜀𝚥𝚥� 𝑁𝑁 � �𝜑𝜑�𝑖𝑖𝑖𝑖 − 𝜑𝜑0𝑖𝑖�𝑁𝑁
𝑖𝑖=−𝑁𝑁

𝒊𝒊 −𝟐𝟐 −𝟏𝟏 𝟎𝟎 𝟏𝟏 𝟐𝟐𝜀𝜀𝚥𝚥�

Figure 14. Ratio between RMS voltages of the received signals as a function of azimuth angle: measured

and simulated results.

Real and estimated azimuth angles are given in Tables 1 and 2, respectively.

Table 1. Real azimuth angles.

ϕij [◦] j = −2 j = −1 j = 0 j = 1 j = 2

i = −2 24.21 12.67 0.00 −12.67 −24.21

i = −1 23.15 12.07 0.00 −12.07 −23.15

i = 0 22.17 11.52 0.00 −11.52 −22.17

i = 1 21.27 11.01 0.00 −11.01 −21.27

i = 2 20.43 10.55 0.00 −10.55 −20.43

Table 2. Estimated azimuth angles.

ϕ̂ij [◦] j = −2 j = −1 j = 0 j = 1 j = 2

i = −2 25.20 16.20 1.80 −14.40 −23.40

i = −1 19.80 9.00 −3.60 −19.80 −21.60

i = 0 14.40 −10.80 −10.80 −16.20 −23.40

i = 1 12.60 5.40 −1.80 −21.60 −27.00

i = 2 18.00 −7.20 −10.80 −19.80 −23.40

A mean error figure can be evaluated for each direction as

ε j =
1

2N + 1

N
∑

i=−N

(

ϕ̂i j −ϕ0 j

)

(17)
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The error vector is shown in Table 3. The resulting overall mean error is 5.32◦.

Table 3. Azimuth mean error vector.

j −2 −1 0 1 2

ε j [◦] 4.17 9.00 5.04 6.84 1.59

6. Conclusions

We introduced a new dual padlock antenna designed for UWB applications, namely for spark

localization within power plants and distribution systems. The antenna system was conceived for an

amplitude comparison method. The main advantage over other loop-type antennas for direction finding

consists of an unbalanced input that makes it possible to use asymmetrical feed lines without inserting a

balun. The antenna system was simulated and then manufactured and measured. The characterization

was performed by using both frequency-domain parameters and energy-based descriptors, such as

pulse reflection coefficient, pulse matching ratio, energy gain and the energy-based coupling coefficient

that we have presented in a separate section.

A good agreement between measured and simulated data could be noted. For the first derivative

of a Gauss function, as an excitation with a spectrum centered on 250 MHz, we found a pulse matching

ratio of 3.2567, and an energy-based coupling coefficient of −17.86 dB. The energy pattern diagrams for

θ = 90◦ and horizontal polarization have deep nulls in the planes containing each antenna, which makes

our system appropriated to direction finding.

The proposed direction-finding approach was validated by locating a calibrated antenna

successively placed in a matrix of 25 positions.

We found an overall, mean absolute error of 5.32◦. The discrepancies between simulated and

measured azimuth error are mainly due to the finite bandwidth of the measured transfer functions that

results in ripples before and after the time support of the received signals that contribute to the RMS.

We should point out that monitoring electric sparks is based on random signals. Consequently,

moving the padlock antenna away from the electromagnetic source may result in received signals with

a spectral power density below the noise level for some measuring positions. Detection and locating

may be improved by using a collaborative system [31,32], with several padlock antennas rather than

one antenna scanning.
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Abstract: This work presents the design for an antenna element that can be used in radio arrays for

the monitoring and detecting of radio emissions from cosmic particles’ interactions in the atmosphere.

For these applications, the pattern stability over frequency is the primary design goal. The proposed

antenna has a high gain over a relative bandwidth of 88%, a beamwidth of 2.13 steradians, a small

group delay variation and a very stable radiation pattern across the frequency bandwidth of 110 to

190 MHz. It is dual polarized and has a simple mechanical structure which is easy and inexpensive

to manufacture. The measurements show that the ground has insignificant impact on the overall

radiation pattern.

Keywords: wideband antenna; VHF; cross polarized; array element; radio detection; cosmic rays

1. Introduction

The highest energy cosmic particles come from outside our solar system and their observation

leads to a better understanding of the highest energetic processes across the Universe. Their detection

is the subject of several radio experiments: CODALEMA in France [1], LOPES in Germany [2], LOFAR

in Holland [3] and AERA in Argentina [4]. The work presented here is aimed to be useful for future

planned experiments [5].

Depending on the cosmic particles’ energy level and mass, direct and indirect detection methods

are used [6] for their detection. The indirect detection principle relies on the interactions that produce

a broadband electromagnetic field in the radio frequencies. The radiation is coherent from frequencies

ranging from a few MHz to up to few GHz [7]. The electromagnetic field is measured with networks

of antennas and based on results the characteristics of the primary particle, which are retrieved with

digital beamforming techniques [6]. In most applications, the VHF band is used because of the radio

interferences in the UHF bandwidth.

The radio interferometer has specific requirements for the array element design. In order to have

a wide scanning beam pattern, the array element has to have a low directivity and a wide beamwidth.

At frequencies lower than 100 MHz, the natural cosmic background noise (manly coming from our

galaxy) is high, thus, a high antenna gain/efficiency is not necessary [8]. Nevertheless, at higher

detection frequencies, the antenna gain and bandwidth limit the sensitivity of measurements thus

become a crucial part of the array’s design [6].

Given the number of elements in the array, the very large physical size of the network and

the outdoor placement of antenna, the manufacturing and mechanical stability of each element is

important and must be addressed early in the design process.
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To limit the uncertainty in the reconstruction process, the array element pattern must be as stable

as possible over observation angles and frequency band [6] (a stable antenna pattern facilitates the

calibration procedure and the data post-processing). Each antenna should measure two orthogonal

components of the electrical field [6], and this is why in this paper, a dual polarized antenna

is addressed.

In previous experiments, different antenna designs were implemented and tested [6,9]. Among them,

one worth mentioning is the short aperiodic loaded loop antenna (SALLA) [8] used in the Tunka–Rex

experiment [10]. Although it is an inexpensive and easy-to-deploy antenna, the trade off is the narrow band

pattern stability and the high dependence on the ground’s conductivity, which can vary significantly [7].

The same drawbacks appear in V-shape dipoles that were used in LOPES, LOFAR and CODALEMA

experiments.

A Butterfly antenna design with a wide bandwidth and high stable gain was used in CODALEMA

and AERA experiments. However, it is also affected by the ground conditions, which are highly

whether dependent. Finally, the logarithmic periodic dipole antenna used in AERA (LPDA) has

the advantages of both a wide bandwidth and a good gain. However, it is the most expensive to

manufacture and deploy, and also susceptible at winds due to its height. In addition, it has a variable

group delay that distorts the wideband cosmic ray pulse, which affects the reconstruction process.

An analysis of radio frequency interference [4] pointed out that the band of 110 to 190 MHz is

relatively free of interferences and could replace or complement the already existing experiments below

100 MHz [6]. The work presented here addresses this design challenge. The solution has been chosen

on the considerations of the largest possible bandwidth and stability of the radiation pattern over the

band of interest for all observation angles. Practical consideration was given to the manufacturing cost

and, more important, the ground reflections. Compared to other available models, the proposed array

element has a stable radiation pattern and a low variation of the group delay over a larger relative

bandwidth, but also a higher gain.

This paper is organized as follows: the next section briefly describes the design of the antenna

(proposed and detailed in [11]) and introduces the new manufactured prototype. The following

section presents the free-space antenna measurement method, the experimental results obtained (all

in good agreement with simulations), together with the influence of the ground on the radiation

pattern and the determination of group delay variations over incoming direction and frequencies.

The last part summarizes the work and highlights the improvements compared to solutions adopted

in other experiments.

2. Design Considerations and Prototype

The bow-tie antenna was chosen as a basic starting point for this work because of its mechanical

simplicity. Such an antenna exhibits a good bandwidth and a wide beamwidth [6,12].

Due to the large physical size of the radiating elements (necessary at such frequencies) one of the

main concerns was related to the high winds at which the antenna was exposed. A practical solution

was the usage of aluminum mesh for the construction of the radiating elements. However, the mesh

must be mounted on a solid metallic frame to prevent gravitational deformation and this could affect

the radiation properties of the antenna. Another solution was designing the radiating elements as

a grid of metallic bars. Both solutions had the disadvantage of a much higher manufacturing cost,

especially when considering the large number of antennas required in arrays for radio detection

of cosmic particles. Considering all these limitation, we preferred to use aluminum sheets for the

radiating elements and position the antenna as close as possible to the ground to make it more resistant

at high winds. A cut-off was inserted in the radiating elements to lower the wind resistance, to lower

weight and also to limit the higher order modes.

To avoid the effect of the ground reflection, a metallic plate was inserted between the radiating

element and the actual ground, as illustrated in Figure 1. One of the dual polarized elements was

oriented along the x axis (corresponding to the φ = 0◦) whereas the other element was oriented

298



Sensors 2020, 20, 4351

perpendicular, along the y axis (i.e., φ = 90◦). The zenith (i.e., θ = 0◦) is along the positive z axis.

The exact dimensions of the radiating elements are shown in Figure 2 [11].

Figure 1. The simulated model of the proposed antenna, including the mounting on the ground.

The feeding point is represented with red. The direction of the zenith is indicated [11] © 2018 IEEE.

Figure 2. The dimensions of the radiating elements [11] © 2018 IEEE.

The prototype is presented in Figure 3 and has an the overall height of less than 1 m. For the

prototype, common construction materials were used: the radiating elements were plasma cut from

a 2 mm thick aluminum sheet. The antenna was attached to the ground plate (a 3 mm thick aluminum

square plate with a side of 1.4 m) using 15 mm diameter copper pipes and inserts. Holes in the

ground plane and radiating elements were cut and threaded for easy assembly of the antenna. Usually,

the dimensions of the metallic plate should exceed the dimensions of the antenna with λ/4 [13],

however, large conductive plates also increase the edge effects. Decreasing the size of the metallic

plate will degrade the peak gain at lowest frequencies and increase the back lobes towards the ground

making it more susceptible to the conductivity of the ground. The final design represented the best

compromise in terms of directivity pattern of the antenna and input reflection coefficient.
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Figure 3. The antenna prototype: feeder (a) and a caption during measurements (b). The position

of the feeding inner conductor of the coaxial cable is illustrated with red (a). The inner conductor is

soldered on one blade and the outer conductor on the other, similar to [12] © 2012 IEEE.

3. Results

3.1. Simulation Results

The numerical model of the antenna (with the metallic ground plane) was simulated with

a commercial finite difference time domain electromagnetic solver, CST 2016. The first point of interest

was the influence of the soil, so we performed simulations over an infinite ground plane with a finite

conductivity in the 0.001 S/m–0.2 S/m interval [14] to cover different possible humidities of the soil.

Figure 4 presents comparative results at 110 MHz for σ = 0.001 S/m and σ = 0.2 S/m. At higher

frequencies, the effect of the ground was even smaller due to the larger electrical distance between the

antenna and ground. It can be concluded that the influence of the soil’s conductivity on the radiation

pattern is not higher than 0.3 dBm, thus, practically negligible.

Figure 4. Variations in the elevation plane of the antenna situated on an infinite ground plane with

different conductivities (σ = 0.001 S/m is represented with blue line and σ = 0.2 S/m with orange).

Results are obtained at a frequency of 110 MHz, for an azimuth angle of φ = 0◦.
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As mentioned in the first section, a stable pattern over the frequency range of interest is mandatory

for an accurate detection and estimation of the wideband pulse generated by the incoming cosmic

particles. Figures 5 and 6 show the variation of the gain with frequency in two azimuth perpendicular

planes for the radiating element positioned along the x axis. Due to symmetry reasons, both elements

(in x and y directions) had identical behavior.

Figure 5. Radiation pattern in the elevation plane at different frequencies for the element along the x

axis (cut in the φ = 0◦ plane).

Figure 6. Radiation pattern in the elevation plane at different frequencies for the element along the x

axis (cut in the φ = 90◦ plane).

Depending on the frequency of interest, the half power beamwidth in one plane was around 70◦

(Figure 5) and around 100◦ (Figure 6) in the other perpendicular one. An anti-resonance effect can

be observed in Figure 6, around 300 MHz: the gain towards zenith is decreased due to the in-phase

summation of the direct and reflected component by the metallic ground. However, in the 110–190 MHz

band of interest the pattern is fairly stable, with variations of less than 1 dB.
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In order to measure the incoming wideband field without distortions, the antenna should have

a small variation of the group delay across the entire band of interest. The group delay itself is very

important parameter as wavefront measurements totally relay on it.

The simulated group delay characteristic of the proposed antenna is presented in Figure 7 for

various incoming zenith angles. The variation of the group delay is less than 2.5 ns at each frequency

of simulation. This is a very important improvement compared to other experiments that shown a

80 ns variation [6]. Similar results are observed for other azimuth angles.

Figure 7. Simulated group delay variation in the elevation plane ( φ = 0◦).

The variation of the group delay with frequency is shown in Figure 8 (for the zenith incoming

direction). Similar results are observed for other angles. Results from other experiments shown a

variation of about 100 ns for Small Black Spider antennas, 25 ns for Butterfly antennas and about 10 ns

for Salla antennas [9].

Figure 8. Simulated group delay variation with frequency for the zenith direction ( φ = 0◦).
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3.2. Experimental Results

Measurements of the radiation pattern were performed in an outdoor environment to meet the

far-field conditions. This requirement arise due to the large dimensions of the antenna that would

otherwise demand usage of a very large anechoic chamber.

The far-field slant elevated range method was adopted [15] to characterize the antenna.

This method allows for transmission-loss free-space measurements of the gain product of two

antennas, when the directive source is at the proper height. The accuracy is limited at ±0.35 dB [15].

The frequency range over which the method was proven to work is from 100 MHz to GHz, for various

antenna types (simple dipoles, horns, etc.) [15].

The measurement setup is presented in Figure 9. A calibrated emitting probe antenna (model

BicoLOG 5070 produced by Aaronia) was fixed onto a 4 m pole outside the window of a building,

approximately 15 m above ground. The pole was inclined at a fixed angle of 45◦. The emitting

antenna is represented as point P in Figure 9). The prototype (device under test, DUT, in Figure 9)

was placed on an elevated platform (the elevated platform is also shown in Figure 2, right side).

The DUT can be inclined at various θ angles values using a wooden support which allows for the

determination of the elevation characteristics of the antenna. Both antennas were connected to a vector

network analyzer (VNA) (from Deviser, model 7300 NA) that allows for the elimination of cable effects

through calibration.

Figure 9. Slant elevated range principle (not at scale). The angle α is fixed at 45◦. The inclination θ of

the platform was varied where the device under test (DUT) was placed.

The realized gain GrDUT( f ) of the antenna under test can be calculated using Equation (1).

It includes the mismatch losses, radiation losses and the directivity of the antenna compared to

an isotropic radiator:

GrDUT( f ) =
GrProbe( f ) ∗ Hest( f )

S21( f )
(1)

where GrProbe( f ) is the realized gain of the antenna and is given by its manufacturer, Hest( f ) is the

estimate of the channel using a reference antenna and S21( f ) is the measured transfer parameter

between the DUT and the probe antenna. The channel estimator was determined for a band of

400 MHz using calibrated antennas (for both emitter and receiver). A time domain gate was also

applied [16] on the measured transfer parameter, and the method and results are carefully presented

in [17]. The gating window introduces a 0.5 dB uncertainty [16].

The prototype antenna was aligned to match polarization of the probe antenna and the DUT

platform was inclined at three elevation angles using a wooden support. The results presented in

Figure 10 show a good agreement with simulation (included for comparison). Even though low

elevation directions show a lower gain, the gain is still higher than the usual requirements for such
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applications (i.e., −10 dB [6]). To eliminate the statistical errors (i.e., positioning errors and polarization

mismatch loss), the measurements were repeated three times and the results in Figure 10 represent the

mean values obtained.

Figure 10. Simulated and measured radiation pattern versus frequency.

The measured input reflection coefficients for the two perpendicular elements of the antenna

are presented in Figure 11. Simulation results are also included in the plot for comparison. In the

simulation, due to the symmetry of the structure, the two ports had a similar performance. The input

reflection coefficient was smaller than −5 dB for the interval of 110 MHz to 190 MHz with a fractional

impedance bandwidth of 88%. The elements also exhibit a good isolation between each other

(i.e., higher than −27 dB).

Figure 11. The simulated and measured S parameters of the prototype antenna.
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To increase the stability of the gain in the band of interest (necessary in the reconstruction process

of particles’ characteristics) a simple L matching network was designed, consisting of a series lumped

capacitor of 25 pF and a shunt wire inductor of 90 nH. An almost constant value of −7 dB is observed

for the input reflection coefficient in Figure 12. The slight decrease at the frequencies around 300 MHz

(i.e., outside the band of interest) is compensated by the decrease in gain thus a stable gain is acquired,

without performance loss.

Around 300 MHz the field radiated by the bow-tie element and its reflection from the metal

plate cancel each other forming an anti-resonance. The effect can be shifted to a higher frequency by

lowering the element’s height.

Figure 12. The simulated and measured S parameters of the antenna with a simple L matching network.

4. Conclusions

In this work, we present the design of an antenna that can be used in an array configuration for

detection and estimation of the electromagnetic radiation produced by cosmic particles that interact in

the atmosphere. The main focus was on the 110–190 MHz frequency range, however, performances of

the antenna were analyzed outside this regime for future possible extensions.

Low loss, lightweight, stable and cheap materials were used in the design, with low manufacturing

complexity. The antenna has a small profile of less than a meter, so wind impact should be minimal.

The influence from the ground was also minimal compared to other available solutions for similar

applications (e.g., CODALEMA, AERA, etc.) [6].

The prototype has a very good bandwidth of 88% with a stable radiation pattern, with a good

agreement between the simulations and measurement results. The performances in terms of the group

delay are excellent, as the group delay is crucial for wavefront measurements and for the beamforming

processes. Since the proposed prototype has a small Q factor, its group delay is small compared with

the LPDA antennas used in previous experiments [6]. The variation of the group delay with frequency

are much less than for Small Black Spider antennas and Butterfly antennas, and comparable with Salla

antennas [9]. The disadvantage of the latter is a lower gain that increases the detection threshold in

terms of cosmic-ray energy by about 30% [6].
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Abstract: Common mode currents on antenna feeders usually occur when feeding a symmetric

radiator through an asymmetric line, or when the ground plane is electrically small. Such currents

may have magnitudes comparable to the feed currents and therefore have a major impact on the

total radiated field. For antenna radiation measurements, both assessment and reduction of the

common mode currents on antenna feeders are crucial. Techniques to discriminate antenna and feeder

radiation are mainly needed for design and optimization purposes. Antenna gain measurements in a

multipath site can be performed by using the distance averaging method. In this paper, we show that

the distance averaging technique can be applied to reduce the effect of common mode currents for

measuring the field radiated by symmetrical antennas. Two measuring configurations are proposed

depending on the number of symmetry degrees of the antenna under test, and a differential approach

for extracting the field created by the common mode currents was also developed. The experimental

validation was performed by measuring a simple wire dipole and a log-periodic dipole array (LPDA)

with a small square loop as a probe, both on the feeder side and on the feeder free side.

Keywords: antenna radiation measurements; common mode current; distance averaging; multipath site;

small antenna; loop probe; log-periodic dipole array

1. Introduction

The radiation originating from common mode currents has been thoroughly studied, mostly on

cables attached to printed circuits boards [1–5]. The purpose of such studies is mainly related to the

electromagnetic compatibility. When feeding symmetrical antennas or electrically small antennas

through asymmetrical transmission lines (e.g., coaxial cables), common mode currents may occur on

the outer conductor of the feeder. Common mode currents should normally be kept at least ten times

smaller than the feed currents, in order to avoid undesirable effects. However, it has been shown [6]

that common mode currents may have magnitudes comparable to the feed currents when the antenna

size is comparable to the ground size or to the feed line length, and therefore have a major impact on

the total radiated field.

For antenna radiation measurements, both the assessment and reduction of the common mode

currents are crucial. However, there are relatively few studies focusing on the contribution to the

307



Sensors 2020, 20, 3893

radiation [7–10] or suppression of common mode currents [11,12]. Some authors have proposed the

replacement of the coaxial cable with optical fiber for eliminating the large distortion associated with

the unwanted radiation from the feed line [13].

In order to obtain accurate measurements of antenna radiation, anechoic chambers with proper

shielding and absorbing material are generally employed to reduce both the interference from the

external environment and the effect of the multiple propagation paths [14].

The electromagnetic field generated by common mode currents is generally measured in a

single-path site such as an anechoic chamber or an open area test site (OATS).

Antenna measurements within a reverberation chamber, semi-anechoic chamber, or even a

non-ideal environment will include the effect of the multipath propagation, which will result

in a distortion of the measured radiation pattern [15]. In such cases, an improvement of the

measuring accuracy can be achieved through removal [16,17] or compensation [18,19] of the

undesired contributions.

Most of the work treating the radiation from common mode currents at a symmetrical antenna

input has focused on characterizing or properly designing a balun [6,20], rather than reducing that

effect by post-processing. However, using a balun in a measuring setup not only increases the cost,

but would also impinge on the global frequency response.

When measuring the radiation of a symmetrical antenna such as a linear dipole, the field measured

over a direction orthogonal to the antenna symmetry axis has a different magnitude on the feeder

side compared to the feeder free side. The difference results from the radiation originating from the

common mode currents. For a symmetrical, directive antenna (e.g., log-periodic dipole array, LPDA),

common mode currents on the feeding line are commonly associated with unwanted phenomena such

as the asymmetry resonance [21–23]. Moreover, the effect of the common mode currents on feed lines

might also be of interest when designing compact LPDAs [24].

We have previously presented [25] a distance averaging method for measuring the antenna gain

in a multipath site. The method basically consists of reducing the effect of the indirect paths based on

the variability of their contributions to the total field compared to the direct path.

In a previous conference paper [26], we introduced a method to reduce the effect of the common

mode currents for measuring the field radiated by symmetrical antennas. Our approach is based

on the distance averaging technique. In this paper, we extend on our previous work as follows:

(1) We propose two different approaches for this technique, depending on the number of the symmetry

degrees of the antenna under test; (2) we present a distance averaging method to extract the effective

area of the loop antenna that we used as a probe; and (3) we develop a differential approach for

evaluating the magnetic field generated by the common mode currents on an antenna feeder.

An experimental validation was performed by measuring a simple wire dipole and a LPDA with

a small square loop as a probe, both on the feeder side and on the opposite side.

2. Impact Reduction of the Common Mode Currents in Antenna Measurements

We considered a typical two-antenna measuring system consisting of a probe antenna (PA)

and an antenna under test (AUT), respectively. As an AUT, we successively used two types of

symmetrical radiators fed through coaxial cables: a two-symmetry degrees antenna (i.e., a dipole)

and a one-symmetry degree antenna (i.e., a log-periodic dipole array). As a PA, we took a small,

square loop antenna.

We designated as the “cable side” the field points in a direction orthogonal to the antenna,

along the feed line. The “antenna side” will include field points in the same direction, but on the cable

free side.

The field on the “antenna side” is entirely due to the radiation of the AUT, conversely, on the

“cable side”, the field is due both to the radiation of the AUT and the cable.
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We propose two different measuring methodologies depending on the number of symmetry

degrees of the antenna under test. When using a simple wire dipole, measurements will be performed

by placing the probe on each side of the antenna (Figure 1).

“cable side”
“antenna side”

On the “cable side”

 

Figure 1. Measuring the methodology for a dipole antenna.

When using the log-periodic dipole array as an antenna under test, measurements are performed

by successively placing the coaxial cable on both sides of the feed point (Figure 2).

 

(a) 

 

(b) 

“cable side”
“antenna side”

On the “cable side”

 

 

Figure 2. Measuring methodology for a log-periodic dipole array (LPDA): “cable side” (a) and “antenna side” (b).
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On the “cable side”, the PA will measure the field created by the antenna and the common mode

currents on the feeder. By placing the coaxial cable in the opposite direction, the loop antenna will only

measure the magnetic field generated by the log-periodic antenna.

For each type of AUT, the effect of the common mode current on the coaxial line can be assessed

by subtracting the field measured at the same distance with the probe placed on the “cable side” and on

the “antenna side”, respectively.

Such measurements are performed at several distances between the antenna under test and the

probe, in order to apply the distance averaging approach [25].

Referring to Figures 1 and 2, the magnetic field measured by the loop on the “cable side”

and “antenna side” can be expressed as

Hcable = Hcm + Hdipole/LPDA, (1)

where Hcm is the magnetic field component generated by the common mode currents and Hdipole/LPDA

is the field component generated by the antenna, activated by the feed currents.

The contribution of the common mode current to the magnetic field can be found as

Hcm = Hcable −Hantenna. (2)

where

Hantenna = Hdipole/LPDA. (3)

where I0 antenna/cable is the probe output current depending on the position of the loop with respect

to the AUT; Ae is the effective area of the loop; η is the free space wave impedance; and R0 is the

normalizing impedance considered as a load at the probe output.

The received power can then be expressed either by integrating the incident wave power density,

Sp over the loop (Figure 3)

Pr = SpAe =
1

2

E2

η
Ae =

1

2
ηH2

cable/antennaAe, (4)

or as the power dissipated into the load at the antenna output,

Pr =
1

2
R0I2

0 cable/antenna. (5)

“cable side”
“antenna side”

“cable side”
“antenna side”

𝐻𝑐𝑚𝐻𝑑𝑖𝑝𝑜𝑙𝑒/𝐿𝑃𝐷𝐴 

𝐼0 𝑎𝑛𝑡𝑒𝑛𝑛𝑎/𝑐𝑎𝑏𝑙𝑒𝐴𝑒 𝜂 𝑅0
𝑆𝑝




  






 





Figure 3. Power balance for the loop probe.

Consequently, the magnetic field can be written as follows:

Hantenna/cable =

√

R0I2
0 antenna/cable

ηAe
. (6)
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Since the circuit consisting of the probe and the AUT is terminated on the normalizing impedance

at both ports, the output current can be computed as

I0antenna/cable =
Vg

∣

∣

∣S21antenna/cable

∣

∣

∣

2R0
, (7)

where Vg is the electromotive force of the excitation at the AUT input. The contribution S21cm of the

common mode currents to the transfer function S21cable can be derived from Equation (2),

S21 cm = S21 cable − S21 antenna. (8)

The contributions of the common mode current to the output current and to the magnetic field are

given in Equations (9) and (10), respectively:

I0 cm =
Vg|S21 cm |

2R0
, (9)

Hcm =

√

R0I2
0 cm

ηAe
. (10)

The effective area of the loop antenna in Equation (10) should include the impedance mismatch

effect both at the transmitting and receiving antennas.

When transfer functions are measured at N different distances, an average can be computed

over that dataset by compensating the effects of the propagation in terms of attenuation and delay;

we have previously used such a distance averaging technique [25] with the aim to reduce the

effects of the multipath propagation for antenna gain measurements. As the field corresponding

to indirect propagation paths, common mode currents also have a distance variant distribution.

The application of the distance averaging (Figure 4 for dipole antenna and Figure 5 for log-periodic

dipole array) might therefore significantly reduce the impact of the common mode current on the

antenna radiation measurements.

 



牋




Figure 4. Distance averaging technique applied for reducing the effect of the common mode current on

the dipole antenna radiation measurements.

The average transfer function can be computed from the transfer functions S
dk

21 cm
measured at

each distance dk between antennas,

S21 cm =
N
∑

k=1

dk

d0
exp( jk0dk)S

dk

21 cm
, (11)
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where d0 is the reference distance (set at 1 m) and k0 is the free space wavenumber. Average figures can

then be derived both for output currents and magnetic field components; such figures can be defined

for the “antenna” and ”cable side”, and for the common mode contribution, respectively:

I0 cm/cable/antenna =
Vg

∣

∣

∣S21 cm/cable/antenna

∣

∣

∣

2R0
, (12)

Hcm/cable/antenna =

√

√

R0I
2
0 cm/cable/antenna

ηAe_cm/cable/antenna
. (13)

The effect of the common mode currents should be reduced for the “cable side” measurements

and therefore, corrected figures should be calculated,

H
dk

cable corr
=

dk

d0
exp(− jk0dk)Hcable. (14)

Relation (14) gives the field value at a given distance by simply multiplying the result by that

distance, provided that the average figure corresponds to a distance of 1 m between antennas.

 

(a) 

 

(b) 

“cable side” “antenna side” 𝑆21 𝑐𝑚𝑑𝑘𝑑𝑘
 



𝑑0 𝑘0
defined for the “antenna” and ”cable side”, and for the common mode contribution, respectively






“cable side”

 

 

Figure 5. Distance averaging technique applied for reducing the effect of the common mode current on

LPDA radiation measurements: “cable side” (a) and “antenna side” (b).
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3. Probe Antenna Calibration

The gain of the loop antenna that we used as a probe can be found by characterizing the

transmission between the probe and a calibrated antenna (Figure 6).

  

 

range in an “antenna side” setup (Fig

“antenna side” configuration. Furthermore, the loop calibrated as 
in a “cable side” setup, 

or the dipole in an “antenna side” and “cable side” setup.

𝐹(𝑓, 𝑑)

Figure 6. Probe calibration setup.

One of the AUTs (i.e., the LPDA) has previously been calibrated inside a professional, compact range

in an “antenna side” setup (Figure 7). The measuring system consists of a circular array of probe

antennas placed inside an anechoic chamber, a calibrated RF generator, and a calibrated receiver,

respectively. The AUT (i.e., the LPDA) was placed on a turntable. As a result, the near-field was

measured on a closed surface, and the realized gain of the AUT could be accurately extracted through

near-field to far-field transformations.

  

range in an “antenna side” setup (Fig

 

“antenna side” configuration. Furthermore, the loop calibrated as 
in a “cable side” setup, 

or the dipole in an “antenna side” and “cable side” setup.

𝐹(𝑓, 𝑑)

Figure 7. LPDA calibration.

As a result, that AUT could itself be used as a probe for calibrating the loop when the LPDA is in

an “antenna side” configuration. Furthermore, the loop calibrated as described previously will be able

to measure the radiation of any other configuration (e.g., with the LPDA) in a “cable side” setup, or the

dipole in an “antenna side” and “cable side” setup.

With the notations in Figure 6 and taking into account the impedance mismatch at both antennas,

the gain of the receiving antenna (i.e., the AUT) can be found from the Friis formula; since part of

the measurements are usually performed at the Fresnel zone ranges, a field-zone correction factor,

F( f , d) should be applied on the measured results, as we have proposed in a previous paper [27].

Since the loop is used as a probe (receiving) antenna, one should characterize it through its effective

area, rather than its gain, that is,

Ae =
4πr2

Gt

R0

Ra2

∣

∣

∣F( f , d)S21

∣

∣

∣

2

|1− S22|2
(

1− |S11|2
) . (15)

where Ra2 is the radiation resistance of the AUT and λ is the wavelength.
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When both antenna aperture sizes (2h1 and 2h2 in Figure 8) are comparable to the measuring

range, the lower limit of the Fraunhofer zone is found as

d ≥ 8(h1 + h2)
2

λ
. (16)

R𝑎2 𝜆2ℎ1 2ℎ2
 






 

 
 




 

Figure 8. Transmission between two linear antennas.

In order to accurately evaluate the effective area of the probe antenna in a multipath environment,

we used the distance averaging method [25,28]. The setup in shown in Figure 9.

R𝑎2 𝜆2ℎ1 2ℎ2
 






 
 




 

Figure 9. Distance averaging method.

The average transfer function can be expressed as in Equation (11) and the loop effective area can

be found from Equation (15).

4. Results

In order to validate our approach, we measured a dipole and a LPDA, respectively, by using a

square loop probe (Figure 10). The dipole was resonating around 1.2 GHz and had a total length of

9 cm. The LPDA was designed for the frequency range 800 MHz−3 GHz and was 13 × 13 cm in size.

As a probe, we used a square loop with a side length of 2 cm. Both probe and AUT were connected to

a VNA for measuring the scattering parameters. The measurements were performed in a non-anechoic

environment (a regular room inside a building). Measured data were then processed with a MATLAB
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code implementing relations (9) to (14), in order to apply our distance averaging approach, and to

further extract the contribution of the common mode currents.

Since the LPDA was calibrated inside a compact range in an “antenna side” type configuration,

we first extracted the effective area of the loop when placed in the same configuration. We used the

distance averaging approach as the measurements were performed in an environment with multiple

propagation paths.

The LPDA was designed for the frequency range 800 MHz−3 GHz and was 13

 

calibrated inside a compact range in an “antenna side” type configuration, 

Figure 10. Antennas under test and probe antenna.

Figure 11 shows the normalized transfer functions of the antenna system measured at eight

different distances ranging between 25 and 60 cm, and the average transfer function computed as in (11).

The LPDA was designed for the frequency range 800 MHz−3 GHz and was 13

calibrated inside a compact range in an “antenna side” type configuration, 

Figure 11. Normalized transfer functions and the average figure.

The effective area of the loop as a function of frequency is given in Figure 12.
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“antenna side” and ”cable side”

“cable side” “antenna side”

“cable side” “antenna side”

“ ” “antenna side”

Figure 12. Effective area of the loop probe.

Once the loop probe was calibrated, we assessed the effect of the common mode currents by

measuring the transfer functions on both the “antenna side” and ”cable side”. The setup for each AUT

is presented in Figures 13 and 14, respectively.
“antenna side” and ”cable side”

 

(a) 

 

(b) 

“cable side” “antenna side”

“cable side” “antenna side”

“ ” “antenna side”

Figure 13. Measuring setup for a dipole antenna: “cable side” (a) and “antenna side” (b).

“antenna side” and ”cable side”

“cable side” “antenna side”

 

(a) 

 

(b) 

“cable side” “antenna side”

“ ” “antenna side”

Figure 14. Measuring setup for a LPDA: “cable side” (a) and “antenna side” (b).

For the dipole antenna, the measurements on the “cable” and “antenna side” were performed at

distances between antennas ranging from 5 to 40 cm with a distance increment of 5 cm. For the LPDA,
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the distance to the probe ranged between 25 and 60 cm with the same increment. All the distances

corresponded at least to the Fresnel zone [27].

The measurements on both antennas were performed between 1.5 and 3 GHz, a frequency range

where the loop has a good radiation efficiency. The effect of the impedance mismatch at the probe

output was corrected on the measured data. The magnetic field generated by the common mode

currents can be evaluated as in (3) by subtracting the results measured on the “antenna side” from those

measured on the “cable side” (Figure 15).

In Figure 16, we show the contribution of the common mode current to the output current,

as given by (9), with S21 measured at each of the eight distances between the loop and AUT. On the

same diagram, we give the average figure resulting from (12) after evaluating the normalized,

distance averaged transfer function as defined in (11). As Figure 16 shows, the common mode

contribution to the output current can be dramatically diminished by applying the distance

averaging technique.

The magnetic field on the “cable side” can be expressed by using (13), and the figure corrected

with the common mode current effect by using (14). In Figure 17, we give the variation of the corrected,

magnetic field strength as a function of distance and frequency.

currents can be evaluated as in (3) by subtracting the results measured on the “antenna side” from 
those measured on the “cable side” (Figure 

 

(a) (b) 

The magnetic field on the “cable side” can be expressed by using (13), and the 

Figure 15. Magnetic field generated by common mode currents: dipole (a) and LPDA (b).

currents can be evaluated as in (3) by subtracting the results measured on the “antenna side” from 
those measured on the “cable side” (Figure 

 

(a) (b) 

The magnetic field on the “cable side” can be expressed by using (13), and the 

Figure 16. Contribution of the common mode current to the output current versus distance averaged

figure: dipole (a) and LPDA (b).
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(a) (b) 

Magnetic field measured on the “cable side”

the magnetic field measured on the “cable side”

“antenna side”

“ ” “cable side”

on the “cable side” closer to the magnetic field strength measured on the “antenna 
side”

the “antenna si e” from the same figure measured on the “cable side“.

Figure 17. Magnetic field measured on the “cable side” after correction, as a function of distance and

frequency: dipole (a) and LPDA (b).

Figure 18 shows a comparison between the magnetic field measured on the “cable side” at 40 cm,

with and without correction of the common mode current effect, and the magnetic field on the

“antenna side” at the same distance.

Magnetic field measured on the “cable side”

the magnetic field measured on the “cable side”

“antenna side”

 

(a) (b) 

“ ” “cable side”

on the “cable side” closer to the magnetic field strength measured on the “antenna 
side”

the “antenna si e” from the same figure measured on the “cable side“.

Figure 18. Magnetic field measured on “antenna side” and “cable side”, with and without correction:

dipole antenna (a) and LPDA (b); the distance between the probe and the AUT was set at 40 cm.

It appears that by applying our distance averaging technique, the corrected magnetic field

magnitude on the “cable side” got closer to the magnetic field strength measured on the “antenna side”.

We defined a root mean square error by taking the field strength on the cable free side as a reference.

The error decreased from 71% down to 29% for the dipole and from 6.2% down to 3.1% for the LPDA.

5. Conclusions

In this paper, we proposed a differential approach for evaluating the magnetic field generated by

the common mode currents on an antenna feeder by subtracting the magnetic field magnitude on the

“antenna side” from the same figure measured on the “cable side”.

In order to extract the effective area of the loop probe, we applied a distance averaging technique

derived from an approach originally developed for antenna gain measurements in a multipath site.

We also developed a distance averaging approach for correcting the field radiated by a symmetrical

antenna fed through a coaxial line, with the effect of the common mode current. The common mode
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current has a distance variant distribution and therefore, its effect on the field measured aside the

feeder can be diminished by averaging the results acquired at different distances between the probe

and the antenna under test. By applying the proposed technique, a magnetic field value corresponding

to a reference distance of 1 m was first derived; the actual corrected field value at the “cable side”

distance was then found by multiplying the result by the distance and the corresponding phase factor.

The method was successfully validated on a symmetric wire dipole as an antenna under test and a

square loop as a probe. Our distance averaging approach could also be applied to reduce the radiating

effect of the common mode currents on the feed line of a LPDA. The root mean square error on the

measured field magnitude was reduced by a factor of two for both antennas under test. However,

common mode currents had a stronger impact for the dipole antenna since for the LPDA, we used a

more balanced feeding circuit.

Several factors may impact on the accuracy of our approach, and will be investigated in a future

work. First, our field zone extrapolation method might not be accurate enough for distances between

the probe and AUT falling in the near-field zone. Second, a low ratio between the field generated by

the common mode currents and that radiated by the antenna would make the former less discernable.

Finally, one should bear in mind that the loop probe was calibrated on the “antenna side” configuration,

but the probe radiation properties may change on the “cable side” due to the feeder proximity.
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Abstract: In this paper, a new small antenna is suggested for 5G Sub-6-GHz band mobile

communication. It can change the channel among the three given bands (called the 3.5-GHz area),

as a wide-band antenna is connected to a small multiplexer comprising three metamaterial channel

filters. The function of channel selection of this antenna system is experimentally demonstrated to

prove the validity of the presented scheme. The channel selection for 5G mobile communication is

conducted from f 1 (channel 1) through f 2 (channel 2) to f 3 (channel 3), when TX and RX antennas

with gains over 0 dBi and S11 less than −10 dB are located far-field apart (RFar ≫ 2.1 cm), and result

in the transmission coefficient (S21) being the greatest at the selected channel, which is detected by a

vector network analyzer.

Keywords: 5G mobile communication; Sub-6-GHz; compact antenna; channel selection; channel

filters; metamaterials

1. Introduction

Over half of the last decade, 5G has been a catchphrase in IT industry with another that is the 4th

industrial revolution. It has been driving the world’s first-class IT institutes to translate its hidden

potential use-cases into practices in the shape of IoT devices, driverless cars, faster cell-phone-featuring

networking services, and so on. It is a matter of course that RF components and antennas corresponding

to the given bands are necessary to these wireless devices [1,2].

As a way to increase the speed of data transfer, the use of millimeter-wave areas was suggested [3,4]

and connectivity had to be added. Hence, beamforming becomes a basic virtue to millimeter-wave

antennas which are made as part of a chip for controlling the beam from an array. Besides beam-control,

a wide-band is expected from the antenna to take care of multiple wireless network service providers

as one device. The 5G spectrum is grouped into millimeter-waves and sub-6-GHz bands, and each

group is divided into three channels. As to the sub-6GHz-group or simply speaking, the frequency

range, f = 3.5 GHz area which consists of three channels from frequencies f = 3.46 to 3.65 GHz, when

the antenna is purchased with a wide-band, it should be able to distinguish one channel from another

for being adaptive to the change in the mobile environment.

A channel is distinguished from others with a filter in the wireless communication system. In

spite of there being many RF filters of the conventional design methods for wireless systems, intrinsic

limitations are given to size-reduction and extension to an upper level circuit combining or dividing

channels. One cause of the limitations is the half-wavelength resonance condition. This limitation

is eased by the metamaterial filter design method which can minimize the size of the structure and

improve the passband and stopband characteristics [5,6]. G. Jang et al. showed a sub-wavelength-sized
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filter of the zeroth order-resonance (ZOR) effect of the CRLH TX-line, which has a lower loss and a

wide-stopband [5]. C. Liao made a filter of a new shape which obtains a stronger coupling in a limited

area [6]. On the contrary to the metamaterial configuration for smaller geometries, the size of a filter

is reduced by curling a straight stepped transmission-line resonator (SIR) and adding stubs [7–15].

Hou et al. folded SIRs and attached stubs to have multiple bands such as 2.13 and 3.47 GHz [7].

Similarly, Sun et al. used SIRs to generate multi-mode resonance (MMR) at harmonic frequencies of

1.5 GHz [8]. Like them, Cho and Chen utilized SIRs flanked by TX-lines for the generation of triple

bands [9,10]. Xu, Zhang, and Chu short-ended one of the MMRs to reduce the area of triple-band

filters [11–13]. MMRs are used only as ports and enclose smaller resonators to make passbands at 2.3,

3.7, and 5.3 GHz [14]. Li et al. coupled two MMRs with gaps to resonate at 1.8, 2.4, and 5.8 GHz [15].

The passbands of each are spaced apart with large frequency gaps. In addition, these kinds of dual-

or triple-band filters alone cannot distinguish channels effectively if the channels are closely located

side by side. Selectivity in the contiguous channel case can be realized as the following. Multiplexers

like a duplexer and more channel elements are made up with filters and make the system effectively

choose a channel [16–18]. One example of this kind is introduced in M. Chen et al.’s work where the

conventional filters are assembled [16]. Tantiviwat et al. showed a multiplexer comprising stub-loaded

MMRs as non-metamaterial filters and coupled port, one with two filters as parallel-edge coupling

unlike the junction-type multiplexer [17]. Open-gapped SIR ring filters for effective size-reduction

gathered to the common TX-line to implement a triplexer [18]. Meanwhile, new metamaterial filters

are adopted as channel elements and put together along a line merged to the common port [19].

In this paper, a 3.5-GHz-area wide-band antenna is grafted onto a new metamaterial multiplexer

to distinguish received signals to different sub-6-GHz channels. Channel selectivity can be given by a

stacked structure like an antenna that has multiple bands like [20,21], but they have radiating elements

modified with slits which may cause the tilted far-field patterns at a frequency, and their bands are

not closely located and cannot cover the 5G service. Different from them, separately designed filters

and multiplexers are combined with the wide-band antenna without slits which will distort the beam.

The channels of the multiplexer are secured by three metamaterial bandpass filters consistent with

the three mobile service providers’ frequencies. The ability of channel selection is checked by a test

setup where all the ports of the filter, multiplexer, and antenna are set at the 50 Ω impedance and a

wide-band metamaterial array antenna as the TX from [22] sends the signals of the three channels

over the 3.5 GHz area and the aforementioned triplexer-fed wide-band antenna as the RX receives the

signals of frequencies f 1, f 2, and f 3 at the common port and pushes them to their own channel filter

ports. The TX and RX antennas with gains greater than 0 dBi and S11 below −10 dB in the operational

bands can make a wireless link for a full-band of the 5G sub-6-GHz communication.

2. TX and RX Antennas with Novel Components

The wireless communication link for the 5G sub-6-GHz band is investigated between the TX and

RX antennas in the proposed manner depicted as below in Figure 1.

Ω 

−

Figure 1. Three channel signals combined in the TX antenna will be split and selected to their

corresponding bands in the RX antenna system.
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The signals from the three bands of the 3.5 GHz region for the 5G service, say, f 1, f 2, and f 3 are

transmitted from the TX side to the RX side. The received frequencies f 1, f 2, and f 3 are split into

channels 1, 2, and 3 each, which is channel selection.

The left schematic of Figure 2 is the antenna system loaded with switches, where S11 is the

reflection coefficient in the figure. The wide-band radiating element has multiple slits where PIN

diodes are attached. The PIN diodes are turned on by the controller and DC bias circuit to catch one

signal among frequencies f 1, f 2, and f 3. Synchronization with the TX is required and probabilistic.

The center frequency, not the bandwidth, of each band is decided, and one frequency is usable at a

time. To overcome such problems in realization and operational cost, the right schematic is suggested.

The radiating element is not loaded with active components. It should be a wide-band and compact

structure. The feed circuitry should have a multiplexer that divides the collection frequencies into

different bands through filters. Then, the bandwidth can be controlled with the center frequency.

Synchronization is not needed, which enables all three bands to be used, regardless of moments in

time. Also, small filters are required to make the multiplexer small. The channel filter is realized as a

metamaterial structure as follows.

−
−

Figure 2. Two schemes of channel selection: switch-loaded RX antenna with the ordinary feed (Left),

and non-active device loaded RX antenna with the multiplexer feed circuit (Right).

In Figure 3, the shape of the proposed channel filter and its performances are given. First of all,

the channel filter has a gate-shaped resonator comprising a short strip on FR4 substrate and vias. The

strip as the series inductance, its gap as the series capacitance, the via as the shunt inductance along

with the shunt capacitance between the ground and strip can make a CRLH metamaterial resonator.

The equivalent-circuit of this CRLH resonator is handled to create the ZOR at the center frequencies of

the channels, as in Figure 3a. At this moment that a relatively large series capacitance is needed, the

gap looks very small compared to the other parts of the 3D structure. Second of all, the resonators

are coupled from the input port through the middle part to the output port to work as a filter. Other

metamaterial filters use horizontal SRRs or align longitudinal resonators, but the new filter uses vertical

structures and cascade them transversely between the ports. The physical dimensions of the filter are

ls, l1, l2, l3, l4,1, l4,2, l4,3, l5,1, l5,2, l5,3, ws, w1, w2, and w3 set as 19.3, 3.5, 6, 14, 7.75, 7.4, 6.9, 7.5, 7.2, 6.7,

23.7, 1.7, 1.3, and 2.6 in mm for Figure 3a. These values are put in Table 1 and used for one channel

and tuned to form the three channels. Figure 3b shows the passbands centered at 3.46, 3.55, and 3.65

GHz, compliant with the industrial requirement. Each channel’s S11 is less than −10 dB and S21 is

close to −0.5 dB in operating frequency bands. The ZOR occurs coinciding with frequencies f 1, f 2,

and f 3, along with the LH- and RH-regions in the dispersion diagram presenting the metamaterial

characteristics of the geometry. These filters are assembled by the following multiplexer.
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(a) 

 
(b) 

 
(c) 

Figure 3. The metamaterial channel filter (a) Geometry and equivalent circuit (b) Frequency responses

of the three bands (c) Dispersion diagram of the channel filters as the metamaterial property.

As mentioned with Figure 2, a multiplexer is needed to combine the channels. Figure 4a shows

the schematic and geometry of the multiplexer where P1 is the port connected to the RX antenna to

receive all the signals having an electrically small footprint. The schematic describes the signal flow

from P1 to the impedance-matched branches. Its geometrical parameters l1, l2, l3 and l4 are 18, 23.5,

22.9, and 21.5 in mm with FR4 substrate, respectively. In order to keep the area from being larger, a

multi-branch junction shape is chosen and the positions of the channel branches are determined to

retrieve all the passbands the same as individual channel filters. The P2, P3, and P4 are output ports of

f 1, f 2, and f 3, in that order. Figure 4b presents the passbands obtained at the ports P2 for Ch. 1, P3

for Ch. 2, and P4 for Ch. 3. Also, the electric field distributions as the insets prove that only the right
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frequency signal enters the channel. The results are consistent with those in Figure 3b. It is time to

mention wide-band antennas for transmitting and receiving covering the three bands.

Table 1. Geometrical parameters of the filters, multiplexers and antennas.

Filters

Items ls l1 l2 l3 l4,1 l4,2 l4,3

Val. (mm) 19.3 3.5 6 14 7.75 7.4 6.9
Items l5,1 l5,2 l5,3 ws w1 w2 w3

Val. (mm) 7.5 7.2 6.7 23.7 1.7 1.3 2.6

Multiplexers and Antennas

Items ls lg l1 l2 l3 ws w1 w2

Val. (mm) 30 10 5.5 3 7 20 1 10
Items grad12 lrad2 gnotch1 gnotch2_w1 gnotch2_l1 ws ls lcmch1 lcmch2

Val. (mm) 11.7 10 3 1.75 10 53.7 67.5 34.2 56
Items lcmch3 lch1_reso1 lch1_reso2 gch1-12 gch1-23 wch1-reso1 wch1-reso2 ws ls

Val. (mm) 29.6 7.1 6.9 2 2 1 1 70 82

                   

                               
                                   

                             
        ‐                            
                                    ‐

                               
                                       
                                           
                                     
                                   
‐                    

(a)

Figure 4. Cont.
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(b) 

α

Figure 4. The compact multiplexer comprising the three channel filters. (a) Geometry. (b) The overall

frequency response of the three bands.

Figure 5a,b are a wide-band RX antenna and an ultra-wide-band array TX antenna. The TX

antenna is adopted by the authors’ former work to have an increased directivity [22]. The TX

antenna elements which consist of a pentagonal radiator and a triangular ground with a dent for

impedance match and show a wide-band impedance match, as shown in S11 of Figure 5b, stem

from a metamaterial power-divider. This arraying is intended to increase the directivity of the

azimuth-plane radiation-pattern as appearing in Figure 5b. Meanwhile, the RX antenna should have

an omni-directional radiation to respond to an arbitrary angle of incidence and have a wide-band

function from 3.2 to 5.5 GHz as S11 of Figure 5a. Explaining the geometry, Figure 5a as a stub-loaded

stepped patch for RX has 30, 10, 5.5, 3, 7, 20, 1 and 10 mm as ls, lg, l1, l2, l3, ws, w1, and w2 with FR4

substrate, respectively, and is fed by a multiplexer of three metamaterial channel filters. grad12, lrad2,

gnotch1, gnotch2_w1, gnotch2_l1, ws, ls, lcmch1, lcmch2, lcmch3, lch1-reso1, lch1-reso2, gch1-12, gch1-23, wch1-reso1, wch1-reso2,

ws, and ls are 11.7, 10, 3, 1.75, 10, 53.7, 67.5, 34.2, 56, 29.6, 7.1, 6.9, 2, 2, 1, 1, 70, and 82 in mm, respectively,

with Figure 5c. The values are shown in Table 1. As another parameter, αr, which is the angle of two

tapering sides of the TX antenna element, is set at 160.6◦, which needed to match the impedance over

the wide-band. Figure 5d shows how the two blocks are placed a far-field distance apart.

α

(a) 

Figure 5. Cont.
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Figure 5. Cont.
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(d) 

Figure 5. Shapes and interactive configuration of the TX and RX antennas. (a) A compact wide-band

RX antenna and far-field patter for signal. (b) Front and bottom views of the wide-band TX antenna. (c)

Wide-band RX antenna connected to multiplexer of three channel filters. (d) Scheme of linking the TX

and RX antennas.

3. Experiment of Channel Selectivity Sensing

The components and circuits above are manufactured. From the filters of the multiplexer to

antennas, power transfer coefficients are investigated.

Throughout the test, there are no amplifiers for both the TX and RX blocks. Before sensing each

channel of the wireless link, the measured functions of the filtering blocks of the multiplexer are looked

into, Figure 6 shows the three passbands of the 5G sub-6-GHz area. Frequencies f 1, f 2, and f 3 are

shifted from 3.46, 3.55, 3.65 GHz on account of manufacturing errors and connector assembly errors.

However, it is revealed that the errors pose insignificant problems in observing the channel selectivity

of the system. The measured far-field pattern of the RX antenna fed by the multiplexer, when each of

the three channels is turned on, is plotted in comparison with its simulated version as in Figure 6b.

There is a matrix of the beam-patterns of the RX channels with respect to the TX channels in Figure 6c.

Each column of the matrix means a TX signal and each row implies an RX channel. For example, as for

the first column as TX f 1, the first row as RX channel 1 has the greatest antenna gain and efficiency

over the entire elements of the first column. Hence, the diagonal elements outperform the rest of the

matrix. The co-channel link works much better than cross-channel links. For the final experiment, the

filters and multiplexer are adopted to the RX block which realistically faces the TX block as seen in

Figure 6d. Figure 6e–g present a channel chosen in turn from channel 1 to channel 3, the impedance of

the RX antenna is matched to the chosen frequency (S22) and only accepts the desired frequency signal

out of many incident frequencies emanated from the ultra-wide-band (S11) of the TX. The peak of the

red curve as S21 (power transfer coefficient) appears at frequencies f 1, f 2, and f 3 by taking turns, as a

proof of the RF link and proposed channel-selection scheme. Besides, the contributions of this work

are mentioned in Table 2 where the differences of this work and the referenced works are compared.
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(e) 

(f) 

(g) 

Figure 6. Test results of channel selection (a) Measured passbands of the filters (b) Simulated and

measured far-field patterns of the RX antenna at f 1, f 2, and f 3 (c) Antenna gains of the RX antenna with

columns as TX signals and rows as RX channels (d) Photograph of the realistic the TX to RX antenna

wireless link test-setup (e) Antennas’ Sii and received f 1 signal (f) Antennas’ Sii and received f 2 signal

(g) Antennas’ Sii and received f 3 signal.
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Table 2. Comparing the differences of the proposed work and others’.

Ref. No.
Single-Band
Selectivity

Contiguous/Ch.
Selection

Metamaterial
Concept

5G Service
Coverage

Multiplexing
Size (λg @ Center

Freq.)

[7] × × × × × 0.225λg × 0.226λg

[8] × × × × × 0.16λg × 0.16λg

[9] × × × × × 0.26λg × 0.36λg

[10] × × × × × 0.23λg × 0.12λg

[11] × × × × × 0.18λg × 0.27λg

[12] × × × × × 0.108λg × 0.521λg

[13] × × × × × 0.08λg × 0.15λg

[14] × × × × × 0.44λg × 0.39λg

[15] × × × × × 0.16λg × 0.17λg

[17] × × × × × 0.18λg × 0.20λg

[21] × × × × × 0.75λ0 × 0.75λ0

This work # # # # #
* 0.32λg × 0.41λg

** 1.19λg × 0.89λg

* Filter: Ch.1; ** Triplexer; # means Yes; X means No.

4. Conclusions

For the 5G sub-6-GHz communication, a small antenna system is introduced to have the ability

of channel selection to avoid the interference from other neighboring channels. The channel is

distinguished by devising a compact multiplexer of three metamaterial channel filters. A TX antenna

as an ultra-wide-band metamaterial array and the proposed antenna as the RX are put along to check

the wireless links between them and the channel-selection function. According to the experiment,

change from frequencies f 1 through f 2 to f 3 is detected clearly by the RX side. This will lead to a way

to check the channel selection ability of 5G mobile services.
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