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1. Introduction

Nowadays, the modelling and control of mechatronic and robotic systems is an open
and challenging field of investigation in both industry and academia [1]. The mathematical
modelling of a mechanical system is indeed fundamental for the development of experi-
mental prototypes. In particular, the kinematic model of a mechatronic or robotic system
is essential for the proper definition of the path and motion law that the system has to
follow during its operation. On the other hand, dynamic models are required to predict
both the forces and torques acting on the system and those required by the actuators. These
are ultimately useful to simulate scenarios and working conditions of interest. Further-
more, the dynamic modelling of a mechatronic or robotic system allows us to evaluate
its time-dependent evolution and response under different input conditions. Indeed, a
proper model can be implemented to improve the design and performance with different
objectives, for instance, energy efficiency [2], and vibration reduction [3]. Furthermore, the
modelling of a robotic system is essential in path and trajectory planning [4] to enhance
control capabilities [5], and to increase kinematic and dynamic performance [6]. Within this
framework, proper control of an automatic system is essential for successfully completing
a predefined task. This is especially the case when external disturbances are present, or
when dealing with flexible systems in which mechanical vibrations have to be considered.

2. Modelling and Control of Mechatronic and Robotic Systems

This Special Issue of the journal Applied Sciences encompasses the kinematic and
dynamic modelling, analysis, design, and control of mechatronic and robotic systems,
with the scope of improving their performance, as well as simulating and testing novel
devices and control architectures. A broad range of disciplines are included, such as robotic
manipulation, mobile systems, cable-driven robots, wearable and rehabilitation devices,
variable stiffness safety-oriented mechanisms, optimization of robot performance, and
energy-saving systems.

Several papers deal with control problems, applied to both robotic systems and
mechanical vibrations. In paper [7], a novel sliding mode control algorithm is presented
and applied for the trajectory tracking on a robotic manipulator with 3 degrees of freedom
(DOF). The proposed controller runs without a precise dynamic model in the presence
of uncertainties and enhances the response, fast convergence time, and accuracy of the
tracking position.

The main goal of paper [8] is the design, simulation, and experimental verification
of an adaptive feed-forward motion control for a hydraulic differential cylinder. The
proposed solution is implemented on a hydraulic loader crane. Experimental results show
the advantage of the proposed controller in reducing the cylinder position error and the
adaptation to model uncertainties.

The authors in [9] present the modelling and control of a cable-suspended sling-like
parallel robot for throwing a mass at a suitable time. The mass is carried at the end-effector
by a gripper, which releases the mass so that it can reach a given target point. Mathematical

Appl. Sci. 2021, 11, 3242. https://doi.org/10.3390/app11073242 https://www.mdpi.com/journal/applsci
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models, which also account for the effect of cable elasticity, provide guidelines for planning
the trajectory.

In [10], a 8-DOF integrated model of a semi-active seat suspension with a human
model over a quarter is presented. A fuzzy logic-based self-tuning PID controller allows to
regulate the controlled force on the basis of sprung mass velocity error and its derivative
as input. Simulation results show that the semi-active seat suspension improves the
ride comfort significantly by reducing the head acceleration compared to passive seat
suspensions. Moreover, in [11], the authors investigate the control of the over-critical
vibration of a transmission shaft system with a device named Smart Spring, an active
vibration control mechanism based on piezoelectric material. Simulation results based on
a model implemented in ADAMS and MATLAB show the feasibility of the approach in
reducing the vibration of the shaft system.

Papers [12,13] deal respectively with trajectory optimization and with a novel kine-
matic directional index for industrial manipulators. In particular, in [12] a “whip-lashing”
method is proposed to optimize the trajectory in order to increase the velocity of individ-
ual robot parts, thereby minimizing motion cycle times and exploiting the torque of the
joints more effectively. The efficiency of the method is confirmed by simulation results
on a 5-DOF RV-2AJ manipulator. In [13], a novel method is proposed for evaluating the
maximum speed that a serial robot can reach with respect to both the position of the
robot and its direction of motion. This approach, called Kinematic Directional Index, is
experimentally applied to a SCARA robot and to an articulated robot with 6-DOF to outline
their performances.

Paper [14] presents an energy-saving system based on a prefill system and a buffer
system to improve the energy efficiency and the processing performance of hydraulic
presses. Experimental results demonstrate that the proposed system could reduce the
installed power and pressure shock, increase energy efficiency, and provide the same
processing characteristics as the traditional hydraulic press.

Several papers in this Special Issue are focused on the design, modelling, and control
of mobile robots and systems. In [15], a hierarchical driving force distribution and control
strategy for a six-wheel unmanned ground vehicle with independent drive motors is
presented to improve vehicle maneuverability and stability. In [16], authors investigate the
effects of wheel slip compensation in the trajectory planning for mobile tractor-trailer robot
applications. Experimental results on the prototype Epi.q show that with the proposed
approach it is possible to kinematically compensate trajectories that otherwise would be
subject to large lateral slip.

Papers [17,18] are focused on unmanned aerial vehicles (UAV). In [17], a high-precision
attitude control is proposed for a quadrotor drone equipped with a 2-DOF robotic arm and
subject to varied external disturbances. The research presented in [18] aims to develop an
automatic UAV-based indoor environmental monitoring system for detecting rapid changes
in the features of plants growing in greenhouses. Another research work on a mobile system
included in this Special Issue is given by [19], which describes a motion planning and
robust coordinated control scheme for the trajectory tracking of an underwater vehicle-
manipulator system. Model uncertainties, time-varying external disturbances, payload,
and sensory noises are considered and evaluated numerically.

Other works are focused on legged mobile robots. In [20], a Central Pattern Generator
network controller is applied to the trot gait of a quadruped robot. The work of [21]
outlines a method for the identification of optimal trajectories of quadruped robots through
genetic algorithms. Furthermore, the authors in [22] illustrate an optimization of energy
consumption and cost of transport using heuristic algorithms applied to a hexapod robot.

The Special Issue also includes interesting papers dealing with mobile robotic systems
for planetary exploration. Paper [23] presents a general approach to endow a robot with
the ability to sense the terrain being traversed. In [24], the authors propose a novel design
of a robotic legged lander based on variable radius drums actuated by cables. Thanks to
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this device, the robotic system can effectively decelerate with constant force during impact
with ground.

Other papers are focused on robotic systems and devices that are designed to phys-
ically interact with humans for rehabilitation and safety. Paper [25] presents a novel
exoskeleton mechanism for finger motion assistance. The exoskeleton is designed as a
serial 2-DOF wearable mechanism that is able to guide human finger motion. The authors
of paper [26] discuss the mechanical redesign of a finger rehabilitation device based on
a slider-crank mechanism, starting from an existing prototype. The purpose is to obtain
a portable device that can recreate the motion trajectories of a finger. Finally, paper [27]
addresses the design and experimental validation of a variable stiffness safety-oriented
mechanism for physical human–robot interaction.

3. Final Remarks

This Special Issue contains valuable research works focused on the modelling and
control of mechatronic and robotic systems, covering a wide area of applications. This
collection shows the significant research interest in these topics with a high impact and
potential for future developments. We sincerely hope that this Special Issue on “Modelling
and Control of Mechatronic and Robotic Systems” can be a valuable source of information
for researchers working on these topics. We hope that you enjoy reading this Special Issue!
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Featured Application: Featured Application: This paper proposed the control synthesis, which

can be performed in the trajectory tracking control for various robot manipulators as well as in

other mechanical systems, the control of the higher-order system, several uncertain nonlinear

systems, or chaotic systems.

Abstract: This paper comes up with a novel Fast Terminal Sliding Mode Control (FTSMC) for
robot manipulators. First, to enhance the response, fast convergence time, against uncertainties,
and accuracy of the tracking position, the novel Fast Terminal Sliding Mode Manifold (FTSMM)
is developed. Then, a Supper-Twisting Control Law (STCL) is applied to combat the unknown
nonlinear functions in the control system. By using this technique, the exterior disturbances and
uncertain dynamics are compensated more rapidly and more correctly with the smooth control
torque. Finally, the proposed controller is launched from the proposed sliding mode manifold and
the STCL to provide the desired performance. Consequently, the stabilization and robustness criteria
are guaranteed in the designed system with high-performance and limited chattering. The proposed
controller runs without a precise dynamic model, even in the presence of uncertain components.
The numerical examples are simulated to evaluate the effectiveness of the proposed control method
for trajectory tracking control of a 3-Degrees of Freedom (DOF) robotic manipulator.

Keywords: super-twisting control law; robot manipulators; fast terminal sliding mode control

1. Introduction

Robots are gradually replacing people in the fields of social life, manufacturing, exploring, and
performing complex tasks. In order to improve productivity, product quality, system reliability,
electronics, measurement, and mechanical systems of robotic systems, more advanced designs are
required. Therefore, this leads to an increase in the complexity of the structural and mathematical
model when there is an additional occurrence of uncertain components.

Sliding Mode Control (SMC) [1–14] is capable of handling high non-linearity and external noise
when it possesses outstanding features such as fast response, and robustness towards the existing
uncertainties. However, the chattering problem in the SMC causes oscillations in the control input
system leading to vibrations in the mechanical system, heat, and even causing instability. Furthermore,
the SMC does not yield convergence in a defined period and provides a slow convergence time
when it uses a linear sliding manifold. As a result of the linear sliding manifold, the SMC only
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ensures asymptotic convergence [15]. Therefore, in case that the pressure of a large control force is
unavailable, the asymptotic stability status is less likely to converge fast with high-precision control.
Terminal Sliding Mode Control (TSMC) [16,17] is proposed to solve convergence problems in finite
time, enhancing the transient performance. However, in several situations, TSMC does not offer
the desired performance with initial state variables far from the equilibrium point. Additionally,
it has not solved the chattering and slow convergence, as well as creating a new problem that is the
singularity phenomenon.

To resolve the issues of SMC and TSMC in a synchronized manner, Nonsingular Fast Terminal
Sliding Mode Control (NFTSMC) has been evolved successfully in robotic systems [10,12,18–24].
It thoroughly solves the problems, including singularity, convergence in finite-time, and slow
convergence. Unfortunately, the chattering has not yet been addressed as these controllers still
use a robust reaching control law to deal with uncertain components, and also require the upper
limit value of unknown components. For chattering, many solutions have been proposed that can
be mentioned, such as the Boundary Layer Method (BLM) [6,25,26], the Adaptive Super-Twisting
Method (ASTM) [27], the Second-Order SMC (SOSMC) or the Third-Order SMC (TOSMC) [28–31],
the Full-Order SMC (FOSMC) [32–35], and the Fuzzy-SMC (F-SMC) [5,36–38]. For the requirement of
the upper limit value of unknown components, many control methods were based on a combination
of Neural Networks (NNs), Fuzzy Logic Systems (FLSs), or Adaptive Control Laws (ALCs) with
NFTSMC. Although the behavior of unknown components can be well learned by NNs or FLSs.
However, it increases the complexity of the control method design because there are more parameters
to be adjusted. ACLs are more applicable than the other two methods because they use simple and
effective updating rules.

Based on the mentioned analysis, our paper attempts to propose an advanced Fast Terminal
Sliding Mode Control (FTSMC) with contributions for robot manipulators: (1) inherits the benefits
of the FTSMC and Supper-Twisting Control Law (STCL) in the characteristics of robustness towards
the existing uncertainties, finite-time convergence, singularity elimination, estimation capability, and
good transient performance; (2) proposes a new Fast Terminal Sliding Mode Manifold (FTSMM)
and provides sufficient evidence of finite-time convergence; (3) further improves the precision in the
trajectory tracking control; (4) the control torque commands are smooth with less oscillation.

The rest of our paper has the following arrangement. The issue statements are outlined in
Section 2. Section 3 presents a synthesis of the designed controller. Continued after Section 3,
simulation examples are conducted to assess the influence of the designed controller for a 3-Degrees of
Freedom (DOF) robot manipulator in Section 4. Its control performance was then evaluated along with
the performance of different control algorithms, including SMC and NFTSMC. Section 5 presents some
noteworthy conclusions.

2. Issue Description

Consider the dynamic equation of robot manipulators without the loss of generality:

M(θ)
..
θ+ Q

(
θ,

.
θ
) .
θ+ G(θ) + fr

( .
θ
)
+ δd(t) = τ (1)

where θ =
[
θ1, . . . , θn

]T ∈ Rn×1,
.
θ =

[ .
θ1, . . . ,

.
θn

]T ∈ Rn×1, and
..
θ =

[ ..
θ1, . . . ,

..
θn

]T ∈
Rn×1 declare the position angle vector, the velocity angle vector, and the acceleration angle vector,
respectively. M(θ) = M̂(θ) + ΔM(θ) ∈ Rn×n declares the real inertia matrix, Q

(
θ,

.
θ
)
= Q̂

(
θ,

.
θ
)
+

ΔQ
(
θ,

.
θ
)
∈ Rn×n declares the real Coriolis and centrifugal force matrix, and G(θ) = Ĝ(θ) + ΔG(θ) ∈

Rn×n represents the real gravitational matrix. M̂(θ) ∈ Rn×n declares the estimated inertia matrix,
Q̂
(
θ,

.
θ
)
∈ Rn×n represents the estimated Coriolis and centrifugal force matrix, and Ĝ(θ) ∈ Rn×n

declares the estimated gravitational matrix. fr
( .
θ
)
∈ Rn×1 and δd(t) ∈ Rn×1 declare the friction vector
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and disturbance vector, respectively. ΔM(θ) ∈ Rn×n and ΔQ
(
θ,

.
θ
)
∈ Rn×n are the errors of the real

dynamic model.
Consequently, the real dynamic equation of robot manipulators is achieved as:

M̂(θ)
..
θ+ Q̂

(
θ,

.
θ
) .
θ+ Ĝ(θ) + ΔU = τ (2)

The lumped uncertain component Δu in Equation (2) is given as:

Δu = ΔM(θ)
..
θ+ ΔQ

(
θ,

.
θ
) .
θ+ ΔG(θ) + fr + δd(t) (3)

Accordingly, the robotic dynamic in Equation (1) is reorganized as:

..
θ = M̂ −1(θ)τ− M̂−1(θ)

[
Q̂
(
θ,

.
θ
) .
θ+ Ĝ(θ)

]
− M̂−1(θ)Δu (4)

Then, the dynamic Equation (4) can be transferred into the following state-space form as:{ .
x1 = x2
.
x2 = Π(x, t) + Φ(x, t)u + D(θ, Δu)

(5)

where, we set u = τ as the control input and x = [x1, x2]
T as the state vector in which x1, x2 correspond to

θ,
.
θ ∈ Rn×1. Π(x, t) = −M̂−1(θ)

[
Q̂
(
θ,

.
θ
) .
θ+ Ĝ(θ)

]
, Φ(x, t) = M̂−1(θ), and D(θ, ΔU) = − M̂−1(θ)Δu.

The control target of the system is to further increase the response speed and accuracy of the
trajectory tracking control for robot manipulators, even if the effects of uncertain dynamics and external
perturbations are valid. First, to enhance the response, fast convergence time against uncertainties, and
accuracy of the tracking position, the novel FTSMM is developed. Then, STCL is applied to combat the
unknown nonlinear functions in the control system. By using this combined technique, the exterior
disturbances and uncertain dynamics will be compensated more rapidly and more correctly with the
smooth control torque. Finally, the designed controller is launched from the proposed sliding mode
manifold and the STCL to obtain the control efficiency.

3. Main Results

The position control error and the velocity control error on each joint are, respectively, defined
as follows:

xei = x1i − xdi (6)

xdei = x2i − .
xdi; i = 1, . . . n (7)

where xd ∈ Rn×1 represents the angle of the expected position.

3.1. The Designed FTSMM

To enhance the response, fast convergence time, and accuracy of the tracking position, the novel
FTSMM is developed as follows:

si = xdei +
2γ1

1 + e−μ1(|xei |−φ) xei +
2γ2

1 + eμ2(|xei |−φ) |xei|αsgn(xei) (8)

where si is the proposed sliding mode manifold, γ1,γ2,μ1,μ2 are the positive constants, 0 < α < 1, and

φ =
(γ2
γ1

)1/(1−α)
.

Based on the SMC, when the control errors operate in the sliding mode, the following constrain is
satisfied [1]:

si = 0;
.
si = 0

(9)
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From condition in Equation (9), it is pointed out that:

xdei = −
2γ1

1 + e−μ1(|xei |−φ) xei − 2γ2

1 + eμ2(|xei |−φ) |xei|αsgn(xei) (10)

Remark 1. When the control error of |xei| is much greater than φ, the first component of Equation (10) offers the
role of providing a quick convergence rate and the second component has a smaller role. Contrariwise, when the
control error of |xei| is much smaller than φ, the second component of Equation (10) offers a greater role than the
first one.

The following theorem is launched to guarantee that convergence takes place within the
defined time.

Theorem 1. Let us consider dynamic of Equation (10). xei = 0 is defined as the equilibrium point and the state
variables of the dynamic of Equation (10), including xei and xdei stabilize to zero in finite-time.

Proof. To validate the correctness of Theorem 1, the Lyapunov function candidate is proposed
as follows:

L1 = 0.5x2
ei, (11)

and its time derivative is
.
L1 = xeixdei

= − 2γ1

1+e−μ1(|xei |−φ) x2
ei −

2γ2

1+eμ2(|xei |−φ) |xei|α+1sgn(xei)

< 0

(12)

It is shown that
.
L1 < 0, hence, xei and xdei concentrate on the equilibrium state in finite time.

When
∣∣∣xei(0)

∣∣∣ > φ, the sliding motion consists of two phases:
The first phase: xei(0)→ |xei| = φ , the first component of Equation (10) offers the role of providing

a quick convergence rate and the second component has a smaller role.

t1∫
0

dt =
xei(0)∫
φ

1
2γ1

1+e−μ1(|xei |−φ) xei+
2γ2

1+eμ2(|xei |−φ) |xei |α
d(|xei|)

<
xei(0)∫
φ

1
γ1 |xei |d(|xei|) = ln(|xei(0)|)−ln(φ)

γ1

(13)

The second phase: |xei| = φ→ xei = 0 , the second component of Equation (10) offers a role greater
than the first one.

t2∫
0

dt =
φ∫

0

1
2γ1

1+e−μ1(|xei |−φ) xei+
2γ2

1+eμ2(|xei |−φ) |xei |α
d(|xei|)

<
φ∫

0

1
γ2 |xei |α d(|xei|) = 1

γ2(1−α)
∣∣∣φ∣∣∣1−α (14)

The total time of the sliding motion phase is defined as:

Ts = t1 + t2 <
ln
(∣∣∣xei(0)

∣∣∣)− ln(φ)

γ1
+

1
γ2(1− α)

∣∣∣φ∣∣∣1−α (15)
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The state variable of the dynamic in Equation (10) converges to sliding manifold ( s(0)→ 0) within
the defined time Tr, which was pointed out in [8]. Therefore, the total time for stability on the sliding
manifold is computed as:

T ≤ Tr + Ts (16)

3.2. The Designed Control Methodology

Let us take the time derivative of Equation (8):

.
s =

.
xde +

2γ1

1+e−μ1(|xe |−φ) xde +
2γ1μ1xdesgn(xe)e−μ1(|xe |−φ)

(1+e−μ1(|xe |−φ))
2 xe

+
2γ2α

1+eμ2(|xe |−φ) |xe|α−1xde − 2γ2μ2xdeeμ2(|xe |−φ)

(1+eμ2(|xe |−φ))
2 |xe|α

(17)

With
.
xde =

..
x2 − ..

xd, the time derivation of Equation (17) gets along with the system in Equation (5)
as follows:

.
s = Π(x, t) + Φ(x, t)u + D(θ, Δu) − ..

xd +
2γ1

1+e−μ1(|xe |−φ) xde +
2γ1μ1xdesgn(xe)e−μ1(|xe |−φ)

(1+e−μ1(|xe |−φ))
2 xe

+
2γ2α

1+eμ2(|xe |−φ) |xe|α−1xde − 2γ2μ2xdeeμ2(|xe |−φ)

(1+eμ2(|xe |−φ))
2 |xe|α

(18)

In order to facilitate controller design, there is the following assumption:

Assumption 1. The lumped uncertain terms, D(θ, Δu) = [D1(θ, Δu), . . . , Dn(θ, Δu)], need to satisfy the
following standard condition:

‖Di(θ, Δu)‖ ≤ Ki|si| 12 ; i = 1, . . . , n (19)

where Ki > 0.

In order to achieve the stabilization target of the robot system, the following control action
is proposed:

u = −Φ−1(x, t)
(
ueq + ur

)
. (20)

Here, it should be noted that the ueq is designed as:

ueq = Π(x, t) − ..
xd +

2γ1

1+e−μ1(|xe |−φ) xde +
2γ1μ1xdesgn(xe)e−μ1(|xe |−φ)

(1+e−μ1(|xe |−φ))
2 xe

+
2γ2α

1+eμ2(|xe |−φ) |xe|α−1xde − 2γ2μ2xdeeμ2(|xe |−φ)

(1+eμ2(|xe |−φ))
2 |xe|α

(21)

and ur is designed as:
ur = Σ1|s| 12 sgn(s) + η
.
η = −Σ2sgn(s)

(22)

where Σ1 = diag(Σ11, . . . , Σ1n) and Σ2 = diag(Σ21, . . . , Σ2n). Σ1i and Σ2i are assigned to satisfy the
following relationship [8]: ⎧⎪⎪⎨⎪⎪⎩ Σ1i > 2Ki

Σ2i > Σ1i
5KiΣ1i+4K2

i
2(Σ1i−2Ki)

; i = 1, 2, . . . , n (23)

Based on those above statements, the following theorems are written to prove the stability problem.

Theorem 2. Consider the robot system in Equation (1). If the designed torque actions are proposed for system in
Equation (1) as Equations (20)–(22), then xei and xdei stabilize to zero in finite time. That means that robot
system in Equation (1) runs in a stable mode.
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Proof. Applying control torque in Equation (20)–(22) to Equation (19) gains:{ .
s = D(θ, Δu) − Σ1|s|1/2sgn(s) − η
.
η = −Σ2sgn(s)

(24)

Based on the assumption in Equation (19), and the selection condition of the sliding gains in
Equation (23), it can be verified that the sliding manifold and its time derivative will converge to zero
in finite time. Now, considering one of the elements in Equation (24) as follows:{ .

si = Di(θ, Δu) − Σ1i|si|1/2sgn(si) − ηi
.
ηi = −Σ2isgn(si)

(25)

The following Lyapunov function is defined for the system in Equation (25):

L2 = σTΓσ (26)

Here, σ =
[
s1/2

i ,λi
]T

, Γ = 1
2

[
4Σ2i + Σ2

1i
−Σ1i

−Σ1i
2

]
. If Σ2i > 0, so, according to

Rayleigh’s inequality:
λmin(Γ)‖σ‖2 ≤ L2 ≤ λmax(Γ)‖σ‖2 (27)

with ‖σ‖2 = |si|+ η2
i .

The time derivation of Equation (26) is:

.
L2 = − 1

|si|1/2
σTΦσ+

1

|si|1/2
[Di(θ, Δu), 0]Γσ (28)

with Φ = Σ1i
2

[
2Σ2i + Σ2

1i
−Σ1i

−Σ1i
1

]
.

Based on the assumption in Equation (19), we can gain:

.
L2 ≤ − 1

|si |1/2 σ
TΦ̃σ

≤ − 1
|si |1/2λmin

(
Φ̃
)
‖σ‖2 (29)

where Φ̃ = Σ1i
2

[
2Σ2i + Σ2

1i − (4Σ2i + Σ1i)Ki
−(Σ1i + 2Ki)

−(Σ1i + 2Ki)

1

]
.

Φ̃ is selected to be greater than zero. Consequently,
.
L2 < 0.

Applying the Equation (27) gives:
|si|1/2 ≤ ‖σ‖ (30)

It follows that:
.
L2 ≤ υL1/2

2 (31)

with υ =
λmin(Φ̃)
λ1/2

max(Γ)
.

According to [8], si and
.
si are equal to zero in finite-time (tri = 2L1/2

2 (t = 0)/υ). Therefore, s and
.
s

equal to zero in finite time (Tr = maxi=1,...,n{tri}) and both xei and xdei also stabilize to equilibrium in
finite time (T ≤ Tr + Ts) under the control action in Equation (20)–(22).

4. Numerical Simulation Studies

In this numerical example, a 3-DOF PUMA560 robot manipulator (with the first three joints and
the last three joints blocked) is adopted. The MATLAB/SIMULINK software (2019a MATLAB Version
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of The MathWorks, Inc. 3 Apple Hill Drive Natick, MA 01760 USA) was used for all computation,
the sampling time was set to 10−3 s, and the solver ode3 was used. The kinematic description for the
robot system is displayed in Figure 1. The design parameters and dynamic models of the robot system
are referenced from the document [39]. There are many essential parameters of a robot that need to
be presented. Therefore, to present briefly, the design parameters and dynamic models of the robot
system are reported in [39].

Figure 1. The kinematic description of 3-Degrees of Freedom (DOF) PUMA560 robot manipulator.

To explore the potential of our designed approach, the robot is controlled to follow the designated
trajectory configuration at first. Later, its control performance is then evaluated and compared with
the performance of different control algorithms, including SMC and NFTSMC. These control methods
for comparison are briefly explained as follows:

The normal SMC [14] has the following control torque:

u = −Φ(x, t)−1
[
Π(x, t) + c

(
x2 − .

xd
)
− ..

xd + (Σ + ξ)sgn(s)
]

(32)

where s = xde + cxe is the linear sliding manifold, c is a positive constant.
Further, the NFTSMC [40] has the following control torque:

u(t) = −Φ(x, t)−1
[
Π(x, t) +

q
l
x2−l/q

de − ..
xd + (Σ + ξ)sgn(s)

]
(33)

where s = xe +−1xl/q
de is a nonlinear sliding manifold.

The designed parameters of three control methodologies are given in Table 1.

Table 1. Parameter values for three different control methodologies.

Control Schemes Parameters Values

SMC c
ξ, Σ

2
0.01, 20

NFTSMC l, q,
ξ, Σ

5, 3, 2
0.01, 20

Proposed FTSMC γ1,γ2,μ1,μ2
φ,α, Σ1, Σ2

1, 1, 1.2, 1.4
1, 0.6, 40, 50
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The designated trajectory configuration for position tracking when the robot manipulator operates:

θd =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
θd1 = 0.6 + cos

(
t

6π

)
− 1

θd2 = −0.6 sin
(

t
6π + 0.5π

)
− 1

θd3 = 0.6 + sin
(
0.2 t
π + 0.5π

)
− 1

(34)

Friction and disturbance models are hypothesized to analyze the strong capability of the designed
FTSMC. It is not amenable to accurately calculate these friction and disturbance terms; therefore,
the physical values of frictions and disturbances are not measured. Therefore, the following friction
forces and disturbances were modeled, respectively:

fr
( .
θ
)
=

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
fr1 = 2.3

.
θ1 + 2.14sgn

(
3

.
θ1
)

fr2 = 4.5
.
θ2 + 2.35sgn

(
2

.
θ2
)

fr3 = 1.7
.
θ3 + 1.24sgn

(
2

.
θ3
) (35)

δd(t) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
δd1(t) = 7.6 sin

( .
θ1
)

δd2(t) = 6.6 sin
( .
θ2
)

δd3(t) = 4.23 sin
( .
θ3
) (36)

To clearly present the results within the simulation period and to facilitate easier comparison, the
averaged tracking error i:

Ej =

√√√
1
N

N∑
i=1

(
‖ej(k)‖2

)
; j = 1, 2, 3 (37)

where Z is the number of simulation steps.
To demonstrate the superiority of the designed controller, the average control error is calculated

over two different simulation periods (10 s and 30 s).
The averaged tracking errors are reported in Table 2.

Table 2. The averaged tracking errors under the input of the controllers.

Error Control System E1 (10 s) E2 (10 s) E3 (10 s) E1 (30 s) E2 (30 s) E3 (30 s)

SMC 0.03102 0.01946 0.03113 0.01077 0.00671 0.01082
NFTSMC 0.02322 0.01284 0.02208 0.00774 0.00428 0.00737

Proposed Controller 0.01939 0.01037 0.01793 0.00646 0.00345 0.00597

The designated trajectory configuration and real trajectory under three control methods at the
first three joints are displayed in Figure 2. It can be seen from Figure 2 that all three controllers appear
to have a similar tracking control performance. However, they have different convergence times in
the following order: the designed controller has the fastest convergence time among all three control
methods, and NFTSMC has faster convergence time than the normal SMC.

Figures 3 and 4 show the position control errors and the velocity control errors, respectively. It can
be seen from Figure 3 and Table 2, the position control errors of the designed control scheme are
relatively small compared to those of the other control methods, in the order of 10−7rad. The position
control errors of the NFTSMC are in the order of 10−6rad. SMC provides the largest position control
errors of the three control methods, in the order of 10−4rad.

From Figure 4, it is seen that the designed control method also has the smallest velocity control
errors among all the three control methods.

The control torque for all three control manners, including SMC, NFTSMC, and the designed FTSMC,
are displayed in Figure 5. It can be recognized from Figure 5, SMC and NFTSMC have discontinuous
control torque because of using the high-frequency control law. Meanwhile, the designed system has
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smooth control torque with a significant elimination of the chattering phenomena. To achieve this
goal, the suggested controller applies STCL to substitute the high-frequency control law in removing
chattering behavior.

Figure 2. The designated trajectory configuration and real trajectory under three control methods:
(a) at Joint 1, (b) at Joint 2, and (c) at Joint 3.
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Figure 3. The position control errors: (a) at Joint 1, (b) at Joint 2, and (c) at Joint 3.
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Figure 4. The velocity control errors: (a) at Joint 1, (b) at Joint 2, and (c) at Joint 3.
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Figure 5. The control input signals: (a) Sliding Mode Control (SMC), (b) Non-singular Fast Terminal
Sliding Mode Control (NFTSMC), and (c) designed Fast Terminal Sliding Mode Control (FTSMC).

Response time of the sliding mode manifolds, including SMC, NFTSMC, and designed FTSMC,
are shown in Figure 6.
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Figure 6. Response time of the sliding mode manifolds: (a) at Joint 1, (b) at Joint 2, and (c) at Joint 3.

5. Conclusions

This paper focuses on designing a novel FTSMC for robot manipulators. In the first step, the novel
FTSMM is developed to enhance response capability, fast convergence time, uncertainties opposition,
and especially, improve the accuracy of the tracking position. To alleviate unknown nonlinear
parameters in the control system, STCL is then applied. Thanks to this valuable technique, exterior
disturbances and nonlinear elements are compensated more rapidly and more correctly with the smooth
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control torque. Finally, combining STCL and our proposed sliding mode manifold, under the flexible
controller, the stability and robustness of the control system are guaranteed with high-performance
and limited chattering. To evaluate the efficiency, a simulation example is performed for the trajectory
tracking control of a 3-DOF robotic manipulator.

From theoretical evidence, simulation results, and a comparison with SMC and NFTSMC, our
proposed controller has some of the following contributions: (1) the proposed controller provides
finite-time convergence and faster transient performance without singularity problem in controlling;
(2) the proposed controller inherits the benefits of the FTSMC and CRCL in the characteristics of
robustness towards the existing uncertainties; (3) a new FTSMM was proposed, and evidence of
finite-time convergence was sufficiently proved; (4) the precision of the proposed controller was further
improved in the trajectory tracking control; (5) the proposed controller shows the smoother control
torque commands with lesser oscillation.
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Abstract: This paper presents the design, simulation and experimental verification of adaptive
feedforward motion control for a hydraulic differential cylinder. The proposed solution is implemented
on a hydraulic loader crane. Based on common adaptation methods, a typical electro-hydraulic motion
control system has been extended with a novel adaptive feedforward controller that has two separate
feedforward states, i.e, one for each direction of motion. Simulations show convergence of the
feedforward states, as well as 23% reduction in root mean square (RMS) cylinder position error
compared to a fixed gain feedforward controller. The experiments show an even more pronounced
advantage of the proposed controller, with an 80% reduction in RMS cylinder position error, and that
the separate feedforward states are able to adapt to model uncertainties in both directions of motion.

Keywords: adaptive control; hydraulics; differential cylinder; feedforward; motion control

1. Introduction

For hydraulically actuated systems such as cranes, the hydraulic cylinder is the most common
actuator since it can provide a linear motion with, generally speaking, a large force to volume ratio,
a high efficiency and at a modest price. For systems which require a cylinder force in both directions,
a double acting cylinder is needed, and the differential cylinder is an obvious choice due to its low cost
and simple design. The main disadvantage is the difference in effective hydraulic area which leads to
a jump in both velocity and force gain when changing sign of direction, i.e., around zero velocity.

For many hydraulic systems, the pressure compensated directional control valve is a practical
choice due to the fact that it provides load independent flow control of the actuators. The pressure
compensator senses the load pressure, and adjusts the pressure drop over the directional control valve
to give a load independent flow. Since the velocity of the actuator is proportional to the hydraulic
flow through the valve, this translates to load independent velocity control. For manually operated
systems, the velocity control makes it easy for an operator to control systems that are subjected to large
variations in external load.

For closed loop control systems, the load independent velocity control can be utilized in a control
system using feedforward [1]. In this case, both a position reference and a velocity reference are
generated in the control system. An example of a typical closed loop electro-hydraulic motion control
system with feedforward is shown in Figure 1. The feedback controller uses the position reference
and the measured cylinder position, whereas the feedforward controller uses the velocity reference.
The pressure compensator is connected to a supply line which is shared with other actuators. The red
dashed lines show the hydraulic pilot lines for the counterbalance valve and the pressure compensator.

It should be noted that feedforward control cannot be used alone. A feedback controller is also
needed to help track the position reference, to eliminate steady state position error, and to counteract
any drift. Normally the feedforward gain is based on system components, and is defined as the
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ratio of valve opening to actuator velocity. With this in mind, it follows that modeling errors and
model uncertainties, in addition to external disturbances and system dynamics, may yield sub-optimal
performance with a fixed feedforward gain.

This paper focuses on modeling and motion control of a hydraulic loader crane with pressure
compensated differential cylinders. An adaptive feedforward controller is investigated to improve
performance of the motion control system. Two different approaches to feedforward control have
been implemented, the first is based on the MIT-rule [2], and the second is based on the sign-sign
algorithm [3].

Figure 1. Electro-hydraulic motion control system with feedforward.

2. Background and Method

Adaptive systems have long been used for system identification and parameter estimation. One of
the first methods is described in [4]. Another common method is the least mean squares algorithm,
which was developed in [5]. An example of this is shown in Equations (1)–(3). Given the linear system:

Y = θT · X (1)

E = Y − θ̂T · X (2)
˙̂θ = γ · X · ET (3)

where

Y = system output;
θ = system parameters;
X = system input;
E = estimation error;
θ̂ = estimated parameters;
γ = adaptation gain, constant.

The estimated parameters will converge towards the system parameters. The idea of using the
sign function in the adaptive law comes from the sign-sign least mean squares algorithm, and was first
introduced by [3]. Equation (3) then becomes:
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˙̂θ = γ · sign(X) · sign(ET) (4)

By taking the sign of the estimation error and system input, the adaptation becomes insensitive to
the magnitudes of E and X, and as such only the adaptation gain γ sets the adaptation speed.

The MIT rule is also used for adaptive control, and is described in [2]. A typical application is
model reference adaptive control, shown in Figure 2. Based on the model output ym, an additional
control output û is multiplied with the command signal uc to shape the plant output y. The equations
for the model reference adaptive control is shown in Equations (5) and (6).

˙̂u = −γ · ym · (y − ym) (5)

u = uc · û (6)

where

u = control output;
û = adaptive control output;
uc = command signal;
ym = model output;
y = plant output.

Early work in adaptive control can be found in [6–10]. Other work on adaptive control include [11]
which investigates adaptive feedback and feedforward control of robot manipulators, Reference [12]
which models and implements adaptive control of a flexible arm, and [13] which uses model reference
adaptive control on linear time-varying plants. Adaptive fuzzy sliding mode control is investigated
and implemented on an inverted pendulum in [14].

_ ___ __ _

Figure 2. Model reference adaptive control based on MIT-rule.

Newer applications of adaptive control systems include adaptive friction compensation with
an adaptive velocity estimator to compensate for the estimated non-linear friction force [15]. In [16],
a fuzzy model reference adaptive control of an active magnetic bearing for a milling process is
investigated to reduce the milling dynamics. Adaptive integral robust control of an electro-hydraulic
servo system is investigated in [17], using parameter estimation and integral control to compensate for
disturbances and plant uncertainties. Adaptive control of quadrotors is investigated in [18], which uses
an cerebellar model arithmetic computer to adapt to model uncertainties and disturbances. In [19],
adaptive control based on least-mean-fourth is implemented for a three-phase grid connected solar
system, which is able to provide load balancing and power factor correction.

As for motion control of hydraulic systems, different approaches have previously been investigated,
including vector control [20], pressure control [21,22], force control [23,24], and feedforward control [25].
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To the knowledge of the authors, adaptive feedforward motion control of hydraulic cylinders has not
previously been investigated, and this paper will focus on this novel concept.

In this paper, two adaptive controllers have been tested on a hydraulic differential cylinder and
compared to a fixed gain feedforward controller. Based on a typical fixed gain feedforward controller,
an adaptive controller can be made by extending it with the MIT rule. An illustration of a control
system with feedforward with fixed gain is shown in Figure 3.

Figure 3. Feedforward with fixed gain.

Defining the position error e as the position reference xre f minus the measured position x,
the control output for this control system is given in Equation (7)

u = kp · e + k f f · vre f (7)

where

u = controller output;
kp = proportional gain;
e = position error;
k f f = feedforward gain;
vre f = velocity reference.

Extending the traditional feedforward controller into an adaptive feedforward controller is done
by replacing the fixed feedforward gain with the MIT-rule. An illustration of the adaptive feedforward
scheme is shown in Figure 4.

Figure 4. MIT-rule adaptive feedforward.

The MIT-rule adaptive feedforward controller uses the position error, the velocity reference, and
the constant γ to update the feedforward gain. The update law and the control output for this adaptive
control system is then given in Equations (8) and (9).

ż f f = γ · vre f · e (8)

u = kp · e + z f f · vre f (9)
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where

γ = adaptation gain;
z f f = feedforward gain.

Extending this controller to use sign-sign is then straightforward. An illustration of the sign-sign
adaptive feedforward scheme is shown in Figure 5.

Figure 5. Sign-sign adaptive feedforward.

The update law and the control output for this adaptive control system is shown in
Equations (10) and (11).

ż f f = γ · sign(vre f ) · sign(e) (10)

u = kp · e + z f f · vre f (11)

It should be noted that the sign function can produce unnecessary chattering when the input
is oscillating around zero, due to the inherent discontinuity. Therefore the sign function has been
replaced with the tanh function, shown in Equation (12).

sign(e) ≈ tanh(k · e) (12)

This gives a smooth output when the input is oscillating around zero. Increasing the parameter k
gives a sharper rise and a closer approximation to sign(e). Another advantage of using tanh is that the
adaptation stops when the position error is zero. The parameter k has been set to k = 100 m−1 and
k = 100 s · m−1 for the position error and velocity reference, respectively.

3. Considered System

In this paper an 2020K4 loader crane made by HMF Group A/S, Højbjerg, Denmark has been
used for experiments. An illustration of the crane is shown in Figure 6. This crane has two hydraulic
differential cylinders: the main cylinder, and the knuckle cylinder. For this paper, the knuckle cylinder
has been used for simulation and experiments, since it can experience both resistive and assistive loads
in both directions of motion, equivalent to four quadrant operation. The relevant data for the knuckle
cylinder is shown in Table 1, and the data for the knuckle boom is given in Figure 7 and Table 2.

Each actuator is controlled via a pressure compensated proportional directional control valve
which ensures load independent flow control of the actuators. Counterbalance valves made by Oil
Control S.p.A, Modena, Italy are also used for load holding, assisting in lowering of the booms,
and pressure relief of pressure surges. An illustration of the hydraulic system for the knuckle cylinder
is shown in Figure 8.
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Figure 6. Illustration of the HMF 2020K4 loader crane.

Table 1. Knuckle cylinder data.

Name Parameter Value

Piston diameter Dp 0.15 m
Piston area A 0.0177 m2

Rod diameter Dr 0.1 m
Annulus area Aa 0.0098 m2

Piston area ratio φ = Aa
A 0.5556

Valve maximum flow Qmax 40 L/min

Figure 7. Knuckle boom center of mass.

Table 2. Knuckle boom data.

Name Parameter Value

Mass mk 851.972 kg

Inertia matrix Ik

⎡
⎣579.552 8.74629 11.5456

8.74629 573.285 0.174433
11.5456 0.174433 32.2491

⎤
⎦ kg·m2

The control system is implemented on a CompactRIO 9075 controller made by National
Instruments, Austin, TX, USA. The CompactRIO contains the reference generator and feedforward
motion controllers. The block diagram of the connections is shown in Figure 9.

The CompactRIO communicates with a PC, sends control signals to the valves, and reads the
sensors on the crane.
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Figure 8. Hydraulic system for the knuckle cylinder.

Figure 9. Connection between the crane and CompactRIO controller.

4. Modelling

A dynamic model of the crane has been made in Simscape™ by MathWorks®, Natick, MA, USA.
3D computer-aided design (CAD) models have been imported into the model using the Multibody
library. The hydraulic circuit has been made using the hydraulic library of Simscape™. A picture of
the CAD model is shown in Figure 10.

In the configuration shown in Figure 10, the knuckle cylinder experiences both resistive and
assistive loads in both directions of motion when retracting fully, and extending back out again.
The knuckle cylinder is controlled by a pressure compensated directional control valve, shown in
Figure 11.

The pressure compensator ensures that there is a constant pressure drop over the directional
control valve, which gives a load independent flow. The governing equations of the pressure
compensator are given in Equations (13)–(15).

upc =
pset + pload − pp

Δp
(13)

pload =

{
pa if uspool ≥ 0

pb otherwise
(14)

Qpc = kpc · upc ·
√

pi − pp (15)
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where

upc = opening of compensator, 0 ≤ upc ≤ 1
pp = compensated pressure at port p;
Δp = pressure difference between fully closed and fully open;
pa = pressure at port a;
pb = pressure at port b;
pt = tank pressure;
pset = spring pressure setting;
pload = load pressure;
uspool = position of the main spool, −1 ≤ uspool ≤ 1;
Qpc = flow in pressure compensator;
kpc = flow gain of compensator;
pi = compensator inlet pressure.

Figure 10. 3D view of the simulation model of the HMF 2020K4 in Simscape.

Figure 11. Hydraulic pressure compensated directional control valve for the knuckle cylinder.
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The steady state of pp is then given by Equation (16).

pp = pload + pset (16)

The sensing of the load pressures pa and pb ensures that the pressure drop over the directional
control valve always equals pset, and that the flow is load independent. This is shown in the orifice
equation in Equation (17).

Q = Cd · Ad · uspool ·
√

2
ρ
· (pp − pload)

= Cd · Ad · uspool ·
√

2
ρ
· pset (17)

= Qmax · uspool

where

Q = flow in the valve;
Cd = discharge coefficient;
Ad = maximum discharge area;
ρ = mass density;
Qmax = maximum valve flow;

Double counterbalance valves are used on the knuckle cylinder. An illustration of the
counterbalance valves is shown in Figure 12.

Figure 12. Double counterbalance valve.

The unitless openings of the counterbalance valves are calculated in Equations (18) and (19).

ua =
pa2 + ψ · pb1 − pcrack,a

Δp
(18)

ub =
pb2 + ψ · pa1 − pcrack,b

Δp
(19)

where

ua = opening of valve a, 0 ≤ ua ≤ 1;
ub = opening of valve b, 0 ≤ ub ≤ 1;
pa1 = pressure at valve a input side;
pa2 = pressure at valve a actuator side;
pb1 = pressure at valve b input side;
pb2 = pressure at valve b actuator side;
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pcrack,a = crack pressure of valve a;
pcrack,b = crack pressure of valve b;
ψ = pilot area ratio;
Δp = pressure difference between fully closed and fully open.

When ua and ub are 0, the valves are closed. When they are 1, the valves are fully open.
During assistive loads the valves tend to be somewhere between 0 and 1, meaning that they are
throttling the flow. The dynamics of the valves are included as a time constant, since the valves have a
finite bandwidth.

5. Adaptive Control Design

Since the actuator is a hydraulic differential cylinder, two separate states z+f f and z−f f are used for
out-stroke and in-stroke motion to handle model uncertainties both directions of motion. Consequently,
both the feedforward control output and the update law for the two gains are only active during
out-stroke or in-stroke motion respectively. To handle this, some switching logic is introduced based on
the sign of the velocity reference. The block diagram for the differential MIT-rule adaptive feedforward
is shown in Figure 13.

Figure 13. Differential MIT-rule adaptive feedforward.

The governing equations for the differential MIT-rule adaptive feedforward are shown in
Equations (20)–(23).

ż+f f =

{
γ · vre f · e, vre f > 0

0, otherwise
(20)

ż−f f =

{
0, vre f > 0

γ · vre f · e, otherwise
(21)

u f f =

⎧⎨
⎩z+f f · vre f , vre f > 0

z−f f · vre f , otherwise
(22)

u = kp · e + u f f (23)

where

z+f f = out-stroke feedforward gain;

z−f f = in-stroke feedforward gain;
u f f = feedforward controller output.

Extending the controller to sign-sign is straightforward. The block diagram for the differential
sign-sign adaptive feedforward is shown in Figure 14.
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Figure 14. Differential sign-sign adaptive feedforward.

The governing equations for the differential sign-sign adaptive feedforward are shown in
Equations (24)–(27).

ż+f f =

{
γ · sign(vre f ) · sign(e), vre f > 0

0, otherwise
(24)

ż−f f =

{
0, vre f > 0

γ · sign(vre f ) · sign(e), otherwise
(25)

u f f =

⎧⎨
⎩z+f f · vre f , vre f > 0

z−f f · vre f , otherwise
(26)

u = kp · e + u f f (27)

6. Simulation Results

For the simulation, a point-to-point trapezoidal velocity path generator has been used as a
reference. The point-to-point path generator has previously been developed in [26]. The path generator
operates in actuator space, which eliminates the effects of the non-linearities between the hydraulic
cylinder strokes and the joint angles in joint space. A path has been made such that the cylinder
experiences both resistive and assistive loads in both directions of motion. The references for position
and velocity are shown in Figure 15. The adaptation gain γ is different for the two controllers, due to
the use of sign(x), and has been experimentally set to γ = 200 s · m−3 for the MIT-rule feedforward,
and γ = 0.1 m−1 for the sign-sign feedforward. The unit is adapted accordingly to obtain the
correct output.

The position error for the MIT-rule feedforward simulation is shown in Figure 16. The position
error decreases towards a bounded error of ±6 mm, which is shown with the dashed lines. The RMS
error after convergence is 1.6 mm, showing high performance.

The states z f f for the MIT-rule feedforward simulation are shown in Figure 17. The dashed lines
show the theoretical values for a fixed feedforward gain. The states converge to values slightly larger
than the theoretical ones. This small discrepancy can be attributed to the constant velocity reference
and ramped position reference. When moving with a ramp position reference, there will always be a
small constant position error without an integrator in the position controller. Having a slightly larger
feedforward gain helps reducing this constant position error by giving the cylinder a small velocity
boost. Since the position error is measured, the adaptive controller is able to adapt the feedforward
gains to minimize the position error.
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(a) (b)

Figure 15. Point-to-point path references for simulation. (a) Position reference; (b) Velocity reference.

Figure 16. Cylinder position error during MIT-rule feedforward simulation, γ = 200 s · m−3.

Figure 17. Feedforward states during MIT-rule feedforward simulation, γ = 200 s · m−3.

Figure 18 shows the control signals u f f and u f b from the feedforward and feedback controller,
respectively. Given that the total control signal u = u f b + u f f , it can be seen that the contribution from
the feedforward controller clearly dominates, providing more than 95% at steady state.
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Figure 18. Control signals from feedforward and feedback during simulation, γ = 200 s · m−3.

The position error for the sign-sign feedforward simulation is shown in Figure 19. The same
bounded error of ±6 mm is shown with the dashed lines. The RMS error after convergence is 2.1 mm.

Figure 19. Cylinder position error during sign-sign feedforward simulation, γ = 0.1 m−1.

The states z f f for the sign-sign feedforward simulation are shown in Figure 20. The dashed lines
show the theoretical values for a fixed feedforward gain. The same results can be seen here as with the
MIT-rule, the states converge to values slightly larger than the theoretical ones, although convergence
is slower with 700 s compared to 400 s.

Figure 20. Feedforward states during sign-sign feedforward simulation, γ = 0.1 m−1.
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To show the difference in performance between the fixed gain controller and the adaptive
controllers, a simulation with fixed gain feedforward has been made and compared with the MIT-rule
feedforward at a simulation time where the states z f f have converged, at t = 800 s. This is shown in
Figure 21. It can be seen that the position error for the MIT-rule feedforward is lower compared to the
fixed gain feedforward, showing that the MIT-rule feedforward controller outperforms the fixed gain
controller even with an ideal model with correlation between cylinder velocity and feedforward gain.

Figure 21. Position error comparison between MIT-rule and fixed gain feedforward in simulation.

The RMS position error for each controller after convergence of the states z f f is shown in Table 3.
Even though the fixed gain feedforward is based on an ideal model, the MIT-rule adaptive feedforward
controller yields better position tracking with a 23% decrease in RMS position error. This shows the
improved performance of the adaptive controller.

Table 3. Comparison of RMS position error after convergence in simulation.

MIT-Rule Sign-Sign Fixed Gain

RMS error 1.6 mm 2.1 mm 2.1 mm

7. Experimental Results

The three controllers have been implemented on the CompactRIO controller in the laboratory.
The control laws are implemented in discrete-time based on backward euler integration. A picture of
the HMF 2020K4 loader crane in the laboratory is shown in Figure 22. The figure shows the crane in
the starting position. During motion the knuckle boom is folded down.

There is some deadband in the valves on the HMF 2020K4 loader crane, and therefore deadband
compensation has been implemented for the laboratory experiments. The identified deadbands for the
knuckle boom valve are shown in Table 4.

Table 4. Identified deadbands for the knuckle boom valve.

Name Parameter Value

Out-stroke deadband u+ 0.21
In-stroke deadband u− −0.31
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The equation for the deadband compensation is shown in Equation (28). By adding a small
deadband ũ, it is ensured that the valve will be able to stay closed when no movement is needed.

û =

⎧⎪⎪⎨
⎪⎪⎩

u+ + (1 − u+) · u, u > ũ

u− + (1 + u−) · u, u < −ũ

0, otherwise

(28)

where

û = compensated control signal;
u = control signal;
u+ = Out-stroke deadband;
u− = In-stroke deadband;
ũ = desired deadband, 0.001.

1

Figure 22. HMF 2020K4 loader crane in the laboratory.

The cylinder is running with a point-to-point path in actuator space equal to the simulations.
The position error for the MIT-rule feedforward is shown in Figure 23. It is shown that the position
error decreases towards a bounded error of ±14 mm. The RMS error after convergence is 5.2 mm.
The convergence of the position error is similar to the simulations, showing that the proposed adaptive
controller is feasible in a real world scenario, albeit with slightly larger position error.

The states z f f for the MIT-rule feedforward experiment are shown in Figure 24. The dashed lines
show the theoretical values for a fixed feedforward gain. The states converge to values that differ
from the theoretical ones. The state z+f f is higher than the theoretical, while the state z−f f is lower. This
means that there exist some model uncertainties that the controller is able to adapt to. In addition,

the ratio of the feedforward gains differs from the cylinder area ratio φ, i. e.
z−f f

z+f f
�= Aa

A , showing the

importance of using two separate feedforward states. Since the two states are not mathematically
linked by the cylinder area ratio φ, they are able to converge to values that minimizes position error
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in both directions of motion regardless of their ratio. This would not be possible if the traditional
MIT-rule with a single state was used.

Figure 23. Position error during MIT-rule feedforward experiment, γ = 200 s · m−3.

Figure 24. Feedforward states during MIT-rule feedforward experiment, γ = 200 s · m−3.

The position error for the sign-sign feedforward is shown in Figure 25. The same bounded error
of ±14 mm is shown. The RMS error after convergence is 5.3 mm.

The states z f f for the sign-sign feedforward experiment are shown in Figure 26. Similar results
can be seen here as with the MIT-rule, the states converge to values that differ from the theoretical
ones. The dashed lines show the theoretical values for a fixed feedforward gain. The convergence is
slower than the MIT-rule feedforward, and even though convergence speed is not critical, it may be a
minor disadvantage compared to the MIT-rule feedforward.

Figure 25. Position error during sign-sign feedforward experiment, γ = 0.1 m−1.
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The same comparison as in the simulations is made in the laboratory. An experiment with fixed
gain feedforward has been made and compared with the MIT-rule feedforward at a time where the
states z f f have converged, at t = 800 s. Figure 27 shows the difference in performance between the
fixed gain controller and the adaptive controller, where the position error for the MIT-rule feedforward
is significantly lower compared to the fixed gain feedforward.

The RMS position error for each controller after convergence of the states z f f is shown in Table 5.
The two adaptive feedforward controllers yield excellent performance with an 80% decrease in RMS
position error.

Figure 26. Feedforward states during sign-sign feedforward experiment, γ = 0.1 m−1.

In general, the RMS position errors are slightly larger than in the simulations, but this is expected
and can be attributed to the unmodeled flexibility of the crane, and other unmodeled dynamics.
However, the advantage of the adaptive feedforward controller is clear. The independent adaptation
of the out-stroke and in-stroke states z+f f and z−f f provides significantly increased performance on a
physical system with model uncertainties.

Table 5. Comparison of RMS position error after convergence in experiment.

MIT-Rule Sign-Sign Fixed Gain

RMS error 5.2 mm 5.3 mm 24.9 mm

Figure 27. Position error with fixed and adaptive gains.
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8. Conclusions

In this paper two adaptive feedforward motion controllers are designed, simulated, evaluated,
implemented and experimentally verified on a loader crane with hydraulic differential cylinders.
The controllers are based on common and proven adaptation methods to extend a typical
electro-hydraulic motion control system into a novel adaptive feedforward motion controller. One of
the challenges associated with a differential cylinder, namely the jump in both velocity and force gain
when changing sign of direction, is solved by creating two separate feedforward states for out-stroke
and in-stroke motion of the hydraulic differential cylinder, respectively. This separation makes the
controller able to adapt to model uncertainties where the ratio between the in-stroke and out-stroke
feedforward gains is not equal to the cylinder area ratio φ. Adaptation of the feedforward states
only occurs when the hydraulic cylinder is moving in the direction of motion associated with the
feedforward state.

Simulation results show high performance with good position tracking and that the states z f f
converge to values slightly higher than the theoretical ones. The cylinder position error is lowest for
the MIT-rule controller with an RMS error of 1.6 mm, and shows faster convergence than the sign-sign
controller. Compared to a fixed gain feedforward controller, where the gain is equal to the ratio of valve
opening to cylinder velocity, the RMS error is reduced by 23%, showing the improved performance of
the novel adaptive feedforward controllers.

Experiments in the laboratory show even better results than in the simulations. The adaptive
feedforward controllers converge and show good position tracking, while the MIT-rule feedforward
converges faster than the sign-sign feedforward. Compared to a fixed gain feedforward, the RMS
position error is reduced by 80% to 5.2 mm for the MIT-rule. The results show the feasabillty of the
novel adaptive feedforward controllers on a physical system. In addition, the differential structure
of the controllers shows its advantage, as the ratio of the feedforward states converges to values
different than the cylinder area ratio φ, showing the excellent performance of the adaptive feedforward
controller and its capability of handling model uncertainties in both directions of motion.

Future work may include stability analysis of the adaptive controllers, since the feedforward
gains are dependent on feedback of the cylinder position error e. The effects of the adaptation gain γ

may also be investigated to see if there exists an upper boundary where the system becomes unstable.
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Featured Application: Sling-type cable-suspended robots could be applied for gaming and

entertainment purposes: the robot could be used, for instance, to throw a ball towards human

players and catch it back. The advantage of cable robots is their large workspace, which can span

across a playing field. Moreover, an ideal application for a sling-like CSPR would be automatic

waste handling, where there are no strict requirements on positioning accuracy nor a risk of

damaging the objects being sorted.

Abstract: Cable-driven parallel robots can provide interesting advantages over conventional robots
with rigid links; in particular, robots with a cable-suspended architecture can have very large
workspaces. Recent research has shown that dynamic trajectories allow the robot to further
increase its workspace by taking advantage of inertial effects. In our work, we consider a
three-degrees-of-freedom parallel robot suspended by three cables, with a point-mass end-effector.
This model was considered in previous works to analyze the conditions for dynamical feasibility of a
trajectory. Here, we enhance the robot’s capabilities by using it as a sling, that is, by throwing a mass
at a suitable time. The mass is carried at the end-effector by a gripper, which releases the mass so
that it can reach a given target point. Mathematical models are presented that provide guidelines for
planning the trajectory. Moreover, results are shown from simulations that include the effect of cable
elasticity. Finally, suggestions are offered regarding how such a trajectory can be optimized.

Keywords: cable-driven parallel robots; cable-suspended robots; dynamic workspace;
trajectory planning; throwing robots; casting robot

1. Introduction

Cable-Suspended Parallel Robots (CSPRs) are a class of parallel robots where the end-effector
(EE) is supported by n extendable cables and in which the gravity force is used to keep cable tensions
τ1, . . . , τn positive. In this work, we focus in particular on robots that employ as many (taut) cables as
the number of Degrees-of-Freedom (DoFs) of the EE.

Such robots are often considered to move quasi-statically, that is, slowly enough that inertial
effects can be disregarded. If a CSPR operates in static or quasi-static conditions, the EE must remain
within the Static Equilibrium Workspace (SEW), namely, the set of poses where the EE can be in static
equilibrium [1]. However, considering dynamic trajectories has become more and more important

Appl. Sci. 2020, 10, 9067; doi:10.3390/app10249067 www.mdpi.com/journal/applsci41
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over the years. In [2], the authors defined the Dynamic Workspace (DW) as the set of EE poses
that can be reached with positive cable tensions by taking advantage of inertia forces, with the EE
moving in non-static conditions (nonzero velocity or acceleration): since the SEW is a subset of the DW,
this expands the potential applications of CSPRs.

For a dynamic trajectory to be feasible, the cable tensions must be positive at any instant, as the EE
moves along the trajectory. This condition can be verified numerically, by solving the inverse dynamics
problem at each time step; however, this approach can be computationally demanding, to the point
that it is difficult to apply in real-time conditions. Another possibility is to use analytic methods:
thus, several authors proposed trajectories defined by harmonic motions where the frequency must
lie within a feasible range [3–9] that can be directly computed from the trajectory parameters. One of
the first works in this field was [8], where the author considered several types of parametric dynamic
trajectories; this work was extended and generalized in [7], where the authors considered elliptic paths
in space, including circles and straight lines as special cases. Later works found similar results for
cable robots having rotational DoFs [6] or overconstrained cable-driven parallel robots (CDPRs) [9].
Finally, it was proved in [10,11] that the feasibility conditions found for the 3-cable, 3-DoF spatial
robot with point-mass EE (considered in [3–5,7,8]) can be extended to a 6-cable, 3-DoF spatial robot
with purely translational motion and a finite-size EE; this is a more realistic architecture for practical
applications (for instance, a gripper can be attached on the EE [12] to carry an object).

Operations that require dynamic manipulation of an object, such as throwing and catching,
were attempted by both rigid-link robots and CSPRs. These techniques can be used not only to enlarge
the workspace, but also to reduce operation times, which provides greater application possibilities.
For rigid-link robots, some of the first works in this field were [13,14], where the authors considered
a one-joint manipulator performing throwing and batting operations on an object in the plane,
and proved that pose and velocity could be completely controlled (within a subset of the state space) by
underactuated manipulation. Other works on 1-DoF manipulators with similar dynamic motions were
reported in [15], where the authors presented a 1-DoF robot prototype for tossing a ball towards a target,
and [16], where a control strategy was proposed for a similar prototype that launched an object towards
a target point. More recently, a concept similar to that presented in [13,14] was applied to a 1-DoF robot
capable of juggling a ball in three dimensions in an open-loop configuration [17]. For a general survey
of dynamic manipulation using only unilateral constraints (which includes throwing movements),
we refer the reader to [18].

Throwing can also be performed by more complex architectures, such as serial robotic arms:
an early work is [19], where a 2-DoF robot moving in a vertical plane along an elliptical path was
used to throw a ball and catch it back using visual feedback. For similar 2-link, underactuated robot
arms, other authors considered the problem of optimizing the pitching trajectory [20,21], while in [22]
a control strategy for the throwing motion was proposed and applied to the Pendubot prototype.
Regarding higher-DoF serial systems, a serial-link robot launching a ball towards a target was explored
in [23], where the authors reported a success rate of 40%; later, the authors of [24] reported up to
85% accuracy by using both a physical simulation and the predictions of a deep-learning network.
A 6-DoF serial arm was used for dynamic release and catching of a ball (in a “dribbling” motion) by
predicting its trajectory through a model of the free-flight phase using data from a visual tracking
system [25]. A more general trajectory design approach for n-link manipulators was introduced in [26]:
the algorithm considers both kinematic and dynamic constraints, and finds a solution (if any) with
a known probability. Finally, the sensitivity of the launch trajectory was considered in [27], where the
authors showed how to find the optimal launch trajectory in order to minimize the variance of the
landing-point position.

A number of works by Frank et al. [28] considered the possibility of throwing an object from
a gripper; the proposed application was rapid transportation of parts in a manufacturing system. In [29],
this idea was developed specifically for throwing and catching cylinder-shaped objects. The position
of the launched object in midair was observed by a visual tracking system [30].
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A slightly different approach, compared to throwing robots, was used in so-called “casting” robots,
proposed in [31]: here the authors design a planar, underactuated 2-DoF robot whose EE is a gripper
attached through an extendable cable to a rigid-link mechanism. This design, further developed in [32],
was used to prove the possibility of reaching a target point far from the robot base, by swinging the
rigid mechanism and then launching the EE by releasing the string at a suitable time. Later, the same
authors proposed in [33] the idea of controlling the EE motion in midair, by controlling the tension
of the string to which the EE is attached. In [34], this approach was extended to a 3-DoF spatial
parallel robot; later on, in [35], a casting robot was proposed using a serial robot arm mounted on
a mobile robot. In [36], a robotic arm launched a probe to a target location while the probe orientation
was kept fixed during the launch motion. A system that launched an anchor ball attached to a cable
was considered in [37], together with a ropeway robot moving along the launched cable after its
anchor had been fixed at the target position. Notably, in a casting robot, the cable may interact not
only with the launched part, but also with the environment, for instance by wrapping itself around
a pole [38]. A concept closely correlated to casting was explored in [39], where the authors considered
a shooting robot that catapulted an object connected to an elastic cable with an impulsive force;
an advantage of this approach is the ability to reach “blind spots” behind objects. A potential drawback
of casting manipulators, where the gripper detaches from the robot, is that they require long cables
that, especially in cluttered areas, can be difficult to safely reel back.

In this work, we focus on a 3-DoF CSPR with a point-mass EE attached to three cables and
carrying a gripper from which a mass, modeled as a frictionless point object, must be thrown towards
a given target by opening the gripper at a suitable instant. The obtained results can be readily extended
to a 3-DoF CSPR with a finite-size EE such as the one in [10], as long as some conditions on the
robot architecture are respected. The CSPR with parallelogram-type actuation in [10] can perform
purely-translational motion: this is useful, since keeping a constant orientation of the EE helps in
controlling the launch motion of the object.

Throwing robots were proposed in the literature for application in industrial environments,
for instance to quickly transport small parts [28,40], to collect small objects into bins efficiently [24] or
to store objects in warehouses [15,16]; for a survey of throwing as a transportation and sorting method
for objects with mass up to 100 g, see [40]. In particular, an ideal application for a sling-like CSPR would
be automatic waste handling, where there are no strict requirements on positioning accuracy nor a risk
of damaging the objects being sorted: while the concept of sorting waste through throwing robots was
already explored with both serial [41] or parallel [42] architectures, the application to CSPRs is new,
to the best of our knowledge. Throwing robots were also applied for entertainment purposes [19,25],
for instance in juggling [17], therefore we also envision an application for our work to a robotic
game-playing platform: the robot could be used to launch a ball towards players and catch it back from
them, taking advantage of the large DW of CSPRs to move across a playing field. Another interesting
application would be in hostile environments, such as space [34,35] or disaster-stricken areas [33,36,37],
for example to launch a grappling device [37] or a penetrator [36] (with an attached wire) towards
a target point in order to retrieve samples or to attach a tether. Finally, we also suggest that our robot
could be used in a casting configuration for fly-fishing purposes, by throwing a hook in a body of water.

In this paper, we begin by defining the dynamic model of the robot (Section 2) as it moves along
elliptical paths according to the conditions for dynamic feasibility defined in [4,7]. In Section 3 we
find the ballistic trajectory of the launched mass, from which we define conditions so that it can reach
the target point. Then, in Section 4 the trajectory thus found is optimized according to two objective
functions, through the use of a genetic algorithm. A more complete model of the robot, that takes into
account cable elasticity, is presented in Section 5: this is especially relevant considering the discontinuity
in cable tensions before and after the launch instant. Finally, in Section 6, we summarize our work and
present possible directions for further research.

43



Appl. Sci. 2020, 10, 9067

2. Kinematic and Dynamic Model

In our work, we consider a 3-DoF robot suspended by three cables such as the one shown in
Figures 1 and 2; the cables are modeled as inextensible, massless and having fixed cable exit points
Ai. The points Ai have position vectors ai = Ai − O with respect to the fixed reference frame (on the
robot base) having its origin in O. The EE is modeled as a point P having mass m and position
p = P −O = [x, y, z]T . One can write the inverse kinematic equations (which provide the cable lengths
ρi as a function of p) as

ρi =

√
(p − ai)

T (p − ai), i = 1, 2, 3. (1)

p

g

O
x
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z

ρ ρ ρ
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Figure 1. A 3-DoF (Degrees-of-Freedom) spatial Cable-Suspended Parallel Robot (CSPR) launching an
object from the launch point PL to the target point PT .

Figure 2. An example 3-DoF, 3-cable spatial CSPR (image taken with permission from [43]).
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We define the unit vectors ei directed as the ith cable and oriented towards the EE as

ei =
p − ai

ρi
, i = 1, 2, 3. (2)

We obtain the dynamic model of the robot by writing the force equilibrium equation for the EE:

mg −
3

∑
i=1

τiei = mp̈ (3)

In Equation (3), τi denotes the tensile force in the ith cable, g = − [0, 0, g]T is the gravity vector,
and g is the gravitational acceleration. It is convenient to refer to the cable tensions per unit mass
μi = τi/m, as the EE mass varies before and after launch. We now define the vector μ and the structure
matrix M as

μ =

⎡
⎢⎣μ1

μ2

μ3

⎤
⎥⎦ =

1
m

⎡
⎢⎣τ1

τ2

τ3

⎤
⎥⎦ =

1
m

τ, M =
[
e1 e2 e3

]
(4)

After some algebraic manipulation, Equation (3) can be solved (in matrix form) for μ as

μ = M−1 (g − p̈) (5)

where matrix M is invertible if and only if P does not lie on the plane through points A1, A2 and
A3 [4]. In the following, for simplicity we assume that the EE mass varies instantaneously from m1

(before the launch) to m2 (after the launch) and that this happens by simply releasing the launched
object, without introducing external forces on the EE; with the previous assumptions of point-mass EE
and inextensible cables, this implies that the tensions τ instantaneously vary at launch. For a more
comprehensive treatment of variable-mass systems, we refer the reader to [44].

The robot is fully actuated, that is, it has as many controlled DoFs as actuated cables: therefore,
any launch trajectory could in principle be used in order to reach a desired launch condition (defined by
a launch point and launch velocity), provided that said trajectory is feasible. We assume that P moves
along an elliptical path Γ, so that we may usefully apply many results from previous works [5,7,8],
especially in regards to determining trajectory feasibility by means of analytical methods. The position
p of the EE is then defined by

p = pC + b

[
sin(ωt)
cos(ωt)

]
, pC =

⎡
⎢⎣xC

yC
zC

⎤
⎥⎦ , b =

⎡
⎢⎣xrs xrc

yrs yrc

zrs zrc

⎤
⎥⎦ (6)

where pC = C − O denotes the position of the center C of Γ, while the entries in matrix b are path
parameters that define the shape and orientation of the trajectory. The motion amplitude along the x
axis is given by xA =

√
x2

rs + x2
rc, thus the minimum and maximum values of the x coordinate as P

moves along Γ are xmin = xC − xA and xmax = xC + xA; similar extrema can be found for the motion
along axes y and z.

3. Launch Trajectory Planning

A mass is launched at the launch instant t = tL from the EE and we require it to pass through
a given target point PT , which has position pT = [xT , yT , zT ]

T (see Figure 1). The position pL at launch
point PL of the EE and its launch velocity ṗL can be obtained from Equation (6) as:
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pL =

⎡
⎢⎣xL

yL
zL

⎤
⎥⎦ = pC + b

[
sin αL
cos αL

]
, ṗL =

⎡
⎢⎣ẋL

ẏL
żL

⎤
⎥⎦ = ωb

[
cos αL
− sin αL

]
(7)

where αL = ωtL is the launch angle (using α as the path coordinate along Γ); note that pL and ṗL
define the initial conditions for the motion of the mass after launch.

The trajectory planning of the launched mass requires some simplifying assumptions.
Most authors [13–17,19,21,25–27,31–34,36–39] consider a simplified model where, during the free-flight
phase, the only force acting is gravity; under these assumptions, it can be readily shown that the center
of mass of the launched object will move along a parabolic arc in a vertical plane. Considering the effect
of air drag leads to a more realistic model; however, the dynamic problem including the air-drag model
does not have a closed-form solution. Therefore, we will disregard this effect, which is acceptable if the
object being launched is sufficiently small and heavy.

With these assumptions, gravity is the only external force acting during the free-flight motion and
the equation of ballistic flight can be written as:

p(t) =
1
2

g (t − tL)
2 + ṗL (t − tL) + pL (8)

If we denote by ΔtLT the flight time in which the mass goes from PL to PT , then pT = p (tL + ΔtLT),
and thus:

xT = ẋLΔtLT + xL (9)

yT = ẏLΔtLT + yL (10)

zT = żLΔtLT − 1
2

gΔt2
LT + zL (11)

Equations (9) and (10) yield

xT − xL
yT − yL

=
ẋL
ẏL

(12)

By substituting Equation (7) into Equation (12) and simplifying, we obtain

[(xT − xC) yrs − (yT − yC) xrs] cos αL

− [(xT − xC) yrc − (yT − yC) xrc] sin αL + xrsyrc − xrcyrs = 0
(13)

which, using the tangent half-angle substitution, can be rewritten as a 2nd-degree equation in
tn = tan

( αL
2
)
, namely:

Gt2
n + Htn + I = 0 (14)

where G, H and I are known coefficients that depend on the geometry of ellipse Γ and the coordinates
of the target point PT , namely:

G = xrsyrc − xrcyrs − xTyrs + xCyrs + xrsyT − xrsyC

H = 2 (−xTyrc + xCyrc + xrcyT − xrcyC)

I = xrsyrc − xrcyrs + xTyrs − xCyrs − xrsyT + xrsyC

(15)

Solving Equation (14) yields two values for tn:

tn,1 =
−H +

√
H2 − 4GI

2G
, tn,2 =

−H −√
H2 − 4GI

2G
(16)
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and thus two values for αL:

αL1 = 2 arctan (tn,1) , αL2 = 2 arctan (tn,2) (17)

Two possible launch positions pL1 and pL2 are obtained substituting the two values of αLi in
Equation (7); it is worth pointing out that neither αL nor pL depend on ω.

Substituting the components of either possible solution for pL and ṗL into Equations (9) and (11),
we get two nonlinear equations in the two unknowns ω and ΔtLT , which are the last parameters that
need to be computed:

xT − xL = ω (xrs cos αLi − xrc sin αLi)ΔtLT (18)

zT − zL = ω (zrs cos αLi − zrc sin αLi)ΔtLT − 1
2

gΔt2
LT (19)

for i = 1, 2. Equation (18) can be rewritten as

ω =
xT − xL

(xrs cos αLi − xrc sin αLi)ΔtLT
(20)

Substituting Equation (20) into Equation (19), we find

ΔtLT =

√
2
g

[
(xT − xL) (zrs cos αLi − zrc sin αLi)

xrs cos αLi − xrc sin αLi
− (zT − zL)

]
(21)

Substituting Equation (21) into Equation (20), two values of ω can be found. Thus, we obtain the
values of ω and ΔtLT that ensure that the launched mass reaches the target point. The method above
gives two solutions for αL and thus two solutions for the launch trajectory.

A necessary and sufficient condition for Equation (21) to have solutions is

(xT − xL) (zrs cos αLi − zrc sin αLi)

xrs cos αLi − xrc sin αLi
− (zT − zL) > 0 (22)

We offer the conjecture (verified on a large number of numerical simulations) that Equation (22)
holds if and only if the target point lies below the plane containing the ellipse Γ.

4. Optimal Trajectory

4.1. Optimization Method

In Section 3, we showed how to find, for a given trajectory Γ and target point PT , two possible
launch positions pL1 and pL2. In this Section, instead, we seek an optimal trajectory Γopt (for a given
PT), that is, one having the lowest “cost” (which can be defined according to users’ requirements)
while respecting desired constraints. Since an elliptical path is completely defined by vector pC and
matrix b, while the remaining trajectory parameters αL and ω can be computed from Equations (17)
and (20), we look for the optimal choice for pC and b, which minimizes a given objective function F.

In a throwing operation, we may be interested in limiting both the energy required for throwing
and the motion time of the launched object. Reducing the motion time provides obvious advantages in
terms of productivity; however, we noted empirically that minimizing ΔtLT alone tends to produce
unacceptable solutions, as the velocities involved and the corresponding cable tensions may become
excessively high. It thus appears sensible to evaluate the energy E required for the launch motion, as E
depends on both tensions and velocities. Therefore, we include the ballistic flight time ΔtLT and the
total energy E required for launch in a vector-valued function F with two optimization objectives:
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F =

[
E

ΔtLT

]
(23)

Some sensible constraints may be set on the velocity ṗT = [ẋT , ẏT , żT ]
T = nT‖ṗT‖ at the target

point: here, we choose to assign the direction nT =
[
nTx, nTy, nTz

]T and a maximum magnitude ṗmax,
such that ‖ṗT‖ ≤ ṗmax.

We note that, by differentiating Equation (8) with respect to time, ṗL can be derived from ṗT as

ẋL = ẋT

ẏL = ẏT

żL = żT + gΔtLT

(24)

The flight time ΔtLT can be found from Equation (21), but it is convenient to express it as a function

of the optimization parameters. By introducing ΔxyLT =
√
(xT − xL)

2 + (yT − yL)
2 and nT,xy =√

n2
Tx + n2

Ty, the flight time can be expressed from Equations (9) and (10) as

ΔtLT =
ΔxyLT

‖ṗT‖nT,xy
(25)

The energy required for launch is the sum of a kinetic and a potential term due to gravity. In order
to simplify the trajectory planning, we choose to start the EE from rest and let it reach the dynamical
conditions of trajectory Γ through transition trajectories [7] with progressively increasing motion
amplitudes. With this choice, the initial rest position is at the center PC of Γ. The kinetic energy at start
is zero, while the kinetic energy EKL at launch is

EKL =
1
2

m
(

ẋ2
L + ẏ2

L + ż2
L

)
(26)

Substituting Equations (24) and (25) in Equation (26) yields, after rearrangement

EKL =
1
2

m‖ṗT‖2 +
nTz

nT,xy
mgΔxyLT +

1
2

mg2 Δxy2
LT

‖ṗT‖2n2
T,xy

(27)

The variation of the potential energy as the EE moves from center point PC to launch point PL is

ΔEP = EPL − EPC = mg (zL − zC) (28)

As the EE moves from PC to PL, the total energy provided by the motors is then at least

ΔEL = EKL − EKC + EPL − EPC = EKL + ΔEP (29)

Another possible approach is to consider the energy variation ΔEmax from PC to the point on
Γ that has the maximum value of ΔE, instead of the energy variation from PC to PL: ΔEmax can be
of interest for the optimization, as the motors will have to provide that amount of energy to the EE.
The total energy variation at any point on Γ (with respect to the start point PC) can be expressed as

ΔE =
1
2

m‖ṗ‖2 + mg (z − zC) (30)

and thus, by differentiating with respect to time

d
dt

ΔE = mṗp̈ + mgż = 0 (31)

48



Appl. Sci. 2020, 10, 9067

Here, ṗ = ‖ṗ‖ and p̈ = ‖p̈‖, while ż is the component of ṗ along the z axis.
Substituting Equation (6) into Equation (31) and introducing s = tan

(
ωt
2
)

yields

c0 + c1s + c2s2 + c3s3 + c4s4 = 0 (32)

where

c0 = g (zrc + zrs)

c1 = 2ω2
(

x2
rc + y2

rc + z2
rc − x2

rs − y2
rs − z2

rs

)
− 2gzrc

c2 = 4ω2 (xrcxrs + yrcyrs + zrczrs)− 2gzrc

c3 = 2ω2
(

x2
rs + y2

rs + z2
rs − x2

rc − y2
rc − z2

rc

)
− 2gzrc

c4 = g (zrc − zrs)

(33)

Equation (32) is a fourth-degree polynomial equation, which can be solved either analytically
or numerically for the unknown variable s; from the four roots of s we get four possible values of
α = ωt and, thus, four local extrema of ΔE(α), the largest of which is the maximum energy ΔEmax

along the trajectory.
In defining our objective function (see Equation (23)), E can be defined as either the maximum

energy ΔEmax seen above or as ΔEL in Equation (29), according to the designer’s preference. In the
following, we use the definition in Equation (29), for simplicity.

From Equation (8), one can see that, when Δxy,LT and ‖ṗT‖ are determined, pL can also be found
from pT and nT ; then, one can also find ṗL by using Equation (24). We can show, from Equations (25)
and (27)–(29), that the time to reach PT and the launch energy do not depend on xC and yC; the same
is also true if we consider the maximal energy obtained from Equation (30) and the solution of
Equation (32). Thus, we may assume the coordinates xC and yC to be given, while we seek to optimize
the starting height zC. The optimal path Γopt is uniquely defined from pC, pL, the direction of ṗL and
the linear eccentricity ε of Γopt; ε is defined as the distance from the center of the ellipse to either of its
two foci. The frequency ω can then be found from Γopt, pL and ‖ṗL‖. The optimal choice for Δxy,LT ,
‖ṗT‖, zC and ε is the one that minimizes F.

When optimizing the objective function F, we may also wish to set some constraints on the
trajectory. First, we limit the EE motion within a rectangular cuboid workspace defined as

Xmin < x < Xmax

Ymin < y < Ymax

Zmin < z < Zmax

(34)

In a practical application, we also have to limit the torques and velocities at the robot’s actuators:
these are proportional, respectively, to the cable tensions and cable velocities, if the robot uses cable
winches controlled by rotary motors (as is common for CDPRs [34]). So we set constraints directly on
the tensions and velocities, as

max {τ1, τ2, τ3} < τmax

max {ρ̇1, ρ̇2, ρ̇3} < ρ̇max
(35)

where τmax and ρ̇max depend on the robot’s motors; for instance, denoting the maximum torque
and maximum angular speed of the motors as, respectively, TM and ΩM, and the radius of the
winches that actuate the cables as R, one has τmax = TM/R and ρ̇max = ΩMR (assuming that the
motors and the winches of all cables are identical). The cable tensions in Equation (35) are found
from Equations (4) and (5), while the velocities are found by differentiating Equation (1) with respect
to time.
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Finally, when a CSPR moves along a dynamical trajectory, cable tensions must also be ensured to
be always positive. For a given Γ, the feasible range [ωmin, ωmax] for the trajectory frequency ω can be
calculated by the method presented in [7]. If (and only if) the value of ω is in this range, then cable
tensions τi are positive both before and after launch, since the method in [7] does not depend on the
EE mass m, which in this case changes instantaneously at t = tL. Therefore, the optimization problem
also requires the constraint

ωmin < ω < ωmax (36)

4.2. Numerical Example

We now present a numerical example (in the following, time, lengths and forces are given in
seconds, meters and newtons, respectively). We set

pT =

⎡
⎢⎣ 2

5
−5

⎤
⎥⎦ , nT =

⎡
⎢⎣ 1

4
−8

⎤
⎥⎦ , a1 =

⎡
⎢⎣2

1
1

⎤
⎥⎦ , a2 =

⎡
⎢⎣−3
−2
0

⎤
⎥⎦ , a3 =

⎡
⎢⎣−1

3
−1

⎤
⎥⎦ (37)

and the maximum magnitude of the velocity at the target point as ṗmax = 40. For a realistic choice of
motors and winch radius, we set τmax = 8 and ρ̇max = 7. The mass m of the EE before and after launch
is m1 = 1 and m2 = 0.6, respectively.

We seek the optimal trajectory under the following workspace constraints:

Xmin = −4, Xmax = 4

Ymin = −5, Ymax = 5

Zmin = −5, Zmax = 0

(38)

We also assign the x and y coordinates of trajectory center as xC = −1, yC = 1.
Several algorithms may be used to solve the optimization problem: we chose to use a genetic

algorithm with the MATLAB function gamultiobj, setting an initial population of 1500 individuals and
a maximum of 5000 generations. The algorithm converges within the specified number of generations
with a function tolerance of 10−5; all solutions also respect the constraints set in Equations (34)–(36).
The result of the optimization is a Pareto front that displays the relationship between the first and the
second element in the vector-valued function F. In Figure 3, every point represents a potential solution
on the Pareto front for the two objectives to be minimized E and ΔtLT . As expected, we can see that we
cannot minimize both objectives at the same time.

We also show an example solution from the Pareto front, defined by

pL =

⎡
⎢⎣ 1.954

0.815
−1.693

⎤
⎥⎦ , pC =

⎡
⎢⎣ −1

1
−2.43

⎤
⎥⎦ , b =

⎡
⎢⎣ −2.94 0.599
−0.599 −2.02
−1.01 −0.547

⎤
⎥⎦ , ω = 1.964 (39)
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Figure 3. Pareto front for the two objectives E and ΔtLT .

Figure 4a,b show the optimal trajectory and the corresponding cable tensions; we notice that the
cable tensions are discontinuous at the launch instant, as the EE mass m suddenly changes.
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Figure 4. (a) Optimal trajectory: 3D view of the path Γopt. (b) The cable tensions along Γopt.

5. Cable Elasticity

So far we have considered cables to be inextensible. With this model, it can be clearly seen from
Figure 4b that, at the launch instant, tensions suddenly change due to the instantaneous variation
of the EE mass m. Though inextensible-cable models can be very useful for predicting the dynamic
feasibility of a trajectory for a CDPR [3–10], tension discontinuity is unrealistic. Thus, we consider
now a more realistic model where cables behave as linear elastic springs: by this second approach,
tension discontinuities disappear, but the sudden variation of the gravity load applied on the EE
causes oscillations.

We introduce pI(t) = [xI(t), yI(t), zI(t)]
T and pA(t) = [xA(t), yA(t), zA(t)]

T as the positions of
the EE as it moves along the ideal (ΓI) and the actual (ΓA) trajectory, respectively: that is, ΓI is the
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trajectory defined in the planning phase considering ideal inextensible cables, while ΓA is the trajectory
obtained when elastic effects are introduced. Accordingly, cable lengths become

ρi,A = ‖pA − ai‖, ρi,I = ‖pI − ai‖, i = 1, 2, 3 (40)

We also define Δρi = ρi,A − ρi,I . We use the following linear elastic model:

τi,A =

⎧⎨
⎩

K0
ρi,I

Δρi, Δρi ≥ 0

0, Δρi < 0
, i = 1, 2, 3 (41)

where K0 is the stiffness of a unit length of cable (assumed equal for all cables).
The cable-vector directions are

ei,A =
pA − ai

ρi,A
, i = 1, 2, 3 (42)

and the actual structure matrix is

MA =
[
e1,A e2,A e3,A

]
(43)

Since any real system is affected by energy dissipation, damping needs to be taken into account to
obtain a realistic model. A complete model of all dissipative forces in a real system is beyond the scope
of the present work; therefore, for simplicity we group all damping effects in a linear term, as

Fd = KdṗA (44)

where Kd is the damping coefficient and ṗA is the velocity of the EE as it moves along the actual
trajectory. This dissipative force could be due, for instance, to air drag. So, the general equilibrium
equation for the elastic model is

MAτA = m (g − p̈A)− Fd (45)

where τA = [τ1,A, τ2,A, τ3,A]
T .

We can then combine Equations (41), (44) and (45) to obtain a set of ordinary differential equations.
For given initial values of pA(t) and ṗA(t), this set can be numerically solved to yield the actual
trajectory and actual cable tensions.

To provide an example, we use the optimal trajectory parameters found in Section 4.2, as expressed
in Equations (37) and (39); here, the robot starts moving from rest at C with a transition trajectory,
reaches the target trajectory Γ and finally performs the launch. The other parameters are set as K0 =
10,000 N and Kd = 0.01 Ns/m; the value of K0 is obtained considering polymer cables having diameter
≈1 mm (using the data presented in [45] for reference), while the value of Kd is only a reasonable
parameter for simulation. The results are shown in Figures 5–7.

In Figure 5, the continuous lines represent the actual trajectory, while the dashed lines are the
ideal trajectory. In Figure 7, the black crosses are the target point’s coordinates along the coordinate
axes. The continuous line is the actual trajectory when considering an elastic-cable model. The two
figures clearly show that even when considering elastic cables the launched object can be thrown
acceptably close to the target point. We can also see in Figure 6 that the cable tensions are continuous
before and after launch, although they briefly reach zero with the elastic model. Significant tension
oscillations are triggered at the launch instant t = tL, which can lead to losing tension in some cables:
this could affect the robot stability after launch.
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Figure 5. Ideal trajectory (dashed line) and actual trajectory (continuous).
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Figure 6. Plots of the cable tensions over time, with the inextensible model (dashed line) and elastic
model (continuous).
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Figure 7. Coordinates of the end-effector (EE) (in color) and of the launched object (black) with both
models, along the three axes.
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6. Conclusions

In this paper, we considered general elliptical trajectories for a 3-cable suspended robot with
a point-mass EE and we showed how these trajectories can be applied for launching a mass from
the EE to a target point. We provided analytical conditions for the object to reach its target and we
optimized the motion in terms of two parameters of interest (namely, energy consumption and total
flight time) by using a genetic algorithm. Constraints on the cable tensions were set to guarantee that
the trajectories are feasible, both before and after launch. Notably, the results presented for trajectory
planning can be extended to a 6-cable suspended robot with parallelogram-type actuation [10,11].
We also verified the motion feasibility by numerical simulations including a model of cable elasticity.

The goal of our work is to expand the capabilities of CDPRs in terms of the types of motion that
can be achieved and the total workspace that can be reached. Directions for future work include:

• optimizing the robot trajectory in order to reduce the discontinuity (in the rigid-body model) of
cable tensions at the launch instant, which may cause oscillations after launch;

• studying tension fluctuations that are triggered, in the elastic model, even before the launch
(see Figure 6);

• analyzing the sensitivity of the final position of the launched object to errors in the actual launch
position and velocity with respect to their ideal values, similarly to the works presented in [11,27];

• considering the effect of air drag; the trajectory of a point-mass object in free-flight through
a viscous medium is described by differential equations that generally do not allow closed-form
solutions, but some authors [29] propose tractable models that approximate the real solution;

• experimentally validating our results by tests on a prototype (currently under development).

Author Contributions: Conceptualization, D.L., G.M. and M.C.; software, D.L. and G.M.; methodology, D.L.
and G.M.; writing—original draft preparation, D.L.; writing—review and editing, D.L., G.M., M.C. and X.J.;
visualization, D.L. and G.M.; supervision, M.C. and X.J.; project administration, M.C. and X.J.; funding acquisition,
X.J. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by the National Natural Science Foundation of China (NSFC) under grants
51525504 and 51805486.

Acknowledgments: The authors wish to thank Qinchuan Li for his support throughout the project. We also thank
Edoardo Idà for his advice regarding CSPRs and their actuators.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the study;
in the collection, analyses, or interpretation of data; in the writing of the manuscript, or in the decision to publish
the results.

Abbreviations

The following abbreviations are used in this manuscript:

CDPR Cable-Driven Parallel Robot
CSPR Cable-Suspended Parallel Robot
EE End-Effector
DoF Degree of Freedom
SEW Static Equilibrium Workspace
DW Dynamic Workspace

References

1. Riechel, A.T.; Ebert-Uphoff, I. Force-feasible workspace analysis for underconstrained point-mass cable
robots. In Proceedings of the IEEE 2004 ICRA, New Orleans, LA, USA, 26 April–1 May 2004; Volume 5,
pp. 4956–4962. [CrossRef]

2. Barrette, G.; Gosselin, C.M. Determination of the dynamic workspace of cable-driven planar parallel
mechanisms. ASME J. Mech. Des. 2005, 127, 242–248. [CrossRef]

54



Appl. Sci. 2020, 10, 9067

3. Zhang, N.; Shang, W. Dynamic trajectory planning of a 3-DOF under-constrained cable-driven parallel robot.
Mech. Mach. Theory 2016, 98, 21–35. [CrossRef]

4. Zhang, N.; Shang, W.; Cong, S. Geometry-based trajectory planning of a 3-3 cable-suspended parallel robot.
IEEE Trans. Robot. 2016, 33, 484–491. [CrossRef]

5. Zhang, N.; Shang, W.; Cong, S. Dynamic trajectory planning for a spatial 3-DoF cable-suspended parallel
robot. Mech. Mach. Theory 2018, 122, 177–196. [CrossRef]

6. Jiang, X.; Gosselin, C.M. Dynamically feasible trajectories for three-DOF planar cable-suspended parallel
robots. In Proceedings of the ASME 2014 IDETC/CIE, Buffalo, NY, USA, 17–20 August 2014; Volume 5A,
p. V05AT08A085. [CrossRef]

7. Mottola, G.; Gosselin, C.M.; Carricato, M. Dynamically feasible periodic trajectories for generic spatial
three-degrees-of-freedom cable-suspended parallel robots. ASME J. Mech. Rob. 2018, 10, 031004. [CrossRef]

8. Gosselin, C.M. Global planning of dynamically feasible trajectories for three-DOF spatial cable-suspended
parallel robots. In Cable-Driven Parallel Robots; Mechanisms and Machine Science; Bruckmann, T.,
Pott, A., Eds.; Springer: Berlin/Heidelberg, Germany, 2013; Volume 12, pp. 3–22. [CrossRef]

9. Shao, Z.; Li, T.; Tang, X.; Tang, L.; Deng, H. Research on the dynamic trajectory of spatial cable-suspended
parallel manipulators with actuation redundancy. Mechatronics 2018, 49, 26–35. [CrossRef]

10. Mottola, G.; Gosselin, C.M.; Carricato, M. Dynamically feasible motions of a class of purely-translational
cable-suspended parallel robots. Mech. Mach. Theory 2019, 132, 193–206. [CrossRef]

11. Mottola, G.; Gosselin, C.M.; Carricato, M. Effect of actuation errors on a purely-translational spatial
cable-driven parallel robot. In Proceedings of the IEEE 9th Annual International Conference on CYBER
Technology in Automation, Control, and Intelligent Systems (CYBER), Suzhou, China, 29 July–2 August
2019; pp. 701–707. [CrossRef]

12. Saber, O.; Zohoor, H. Workspace analysis of a cable-suspended robot with active-passive cables.
In Proceedings of the ASME 2013 IDETC/CIE, Portland, OR, USA, 4–7 August 2013; Volume 6A,
p. V06AT07A071. [CrossRef]

13. Mason, M.T.; Lynch, K.M. Dynamic manipulation. In Proceedings of the IEEE/RSJ 1993 IROS,
Yokohama, Japan, 26–30 July 1993; Volume 1, pp. 152–159. [CrossRef]

14. Lynch, K.M.; Mason, M.T. Dynamic nonprehensile manipulation: controllability, planning, and experiments.
Int. J. Rob. Res. 1999, 18, 64–92. [CrossRef]

15. Tabata, T.; Aiyama, Y. Tossing manipulation by 1 degree-of-freedom manipulator. In Proceedings of the
IEEE/RSJ 2001 IROS, Maui, HI, USA, 29 October–3 November 2001; Volume 1, pp. 132–137, [CrossRef]

16. Miyashita, H.; Yamawaki, T.; Yashima, M. Control for throwing manipulation by one joint robot.
In Proceedings of the IEEE 2009 ICRA, Kobe, Japan, 12–17 May 2009; pp. 1273–1278. [CrossRef]

17. Reist, P.; D’Andrea, R. Design and analysis of a blind juggling robot. IEEE Trans. Robot. 2012, 28, 1228–1243.
[CrossRef]

18. Ruggiero, F.; Lippiello, V.; Siciliano, B. Nonprehensile dynamic manipulation: A survey. IEEE Robot.
Autom. Lett. 2018, 3, 1711–1718. [CrossRef]

19. Sakaguchi, T.; Fujita, M.; Watanabe, H.; Miyazaki, F. Motion planning and control for a robot performer.
In Proceedings of the IEEE 1993 ICRA, Atlanta, GA, USA, 2–6 May 1993; Volume 3, pp. 925–931. [CrossRef]

20. Mettin, U.; Shiriaev, A.S.; Freidovich, L.B.; Sampei, M. Optimal ball pitching with an underactuated model
of a human arm. In Proceedings of the IEEE 2010 ICRA, Anchorage, AL, USA, 3–7 May 2010; pp. 5009–5014.
[CrossRef]

21. Yedeg, E.L.; Wadbro, E. State constrained optimal control of a ball pitching robot. Mech. Mach. Theory 2013,
69, 337–349. [CrossRef]

22. Shoji, T.; Katsumata, S.; Nakaura, S.; Sampei, M. Throwing motion control of the springed Pendubot.
IEEE Trans. Control Syst. Technol. 2013, 21, 950–957. [CrossRef]

23. Senoo, T.; Namiki, A.; Ishikawa, M. High-speed throwing motion based on kinetic chain approach.
In Proceedings of the IEEE/RSJ 2008 IROS, Nice, France, 22–26 September 2008; pp. 3206–3211. [CrossRef]

24. Zeng, A.; Song, S.; Lee, J.; Rodriguez, A.; Funkhouser, T. TossingBot: learning to throw arbitrary objects with
residual physics. IEEE Trans. Robot. 2020, 36, 1307–1319. [CrossRef]

25. Bätz, G.; Lee, K.K.; Wollherr, D.; Buss, M. Robot basketball: A comparison of ball dribbling with visual and
force/torque feedback. In Proceedings of the IEEE 2009 ICRA, Kobe, Japan, 12–17 May 2009; pp. 514–519.
[CrossRef]

55



Appl. Sci. 2020, 10, 9067

26. Sintov, A.; Shapiro, A. A stochastic dynamic motion planning algorithm for object-throwing. In Proceedings
of the IEEE 2015 ICRA, Seattle, WA, USA, 26–30 May 2015; pp. 2475–2480. [CrossRef]

27. Okada, M.; Pekarovskiy, A.; Buss, M. Robust trajectory design for object throwing based on sensitivity for
model uncertainties. In Proceedings of the IEEE 2015 ICRA, Seattle, WA, USA, 26–30 May 2015; pp. 3089–3094.
[CrossRef]

28. Frank, H.; Wellerdick-Wojtasik, N.; Hagebeuker, B.; Novak, G.; Mahlknecht, S. Throwing objects—A
bio-inspired approach for the transportation of parts. In Proceedings of the IEEE 2006 ROBIO,
Kunming, China, 17–20 December 2006; pp. 91–96. [CrossRef]

29. Frank, T.; Janoske, U.; Mittnacht, A.; Schroedter, C. Automated throwing and capturing of cylinder-shaped
objects. In Proceedings of the IEEE 2012 ICRA, Saint Paul, MN, USA, 14–18 May 2012; pp. 5264–5270.
[CrossRef]

30. Barteit, D.; Frank, H.; Kupzog, F. Accurate prediction of interception positions for catching thrown objects in
production systems. In Proceedings of the IEEE 2008 6th INDIN, Daejeon, Korea, 13–16 July 2008; pp. 893–898.
[CrossRef]

31. Arisumi, H.; Kotoku, T.; Komoriya, K. A study of casting manipulation (swing motion control and planning
of throwing motion). In Proceedings of the IEEE/RSJ 1997 IROS, Grenoble, France, 11 September 1997;
Volume 1, pp. 168–174. [CrossRef]

32. Arisumi, H.; Kotoku, T.; Komoriya, K. Swing motion control of casting manipulation. IEEE Contr. Syst. Mag.
1999, 19, 56–64. [CrossRef]

33. Arisumi, H.; Yokoi, K.; Komoriya, K. Casting manipulation—Midair control of a gripper by impulsive force.
IEEE Trans. Robot. 2008, 24, 402–415. [CrossRef]

34. Fagiolini, A.; Torelli, A.; Bicchi, A. Casting robotic end-effectors to reach far objects in space and planetary
missions. In Proceedings of the 9th ESA Workshop Advanced Space Technologies for Robotics and
Automation, ASTRA 2006, Noordwijk, The Netherlands, 28–30 November 2006.

35. Fagiolini, A.; Belo, F.A.W.; Catalano, M.G.; Bonomo, F.; Alicino, S.; Bicchi, A. Design and control of a novel
3D casting manipulator. In Proceedings of the IEEE 2010 ICRA, Anchorage, AL, USA, 3–7 May 2010;
pp. 4169–4174. [CrossRef]

36. Arisumi, H.; Otsuki, M.; Nishida, S. Launching penetrator by casting manipulator system. In Proceedings of
the IEEE/RSJ 2012 IROS, Vilamoura, Portugal, 7–12 October 2012; pp. 5052–5058. [CrossRef]

37. Tsukagoshi, H.; Watari, E.; Fuchigami, K.; Kitagawa, A. Casting device for search and rescue aiming
higher and faster access in disaster site. In Proceedings of the IEEE/RSJ 2012 IROS, Vilamoura, Portugal,
7–12 October 2012; pp. 4348–4353. [CrossRef]

38. Hill, L.; Woodward, T.; Arisumi, H.; Hatton, R.L. Wrapping a target with a tethered projectile. In Proceedings
of the IEEE 2015 ICRA, Seattle, WA, USA, 26–30 May 2015; pp. 1442–1447. [CrossRef]

39. Hatakeyama, T.; Mochiyama, H. Shooting manipulation inspired by chameleon. IEEE Trans. Mechatron. 2013,
18, 527–535. [CrossRef]

40. Pongratz, M.; Pollhammer, K.; Szep, A. KOROS initiative: automatized throwing and catching for
material transportation. In Leveraging Applications of Formal Methods, Verification, and Validation (ISoLA 2011);
Communications in Computer and Information Science; Hähnle, R., Knoop, J., Margaria, T., Schreiner, D.,
Steffen, B., Eds.; Springer: Berlin/Heidelberg, Germany, 2011; Volume 336, pp. 136–143. [CrossRef]

41. Chen, H.; Zhang, B.; Fuhlbrigge, T. Robot throwing trajectory planning for solid waste handling.
In Proceedings of the IEEE 9th Annual International Conference on CYBER Technology in Automation,
Control, and Intelligent Systems (CYBER), Suzhou, China, 29 July–2 August 2019; pp. 1372–1375. [CrossRef]

42. Raptopoulos, F.; Koskinopoulou, M.; Maniadakis, M. Robotic pick-and-toss facilitates urban waste sorting.
In Proceedings of the IEEE 16th International Conference on Automation Science and Engineering (CASE),
Hong Kong, China, 20–21 August 2020; pp. 1149–1154. [CrossRef]

43. Jiang, X. Dynamic Trajectory Planning and Synthesis for Fully Actuated Cable-Suspended Parallel Robots.
Ph.D. Thesis, Université Laval, Québec, QC, Canada, 2017.

44. Cveticanin, L. Dynamics of Bodies with Time-Variable Mass. In Mathematical and Analytical Techniques with
Applications to Engineering; Springer: Cham, Switzerland, 2016. [CrossRef]

56



Appl. Sci. 2020, 10, 9067

45. Pott, A. Cable-driven parallel robots: theory and application, In Springer Tracts in Advanced Robotics;
Springer: Cham, Switzerland, 2018; Volume 120. [CrossRef]

Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional
affiliations.

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

57





applied  
sciences

Article

Performance Investigation of Integrated Model of
Quarter Car Semi-Active Seat Suspension with
Human Model

Saransh Jain 1, Shubham Saboo 1, Catalin Iulian Pruncu 2,3,*and Deepak Rajendra Unune 1,4

1 Department of Mechanical-Mechatronics Engineering, The LNM Institute of Information Technology, Jaipur
302031, India; saransh.j1997@gmail.com (S.J.); 16ume048@lnmiit.ac.in (S.S.); deepunune@gmail.com (D.R.U.)

2 Department of Mechanical Engineering, Imperial College London, Exhibition Rd., London SW7 2AZ, UK
3 Department of Mechanical Engineering, School of Engineering, University of Birmingham,

Birmingham B15 2TT, UK
4 Department of Materials Science and Engineering, INSIGNEO Institute for in silico Medicine, University of

Sheffield, Sheffield S1 3JD, UK
* Correspondence: c.pruncu@imperial.ac.uk

Received: 24 March 2020; Accepted: 29 April 2020; Published: 2 May 2020

Abstract: In this paper, an integrated model of a semi-active seat suspension with a human model
over a quarter is presented. The proposed eight-degrees of freedom (8-DOF) integrated model
consists of 2-DOF for the quarter car model, 2-DOF for the semi-active seat suspension and 4-DOF
for the human model. A magneto-rheological (MR) damper is implemented for the seat suspension.
The fuzzy logic-based self-tuning (FLST) proportional–integral–derivative (PID) controller allows to
regulate the controlled force on the basis of sprung mass velocity error and its derivative as input.
The controlled force is tracked by the Heaviside step function which determines the supply voltage
for the MR damper. The performance of the proposed integrated model is analysed, in-terms of
human head accelerations, for several road profiles and at different speeds. The performance of the
semi-active seat suspension is compared with the traditional passive seat suspension to validate the
effectiveness of the proposed integrated model with a semi-active seat suspension. The simulation
results show that the semi-active seat suspension improves the ride comfort significantly by reducing
the head acceleration effectively compared to the passive seat suspension.

Keywords: semi-active seat suspension; integrated model; control; fuzzy logic-based self-tuning; PID

1. Introduction

Vibration created due to the unevenness of the road profile causes serious problems for the driver
and the passengers. Especially, the vibration transmitted from the road to the human body at a low
frequency causes damage to the spine in the long run. Vibrations create digestion problems, fatigue
and discomfort while driving. Therefore, the seat suspension is mainly used to improve the driver’s
comfort and reduce the intensity of the vibration transmitting to the human body.

A seat suspension system is broadly classified into three types, i.e., the passive seat suspension,
semi-active seat suspension and active seat suspension. In the passive suspension, the ride comfort
cannot be achieved without compromising the road-handling capabilities, as mentioned by Qin et al. [1].
The fixed characteristics of the passive seat suspension decrease the versatility and prevent the damper
from varying according to the working conditions. Unaune et al. [2] revealed the design constraints
associated with a passive suspension system using the quarter car suspension model simulations in
MATLAB. A passive seat suspension also has similar design constraints and requires an optimum
design of parameter-bound work within a limited frequency range [3]. The active and semi-active seat
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suspension outperforms the passive suspension and overcomes the inadequacies of the passive seat
suspension. The active seat suspension is comprised of an actuator which generates the force regulated
by using the control law driven by signals measured with the help of the sensors. The controller
controls the actuators to generate an adequate amount of force or dissipate the energy from the system.
In spite of the great accuracy and the performance of the active seat suspension, disadvantages such
as a high capital and running costs, a complicated design and the power requirements make it less
popular and redundant for commercial vehicle application [4]. The semi-active seat suspension was
used widely because of its characteristics such as the semi-active suspension that does not require
high power, while varying the damping force is one of the key features. Another crucial feature of
the semi-active suspension is that it can even work as the passive suspension when the controller
fails [5]. Therefore, the semi-active seat suspension has the features of both the active and passive
seat suspensions. The entirely new segment of the smart dampers provides wide applications in the
industries owing to their versatility and promising performance as compared to the conventional
oil-filled dampers. The magneto-rheological (MR) and electro-rheological (ER) dampers belong to the
segment of smart dampers, as they can give a quick response and can change the damping in just a few
milliseconds, as per real-time requirements [6,7]. MR dampers are highly reliable and can easily be
maintained [8]. Due to these reasons, semi-active seat suspension is considered in this work.

The performance of semi-active seat suspension has been studied by many researchers in
the past. Choi and Han [9] showed the performance of a robust sliding mode control on the
electrorheological seat suspension with the human model. Bae et al. [10] implemented the integrated
semi-active seat suspension with the MR damper. One of the authors of this study has previously
investigated the performance of semi-active suspension systems with different control strategies such
as skyhook, groundhook and hybrid and reported the suitability of the control strategies for the desired
application [11]. Advanced and intelligent controls, e.g., fuzzy logic control (FLC), artificial neural
networks (ANN), adaptive neuro-fuzzy inference system (ANFIS), evolving radial basis function
networks and so forth have attracted the minds of researchers to controlled suspensions, owing to their
better control performance [12]. Mulla and Unune [13] compared FLC and ANFIC control strategies
with a traditional skyhook control for a semi-active suspension under International Organization for
Standardization (ISO) road disturbance.

Singh and Aggarwal [14] analysed the passenger seat vibration of the semi-active quarter car
model with a hybrid Fuzzy-PID control. They reported that the proposed Fuzzy-PID approach offered
a better performance in terms of passenger seat acceleration and displacement. Typical studies report
the study of the active and semi-active seat suspension separately from the active and semi-active
suspension of the vehicle. Bhattacharjee et al. [15] applied the chaotic fruit fly algorithm for the tuning
of PID. Choi and Han [9] and Bae and Kang [16] have studied the seat suspension with the human
model without considering the vehicle suspension model. Gohari and Tahmasebi [17] implemented the
active control on the seat suspension while analysing the performance with various road disturbances,
but only the seat suspension was considered. Swethamarai and Lakshmi [18] implemented a Fuzzy-PID
controller for the quarter car active suspension system with 3-DOF and reported that the Fuzzy-PID
control reduced the driver’s body acceleration better than Fuzzy and PID controls, thus improving
the ride comfort. However, they did not consider the seat suspension and human model in detail
and they implemented Fuzzy-PID control for active suspension. Metered and Šika [19] proposed a
semi-active MR damper for the truck seat suspension. They used FLC to calculate the desired force
of the MR damper, and a significant improvement in the ride comfort was observed. However, the
approach of considering only the seat suspension with the human model while analysing the ride
comfort is debatable. The study of an integrated model of the seat suspension, integrated with both the
vehicle suspension and human model, is more pragmatic. In the integrated model, a semi-active seat
suspension is considered to be mounted over the quarter car suspension model along and the human
model. Rare work is available which considers the integrated model of the seat suspension with the
human model and the vehicle suspension. Du et al. [20] proposed the integrated model of the seat
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suspension with the human model. Rajendrian and Lakshmi [21] implemented the fractional order
terminal sliding mode controller (SMC) to reduce the head acceleration when considering the half car
suspension model. Nevertheless, the analysis was done using active control in Reference [20,21]. As
previously mentioned, the semi-active seat suspensions are the more preferred choice, as compared to
the active seat suspensions. This encouraged current work to implement the integrated semi-active
seat suspension with the human model.

The ride comfort of the rider is typically determined in terms of the acceleration of the human body
in the vertical direction [20]. To achieve a better ride comfort performance, an integrated semi-active
seat suspension had been modelled including a 2-DOF semi-active seat suspension which is mounted
over the 2-DOF quarter-car model and 4-DOF human model. The integrated model of the semi-active
seat suspension is more practical because the road disturbances are altered by the vehicle suspension
before coming to the cabin floor. Previous work which considered the direct supply of the road input
to the cabin floor for analysing the performance of the seat suspension seems to be inappropriate and
may provide inaccurate results. Wang et al. [22] implemented the active seat suspension, however, they
considered the human body and seat as a single entity. Similarly, Sathishkumar et al. [23] considered
only the seat while analysing the effect of semi-active force control in their semi-active seat suspension
model. Thus, it further becomes important to integrate the human body model to get more accurate
results, instead of just analysing the active or semi-active seat suspension.

From the literature review, it was observed that rare work is reported on the study of the integrated
model of the semi-active seat suspension, consisting of both the vehicle suspension and the human
models. Further, no work is available that studies the semi-active suspension system with such an
integrated model. Further, the implementation of ISO road profiles while investigating such systems is
missing. Thus, in this work, an integrated model of seat suspension comprising the semi-active quarter
car suspension and human model is proposed. The MR damper, governed by the fuzzy logic-based
self-tuning PID controller (FLST-PID), is implemented in the seat suspension. The FLST-PID determines
the desired force and then it is compared with the force generated by the MR damper, and on the
basis of the comparison when the MR damper, is switched either on or off. The FLST-PID controller is
designed under the constraints of the suspension deflection limitation. Numerical simulations are
performed to evaluate the performance of the integrated model on the various types of road profiles
including the bump and ISO road profiles of different grades such as C, D and E-grades. Finally,
the effectiveness of the semi-active suspension with the MR dampers is compared with the passive
suspension on the bump and ISO road profile with different speeds that vary from 30 km/h to 120 km/h.

2. Integrated Seat Suspension and MR Damper Model

The proposed integrated semi-active seat suspension model, as shown in Figure 1, consists of the
quarter-car suspension model and the semi-active seat suspension with the MR damper mounted over
it (see, Figure 1a). The human model with 4-DOF was also taken into account. The human body was
modelled as a 4-DOF system consisting of thighs, lower torso, high torso and head (see Figure 1b). The
arms and legs were integrated with the upper torso and thighs. In this paper, only the vertical motion
of the system was considered for analysis.

The notations used for the integrated model are mentioned in Table 1. The values of the parameters
of the system for the numerical simulation were taken from Reference [18].
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(a) (b) 

Figure 1. Integrated model of quarter car semi-active seat suspension with the human body model: (a)
integrated quarter car semi-active seat suspension model; (b) human body model.

Table 1. Parameters of integrated seat suspension system.

Symbol Parameter Value

cu Damping of tire 0 (Ns/m)

cs Damping of suspension 2000 (Ns/m)

Fmr MR damper force -

cc Damping of seat cushion 200 (Ns/m)

c1 Damping of buttocks and thighs 2064 (Ns/m)

c2 Damping of lumber spine 4585 (Ns/m)

c3 Damping of thoracic spine 4750 (Ns/m)

c4 Damping of cervical spine 400 (Ns/m)

ku Tyre stiffness 180,000 (N/m)

ks Sprung mass stiffness 10,000 (N/m)

kss Seat suspension stiffness 31,000 (N/m)

kc Seat cushion stiffness 18,000 (N/m)

k1 Buttocks and thigh stiffness 90,000 (N/m)

k2 Lumber spine stiffness 162,800 (N/m)

k3 Thoracic spine stiffness 183,000 (N/m)

k4 Cervical spine stiffness 310,000 (N/m)
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Table 1. Cont.

Symbol Parameter Value

mu Unsprung mass 20 (kg)

ms Sprung mass 300 (kg)

m f Seat frame 15(kg)

mc Seat cushion 1(kg)

m1 Thighs 12.78 (kg)

m2 Lower torso 8.62 (kg)

m3 Upper torso 28.49 (kg)

m4 Head 5.31 (kg)

zr Road displacement input -

zu Unsprung mass displacement -

zs Sprung mass displacement -

zss Seat frame displacement -

zc Seat cushion displacement -

z1 Thighs displacement -

z2 Lower torso displacement -

z3 Upper torso displacement -

z4 Head displacement -

The dynamical equations of the integrated model were derived using Newton’s second law
of motion.

mu
”
zu = −ku(zu − zr) − cu(zu − zr) + ks(zs − zu) + cs(zs − zu) (1)

ms
”
zs = −ks(zs − zu) − cs(zs − zu) + kss(zss − zs) + Fd (2)

m f
”
zss = −kss(zss − zs) − Fd + kc(zc − zss) + cc

(
zc − z f

)
(3)

mc
”
zc = −kc(zc − zss) − cc

(
zc − z f

)
+ k1(z1 − zc) + c1(z1 − zc) (4)

m1
”
z1 = −k1(z1 − zc) − c1(z1 − zc) + k2(z2 − z1) + c2(z2 − z1) (5)

m2
”
z2 = −k2(z2 − z1) − c2(z2 − z1) + k3(z3 − z2) + c3(z3 − z2) (6)

m3
”
z3 = −k3(z3 − z2) − c3(z3 − z2) + k4(z4 − z3) + c4(z4 − z3) (7)

m4
”
z4 = −k4(z4 − z3) − c4(z4 − z3) (8)

Equations (1) and (2) represent the dynamics of the quarter car model. The dynamics of the seat
suspension are represented using Equations (3) and (4). Human body dynamics are represented by
Equations (5) to (8). Here, Fd is the force generated by the damper. The damper force is given by
Equation (9):

Fd =

{
css(zss − zs) (Passive suspension)

Fmr (semi− active suspension)
(9)

In this model, the viscous damping, css, was considered as zero while analysing the performance
of the MR damper. The MR damper generates the controlled force, Fmr. However, to compare the
performance of the semi-active seat suspension with the passive seat suspension, a non-zero value of
css was considered only while analysing the passive seat suspension.
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2.1. Dynamic Model of MR Damper

The MR damper model has been studied and applied by several researchers in the past. In this
work, the Modified Bouc–Wen model of the MR damper is implemented. This model was adopted
from Karkoub and Zribi [24]. The force generated by the MR damper depends on the time history of
the voltage in the coil of the damper, i.e., the supply voltage, and it also depends on the displacement
of the damper, zr:

zr = zss − zs (10)

The FLST-PID determines the supply voltage v of the MR damper. The force generated by the MR
damper was computed by solving the Modified Bouc–Wen model using the voltage v and the zr. The
MR damper force has been computed by Equation (11):

Fmr = c1y + k1(zr − x0) (11)

where, k1 represents the accumulated stiffness as a spring with a constant value c1 and is used to
simulate the hysteresis loop at low frequencies.

y =
1

c0 + c1

{
αz + c0x + k0(zr − y)

}
(12)

In Equation (12), c0 denotes the damping at the higher velocities. To control the stiffness at the
large velocities another spring with the constant k0 was introduced in Equation (12). Furthermore, x0

denotes the initial displacement. The internal moments in the MR damper is signified by Equation (12).
The hysteresis loop of the MR damper is presented by z, which is known as the evolutionary variable.
The behaviour of the evolutionary variable is governed by Equation (13):

z = −γ
∣∣∣zr − y

∣∣∣|z|n−1z− β(zr − y)|z|n + A(zr − y) (13)

The shape of the hysteresis loop can be synchronized by γ, β, n and A. The force generated by the
MR damper was controlled by the input u. The control input is associated with the amount of voltage
supply v by the following equations, Equations (14)–(17).

α = α(u) = αa + αbu (14)

c1 = c1(u) = c1a + c1bu (15)

c0 = c0(u) = c0a + c0bu (16)

u = −η(u− v) (17)

The effect of the sensor delays is not considered in this work.

2.2. MR Damper Controller

The force generated by the MR damper ‘Fmr’ depends on the control input u which is related to
the supply voltage v. The supply voltage was controlled by the Heaviside step function adopted from
Dyke et al. [25]. The governing equation of the Heaviside step function is given by Equation (18):

v = VmaxH((Fc − Fmr)Fmr) (18)

Fc = Kpe(t) + Ki

∫
e(t)dt + Kd

d
dt

e(t) (19)

Here, Vmax in Equation (18) is the saturation voltage of the coil in the MR damper and H is the
Heaviside step function. The value of the supply voltage v depends on Fc, i.e., the desired controlled
force, which is estimated by the FLST-PID and the force produced by the MR damper. In Equation
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(19), Kp, Ki and Kd are the PID gain which were determined through fuzzy logic. e is the sprung mass
velocity error. Equation (19) allows to calculate the controlled force Fc (desired force) which feeds into
Equation (18). Equation (18) permits to determine the input voltage of the MR damper.

When Fc > Fmr, it means that the requirement of the control force Fc (desired force) is greater than
the force produced by the MR damper Fmr. Therefore, the voltage must be increased to its maximum
value to satisfy the requirement. When Fc = Fmr, the control force (desired force) is equal to the MR
damper force Fmr. There should be no change in the voltage to maintain the voltage. In cases other than
those mentioned above, the voltage remains zero. In this case, there is no requirement for activating
the MR damper.

If the force produced by the MR damper is equal to the desired control force, then the supply
voltage should remain constant [24].

If the magnitude of the MR damper force is less than the desired force and if both forces are in the
same direction, then the applied voltage is the maximum to increase the force generated by the MR
damper. Otherwise, the supply voltages are sets to zero [24]. The parameters of the MR damper model
used for the numerical simulation were taken from References [19,26] and are mentioned in Table 2.

Table 2. Parameters of the magneto-rheological damper.

Symbol Parameter Value

η Frequency 190 (/s)

c0a Viscous damping at high damper velocity 784 (Ns/m)

c0b Viscous damping at high damper velocity 1803 (Ns/m)

k0 Stiffness at high damper velocity 3610 (N/m)

c1a Viscous damping at low damper velocity 14,649 (Ns/m)

c1b Viscous damping at low damper velocity 34,622 (Ns/Vm)

k1 Accumulator stiffness 840 (N/m)

x0 Effect of MR damper accumulator 0 (m)

αa Coefficient of stiffness 12,441 (Nm)

αb Coefficient of stiffness 38,430 (N/Vm)

γ Characteristics constant of Bouc-Wen model 136,320 (m−2)

β Characteristics constant of Bouc-Wen model 2,059,020 (m−2)

δ Characteristics constant of Bouc-Wen model 58

n Characteristics constant of Bouc-Wen model 2

3. Controller Design for the Semi-Active Seat Suspension

To determine the desired force required to minimize the transmissibility of the vibration to the
human body for a comfortable ride, a proper controller design is essential. Therefore, in this work, the
self-tuning PID controller based on fuzzy logic has been implemented. The PID controller is one of the
most popular and highly used control designs in the industry. The performance of the PID controller is
based on the optimal values of gains. However, as the operating conditions change and the system
parameters change, the PID controllers show unwanted overshoots, and this sometimes leads to a slow
response when subjected to external disturbances [19]. To overcome such a drawback, the FLST-PID
has been implemented in this work. The FLST-PID tunes the gain on the basis of fuzzy logic, which
provides the advantage of the auto-tuning of the proportional, integral and derivative gains for the PID
controller for a better performance when subjected to varying external disturbances [27]. This control
takes the error and error derivative as the input and determines suitable values of the proportional
gain (Kp), integral gain (Ki) and derivative gain (Kd) as the output [27,28]. The values of Kp, Ki and Kd
were tuned by the fuzzy logic. The block diagram of the FLST-PID is shown in Figure 2.
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Figure 2. Block diagram of Fuzzy Logic based Self-Tuning Proportional-Integral-Differential Controller.

The state variables, sprung mass velocity and accelerations used in this work are measured by
using velocity sensors or accelerometers. The sprung mass velocity and acceleration are measurable
typically and, hence, considered as the input variables. Therefore, the sprung mass velocity (zs) error,

i.e., (zs-0), is denoted as ‘Ve’, and the error of derivative (
”
zs-0) is denoted as ‘Ce’, i.e., the sprung mass

acceleration (
”
zs), were chosen as inputs. For the fuzzy logic design, the linguistic variables of the

input membership functions were taken as: Negative Large (NL), Negative Small (NS), Zero (ZE),
Positive Small (PS) and Positive Large (PL). Similarly, the linguistic variables of the output membership
functions were taken as: Positive Very Small (PVS), Positive Small (PS), Positive Medium Small (PMS),
Positive Medium (PM), Positive Medium Large (PML), Positive Large (PL) and Positive Very Large
(PVL). Membership functions were chosen on the basis of the literature [14,18,27,28], the trial and error
method and the experience of the authors and are shown in Figure 3.

a  

b

Figure 3. Cont.

66



Appl. Sci. 2020, 10, 3185

c  

d  

e

Figure 3. Membership functions for fuzzy logic: (a) membership function for variable sprung mass
velocity; (b) membership function for acceleration; (c) membership function of proportional gain; (d)
membership function of integral gain; (e) membership function of deferential gain.

The triangular membership functions were considered for the input as well as the output variables.
The fuzzy rules for tuning and gain were based on the error and the derivative of the error. The output
was computed by the centre average defuzzification method. For instance, in the rules of Kp, provided
in Table 3, if the velocity error Ve is in the region of NL and its change Ce is also in the NL region, then,
according to the fuzzy mapping rule, the output will be in the PVL region. In other words, for very
large NE, there must be a PL value of Kp to minimize it. For Ki and Kd similar criteria logic was used
to determine the respective gains. Hence, as the velocity error or the acceleration error changes its
region, at the same time, the region of output Kp, Ki and Kd change according to the rules described in
Tables 3–5. Furthermore, as the input changes, the region of the value of all three gain values change
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according to the fuzzy rule. The PID gains change according to instantaneous error values, therefore,
this is known as a self-tuning PID controller based on fuzzy logic.

Table 3. Fuzzy rules for calculating Kp.

Ve/Ce NL NS ZE PS PL

NL PVL PVL PVL PVL PVL
NS PML PML PML PML PML
ZE PVS PVS PS PMS PMS
PS PML PML PML PM PM
PL PVL PVL PVL PVL PVL

Note: Ve—velocity error; Ce—change in velocity error (i.e., acceleration error); NL—Negative Large; NS—Negative
Small; ZE—Zero; PS—Positive Small; PL—Positive Large; PVS—Positive Very Small; PMS—Positive Medium Small;
PM—Positive Medium; PML—Positive Medium Large; PVL—Positive Very Large.

Table 4. Fuzzy rules for calculating Ki.

Ve/Ce NL NS ZE PS PL

NL PM PM PM PM PM
NS PMS PMS PMS PMS PMS
ZE PS PS PVS PS PS
PS PMS PMS PMS PMS PMS
PL PM PM PM PM PM

Table 5. Fuzzy rules for calculating Kd.

Ve/Ce NL NS ZE PS PL

NL PM PM PM PM PM
NS PMS PMS PMS PMS PMS
ZE PS PS PVS PS PS
PS PMS PMS PMS PMS PMS
PL PM PM PM PM PM

The centre average method, also known as the centroid method, determines the crisp value of the
output, taking into consideration, in a weighted manner, all the influences obtained from the rules fired
by the particular state of the inputs at a certain moment. This method is adopted from the mechanics
and are specific to calculate the abscissa of the centroid [29]. Hence, as the input variables change, then
the output variables change according to the rule shown in Table 3. From these rules, the values of the
PID gains were computed. The rules for tuning Kp, are shown in Table 3.

The rules for tuning Ki are shown in Table 4.
The rules for tuning Kd are shown in Table 5.
The semi-active control of the integrated seat suspension model with FLST-PID and the Heaviside

function’s block diagram is shown in Figure 4.
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Figure 4. Semi-active control system for integrated seat suspension.

4. Numerical Simulation

To validate the effectiveness of the integrated semi-active seat suspension, numerical simulations
were performed for the different road profiles. The numerical simulations were computed using
MATLAB. The ode45 was used as the solver with a step size of 0.04 s. The performance of the
semi-active and passive seat suspension was compared on the bump profile and the ISO road profiles
of the different grades such as the C, D and E-grade with the varying speed from 30 km/h, 60km/h and
90 km/h. The bump profile applied to the vehicle’s wheels were determined by using Equation (20):

zr(t) =

⎧⎪⎪⎨⎪⎪⎩ a
2

(
1− cos

( 2πv0
l t

))
, 0 ≤ t ≤ l

v0

0, t ≥ l
v0

(20)

More information on Equation (19) can be found in Reference [30].
The bump profile applied to the vehicle’s wheels are shown in Figure 5. The bump road profiles

at 30km/h, 60 km/h and 90 km/h are shown in Figure 5a,c,e, respectively.

(a) (b) 

Figure 5. Cont.
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(c) (d) 

  
(e) (f) 

Figure 5. Bump road profile and head acceleration at different speeds: (a) bump road profile at a speed
of 10 Km/h; (b) head acceleration comparison for 10km/h bump input; (c) bump road profile at a speed
of 30 Km/h; (d) head acceleration comparison for 30km/h bump input; (e) bump road profile at a speed
of 50 Km/h; (f) head acceleration comparison for 50km/h bump input.

In Equation (20), a is the amplitude of the bump, which is 0.1 m, the velocity (v0) of the vehicle
which is taken as 30 km/h. The driver’s head acceleration response for the bump input at different
velocities for semi-active and passive seat suspension is shown in Figure 5b,d,f. In Figure 5, passive
represents the passive seat suspension without any controlled damper, whereas semi-active represents
the semi-active seat suspension with the MR damper controlled by FLST-PID. For instance, the
semi-active seat suspension reduces the peak-to-peak value of the head acceleration by 7.68%, as
compared to that of the passive seat suspension only, improving the ride comfort in case of a bump
road profile at 30 kmph vehicle speed. Although this percentage reduction is value is not very large;
such an observation is due to the inclusion of the vehicle suspension model in the proposed integrated
seat suspension model. In this study, we give the bump profile with a 0.1 m amplitude road input
to the wheels of the vehicle and suspension damper, suppressing the vibrations at first, and then the
displacement of the sprung-mass Zs actually serves the input to the seat suspension system. Much
previous work reports road input directly applied to the seat suspension as the disturbance and this
may lead to larger values of percentage reduction of the head acceleration of the semi-active seat
suspension, as compared to that of thee passive system. Therefore, the proposed approach of the
integrated seat suspension with a vehicle suspension and human model looks more pragmatic. Gad
et al. [31] proposed a semi-active MR seat suspension system with a human body model without
considering the vehicle suspension in their model. They simulated their model for bump road input and
used a fractional-order proportional-integral-derivative (FOPID) with a genetic algorithm controller
for their semi-active seat suspension system. They reported that the peak-to-peak value of the human
head acceleration came out at 7.9442 m/s2. We simulated our model with the same input as that of
Gad et al. and found the peak-to-peak value of the head acceleration to be 3.523 m/s2 (see Figure 6)
and, thus, show a reduction of ~55% (both studies use semi-active suspension models). This result
shows the effectiveness of the proposed model as well as the controller implemented. The model
parameters for both studies are same, however, they did not consider vehicle suspension in their study.
This justifies the need to consider integrated seat suspension modelling.
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Figure 6. Human head acceleration for the bump profile with an amplitude of 0.07 m and speed of
3.04 km/h).

Table 6 shows the comparison of the performance of passive and semi-active seat suspension for
the bump road for the peak-to-peak values of the human body parts, in other words, the head, upper
torso, lower torso and things. Table 6 also shows the percentage improvement in the peak-to-peak
accelerations owing to a semi-active seat suspension, as compared to the passive system. Overall, it
was found that a semi-active seat suspension reduces the acceleration values and, thus, improves the
ride comfort.

Table 6. Peak-to-peak value of acceleration of body parts.

Bump Profile
Speed

Body Part
Peak-to-Peak Acceleration (m/s2)

Improvement (%)
Passive Semi-Active

10 Km/h

Head 9.631 8.873 7.87
Upper Torso 9.641 8.877 7.92
Lower Torso 9.969 8.926 10.46

Thigh 10.234 9.324 8.89

30 Km/h

Head 15.74 14.53 7.68
Upper Torso 15.66 14.47 7.59
Lower Torso 14.93 13.76 7.83

Thigh 14.86 13.30 10.49

50 Km/h

Head 12.83 11.88 7.40
Upper Torso 12.71 11.64 8.41
Lower Torso 12.04 11.00 8.56

Thigh 12.22 10.96 10.31

The force generated by the MR damper is shown in Figure 7. It can be noted that the maximum
force generated by the MR damper is 500 N, which is under the constraint of the limited seat suspension
stroke. This constraint is quite practical to consider in the design, otherwise the suspension might
collide with the end’s stop [32].
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Figure 7. Force generated by MR damper.

From Figure 8 it can be observed that the stroke length for the MR damper is within the range of
±20 mm which is acceptable for the seat suspension [19].

 

Figure 8. Seat suspension stroke length.

The calculated values of the PID gains with the time for the bump input are shown in Figure 9.

Figure 9. Variation of proportional–integral–derivative gains.
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The FLST-PID can easily be implemented to design the suspension module and can be integrated
with the electronic control unit (ECU) of the car which is responsible for other electronic controls in the
vehicles. The three phases of fuzzy logic, i.e., fuzzification, fuzzy inference engine and defuzzification,
can be embedded into the circuit. The suspension model receives the feedback from the accelerometer
or velocity sensors fitted at the sprung mass and the seat of the drivers. Thus, for FLST-PID, the inputs
coming from such sensors can be directed to the fuzzification board. Then, in the fuzzy inference
engine, the fuzzy logic rules that depend on the analogue signals’ input voltages ranging from − 5 V to
+ 5 V can be implemented, generating an analogue voltage distribution on the signal lines. Such a
voltage distribution is characterized by the membership functions of the individual inference result.
The membership function of the final fuzzy inference result can be applied to the buffer amplifier array
(input stage of defuzzifier), through a data bus of analogue signal lines (rules) and, then, the outputs
fed to the two resistor arrays, one of which produces a weighted sum of the membership function,
and the other, a normal sum of two output data (scalar values). These outputs are then transferred to
the analogue divider to produce a centre of gravity of the membership function applied to this block.
Finally, the defuzzifier board groups output signals from the rule boards to determine the PID gains
and compute the controlled force. By doing an if–else computation, the Heaviside function controller
accordingly provides the signal to the power transistors whether to switch the solenoid of the MR
Damper on and off. Thus, the FLST-PID can compute the amount of the force required to minimize the
vibration. For further reading, please refer to Reference [33].

To further validate the performance of the semi-active seat suspension, a random road profile was
used as the input. Here, to check the effectiveness of the controller, the different speeds of the vehicle,
i.e., 30 km/h, 60 km/h, 90 km/h and 120 km/h for each grade of the road were considered.

For a constant speed in the time domain, the power spectral is the white noise signal and the
spectral density of the signal is given by Equation (21):

k = 4π2n2
0Gq(n0)v (21)

According to the ISO 2631 standard, the value of Gq(n0) for the C-grade = 64 ×10−6 m3, D-grade =
256 ×10−6 m3 and for the E-grade = 1024 ×10−6 m3, n0 is the space frequency which is taken as 0.1 m−1

and v is the velocity in m/s [30]. The random road profile can be generated using Equation (22):

q(t) =
√

k

t∫
0

w(t) (22)

Here, w(t) is the white noise signal, t denotes the time. One sample of the random road profile of
the E-grade at 120 km/h is shown in Figure 10.

Figure 10. Random road profile of E-grade at 120 Km/h.
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The performance of the passive seat suspension and the proposed integrated semi-active seat
suspension on the random road profile has been compared on the basis of peak-to-peak value of the
head acceleration. The speed of the vehicle was varied from 30 to 120 Km/h with an interval of 30 km/h.
The performance comparison of integrated semi-active seat suspension with passive seat suspension
in terms of peak-to-peak value of head acceleration for C-grade, D-grade and E-grade road profiles at
different vehicle speeds is shown in Figure 11.

Figure 11. Comparison of peak-to-peak value of head acceleration for semi-active seat suspension and
passive seat suspension for different grades of road profiles.

It can be observed from Figure 11 that the semi-active seat suspension outperforms the passive
seat suspension in terms of the peak to the peak value of the head acceleration at considered vehicle
speed values. From these results, it is reasonable to claim that the semi-active set suspension improves
the ride comfort by reducing the head acceleration as compared with the passive seat suspension.

5. Conclusions

In this work, an integrated semi-active seat suspension mounted over a quarter car with the human
model was implemented. The human model was broken down into 4-DOF including thighs, lower
torso, upper torso, and head. The MR damper was implemented for the semi-active seat suspension
and the controller force was determined by the fuzzy logic-based self-tuning PID controller. The
Heaviside step function was used to track the desired damper force and supply the required voltage to
the MR damper. The performance of the semi-active seat suspension and the passive seat suspension
was compared using different road profiles such as bump input and the ISO road profile with the
different grades and the vehicle’s speed.

The simulation results show that the MR damper seat suspension can significantly attenuate
the vibration transmitting to the human head. For the bump road input profile, the semi-active seat
suspension shows 9.49% reduction in the peak-to-peak value of head acceleration, as compared to that
of passive seat suspension, thus, improving the ride comfort. Similarly, for the C-grade road profile
there is an average of 8.3% reduction in the peak-to-peak values of head acceleration at different speeds.
Furthermore, for the D and E-grade road profiles, the peak-to-peak head accelerations were reduced
by 7.8% and 6.5%, respectively. A notable reduction in peak-to-peak values of head accelerations
were observed for the proposed integrated semi-active suspension, as compared to the passive seat
suspension. In future work, the effectiveness of the proposed integrated semi-active seat suspension
model on the ride quality, in terms of seat effective amplitude transmissibility, vibration dose value,
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and crest factor, are required to be investigated considering the frequency domain analysis. Further,
the effect of sensor delays in the proposed models’ performance also needs to be investigated.
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Abbreviations

MR Magneto-Rheological;
ER Electro-rheological;
DOF Degrees of Freedom;

FLST-PID
Fuzzy Logic based Self-Tuning Proportional Integral
Differential;

ISO International Organization for Standardization;
PID Proportional Integral Differential;
Kp Proportional gain;
Ki Integral gain;
Kd Differential gain;
ECU Electronic Control Unit;
Ve Velocity error;
Ce Change in velocity error (i.e., acceleration error);
NL Negative Large;
NS Negative Small;
ZE Zero;
PS Positive Small;
PL Positive Large;
PVS Positive Very Small;
PMS Positive Medium Small;
PM Positive Medium;
PML Positive Medium Large;
PVL Positive Very Large.
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Abstract: Smart Spring is a kind of active vibration control device based on piezoelectric material,
which can effectively suppress the vibration of the shaft system in an over-critical state, and the selection
of control strategy has great influence on the vibration reduction effect of the Smart Spring. In this paper,
the authors investigate the control of the over-critical vibration of the transmission shaft system
with Smart Spring, based on the ADAMS and MATLAB joint simulation method. Firstly, the joint
simulation model of three-support shafting with Smart Spring is established, and the over-critical
speed simulation analysis of the three-support shafting under the fixed control force of the Smart
Spring is carried out. The simulation results show that the maximum vibration reduction rate is 71.6%.
The accuracy of the joint simulation model is verified by the experiment of the three-support shafting
subcritical vibration control. On this basis, a function control force vibration control strategy with
time-varying control force is proposed. By analyzing the axis orbit of the shafting, the optimal fixed
control force at different speeds is obtained, the control force function is determined by polynomial
fitting, and the shafting critical crossing simulation under the function control force is carried out.
The simulation results show that the displacement response of the shafting under the function control
force is less than that under the fixed control force in the whole speed range.

Keywords: multi-support shaft system vibration control; combined simulation; transverse bending
vibration; Smart Spring

1. Introduction

The multi-support shafting is a typical rotor system [1]. When the shafting is accelerated and
over-critical, the vibration is intensified, which restricts the performance of the tail drive system.
Excessive vibration may lead to the failure of system components, reduce the service life of equipment,
waste energy, generate excessive noise, damage the health of staff, and even cause major accidents
resulting in heavy property loss and casualties. Therefore, it is necessary to suppress the bending
vibration of the shafting in the over-critical state [2]. At present, vibration control methods include
mainly the following [3]: dynamic balance, passive control, and active control. Active control vibration
reduction technology attenuates vibration by actively applying control force. The commonly used
active shock absorbers are electromagnetic damper [4], squeeze film damper [5], magnetorheological
damper, electrorheological damper, and piezoelectric actuator. Among them, the piezoelectric actuator
has the advantages of simple structure, light weight, high control accuracy, and fast response;
it has a good application prospect in the field of vibration control, but its actuation displacement is
small. A.B. Palazzolo et al. were the first to study the vibration control of the piezoelectric actuator
in a rotor system. By controlling the output force of the piezoelectric actuator to change the supporting
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parameters of the bearing pedestal, the vibration of the rotor was reduced [6,7]. The advantages
and disadvantages of active damping feedback control and active stiffness feedback control were
analyzed. The experimental results showed that the speed feedback control method can effectively
suppress the rotor shaft system [8]. The Smart Spring [9] is an active vibration damping device based
on a piezoelectric actuator, which is composed of a main support and an auxiliary support. The main
support is the elastic support of shafting itself. By controlling the actuating force of the piezoelectric
ceramic actuator on the auxiliary support, positive pressure is generated between friction elements
on the main support and the auxiliary support, and vibration energy is consumed through dry friction
between friction plates.

According to the research on the vibration reduction technology of Smart Spring, Nitzsche of
Carlton University of Canada has done a lot of work on the application of the Smart Spring to
helicopter blade vibration reduction. In 2012, Nitzsche et al. applied a set of semi-active Smart
Spring systems to the vibration reduction of a helicopter rotor system. The control scheme selected
the state switching, and the vibration reduction performance of the Smart Spring was verified by
experiments [10]. In 2013, Nitzsche et al. improved the active variable pitch pull rod APL (Active pitch
link) of the damping device and verified the damping performance of the improved APL in the rotating
tower test. The results showed that the APL effectively attenuated the vibration response of the blade
and reduced the transmission force [11]. Other scholars on Nitzsche’s team have also done a lot of
work on the application of Smart Springs to helicopter blade damping. Afagh et al. placed the Smart
Spring mechanism on the load transfer path of the blade to achieve the purpose of vibration reduction
and studied the stability of the blade in the Elastohydrodynamic state [12]. Coppotelli et al. studied
the dynamic characteristics of the Smart Spring installed on the blade of a non-rotating helicopter,
analyzed the influence of the Smart Spring on the modal characteristics, and finally established the finite
element model of the blade [13]. Some scholars from the Aeronautical Research Institute of Canada
also studied the Smart Spring damping technology. Chen Yong et al. established a mathematical model
under harmonic excitation and designed an adaptive notch algorithm to reduce vibration on the DSP
(Digital Signal Processor) platform. Wind tunnel tests were carried out to verify the damping effect
of the Smart Spring [14]. Wickramasinghe et al. proved the ability of the Smart Spring to control
the dynamic impedance characteristics of the structure through experimental research, and the vibration
reduction performance was proved by the wind tunnel test [15]. Grewal et al. designed a control scheme
to make the stiffness of the Smart Spring device change continuously and compared it with the control
effect of the state switching control algorithm [16]. To sum up, the research into Smart Spring has been
mainly on the aspect of torsional vibration control of the helicopter blade, and the research into Smart
Spring vibration reduction applied to multi-support shafting has been mainly dynamic modeling and
characteristic analysis. Ni De [17] carried out dynamic analysis on the shaft system with Smart Spring,
studied the design method of intelligent spring parameters, and analyzed the vibration control effect
of the intelligent spring in multi-support shafting. Peng Bo [18] made a preliminary exploration of
the multi-span shafting vibration reduction of the intelligent spring, established the multi-span shafting
dynamic model of the intelligent spring, analyzed the influence of intelligent spring control force and
its parameters on vibration reduction performance, and optimized the parameters of the intelligent
spring with a genetic algorithm.

At present, there is a lack of theoretical guidance and related experimental verification for
the research on using Smart Spring to reduce the vibration of tail drive shafting. The application of
Smart Spring to the vibration reduction of the tail drive shaft system needs further research. In this
paper, the control strategy of exerting fixed control force and function control force is put forward.
By using the ADAMS and MATLAB joint simulation method, the research on over-critical vibration
control of three-support shafting with Smart Spring support is carried out, and the accuracy of the joint
simulation method is verified by experiments.
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2. Research on Vibration Reduction of the Shaft System with Fixed Control Force Applied by
Smart Spring

2.1. Establishment of Joint Simulation Model of Three-Support Shafting Based on ADAMS and MATLAB

The double-disk three-support shafting with Smart Spring was taken as the research object,
as shown in Figure 1. The three-support shafting consisted of motor, diaphragm coupling, transmission
shaft, rigid disk, elastic support, and Smart Spring pair support. The Smart Spring consisted of basic
support, auxiliary support, and a piezoelectric ceramic actuator (PZTA). The simplified principle of
Smart Spring support is shown in Figure 2a. The radial stiffness and damping of the basic support are
k and c, and the radial stiffness and damping of the active support are k′ and c′, m′ is the equivalent
mass of the PZTA and other components connected with the active support. Fd is the sliding friction
force caused by the control force Nt between the friction pair of the basic support and the auxiliary
support. The lower end of the Smart Spring support was fixed on the foundation, and the upper end
bore the support reaction force Ft from the shaft section. The radial displacement of the main support
is u and that of the auxiliary support is u′. There was an initial clearance between the main support
and the auxiliary support. The structure diagram of Smart Spring is shown in Figure 2b.

Figure 1. Three-dimensional model of three-support shafting.

Figure 2. (a) Principle sketch and (b) structure diagram of Smart Spring.

The shaft system was a typical variable cross-section continuous rotor system with disk rotor, shaft
sleeve, and coupling. Based on the finite element method, the variable cross-section of the three-support
shafting was truncated and discretized. As shown in Figure 3, taking no account of the influence of
the coupling on the bending vibration of the shaft system in discrete processing, the three-support
shafting was discretized into disk, shaft section, and bearing seat, in turn, while the two sections
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of shaft were regarded as a single optical axis. The dynamic model of three-support shafting with
double disks was established. The allowable degrees of freedom in the model were x-axis rotation and
the translation of Y and Z. The basic parameters are shown in Table 1.

Figure 3. Dynamic model of three-support shafting with double disks.

Table 1. Basic parameters of three-support shafting.

Parameter Name Value/Unit Parameter Name Value/Unit

The density of the shaft ρ 7850/(kg·m−3) Elastic modulus E 2 × 1011/Pa
Shaft radius r 7.5/mm Disc radius R 75/mm

Length of shaft l1 120/mm Disc width b 8/mm
Length of shaft l2 70/mm Support stiffness kb 1.7 × 105/(N·m−1)
Length of shaft l3 80/mm Support damping cb 60/(N·s·m−1)
Length of shaft l4 270/mm Unbalance magnitude e0 6.3 × 10−5 kg·m
Length of shaft l3 420/mm Auxiliary support stiffness ka 6 × 105 N·m−1

According to the dynamic model of three-support shafting, the virtual prototype model of shafting
was established in ADAMS simulation software, as shown in Figure 4. Combined with the actual
working state of the shafting, the constraint conditions of the virtual prototype model of the shafting
were set. The eccentricity was added to the flexible shaft to simulate the imbalance of the shaft,
and the spring with stiffness and damping was used to simulate the elastic support. A rotation drive
was added to the left end face of the flexible shaft. The rotation drive adopted the mode of constant
acceleration, and the acceleration was set as 20π rad/s2. In order to realize the contact and action
between the friction disks of the main support and the auxiliary support of the Smart Spring, as shown
in Figure 5, two friction disks were established on the virtual prototype model to the equivalent mass
of the main and auxiliary supports, and the control force and contact pair were added to the friction
disk. Furthermore, the friction force was linearized, which was equal to the product of the friction
coefficient and control force after linearization.

Figure 4. Virtual prototype model of double-disk shafting.
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Figure 5. Realization of the Smart Spring function.

ADAMS software focuses on the mechanical dynamics simulation, while MATLAB focuses
on the control system simulation. Using the ADAMS and MATLAB joint simulation method, based
on the ADAMS/control module, we imported the mechanical system simulation model from ADAMS
directly to MATLAB without tedious derivation and the listing of a large number of equations to
describe the law of the control system, which greatly simplified the workload of modeling. At the
same time, we added the complex control directly to the ADAMS model, which can simulate the whole
system at one time, and, even if there are problems, they can be easily solved. The ADAMS virtual
prototype model was imported into MATLAB, and the open-loop control joint simulation model of
double-disk shafting was obtained, as shown in Figure 6. The joint simulation model consisted of
the ADAMS module, input module, and output module. The input module was the control force of
the actuator, and the control force was input into ADAMS module. The two output modules were
the displacement responses in X direction and Y direction at the middle position of the shafting.

Figure 6. Joint simulation model of open-loop control.

2.2. Analysis of Simulation Results of Shafting Over-Critical

The mid-point of support I and support II was selected as the measuring point, and fixed control
forces of 100 N, 200 N, 300 N, 425 N, 800 N, and 1000 N were applied respectively to simulate the shaft
system passing through the critical point, and the displacement response at the measuring point was
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obtained. Due to the isotropy of the rotor, the shafting had similar displacement response curves
in X and Y directions. Therefore, the displacement response curves in the Y direction were selected
for analysis.

Figure 7 shows the over-critical bending vibration response of a double-disk three-support shafting
with Smart Spring support under different fixed control forces. It can be seen from Figure 7 that
the application of fixed control force can significantly suppress the critical response peak value and
the critical speed shifts to the right. When the fixed control force was less than 200 N, the vibration
response decreased in the whole speed range. When t < 6 s, i.e., the speed was lower than 3600 r/min,
the vibration could be attenuated by applying 0–1000 N fixed control force. However, when t > 7 s, i.e.,
the rotating speed was greater than 4200 r/min, and the fixed control force was greater than 200 N,
the vibration was increased by applying the fixed control force.

Figure 7. Response of the shaft system under (a–f) fixed control forces, respectively 100 N, 200 N, 300
N, 425 N, 800 N and 1000 N of the Smart Spring.
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Figure 8 shows the relationship between the critical response peak value and the fixed control force.
The results showed that with the increase of the fixed control force, the peak value of the over-critical
response first decreased and then increased. When the fixed control force was 0 N, the peak value
was 0.722 mm; when the fixed control force was 425 N, the peak value was the minimum, which
was 0.205 mm. At this time, the vibration reduction rate was the largest, reaching 71.6%. Therefore,
the control force of the Smart Spring was not better when greater, but there was an optimal fixed
control force. Figure 9 shows that with the increase of the fixed control force, the first-order critical
speed of the double-disk shaft system gradually increased, and tended to be stable when the control
force was greater than 700 N, which was close to 4350 r/min, that is, the damping control gradually
transited to the stiffness control.

Figure 8. Relationship between peak value of over-critical response of shafting and fixed control force.

Figure 9. Relationship between first critical speed and fixed control force of shafting.

3. Experimental Verification of Shaft System Over-Critical Vibration Control

3.1. Design of Test System

The test system consisted of the shafting test bed, executive system, data acquisition system,
and control system. The actuator system consisted of the piezoelectric ceramic controller and
piezoelectric actuator. The data acquisition system included sensor, data collector DH5922N and its
supporting software, DHDAS dynamic signal acquisition and analysis system. The control system
included controller AD5436 and its supporting software. The layout of the test platform is shown
in Figures 10 and 11. In the experiment, the output voltage of the piezoelectric ceramic controller was
increased by 15 V, and the corresponding shaft system over-critical response was recorded, and the test
results were analyzed.
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Figure 10. Shafting test bench.

Figure 11. Layout of test data acquisition device.

When the voltage was applied, the PZTA extended to both sides to make the main and auxiliary
friction surfaces of the Smart Spring support tight. If the control voltage of the PZTA was increased after
jacking, the support of the Smart Spring pair deformed in the axial direction. The axial displacement
xa of the support under different loading voltages (0 V–150 V, step size 15 V) was measured by an eddy
current sensor, which was the deformation xa of the Smart Spring support. Assuming that the axial
stiffness ka of the auxiliary support remained constant with the increase of the force, then:

N(t) = ka × xa. (1)

In Equation (1) ka is the axial stiffness of the auxiliary support and xa is the axial displacement of
the auxiliary support.

As shown in Figure 12, the relationship between control force and control voltage was not a precise
linear relationship, and there was a certain hysteresis effect. When the control voltage increased from 0
V to 150 V at 15 V intervals and then decreased to 0 V at 15 V intervals, the curves of the control force
could not coincide, that is, the piezoelectric ceramics had a hysteresis effect. When the control voltage
was 150 V, the maximum control force was 447 N.

Figure 12. Relationship between control force and control voltage of the Smart Spring support.
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3.2. Analysis of Experiment Result

Figure 13 shows the critical time domain response of shafting under various control voltages. It can
be seen from the figure that after the control voltage was applied, the peak value of the shaft acceleration
over-critical value decreased obviously. With the increase of the control voltage, the vibration peak
value decreased more obviously when the shafting was over-critical.

Figure 13. Accelerated over-critical vibration response of shafting under (a–f) control voltages,
respectively 0 V, 30 V, 60 V, 90 V, 120 V and 150 V.

The relationship between the peak value of shaft acceleration and the control voltage under each
control voltage is shown in Figure 14. It can be seen from the figure that the vibration reduction
performance of the Smart Spring support was good, and the maximum vibration reduction rate reached
44.2% with the change trend of the vibration peak value with the control voltage.
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Figure 14. Relationship between peak and peak value of shaft system over-critical vibration response
and control voltage.

Comparing Figures 7 and 14, the change trend of the first section of the two figures was consistent,
and the displacement response decreased with the increase of the control parameters. However, because
of the small axial stiffness of the bearing pedestal and the limited displacement of the piezoelectric
actuator, the optimal control parameter in Figure 14 appeared at the maximum value, and the maximum
control force was 447 N, so the piezoelectric actuator failed to exert its maximum capacity.

Figure 15 shows the comparison results of the shafting vibration damping ratio under the different
control voltages/control forces obtained by test and simulation analyses. It can be seen from the figure
that under the trans-critical state of the shafting, the variation trends of the damping rate obtained by
the test and simulation were the same, which indicated the accuracy of the joint simulation model.
When the fixed control force of the intelligent spring increased from 100 N to 200 N, the vibration
reduction rate of the simulation results increased by 21 percentage points, and the vibration reduction
rate of the test results increased by 15 percentage points; when the control force of the intelligent
spring increased from 200 N to 300 N, the vibration reduction rate of the simulation results and that of
the test results increased by three percentage points. The difference between the experimental damping
rate and the simulated damping rate was due to the error of the test bench and the limitation of
the control force of the piezoelectric actuator. For example, there was a certain gap between the angular
acceleration of the motor and the simulated angular acceleration, the axial stiffness of the bearing
pedestal was too small, and the displacement of the piezoelectric ceramic actuator was limited.

Figure 15. Vibration reduction rate of shafting under different control voltages/forces.
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4. Research on Vibration Reduction of Shafting with Function Control Force Exerted by Smart Spring

It can be seen from the previous analysis results that the vibration damping rate of the shafting was
different at different speeds when the Smart Spring applied fixed control force. In order to obtain better
control effect of shaft system over-critical vibration, a vibration suppression method with function
control force was proposed. In other words, the function control force that changes with acceleration
and time was applied to the Smart Spring. Therefore, after establishing the joint simulation model of
shafting, the relationship between control force FN and time was studied to determine the optimal
control force under constant operating speed, and then the control force function was determined
to carry out joint simulation analysis on the critical open-loop control of the Smart Spring applying
function control force.

4.1. Establishment of Simulation Model of Three-Support Shafting with Smart Spring

This section takes the three-support shafting test bed shown in Figure 16 as the research object,
establishes the virtual prototype model and imports it into MATLAB to obtain the joint simulation
model of three-support shafting with Smart Spring.

Figure 16. Three-support shafting test bench with Smart Spring pair support.

4.2. Determination of Optimal Fixed Control Force at Constant Speed

The joint simulation model under constant speed as shown in Figure 17 was established. In order
to realize the constant speed operation of the shafting, a state variable was added to the input module
to input the constant speed. In the speed range of 0–8400 r/min, the simulation of optimal fixed control
force at constant speed was carried out with the interval of 600 r/min. The axis orbit of the shafting
under different fixed control forces was obtained by simulation, and the control force with the minimum
radius of the axis trajectory was selected as the optimal control force Fop.

Figure 17. Joint simulation model of applying function control force at constant speed.
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Figure 18 shows the axis orbit of the steady-state response under each fixed control force when
the shaft speed was 6000 r/min. It can be seen from the figure that the axis trajectories of the steady-state
response were all circular. With the increase of the control force, the radius of the steady-state response
also changed, which indicated that different fixed control forces had different suppression effects
on the steady-state response of constant speed operation.

Figure 18. Steady-state response center orbit under (a–f) control forces at 6000 r/min, respectively 50 N,
100 N, 200 N, 400 N, 700 N and 1000 N.

Since the optimal control forces in the speed range of 0–6000 r/min were all 1000 N, it was no
longer necessary to analyze the case where the shaft speed was lower than 6000 r/min. Figure 19
shows the relationship between the fixed control force of the Smart Spring and the steady response of
the steady-state response at the speeds of 6000 r/min, 6600 r/min, 7200 r/min, 7800 r/min, and 8400 r/min.
It can be seen from the figure that with the increase of speed, the optimal control force Fop and
the maximum damping rate of constant speed operation became smaller and smaller. When the speed
was 6000 r/min, the optimal control force Fop was 1000 N, and the maximum vibration reduction
rate was about 80%; when the speed was 6600 r/min, the optimal control force Fop was 650 N,
and the maximum vibration reduction rate was about 58%; when the speed was 7200 r/min, the optimal
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control force Fop was 200 N, and the maximum damping rate was about 17%; when the speed was
8400 r/min, the optimal control force Fop was 25 N, and the maximum damping rate was close to zero.

Figure 19. Relationship between the radius of the axis orbit and the fixed control force under (a–e) speeds,
respectively 6000 r/min, 6000 r/min, 6600 r/min, 7200 r/min, 7800 r/min and 8400 r/min.

4.3. Polynomial Fitting of Function Control Force

According to the above analysis, the required control force is related to acceleration and time,
so that

FN(t) = a0 + a1t+a2t2 + · · ·+ amtm. (2)

When the shaft system was accelerated with an angular acceleration of 20π rad/s2, the times to
reach 6000 r/min, 6600 r/min, 7200 r/min, 7800 r/min, and 8400 r/min were 10 s, 11 s, 12 s, 13 s, and 14 s,
respectively, and the optimal control forces were 1000 N, 650 N, 200 N, 50 N and 25 N, respectively.
Equation (2) is used to fit the functional relationship between control force FN and acceleration and
time. The goal of fitting is to minimize the square sum D of the upper deviation, that is, Equation (3) is
the minimum.

D =
N∑

i=1

δi
2 =

N∑
i=1

[
FN(ti) − FOPi

]2
. (3)

In Equation (3), the optimal control force is FOPi, the fixed control force is FN (ti) and the variance is δ.
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According to the least square theorem, if N > m + 1, then there is a unique set of polynomial
coefficients a0, a1 . . . am, which minimize the value of Equation (3), and

xm =
(
ATA

)−1
ATb. (4)

In Equation (4), xm = [a0 a1 a2 · · · am]T, b = [FOP1 FOP2 · · · FOPN ]
T, the value of matrix A is as follows:

A =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 t1 t1

2 · · · t1
m

1 t2 t2
2 · · · t2

m

...
...

...
...

1 tN tN
2 · · · tN

m

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.
By substituting the time and fixed control force values corresponding to speeds of 6000 r/min,

6600 r/min, 7200 r/min, 7800 r/min, and 8400 r/min into Equation (4), the results show that a0 = 143,280,
a1 = −57,510, a2 = 7687.2, a3 = −342.14, that is, the fitting function of optimal control force and time for
10 s ≤ t ≤ 14 s is as follows:

FN(t) = 143, 280− 57, 510t + 7687.2t2 − 342.14t3. (5)

According to Equation (5), the curve shown in Figure 20 is obtained.

Figure 20. Control force fitting curve for 10 s ≤ t ≤ 14 s.

According to the simulation results of the shaft center trajectory under constant speed, the optimal
control force of the shafting was 1000 N in the speed range of 0–6000 r/min, i.e., within 0–10 s,
the function control force expression of the optimal control force and time is as follows:

FN(t) =
{

1000, 0 ≤ t ≤ 10
143, 280− 57, 510t− 7687.2t2 − 342.14t3, 10 < t ≤ 14

. (6)

4.4. Analysis of Simulation Results of Supercritical

4.4.1. Analysis of Simulation Results of Over-Critical with Fixed Control Force

The midpoint of the central line between support I and support II was selected as the measuring
point, and the displacement response at this point was measured. Figure 21 shows the critical bending
vibration response of a three-support shafting with Smart Spring support under different fixed control
forces. The fixed control forces applied were 50 N, 100 N, 150 N, 200 N, 250 N, 300 N, 600 N, and 1000 N,
respectively. It can be seen from the figure that the application of fixed control force significantly
inhibited the peak value of critical response, and the critical speed obviously shifted to the right; when
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the fixed control force was not greater than 100 N, the vibration response in the whole speed range of
0–8400 r/min (i.e., 0 s < t < 14 s) decreased; when the speed was lower than 7200 r/min (i.e., t < 12 s),
the vibration was attenuated by applying 0–1000 N fixed control force, but when the rotating speed
was less than 7200 r/min (when the speed was higher than 7800 r/min (i.e., t > 13 s)) and the fixed
control force was greater than 150 N, the vibration increased when the fixed control force was applied.

Figure 21. Response of shaft system under (a–h) fixed control forces, respectively 50 N, 100 N, 150 N,
200 N, 250 N, 300 N, 600 N and 1000 N.
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Figure 22 shows the relationship between the peak displacement response of the measuring point
and the fixed control force when the shafting was over-critical. It can be seen from the figure that with
the increase in fixed control force, the peak value of critical response first decreased and then increased
gradually. When the control force was 0 N, the peak value was 0.1749 mm; when the control force was
200 N, the peak value was the minimum, which was 0.0777 mm, and the maximum vibration reduction
rate was 55.6%.

Figure 22. Relationship between peak displacement of measurement point and fixed control force.

As shown in Figure 23, the first critical speed increased gradually and tended to be stable after
the control force was greater than 600 N, which was close to 7800 r/min, that is, the damping control
gradually transited to the stiffness control.

Figure 23. Relationship between first critical speed and fixed control force.

It can be concluded from Figures 22 and 23 that the Smart Spring support has good vibration
reduction performance. By applying fixed control force, the bending vibration response of three-support
shafting accelerating through critical can be greatly attenuated, but the greater the control force, the better.
The optimal fixed control force is 200 N, and the vibration response of shafting is the minimum.

4.4.2. Analysis of Simulation Results of Applying Function Control Force Over-Critical

According to the determined function control force, the joint simulation model established
in Figure 16 was modified, and then the function control force was applied to the model. A variable FN

of function control force was established in the MATLAB workspace. FN contained two columns of
data, the first column was time and the second column was the corresponding control force. The two
output state variables are the displacement in X direction and Y direction at the midpoint of elastic
supports I and II.

By comparing the vibration analysis results of the three-support shafting of the Smart Spring
without control force, fixed control force, and function control force, Figures 24 and 25 are obtained.
It can be seen from the figure that the critical peak value of the function control force and the best
fixed control force was 200 N, but in the whole speed range, the displacement response of the function
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control force was less than that of the fixed control force of 200 N, which achieved a better vibration
reduction effect. Therefore, for the open-loop control of shaft system acceleration over-critical vibration,
the vibration reduction effect of Smart Spring with function control force is the best.

Figure 24. Response curves of the shaft system under different control methods.

Figure 25. Critical vibration peak value of shafting under different control methods.

5. Conclusions

Previous studies have proved that constant control force exerted by Smart Spring is effective for
vibration control of shafting. However, there are few researches on the improvement of control strategy.
Based on ADAMS and MATLAB simulation software, this paper analyzes the lateral bending vibration
control of the shaft system under critical state, and improves the control strategy of the intelligent
spring and proposes a vibration suppression method based on function control force. The main
conclusions are as follows:

(1) In this paper, the authors established a joint simulation model for the double-disk three-support
shafting with Smart Spring, and carried out the open-loop control simulation and experimental
study of the shafting over-critical vibration. The simulation results showed that the fixed control
force exerted by the Smart Spring can greatly reduce the displacement response of the double-disk
shaft system accelerating through the critical value. However, the fixed control force is not better
when greater, but there is an optimal fixed control force making the vibration control effect the best.
The optimal fixed control force is 425 N, and the vibration reduction rate is the maximum, which
is 71.6%. The double-disk shafting test system was designed and tested. The test results showed
that when the maximum control voltage is 150 V, the vibration reduction rate is the highest,
reaching 44.2%, which verified that the Smart Spring support has good control effect on the lateral
bending vibration of the three-support shafting when the acceleration is over-critical, and further
proved the rationality of the joint simulation method.

(2) The open-loop control of the spring system was carried out by the joint control function of
the spring system. The simulation results showed that with the increase of fixed control force,
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the first critical speed gradually increases and tends to be stable, and the peak value decreases
first and then increases. The optimal fixed control force is 200 N, of which the maximum vibration
reduction rate reaches 55.6%. Compared with the fixed control force, the displacement response
of the function control force is significantly less than that of the fixed control force of 200 N,
so it has a better vibration reduction effect.
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Abstract: The application of the Industry 4.0′s elements—e.g., industrial robots—has a key role in the
efficiency improvement of manufacturing companies. In order to reduce cycle times and increase
productivity, the trajectory optimization of robot arms is essential. The purpose of the study is the
elaboration of a new “whip-lashing” method, which, based on the motion of a robot arm, is similar to
the motion of a whip. It results in achieving the optimized trajectory of the robot arms in order to
increase velocity of the robot arm’s parts, thereby minimizing motion cycle times and to utilize the
torque of the joints more effectively. The efficiency of the method was confirmed by a case study,
which is relating to the trajectory planning of a five-degree-of-freedom RV-2AJ manipulator arm using
SolidWorks and MATLAB software applications. The robot was modelled and two trajectories were
created: the original path and path investigate the effects of using the whip-lashing induced robot
motion. The application of the method’s algorithm resulted in a cycle time saving of 33% compared
to the original path of RV-2AJ robot arm. The main added value of the study is the elaboration and
implementation of the newly elaborated “whip-lashing” method which results in minimization of
torque consumed; furthermore, there was a reduction of cycle times of manipulator arms’ motion,
thus increasing the productivity significantly. The efficiency of the new “whip-lashing” method was
confirmed by a simulation case study.

Keywords: manipulator arm; trajectory optimization; “whip-lashing” method; reduction of cycle
time; trajectory planning; SolidWorks and MATLAB software applications

1. Introduction

Nowadays, the modern industry in all sectors is facing a new revolution known as Industry
4.0 [1,2], where many challenges and requirements are taken into consideration with the aim of building
smart factories that combine flexibility and ability concepts [3,4] by developing a new paradigm
based on the latest technologies, where automation and network systems present the efficient keys for
realizing the new industrial revolution [5].

Recently, industrial robotics has become an important solution used in different sectors due to the
advantages guaranteed by industrial robots [6] as manipulator arms and parallel robots represented
with higher precision and higher productivity. This optimizes the lead time of the production
process [7].

Especially with technological developments, the manipulator arm, for example, presents the most
often used tool in the production sector [8], where it can cooperate with its environment and work
safety [9,10]. In addition to the ability to pick huge products and control itself in a flexible and smart
way, the physical structure of the manipulator arm regroups two essential parts [11]. These parts are
the serial links articulated as an arm and the end-effector, which can be reconfigurable according to the
task [12,13]. The motion planning of a manipulator arm is always based on the degree of freedom
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characterized by the joints placed in each link, where the number of the degree of freedom limits
the workspace and defines the redundancy of the robot. The control of manipulator robots can be
studied in two directions, depending on the requirements needed to achieve it [14]: (1) task execution,
where the process is based on pick and place, welding, and painting; (2) path planning execution,
where the process is based on the trajectory of the end effector, depending on each joint connected to
the link of the robot arm.

In the area of robotics, the trajectory planning of manipulator arms represents an essential field
for focus. The execution of a robot arm’s defined task optimizes its trajectory, which can guarantee
many benefits such as a reduced cycle time and energy consumption, as well as increased productivity.
Basically, the main objective in the trajectory planning field is to compute the desired points that
represent the reference input data for the controller of a robot using mathematical techniques [15,16].
The motion executed from the reference inputs always represents two categories known as forward
and inverse kinematics: (1) in free space based on the joint angles, where the motion is limited by
the structure constraints, i.e., velocity, torque, and workspace limits; or (2) in task space based on
the position and the orientation of the end-effector, where it depends on precision and avoiding
obstacles [17]. The approaches generally used are polynomial interpolation function, the bang-bang
law, the trapezoid law, etc. [18].

Over the years, researchers studied this field deeply by proposing many methods and solutions to
solve trajectory problems for industrial robots [19–22]. The definition of the optimality concept is divided
in many directions. Some scientists focus on a time-optimal trajectory to increase productivity [23,24],
while others work on the smoothness of trajectories [25,26], taking into account reducing cycle time
by implementing fast trajectories combined with optimal jerk values in order to reduce the excitation
of the resonant frequencies and limit the vibrations of the mechanical system [27–29]. From the
literature, a basic approach is known for generating a trajectory using splines [30,31], where the virtual
points are required to ensure the continuity of the trajectory from the starting point to the endpoint.
The development of this approach motivated the authors of this study to apply an improved technique
in the aspect of motion optimality using B-spline interpolation, based on the calculation of inverse of
Jacobian matrix.

Regarding time optimality, an approach was proposed for a hyper-redundant robot taking into
account the obstacles located in a 3D workspace [32,33]. It aims to minimize the cycle time during the
execution of required tasks, regarding trajectory optimization for robots in terms of energy consumption
and minimizing joint torque. Other researchers described a new scheme to determine the trajectory of
a redundant robot arm with the purpose of minimizing the total energy consumption [34]. In order
to optimize both the energy consumption and the time required for executing a trajectory, many
researchers have elaborated new methods based on a fuzzy logic algorithm, a genetic algorithm, or an
ant colony algorithm [34,35]. By using a genetic algorithm, a contribution was proposed to optimize
the torque applied at the joints of the robot [36,37]. We can also cite the second contribution for the
same target, which uses a unified quadratic-programming-based dynamic system [38], as well as the
role of neural networks for the optimized dynamics of redundant robots [39]. Most of the literature in
motion planning features deals with point-to-point applications in free space without any obstacles,
where the starting and ending points of the end-effector are predefined.

The main purpose of this literature analysis was to guarantee a deeper understanding of the path
planning field so that researchers could find an optimal solution without any constraints. Further,
time and energy consumption presents the most important factors for evaluation [40].

The purpose of this study is to elaborate upon a new “whip-lashing” method that aims to realize
an optimized trajectory for the five-degree-of-freedom RV-2AJ robot arm, i.e., to generate a path for a
manipulator arm without any design constraints. This newly elaborated method seeks to minimize
the cycle time of the trajectory with constrained torque values applied in joints for executing smooth
motions. This new method originates from the motion of a whip analogue applied for a RV-2AJ
robot arm. First, we introduce the methodology of this newly elaborated method, identifying all the
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steps required using SolidWorks and MATLAB software applications. After, the main features of
whip-lashing are introduced and the Section 4 presents a concrete simulation executed for both paths
in order to compare the normal motion of the arm to a whip lashing motion, based on cycle time.
The final section presents the results of the joints torque variation according to the cycle time calculated
in the previous section in order to show the reader the effect of the whip-lashing motion on the cycle
time and the torque consumption.

The main value of the research is that a manipulator arm can be treated as a whip in certain
conditions, which can guarantee running an improved path that results in reduced cycle time. The proof
of this novelty is presented by applying the real parameters of an RV-2AJ arm to simulation tools.

2. Materials and Methods: Modelling the Robot Arm and the Original and Improved Trajectories

The idea of trajectory improvement is taken from the motion of a whip. When applying a huge
force at the handle, it will propagate along the whip’s length, with a wave running alongside the
whip transferring the energy from the handle to the tip. In order to realize this idea and check its real
effect on the cycle time of robot arm motion, SolidWorks [41] and MATLAB [42] software applications
were used in the dynamic motion simulations. For comparison, an “original” path with simple angle
interpolation at the joints was also simulated. The two will be compared.

2.1. Dynamic Analysis of RV-2AJ Robot Arm

The dynamic analysis of RV-2AJ arm requires the computation of the inertia matrix for each joint.
This computation is performed using SolidWorks software by drawing the robot model and applying its
real geometric and mass measurements. SolidWorks offers the possibility to transform all of the robot
parameters in a URDF (Unified Robotic Description Format) file; this file can be used for the simulation
in MATLAB software using Robotic Toolbox [43]. Figure 1 presents the CAD model of RV-2AJ arm
in SolidWorks environment and the creating of its URDF file for MATLAB software. The URDF file
allows us to import the dynamic parameters of RV-2AJ arm into a MATLAB environment, where we
can visualize the robot arm and calculate its forward and inverse kinematics using the Robotic Toolbox
that provides the following:

• RigidBodyTree (RBT) object,
• Home configuration function,
• Inverse Kinematic solver.

Figure 1. RV-2AJ model in SolidWorks and the created URDF (Unified Robotic Description Format) file
for the CAD model of the RV-2AJ arm.
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Figure 2 visualizes the imported structure of RV-2AJ arm in the MATLAB environment and the
script code used for it. The visualization of the robot arm uses the RV-2AJ.URDF definition file and the
“show (robot, Qhome)” command performs the visualization, as can be followed in the MATLAB code.

Figure 2. Visualization of RV-2AJ arm in the MATLAB environment.

For finding better or “quasi-optimal” solution and proving the effectiveness of the newly elaborated
whip-lashing method, two paths were generated with the same starting and ending points but with
different internal motions. During the application of the method both paths require the rotation of
second–third–fourth joints, whereas the first and the fifth articulation are not used.

2.2. The Original Path

The original trajectory as a usual interpolated path is presented in Figure 3 as a continuous red arc
starting from start point S and ending in final point E. In this path the RV-2AJ robot arm executes its
motion by computing the angle steps for each internal point dividing the start-end angle of every joint
with the number of points minus one step.

Figure 3. The trajectories of the RV-2AJ arm in three views.
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2.3. The Improved Path

The suggested trajectory—named “improved path” given in blue in three views (front, top, and left
side views) with the robot arm in Figure 3—is based on the newly elaborated special method that
imitates the natural motion of a whip. The improved path aims to decrease the cycle time for RV-2AJ
arm’s movement from the starting point S to the final point E. This method is based on principle of the
whip-lashing motion that determines the torques applied in closing and opening of joints of the arm,
which will be discussed in the further sections.

3. Results: Newly Elaborated “Whip-Lashing” Method

For centuries whips have been considered instruments used to direct animals or torture slaves.
Nowadays, this instrument has become an artform for some nations. In the last few years, researchers
have been interested in the phenomenon executed by whips, which is characterized by the crack sound
and the velocity that can reach supersonic speed [44,45]. Figure 4 presents the basic elements of a
simple whip.

Figure 4. Basic elements of a whip.

When we give a force for a whip with the “handle” to move up to down and then stop, that
produces kinetic energy. This energy will be transferred to the end of whip “tip” due to p = m × v,
where the mass (m) decreases and the velocity (v) increases.

The result of this is a sonic boom produced by a crack that is caused when some section of the
whip moves faster than the speed of sound. The motion of a whip can include three types: a half
wave, a full wave and a loop. Figures 5 and 6 present the transfer direction of momentum along the
segments of whip and the diagrams describe the change of velocity, mass, kinetic energy and torque as
a function of time. The input values used in the diagrams in Figure 6 were taken from Krehl et al. [46].
The subfigures show the following functions:

(1). The velocity diagram shows the changing of the velocity of the tip during a whip-lashing cycle.
(2). The mass diagram shows the changing of the mass of that part of the whip that has the most the

kinetic energy during the whip-lashing as the wave impulse goes along the whip length.
(3). The kinetic energy diagram corresponds to the work of the whip user who moves the whip and

conveys motion energy to the whip with his hand.
(4). The torque diagram shows the torque value changing in the wrist joint during the whip-lashing.
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Figure 5. The motion of a whip.

Figure 6. The variation of velocity, mass, kinetic energy, and torque as a function of time.

As we mentioned earlier, the motion of a whip is based on the momentum conservation from the
beginning of the whip to the arrival to the tip, where—before cracking—many parameters vary, such as
the moving mass along the whip which will be decreased and produce high velocity, presenting the
supersonic boom. This phenomenon results in diminution in the torque and an increase in kinetic
energy, as Figure 5 shows. A similar effect of conserving momentum can be seen in case of a figure
skater doing a spin, when the skater closes his/her hands to his/her body, thus decreasing the rotational
inertia and increasing the rotational velocity. Borrowing this characteristic of the motion from whip
and considering the robot arm as a similar shape, the increase in the velocity of the robot parts will
decrease the cycle time, so the motion of the robot arm can be used like in the mentioned whip or
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skater examples. The whip analogue fits the robot arm better because the arm is similar to a whip.
It has many conjoined arm elements that become slimmer from the basement to the gripper.

3.1. Modelling of RV-2AJ Arm Motion as Whip-Lashing in MATLAB Software

Based on the brief analysis on the motion of the whip and considering the structural similarity
to the manipulator arm, the suggestion of a whip-analogous motion and the resulted in trajectory
of the gripper seems to be rational. In this article, we applied the same principle to the RV-2AJ arm,
where the robot acted as a whip and the gripper executed the trajectory between two points faster than
it otherwise would. The whip-lashing motion of the robot arm can be followed through the sub-figures
of Figure 7. When the second joint rotation stopped, the momentum WAS transferred to the third and
fourth joints. As the moving mass became smaller, the rotational velocity increased at the last links of
the robot arm.

Figure 7. The motion of RV-2AJ arm.

The first step of operation of RV-2AJ arm started with the heavier segment, where the movement
was realized by the torque applied at the second joint, at the “closer part to the base”. In addition,
the rotational inertia decreased when the motion of the links reached the smallest segment “end effector”.
As the motion proceeded the speedy “closer part to the base” decelerated and the outer joints opened.
Finally, the “closer part to the base” stopped and the other joints finish the motion speeding up the
motion of the “end effector”.

In order to prove the efficiency of whip-lashing method, an iterative algorithm was created to
execute the two trajectories (original and improved, see Sections 2.2 and 2.3) and calculated the minimal
cycle time of each, trying to apply the maximum allowed torques for the joints.

The core of the algorithm inputted a given larger expected cycle time and determined the joint
torque functions along the trajectory. If no torque maximum reaches the allowed torque limit for the
given joint, the expected cycle time was decreased by a time step and the core process was repeated.
If the expected cycle time was too small and the robot could only execute the trajectory with one or
more joint torques exceeding the torque limit, then the decreasing time step was halved and the process
applied a back step. This was repeated with a smaller time decrease. At the end of this successive
approximation, the minimum cycle time that utilized the torque limit—usually this happens for one
joint only—was obtained.

3.2. Elaboration of the Cycle Time Minimization (CTM) Algorithm

The organigram presented in Figure 8 contains different blocs (A–E) that define the following calculations:

• A: Filling up the TM torques matrix with the T torque vectors for every i-th trajectory point.
• B: Copying the i-th T torque vector in the i-th column of the TM torques matrix.
• C: Determining the mT[j] maximum torque for the j-th joint.
• D: Checking if any joint torque maximum mT[ j ] exceeds the allowed torque aT[ j ] for the

j-th joint.
• E: Refinement of time step ts if necessary and continuing iteration, or finishing if time step ts goes

below ending time step ets.
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Figure 8. Cycle time minimization algorithm. A–E stand for different blocs that define different calculations.

By running the algorithm for the original and improved trajectories, the two minimum cycle times
were determined and compared. In Figure 8, the elaborated cycle time minimization algorithm is
introduced in detail.

The algorithm aimed to calculate the cycle time ct of the trajectory. It was made using a successive
approximation algorithm as mentioned before. The concrete parameters of the algorithm are the
next. The number of trajectory points TP = 12, where the index of a specified point is i = 1, . . . , 12.
The number of RV-2AJ arm joints is 5, where the index of a specified joint is j = 1, . . . , 5. In the algorithm
two conditions should be fulfilled:
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• ts ≤ ets (ts—time step; ets—ending time step),
• mT[j] ≤ aT[j] (mT[j]—the joints’ torque maximums; aT[j]—allowed torque for every j-th joint).

The algorithm aimed to determine the following data:
The T[j] torque vector is calculated for every i-th trajectory point and copied into the TM[j][i]

torque matrix into the i-th column.
The T torque vector is determined by the “inverse Dynamics MATLAB Robotics System Toolbox

function” of the MATLAB Robotic Toolbox. Then, the maximum of every j-th row of TM torque matrix
is determined to the j-th cell of the mT[j] maximum torque vector. Then the mT[j] ≤ aT[j] condition
setting the tof torque overload flag selects between cycle time decreasing or time step refinement and
back stepping.

4. Discussion: Trajectory Optimization’s Results of RV-2AJ Arm Using the Application of
CTM Algorithm

The two trajectories are defined by positioning the same starting and ending points and 10
desired inner points that differ for each path using the spline function of MATLAB script to define the
continuous path between the points. Figures 9–12 visualize the code script results for both trajectories
(the original and the improved). The static Figures 10 and 12 cannot make the motion of the robot
arms felt.

Figure 9. Original trajectory visualization.

Figure 10. Visualization of the execution of the original trajectory by the RV-2AJ arm.

107



Appl. Sci. 2020, 10, 8666

Figure 11. Improved trajectory visualization.

Figure 12. Visualization of the execution of the improved trajectory by RV-2AJ arm.

The execution of script code for both trajectories resulted in the value of cycle time ct for each path,
as presented in Figure 13, uniting the two results with drawing manipulation to make comparable the
relation between the two trajectories and robot arm motions alike. First, a starting large cycle time
ct = 5 [s] was entered as input, then the algorithm was run till we obtained a new cycle time described
as the searched cycle time sct when the torque limiting condition became unsatisfied, the algorithm
continued to iterate the new values for cycle time ct and time step ts around the searched cycle time
value till the value of tuned time step became smaller than the value of ending time step ets. For the
original path, the minimum cycle time was ct = 2.82 [s], while for the improved path, the minimum
cycle time was ct = 1.86 [s]. Comparing the two results, we proved that the improved trajectory,
which is described as a whip motion analogue, utilized the maximum allowed torques with shorter
cycle time than the original trajectory.

Figure 13. The original and the improved scenarios of RV-2AJ robot arm.
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Modelling of RV-2AJ Arm Motion as Whip-Lashing in MATLAB Software

After studying the cycle time variation, the analysis of torque change effect regarding the both
trajectories are discussed in this section. To perform the simulation in the Simulink environment,
we imported the RV-2AJ body structure XML file into MATLAB. Then, we configured each link and
joint in the structure to receive the vector of positions as input blocks that represent the original and
the improved path, as well as to calculate the torques applied for providing the series of such positions.

Figures 14 and 15 present the block system needed to determine the finishing cycle time ct and
torque vectors T calculated during the ct minimizing process, where the blocks “Improved Trajectory”
and “Original Trajectory” contain spline function for each joint specified by angles vector that should
RV-2AJ arm execute according to each position. “RV-2AJ arm block” contains the mechanical properties
of the robot arm.

Figure 14. The block system scheme of RV-2AJ arm of the original trajectory.

Figure 15. The block system scheme of RV-2AJ arm of the improved trajectory.

Using Scope Box, we visualized the torque diagram of each working joint (second–third–fourth,
j = 2, 3, 4) for the original and improved paths (Figure 16).
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In this section, we investigated the variation effect of the second joint (shoulder) and third joint
(elbow) regarding the allowable torque values aT for those joints. As can be observed in Figure 16,
the variation of torque values for the two paths for a starting cycle time ct = 5 [s] and ts = 1 [s] describes
the behavior of the RV-2AJ arm.

In Figure 16, it can be seen that the torques of the fourth joint are close to zero due to the weight
in this segment, which is very small compared to the other segments, which hold other segments.
The comparison between the two paths was based on shoulder, which presents the second joint. It was
clear that in the first iteration where ct = 5 [s], the torque curve for the original path reached higher
peak values than the improved path, where the maximum torque value for the original path was
mT = 31 Nm and for the improved path was mT = 27 Nm. We also observed an overshoot in the
beginning stage for both curves, which is explained as the gravity effect on the mechanical structure.

Figure 16. Variation of joint torques according to the two paths, ct = 5 [s].

As mentioned before, we started within a large cycle time ct = 5 [s] and within ts = 1 as a first
iteration. The algorithm of minimization of cycle time started to calculate maximum torque for such a
cycle time. If the maximum torque was always below the allowable torque for every joint, then the
cycle time ct decreased by the time step ts.

Figure 17 presents the variation of joints torques according to the original path for different
cycle times ct = 5, 4, 3, 2 [s] to see the behavior of torque curves and compare their peak values
in each iteration, in order to observe when the torque peak of an iteration exceeds the allowable
torque value aT.

Regarding the second joint (shoulder), in the interval 0–5 [s] we observed that the decrease of cycle
time resulted in an increase of torque value for the original trajectory, where in ct = 2 [s] the maximum
torque value of the original trajectory exceeded the allowable torque value with mT = 42 [N·m].
Therefore, this value ct = 2 [s] was stored as the searched cycle time value sct for the original trajectory
and according to this value we calculated a new time step which was smaller than the first one, so the
algorithm iterated the cycle time value more precisely.
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Figure 17. Variation of joint torques—original path—for different cycles.

As presented in Figure 18, the searched cycle time sct = 2 [s] obtained for the original path
minimized the possible range to find the optimal maximum torque with optimal new cycle time. As a
result, the optimal curve for shoulder was the red curve with ct = 2.82 [s]; this curve was obtained
after the necessary iterations, starting from the first one, then minimizing the torque till obtaining the
optimal curve, the “fourth iteration” m and because we had a condition to stop iteration when the time
step ts was smaller than the ending time step ets; therefore, the algorithm completed the execution and
found a better solution with ct = 2.82 [s], as presented in the first section.

Figure 18. Different iterations of cycle time minimization algorithm for the original path around the
searched cycle time sct = 2 [s].

Figure 19 presents the variation of joint torques for the improved path for different cycle times
ct = 5, 4, 3, 2, 1 [s] by executing different iterations of cycle times ct in order to observe when the
torque peak of an iteration exceeded the allowable torque value aT. For the improved path at ct = 1 [s],
the maximum torque mT = 58 [N·m] exceeded the allowable torque value aT. Therefore, the searched
cycle time for the improved path was sct = 1 [s].
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Figure 19. Variation of joints torques according to Improved path for different cycle times ct = 5, 4, 3, 2, 1 [s].

Figure 20 shows the execution of different iterations around the searched cycle time value obtained
sct = 1 [s] from the results of Figure 19 to find the optimal curve. From the diagram, after 4 iterations
around the searched cycle time sct = 1 [s], the algorithm achieved the optimal curve with ct = 1.86 [s].

Figure 20. Different iterations of the cycle time minimization algorithm for improved path around the
searched cycle time sct = 1 [s].

Based on the demonstration of diagrams and the comparison between the multi graphs of each
path for the second joint, it was clear that the original path exceeded the allowable torque aT optimally
with ct = 2.82 [s], unlike the improved path, which exceeded optimally aT with ct = 1.86 [s], as presented
in Figure 21. Consequently, we proved that the improved path consumed 33% less time than the
original path, which verified the concept of optimization.
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Figure 21. Optimal cycle time values for the original and improved paths.

5. Conclusions

The trajectory improvement of industrial robot arms plays an important role in the Industry 4.0
concept, since the trajectory optimization of robot arms reduces cycle times and energy consumption;
furthermore, it increases productivity.

At first, a newly elaborated “whip-lashing” method was introduced for the trajectory planning of
a robot arm. The idea of the “whip-lashing” method is that the motion and the shape of a whip are
similar to the motion and shape of a robot arm, and it results in increasing the velocity of the robot
arm’s parts during operation; therefore, it reduces the cycle time. With the “whip-lashing” method,
the optimized trajectory of the robot arm can be achieved in order to minimize the cycle times of
manipulator arms’ motion and utilize the torque of joints more effectively.

In the second part of the article, a case study was introduced to confirm the efficiency of the
practical applicability of the “whip-lashing” method. In order to realize the idea of the “whip-lashing”
method and check its real effect on the cycle time of robot arm motion, SolidWorks and MATLAB
software applications were used in the dynamic motion simulations.

In the case study, the trajectory planning of a five-degrees-of-freedom RV-2AJ manipulator arm
was described using SolidWorks and MATLAB software applications. At first, the RV-2AJ robot was
modelled by the application of SolidWorks software. Two trajectories of the investigated manipulator
arm were created using the application of MATLAB software and via the newly elaborated cycle time
minimization algorithm. This was done in order to compare the original and the improved paths.
It was found that application of the cycle time minimization algorithm resulted in a 33% shorter cycle
time compared to the original path of RV-2AJ robot arm.

The main added value of the study is the elaboration and implementation of the newly elaborated
“whip-lashing” method, which resulted in reduction of cycle times of manipulator arms’ motion, thus
increasing productivity significantly. The efficiency of the new “whip-lashing” method was confirmed
by a simulation case study.

The application of this newly elaborated method can provide many advantages in industrial
applications in the immediate future, where the robot arms will be designed as the shape of a whip;
furthermore, the robot arms will be manufactured by usage of lightweight materials instead of recently
used traditional metals. These innovative solutions (application of “whip-lashing” method and
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lightweight materials) will result in more flexible robot arms that can achieve motion with higher
speeds without consuming higher energy, by the application of the momentum conservation law.
This law can also be used by the existing rotation joint of robot arms where the motion can be achieved
in a plain to increase the speed of the robot arm and decrease the motion time. This conception
requires the application of new robot controllers and robot simulation software. It can be concluded
that the application of the newly elaborated “whip-lashing” method results in achieving the optimized
trajectory of the robot arms in order to increase velocity of the robot arm’s parts, thereby minimizing
motion cycle times and to utilize the torque of the joints more effectively. Consequently, the productivity
will be increased significantly.

In the following research, the aim was to find a quasi-optimal trajectory between two given points.
The searching for the quasi-optimum solution used the Tabu search method.
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Abstract: In the last forty years, performance evaluations have been conducted to evaluate the
behavior of industrial manipulators throughout the workspace. The information gathered from
these evaluations describes the performances of robots from different points of view. In this paper,
a novel method is proposed for evaluating the maximum speed that a serial robot can reach with
respect to both the position of the robot and its direction of motion. This approach, called Kinematic
Directional Index (KDI), was applied to a Selective Compliance Assembly Robot Arm (SCARA) robot
and an articulated robot with six degrees of freedom to outline their performances. The results of the
experimental tests performed on these manipulators prove the effectiveness of the proposed index.

Keywords: directional index; serial robot; performance evaluation; kinematics

1. Introduction

Performance evaluation can provide useful information in the design of robots. For this reason,
the first performance indexes were introduced as early as 1982. Manipulability [1], condition number [2],
minimum singular value, kinematic isotropy [3], conditioning indexes [4] and dexterity analyses [5]
provide a variety of information about a robot’s performance throughout its workspace. Manipulability
allows the robot to be kept far from the kinematic singularity while the condition number (and usually
its reverse) is used to achieve a fast measurement of the workspace isotropy, i.e., the ratio between the
maximum and the minimum performance of the robot.

These indexes, as with many others, are based on the Jacobian matrix of the velocity kinematic
problem. The use of these approaches brought up some problems [6] that have been resolved with the
evolution of these methods.

A modern performance index must provide information in a summarized form, such as a value,
on the behavior that the manipulator can have in each position that it can reach within its workspace.
The key features for a performance index are:

• To be homogeneous/independent of the unit of measurement [7–12].
• To be independent of the reference system [13,14].
• Providing increasingly accurate information [15–18].

A first sample of homogeneous indexes has been proposed in [7], where the main concept consists
of directly relating the Cartesian and the actuator velocities. Another approach suggested introducing a
novel dimensionally homogeneous Jacobian matrix [8]. In these methods, the velocities of three points
of the flange have been considered and related with the motor velocities. A different approach was
proposed in [10] where a proper performance index was developed to gather interesting information
on a robot’s behavior using a non-homogeneous Jacobian matrix.

An interesting approach was proposed in [13,14], where a motion/force transmission index was
introduced. In these works, the use of proper virtual coefficients instead of the Jacobian matrix allowed
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introducing a frame-free performance index. This means that the evaluation is completely independent
from the choice of the absolute reference frame in which it is computed.

Recent performance indexes [15–18] give more information compared to previous ones and are
usually not affected by the adopted units of measurement and the choice of the reference frame.

Once a performance index can guarantee the above-mentioned features, it can be adopted
for several purposes. In recent years, performance evaluation has been mainly conducted for the
following uses:

• Optimization of manipulator design [19–21].
• Comparison between different robot architectures [22,23].
• Optimization of robot trajectory planning [24–27].
• Optimization of task locating (or robot positioning) [28,29].

The proposed performance index has been conceived to give useful information for the latter
issue, i.e., finding the best location for a generic task, given the direction of the robot’s main movements.
The first performance index that took the direction of motion into account with respect to the actuator’s
movements was introduced in [30] and extended in [28]. Such an index, called a directional selective
index (DSI), gives accurate information about the performance of parallel robots and allows finding
the regions of the workspace where a parallel robot achieves its maximum and minimum performance.
However, the DSI formulation cannot be easily extended to serial robots. For this reason, a novel
approach, called the kinematic directional index (KDI), has been introduced in this paper. This method
allows analyzing the behavior of a serial robot, taking into account the position of the robot and
the direction of motion. As such, the index can be adopted for several purposes. In this paper,
a performance analysis will be performed, by means of KDI, with two main goals:

• Finding the direction of maximum velocity with respect to a point.
• Finding the area of maximum velocity with respect to a direction of interest.

These two main analyses can provide very useful information for robot programming and the
definition of the trajectory planning of industrial tasks. Performing the movements along the suggested
directions can drastically reduce the time taken to complete a task.

The main motivations for this work are:

• Defining the novel KDI.
• Presenting two applications of the KDI.
• Proving the effectiveness of the KDI by exploiting two industrial robots.

The paper is organized as follows: in Section 2, the KDI is defined and formulated. In Section 3,
two robots are presented for KDI computation and for the experimental tests. In the first part of
Section 4, the KDI is computed at a point in the workspace in any direction of the horizontal plane,
while in the second part, the index is computed along a direction of interest in the whole horizontal
plane. In Section 5, the robot performances have been verified experimentally and are compared
with the KDI. The strong correlation between the KDI values and the experimental results proves the
effectiveness of the proposed index. Finally, in Section 6, the conclusions are addressed, and further
research directions are given.

2. The KDI Performance Index

The KDI performance index allows evaluating the behavior of a serial manipulator in terms of
linear velocity. For this purpose, the serial robot’s kinematics are considered. As mentioned above, this
index is based on the analysis of the Jacobian matrix J. As such, the analyzed problem can be identified
by the forward velocity kinematic equation defined in Equation (1):

.
x = J

.
q (1)
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where
.
x and

.
q are the velocity vectors in the Cartesian space and the joint space, respectively.

Since the KDI aims to determine the region in which a robot reaches its maximum translational
velocity, only the translational part of the Jacobian matrix has been considered; hence, the motion of
the wrist and its motors are not taken into account.

Once the direction of interest (i.e., the direction of motion) is defined, the velocities along the
axes that are normal for the direction of interest are set as null values. Without loss of generality, it is
possible to consider the direction of interest along the x-axis, and the velocity in this direction can be
defined as follows in Equation (2):⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

.
x
...
0

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
j1,1 j1,2 · · · j1,m
...

...
. . .

...
jn,1 jn,2 . . . jn,m

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

.
q1
...

.
qm

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ (2)

where n is the number of degrees of freedom in the Cartesian space and m is the number of actuators
that defines the joint space.

Let us define R as the rotation matrix that aligns the x-axis to the direction of interest (d), JR as
the Jacobian matrix rotated by the matrix R, and

.
d as the speed along d. In this way, in Equation (3),

the velocity along the direction of interest is identified.

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
.
d
...
0

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭ =
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. . .
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...
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The value of KDI is identified by the letter K and is defined as the maximum value taken by
.
d as

highlighted in Equation (4):

K = max
( .
d
)

(4)

When a robot moves at its maximum speed, some joint motors are also working at their maximum
speed. Since Equation (3) is a linear system, it is possible to state that the minimum number of motors
in this condition is equal to m – n + 1. For example, a solution can be found by means of a linear
programming problem. However, most industrial robots are non-redundant, so a proper solution for
these robots is proposed in detail. In this case, the number of degrees of freedom (n) is equal to the
number of motors (m) (n = m). Hence, the Jacobian matrix is a square matrix as defined in Equation (5).⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

.
d
...
0

⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭ =
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...
. . .

...
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⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

.
q1
...

.
qn

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ (5)

It is important to highlight that the maximum velocity in the direction of interest is achieved
when at least one motor reaches its maximum velocity. Therefore, in order to find the solution to
this problem, the velocity in the direction of interest (

.
d) can be set to a fictitious value of “1” and the

fictitious motor velocities can be easily computed since the following problem is defined by a linear
system (Equation (6)) where the number of unknowns is equal to the number of equations.⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

1
...
0

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ = JR

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
.
q1
...

.
qn

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ (6)

The motor that limits the robot’s performance is that which is nearest to its maximum velocity.
In order to easily find this motor (p) and its ratio with respect to its maximum velocity, let us define,
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by means of Equation (7), the maximum value achieved by the ratios between each joint speed and
its maximum.

1
K

=

.
qp

.
qp,max

= max

⎛⎜⎜⎜⎜⎝ .
q1

.
q1,max

, . . . ,
.
qn

.
qn,max

⎞⎟⎟⎟⎟⎠ (7)

1/K is the maximum ratio between a joint speed and its maximum velocity, and this value is
given by the joint p whose speed is the nearest to its maximum. This value can be also greater than
1, which can only happen because the solution to the problem is proposed using fictitious velocities.
Nevertheless, this eventuality will not affect the validity of the solution.

Here, K identifies the KDI and also the maximum velocity that the robot can reach in the chosen
direction of interest. This can be easily understood multiplying the velocities of Equation (5) by K and
achieving Equation (8). ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

K
...
0

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ = JR

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
K

.
q1
...

K
.
qn

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ (8)

The value of K represents the maximum velocity of the robot, since K
.
qp is equal to the maximum

value (
.
qp,max,), while the velocities of the other joints are below their maximum values.

From the definition of the KDI, it is possible to observe that it is not affected by the choice of the
unit of measurement since only the value of K is used to compare the performances at different points
in the workspace. Moreover, the index is also “frame free” because it does not depend on the use of an
absolute reference frame but only on the robot configuration and on the direction of interest.

3. System Layout for KDI Validation

Two industrial manipulators were chosen to verify the accuracy of the KDI: an Adept Cobra 600
and an Adept Viper 650 robots (manufactured by Adept Technology, Pleasanton, CA, USA). This choice
was made by looking for the most common kinematic architectures for serial robots. The first robot is a
Selective Compliance Assembly Robot Arm (SCARA), while the second one is an articulated robot
with six degrees of freedom (see Figure 1). In the SCARA robot, the index is used only in the horizontal
plane since the vertical movements depend only on a prismatic joint whose performance does not
change throughout the workspace; in the second case, the index can be useful along any direction of
the workspace. However, in order to achieve comparable results, the performance of the articulated
robot will also be investigated in a horizontal plane.

Figure 1. The Selective Compliance Assembly Robot Arm (SCARA) robot (left) and the articulated
robot (right) exploited for the experimental validation of the Kinematic Directional Index (KDI) index.

3.1. SCARA Robot

The first test was performed on a horizontal plane by means of a SCARA robot. The horizontal
movements depended on the motion of the first two links as represented in Figure 2, where the first

120



Appl. Sci. 2020, 10, 5953

two links are depicted in blue, and their reference frames are represented in violet together with the
absolute frame.

Figure 2. The kinematic scheme of the SCARA robot.

In Table 1, the complete Denavit Hartenberg table is defined in order to highlight the terms that
are used for the computation of the Jacobian matrix of this robot.

Table 1. Denavit Hartenberg table of the Selective Compliance Assembly Robot Arm (SCARA) robot.

i Ti,i−1 αi−1 ai−1 θi di

1 T1,0 0 0 θ1 0
2 T2,1 0 L1 θ2 0
3 T3,2 π L2 0 d3
4 T4,3 0 0 θ4 0

The projection in the horizontal plane of a SCARA manipulator allows highlighting the lengths of
the two main links: L1 = 325 mm and L2 = 275 mm. The end-effector horizontal speed is given in
function of the actuator speeds by means of the Jacobian matrix defined in Equation (9).

JS =
[

z1 × (OF−O1) z2 × (OF−O2)
]

(9)

In this case, it is possible to easily calculate the Jacobian Matrix as follows in Equation (10):

JS =

[ −L1 sin(θ1) − L2 sin(θ1,2) −L2 sin(θ2)

L1 cos(θ1) + L2 cos(θ1,2) L2 cos(θ2)

]
(10)

where the expression θi, j = θi + θ j has been used.

3.2. Articulated Robot

Figure 3 depicts the kinematic scheme of the articulated robot, without taking its wrist into
account. The links that are involved in the translation of the wrist center are depicted in blue and their
reference frames are represented in violet together with the absolute frame. The origin of the wrist is
also highlighted (OF). In Table 2, all the kinematic parameters are highlighted by means of the Denavit
Hartenberg table.
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Figure 3. The kinematic scheme of the articulated robot.

Table 2. Denavit Hartenberg table of the articulated robot.

i Ti,i−1 αi−1 ai−1 θi di

1 T1,0 0 0 θ1 0
2 T2,1 −π/2 a1 θ2 0
3 T3,2 0 L1 θ3 0
4 T4,3 −π/2 a3 θ4 L2
5 T5,4 π/2 0 θ5 0
6 T6,5 π/2 0 θ6 0

Where the lengths of the links are L1 = 270 mm and L2 = 295 mm, while the non-null offset
between the kinematic axes are a1 = 75 mm and a3 = 90 mm.

Using these parameters, the Jacobian matrix of Equation (11) can be computed at each point of
the workspace.

JA =
[

z1 × (OF−O1) z2 × (OF−O2) z3 × (OF−O3)
]

(11)

This Jacobian matrix relates the velocity of the wrist center with the ones of the joints.

4. Performance Investigation

Given the proper Jacobian matrix, it is possible to compute the KDI in any point of the workspace
and in any direction. To highlight the usefulness of the KDI, two different performance investigations
were proposed. The first one consisted of finding the maximum velocity that the robot can reach in a
point for each direction of motion. The second one pointed out the areas where the robot reached its
maximum velocity with respect to a direction of interest.

4.1. Performance Investigation in a Point

Without loss of generality, the KDI for a SCARA robot is plotted at the point P (350, 150) along
any direction of the horizontal plane (see Figure 4). The performance along the x-axis is highlighted
with a red line.
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Figure 4. KDI computed for the SCARA robot in point P (350, 150) along any horizontal direction.

As mentioned above, when the maximum speed along any direction of a robot is achieved, at least
one motor reaches its maximum speed. Therefore, given a generic point of the workspace, if this type
of information is needed, the computation of the KDI can be greatly simplified. In fact, the maximum
speed (absolute or relative) is reached when both motors reach their maximum (or minimum) speed.
As such, the directions of the maximum Cartesian speed can be calculated by using a proper matrix
that contains the four possible combinations of maximum and minimum speed. By multiplying such a
matrix with the Jacobian matrix, the maximum speed direction can be identified by Equation (12).

P = JS

[ .
q1,max − .

q1,max − .
q1,max

.
q1,max.

q2,max
.
q2,max − .

q2,max − .
q2,max

]
(12)

where P is a matrix made up of the four virtual points that represent the vertexes of the parallelogram
that delimits the robot speed in the horizontal plane as depicted in Figure 4.

By following the same approach with the articulated robot, the maximum and minimum values
of the three joint speeds allowed defining the eight vertexes of a cuboid as depicted in Figure 5. Given
these vertexes, the maximum speed of the robot could be gathered in any direction of the workspace.
In Figure 5, for example, the performance of the robot along the x-axis is highlighted with a red line.

Figure 5. KDI computed for the articulated robot in point P (250, 300, 350) along any direction.

4.2. Performance Investigation in the Workspace

As mentioned above, the performance was evaluated in a horizontal plane. For each robot,
a proper set of points was defined, and a direction of interest was chosen. The SCARA set of points was
given by nine points along any radial direction of the workspace with an angular step of ten degrees.
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Since the articulated robot was also investigated in a horizontal plane, the plane with the highest
reach distance was chosen (i.e., where the wrist was at the same height as the shoulder). For this
test, the set was given by seven points along any radial direction with an angular step of ten degrees.
The points that are outside the workspace were considered. In Figure 6, the two sets of points are
depicted together with the workspace limits.

Figure 6. Point sets in which the experimental analyses were performed for the SCARA robot (left)
and the articulated robot (right).

For the SCARA robot, the KDI index was computed along the direction of the y-axis (i.e., with
a rotation of 90 degrees about the z-axis by means of the matrix R). The KDI was computed for the
articulated robot with a rotation of 45 degrees about the z-axis. The KDI was normalized and plotted
in Figure 7 for both robots. The yellow areas indicate the regions where the robots achieved their best
performance, while the blue areas show where the robots were slower.

Figure 7. KDI computed for SCARA (left) and articulated (right) robots.

5. Experimental Setup and Performance Analysis in the Workspace

In order to experimentally verify where the robots can achieve the maximum velocity, the end
effector of each robot was equipped with an accelerometer, as shown in Figure 8. The chosen device
was a piezometric accelerometer, DeltaTron Type 4508001 (manufactured by Hottinger Brüel & Kjær,
Nærum, Denmark), which did not require additional hardware for signal conditioning. The data
were acquired by means of an LMS Pimento analyzer (manufactured by LMS International, Leuven,
Belgium) at an acquisition frequency of 1000 Hz. The software supplied with the analyzer allowed
directly computing the speed of the investigated movements.

124



Appl. Sci. 2020, 10, 5953

Figure 8. The end effectors of the robots equipped with accelerometers.

The experimental analysis was performed with the same set of points defined above and illustrated
in Figure 6, in order to compare the results of the investigation with the values taken by the KDI. At each
point, a back-and-forth movement with a length of 60 mm in the direction of interest was repeated
five times so that the center of the displacement (where the maximum speed was reached) coincided
with the investigated point. Using a data acquisition system, the signals of the accelerometers were
gatherd, and the velocity of the robots was computed. In order to reduce the effect of measuring errors,
the maximum experimentally measured speed was computed by calculating the average between
the peaks of each repeated movement. In this way, the maximum speed reached in each point of the
workspace could be collected. Such results have been normalized since the target of the work is to
highlight the region of maximum speed without making performance comparisons between different
robots. The experimentally gathered normalized performances are plotted in Figure 9 for both robots.

Figure 9. Normalized maximum speeds of the SCARA (left) and the articulated (right) robots.

It is now possible to appreciate that the values of the KDI perfectly matched the behavior of
the robots; the best performance region identified by the KDI has a good correspondence with the
measured region. Moreover, the trend of performance given by the KDI met the speed variation
throughout the workspace. In fact, the comparison between Figures 7 and 9 highlights that the KDI
can be adopted as a useful tool to foresee the regions where a robot can achieve its maximum speed
with respect to a direction of interest. In order to better identify the correlation between the index and
the real performance, the maximum value of the measured speed has been plotted in Figure 10 for each
investigated point with respect to the value given by the KDI at the same point. Moreover, the linear
regression between the KDI and the speed of each robot has been computed and plotted by means of a
red line. In Figure 10, the proximity of the points on the scatter diagram to the red lines clearly shows a
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strong correlation with the KDI values of the robots’ velocities; therefore, it proves the effectiveness of
the novel proposed index.

Figure 10. Scatter diagram of the KDI versus speeds for the SCARA (left) and articulated (right) robots.

6. Conclusions

A novel performance index called the KDI has been proposed. This index is not affected by the
non-homogeneous Jacobian matrix and does not depend on the choice of the units of measurement
and on the position of the absolute reference frame. The index was computed for a SCARA robot
and an articulated robot to analyze the behavior of the manipulators for two main purposes: finding
the direction of maximum velocity with respect to a point, and finding the area of maximum velocity
with respect to a direction of interest in the workspace. Being a fully kinematic index (i.e., it does not
consider the dynamics and the control of the robots), it gives a high-quality description of the robot’s
behavior, and the experimental tests demonstrate the effectiveness of the proposed index.

Future works can be addressed by following some steps: first, the use of the index for redundant
manipulators will be investigated; second, the same reasoning will be followed to synthesize a dynamic
performance index that is able to consider the direction of motion; afterwards, the use of these
indexes for other issues, such as the optimal design of manipulators and/or robot trajectory planning,
will be investigated.
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Abstract: This paper proposes an energy-saving system based on a prefill system and a buffer system
to improve the energy efficiency and the processing performance of hydraulic presses. Saving energy
by integrating such systems into the cooling system of a hydraulic press has not been previously
reported. A prefill system, powered by the power unit of the cooling system, is used to supply power
simultaneously with the traditional power unit during the pressurization stage, thus reducing the
usage of pumps and installed power of the hydraulic press. In contrast to the traditional prefill
system, the proposed energy-saving system is controlled by a servo valve to adjust flow according
to the load profile. In addition, a buffer system is employed to the cooling system to absorb the
hydraulic shock generated at the unloading stage, store those shares of hydraulic energy as a recovery
accumulator, and then release this energy to power the prefill system and the hydraulic actuator
in the subsequent productive process. Finally, through a series of comparative experiments, it was
preliminarily validated that the proposed system could reduce the installed power and pressure
shock by up to 22.85% and 41%, respectively, increase energy efficiency by up to 26.71%, and provide
the same processing characteristics and properties as the traditional hydraulic press.

Keywords: hydraulic press; energy saving; energy efficiency; installed power; processing performance

1. Introduction

Hydraulic presses are commonly used for forging, molding, blanking, punching, deep drawing,
and other metal forming operations because of their high load capacity, high power-to-mass ratio,
and large force/torque output capacity. However, they are also known for their high energy consumption,
low energy efficiency, and poor processing characteristics. As a result of the significant difference
between the installed power and the demanded power, 70% of the total energy consumption is
attributed to power dissipation and actuation of the hydraulic system. Therefore, improving the energy
efficiency of hydraulic presses is an urgent issue that manufacturing industries must resolve [1–5].

Energy dissipation generates from each part of the hydraulic press system when motion or
power are transmitted, as shown in Figure 1. It is estimated that only 9.32% of the input energy is
transmitted into the forming energy. To better study the energy-saving methods for hydraulic presses,
it is necessary to be clear on the energy consumption characteristics of hydraulic system. For this
purpose, Zhao [6] established the basic energy flow model of the hydraulic press system, revealed the
energy dissipation mechanism of each component, and indicated that the imbalance between installed
power and demanded power is the main cause of low energy efficiency. Installed power is designed to
meet the maximum power requirements of PS. However, as the same power unit also serves other
low-power operations, mismatch between installed power and demanded power occurs.
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Figure 1. Energy dissipation of each energy conversion unit during a working cycle. (E-M,
electrical–mechanical energy unit; M-H, mechanical–hydraulic energy unit; H-H, hydraulic–hydraulic
energy unit; H-M, hydraulic–mechanical energy unit; M-F, mechanical-forming energy unit).

During the past decades, researchers are applying an increasing amount of effort to achieve the
match between the installed power and the required power for hydraulic presses. As reported by
Zhao [6] and Huang [7], energy-matching methods for hydraulic presses can be divided into two
categories: energy-matching methods and energy-recovery methods.

A common approach based on an energy-matching mechanism is the volume control
electrohydraulic system driven directly by various kinds of variable-speed motors and
variable-displacement pumps. The control of pressure, flow, and direction of working liquid is
achieved by changing the rotation speed or output displacement. Quan and Helduser [8] applied
variable-speed motors and constant-displacement pumps in hydraulic drive units to match load
variations. Su et al. [9] applied variable-frequency motors in the hydraulic press to reduce the mismatch
between output power and load power. Camoirano and Dellepiane [10] employed variable-frequency
drive (VFD) technology to achieve more efficient energy management as well as the precise control of
torque and speed of AC motors. Wang et al. [11] adopted a calibration model with a genetic algorithm
to adjust the variable-speed pump flow rate to their designated value and achieve an energy-saving
ratio of at least 16.1%. Ge [12] adopted a variable-speed motor to drive a variable-displacement pump
and employed a matching method based on segmented speed and continuous displacement control
of the pump to reduce the throttle loss. The energy-saving ratio under partial load condition can be
up to 33%. Since there is limited scope for further increasing the electrohydraulic unit’s efficiency,
researchers have also focused on the design of hydraulic control circuits to reduce the mismatch.
Load sensing systems [13], hydraulic adaptive systems [14], fuzzy control systems [15], close-loop
volume control systems [16], negative flow control systems [17], and secondary regulation systems are
all useful methods to match the load by regulating operating parameters and system states. As these
methods achieve matching by adjusting the output flow, speed, and pressure, the installed power
remains unaltered.

Many papers on energy-recovery methods have been published in recent years. A lot of
energy-recovery circuits have been applied in hydraulic press machines. Yan et al. [18] proposed
a flywheel energy-saving system (FESS) that can store the redundant energy at no-load stages and
low-load stages and then release the stored energy at high-load stages. Dai et al. [19] applied a hydraulic
accumulator to a 20 MN fast forging hydraulic press to realize energy conversion by absorbing large
flow–pressure pulses and hydraulic shock. The results show that the hydraulic accumulator has
promising energy-saving effects. Triet and Ahn [20] utilized a hydraulic accumulator and a flywheel
to realize energy recovery and presented a control strategy for this energy-saving method. Ven [21]
developed a novel hydraulic accumulator that can keep the hydraulic system pressure constant by
using a piston with an area that varies with stroke. Compared with conventional recovery accumulators,
this new accumulator could significantly increase the energy storage density. Xia et al. [22] proposed an
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integrated drive and energy recuperation system for a hydraulic excavator, and the large gravitational
potential energy of the boom was recovered by a three-chamber hydraulic cylinder. Lin et al. [23]
combined the advantages of hydraulic accumulators and electric accumulators and presented a
compound energy recovery system to improve the energy efficiency of hydraulic equipment. Through
a series of experiments, they validated that the compound system could increase the energy efficiency
by approximately 39%. Fu et al. [24] studied the energy-saving potential of the boom cylinder with an
accumulator in the hybrid excavator system. The results of simulations and experiments showed that
the closed hydraulic regeneration system had a high recovery efficiency. Examples of applying energy
recovery systems also include generator–super capacitor energy recovery and the gas cylinder energy
recovery system [25]. Figure 2 gives the energy density of different energy recovery circuits. However,
Huang [26] pointed out that the low utilization efficiency of the recovery energy is also an important
problem that cannot be ignored. In general terms, an energy recovery process is composed of two
sub-processes: the recovery process and the reutilization process. The number of energy conversions
increases with the integration of an energy recovery system, thereby increasing the system’s structural
complexity and causing low energy efficiency as well.

Figure 2. Power density and energy density of different energy-recovery systems.

In summary, energy efficiency and mismatch between the demanded power and the installed
power can be significantly improved by using the aforementioned methods. However, most of those
methods only consider energy efficiency and ignore the impact that they have on the hydraulic press
itself. Therefore, most of the energy-saving presses present complicated structures and poor practicality.
Furthermore, most of the existing studies in the literature only focus on the hydraulic power units
and hydraulic control system; they ignore that the hydraulic press is a forming machine composed of
various functional systems, such as the hydraulic actuating system, hydraulic cooling system, and other
auxiliary systems. Each of these systems waste a large amount of energy during the forming process
and has great potential to save energy.

Therefore, in contrast to existing energy-saving methods, the system in this paper focuses on the
hydraulic cooling system as a novel starting point and proposes an energy-saving buffer system to
improve the energy efficiency of a single press. A reduction of the installed power and improvement
in energy efficiency can be achieved by integrating the prefill system into the hydraulic cooling
system, whereas noise pollution, processing properties, and structural complexity can be improved by
adding a buffer system. In addition, a servo valve is employed to adjust the supplied flow rate of the
energy-saving buffer system according to the load profiles. Finally, the proposed energy-saving system
was applied to a 13MN forging hydraulic press as a case study, and the results shows its significant
economic and energy-saving potential.
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2. Energy-Saving Method of the Hydraulic Press

2.1. Energy Characteristics of the Hydraulic Press

In Figure 3, a diagram showing the working cycle of a hydraulic press is presented. The operations
performed by the hydraulic press include waiting within a working cycle (Stages 1 and 8, WT),
fast falling (Stage 2, FF), pressing with slow falling (Stage 3, PS), pressure maintaining (Stage 4, PM),
unloading (Stage 5, UL), fast returning (Stage 6, FR), and slow returning (Stage 7, SR). All these stages
are also part of the forming process.

Figure 3. Hydraulic press working cycle diagram and comparison between installed and
demanded power.

In traditional methods, installed power is designed to meet the maximum power requirements
of Stage 3, which is much larger than the operating power of the other working stages. However,
the duration of Stage 3 is only of a very small percentage of the total operating time, leading to high
energy consumption and low energy efficiency. Furthermore, hydraulic presses operate performing
periodic movements; the intermittent time between two adjacent cycles is almost equal to the duration
of a cycle. Once hydraulic presses start running, they would not stop unless the hydraulic system
reaches the unloaded state and the demanded power is zero; this leads to a large amount of power
lost inadvertently. As shown in Figure 1, the white and blue areas represent useful work and useless
work, respectively. Useless work is converted into heat or another useless form of energy during the
operation of hydraulic presses; this is harmful to the processing properties.

When the hydraulic press is unloading, a large flow is unloaded during the processing cycle,
leading to a considerable amount of energy being wasted by the traditional power unit. In addition,
when the hydraulic cylinder rises rapidly with high working pressure, the high-pressure oil cannot be
completely unloaded. In consequence, the residual high-pressure oil enters the hydraulic pipeline
causing high vibration and huge noise pollution. The phenomena presented above constitute the
main reasons for the low energy efficiency and poor processing performance in hydraulic presses.
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Theoretically, if an external power system could supply energy to the hydraulic press simultaneously
with the main power system during Stage 3, the installed power would be reduced and the energy
efficiency would be increased.

2.2. Methodology

By analyzing in detail the reasons for the high installed power of hydraulic presses, this paper
envisages the addition of an instantaneous power source during the PS stage (Stage 3). The power
source can energize the hydraulic press simultaneously with the traditional power unit so as to reduce
the power burden of the traditional power unit and thereby reduce the installed power of the hydraulic
press. Based on this idea, an energy-saving method featuring a prefill system and a buffer system
is proposed.

The proposed energy-saving system is developed by integrating a prefill system and a buffer
system into the cooling system of the traditional hydraulic press, as shown in Figure 4. The pivot of the
proposed system is the prefill system, which could supply high-pressure oil to the main cylinder similar
to a motor-pump unit. In order to ensure the efficiency of the supplemental power and reduce pipeline
losses, the prefill system is installed next to the hydraulic cylinder instead of tens of meters away from
the hydraulic press, as in the traditional power unit. In addition, a servo valve is employed to adjust
the output flow according to the load profiles, thereby achieving high-precision energy supplement.
Based on this method, the installed power can be set at the ideal installed power as shown in Figure 1.
During Stages 1, 2, 4, 5, 6, 7, and 8, the traditional power unit based on the ideal installed power can
energize the press by itself, the prefill system is not used, and the servo valve outside the liquid-filling
tank closes to reduce energy loss. When the hydraulic press operates at Stage 3, the power (or oil
flow) required by the hydraulic press increases and exceeds the maximum value, it is difficult for the
traditional hydraulic power unit alone to complete the pressurization process. At this time, the servo
valve outside the liquid-filling tank opens with high accuracy, and the prefill system starts to supply
power to the hydraulic press together with the traditional power unit. In this manner, power reliance
on the traditional power unit is significantly reduced.

Furthermore, as depending on the power unit of the traditional cooling system, the addition of
the prefill system does not require an increase in the number of motors and pumps to meet the flow
and power requirements of Stage 3. Therefore, the usage of motor-pump units in the whole hydraulic
system can be significantly reduced; the energy dissipation caused by the high installed power can
be remarkably reduced in the low-load and no-load stage. Moreover, by reducing the number of
pumps, the equipment footprint can be reduced, the structure of the equipment as a whole can be more
compact, and the equipment utilization rate can be significantly improved.

When the hydraulic press operates at Stages 4 and 5, since the hydraulic press moves extremely
quickly during the unloading stage, high-pressure oil cannot be completely unloaded. In consequence,
the oil returning from the returning cylinder has high pressure and thus has a great impact on the
prefill system and causes massive large noise pollution. To ensure the power supply of the prefill
system successively improves the processing performance of the hydraulic press, the advantages of
hydraulic accumulators are adopted in the method described in this paper by integrating a buffer
system as an auxiliary facility. The buffer system, installed after the prefill system, can temporarily
store the returning oil, absorb the high pressure in the oil to reduce the pressure shock in the system,
and thus improve the processing performance of the hydraulic press. Furthermore, the high-pressure
oil temporarily stored in the buffer system can also energize the hydraulic press together with the
prefill system during Stage 3, allowing the energy-saving system to have a higher kinetic energy output
and thus attain higher energy efficiency.
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Figure 4. Diagram of the proposed energy-saving buffer system.

3. Energy Consumption Model and Theoretical Analysis

A hydraulic press is a closed energy conversion system composed of electric energy, mechanical
energy, hydraulic energy, and forming energy, and the total energy consumption of a single hydraulic
press is in the form of electrical energy.
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The required electrical energy of a hydraulic press is determined by the flow rate q and the
working pressure p of the actuator, which changes with the operation stage. Taking into account the
energy conversion efficiency of the hydraulic system, the electrical energy demanded (Eelectric−1) by the
hydraulic machine to complete forming actions can be expressed as Equation (1):

Eelectric−1 =
∑

i

∫ T0+T1

T0

p·q 1
ηDrive

dt (1)

where stage i includes the PS stage and the FF stage; ηDrive is the energy efficiency of motor-pump
units; T0 is the start time of stage i; and T1 is the duration of stage i.

In terms of a hydraulic press with an energy-saving buffering system, Equation (1) can be divided
into two parts,

Eelectric−1 = E1 + E2

=
∑
i

(∫ T0+T1
T0

pTMP·qTMP
1
ηDrive

dt

+
∫ T0+T1

T0
pPFS·qPFSdt

) (2)

where E1 and E2 are the energy provided by the traditional motor pumps and the prefill system,
respectively; pTMP and qTMP are the pressure and flow rate provided by the traditional motor pumps,
respectively; and pPFS and qPFS are the pressure and flow rate provided by the prefill system, respectively.

Apart from the electrical energy demanded by the hydraulic main circuit during the FF and PS
stages, other electrical energy (Eelectric−2) demanded by the overflow circuit and the unloading circuit
during the PM, PR, and WT stages can be expressed as Equation (3):

Eelectric−2 =
∑

e

(∫
Tm

P1dt +
∫

Tn
P2dt +

∫
Ti

P3dt
)

(3)

where P1, P2, and P3 are the motor power of the UL stage, the FR stage, and the WT stage, respectively;
and Tm, Tn, and Ti are the duration of the UL, FR, and WT stages.

Therefore, total energy consumption in a working cycle (Eelectric−Total) can be obtained:

Eelectric−Total = E1 + Eelectric−2. (4)

Since the hydraulic actuator does not output mechanical energy until the forming process
completes, the forming energy (EForming) of one working cycle can be expressed as:

EForming =
∑

i

∫
i
FNP·

.
hdt (5)

where h is the height of the piston rod; and FNP is the forming pressure of the hydraulic press.
Therefore, the energy efficiency (ηE−F, electrical-forming energy) of the proposed hydraulic press

can be expressed as Equation (6):

ηE−F =
EForming

Eelectric−Total
. (6)

As shown in the above analysis, the integration of the prefill system and the buffer system
can significantly reduce the power burden of traditional motor pumps during the high-load stage,
and a reduction of installed power can be realized. In addition, both overflow losses during the
PM stage and throttling losses during the idle state of the press could be greatly reduced because
of the reduction of installed power, thereby improving the energy efficiency of the hydraulic press.
Detailed energy-efficiency improvement is discussed in the following section.
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4. Case Study

4.1. Experimental Scheme

To assess the energy-saving efficiency and processing performance of the proposed system,
the system was tested on a 13 MN hydraulic press machine. The experimental setup (see Figure 5)
consisted of a liquid-providing tank (volume and flow rate of 23 m3 and 5800 L/min, respectively,
Huawei, Yancheng, China), a buffering tank (volume of 6 m3, Huawei, Yancheng, China), a hydraulic
power unit containing an asynchronous motor (Y315S-4; rated power and speed of 110 kW and
1480 rpm, respectively, YKP, Botou, China), an oil pump (A2F250R2P2; rated speed and flow rate of
1480 rpm and 360 L/min, respectively, Rexroth, Shanghai, China), coolers, and filters. In addition,
a DT-8850 noise meter is employed to measure the noise generated during the machining process,
and body vibration is measured by the technical operator at the processing site.

Figure 5. Photograph of the energy-saving buffering system.

To test the operating stability of the system and the dynamic responsiveness during the rehydration
process, two common forging methods, fast forging and constant forging, were selected and performed
both on the proposed hydraulic press and a traditional hydraulic press. The forging frequency of
constant forging and fast forging was set at 20 times per minute and 90 times per minute, respectively.
The maximum forming pressure was 35 MPa. The installed power of the proposed forging press was
set at 810 kW, while the traditional hydraulic press was 1050 kW.

Table 1 details the experimental parameters of this experiment. The pressure and flow rate of the
prefill system (PFS) and the traditional power units (TPU) were recorded by a pressure gauge and a
flow sensor and then uploaded to a computer.

Table 1. Parameters of the upsetting process.

Process Type Forging Frequency Load Pressure Main Pump Unit Power Displacement

Regular forging 20 times per minute 35 MPa 810 kW 450 mm
Fast forging 90 times per minute 35 MPa 810 kW 200 mm

4.2. Processing Performance Analysis

The forging frequency was set to 90 times per minute and 20 times per minute, respectively.
The nominal pressure was set to 35 MPa. The relationships between TPU pressure and prefill pressure
are shown in Figures 6 and 7.
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Figure 6. Output pressure of the prefill system and the main power unit during fast forging.

Figure 7. Output pressure of the prefill system and the main power unit during constant forging.

As it can be seen in Figures 6 and 7, the hydraulic press ran smoothly (without vibration) in the
no-load and low-load stages. The TPU was used to supply energy to maintain the normal operation
of the press, while the servo valve outside the liquid-providing tank was closed so that the output
pressure and flow of the liquid-filling system was approximately zero. When the hammer of the
hydraulic press contacted the forging workpiece, the load power rose and exceeded the nominal power
supplied by the TPU; the servo valve outside the PFS opened with high accuracy, and the output power
and flow of the PFS were used in conjunction with those of the TPU as the load pressure was reaching
its maximum pressure. In the fast forging process, the servo valve remained open in order to ensure
timely rehydration, since the timespan of one fast forging cycle was extremely short (see Figure 6).

When the press operated at the unloading stage, the traditional hydraulic system generated an
impact pressure of up to 20 MPa in 0.04 s, causing a great impact on hydraulic pipes and beams.
Many oil pipe ruptures and beam bending deformations are caused by this phenomenon, seriously
affecting machining accuracy and the service life of the hydraulic press. Figures 8 and 9 show that
the pressure-relief impact was well improved by integrating a buffer system. Since the PFS and the
buffer system were installed close to the hydraulic cylinder, the high-pressure oil generated at the
unloading stage directly entered the liquid-filling tank and the buffer tank without traveling a long
distance along the hydraulic pipelines. Therefore, hydraulic impact and oil leakage could be reduced
to a large extent, so as to improve the hydraulic working environment and reduce environmental
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pollution. According to experimental statistics, regardless of the forging method, adding the proposed
system to a hydraulic press can reduce hydraulic impact by at least 9.2 MPa.

Figure 8. Unloading pressure of the hydraulic press with the energy-saving system and the traditional
hydraulic press during fast forging.

Figure 9. Unloading pressure of the hydraulic press with the energy-saving system and the traditional
hydraulic press during fast forging.

Through several test experiments, the experimental data from Figures 6–9 are summarized in
Tables 2 and 3, in which Tables 2 and 3 are the results of the experiments at the PS and unloading stage
for different forging methods, respectively.

When the forging hydraulic press operates at the low-load or no-load stage, the energy supplied
by the TPU is sufficient for the hydraulic press to operate normally, and the PFS does not work. As seen
from Figures 6 and 7 and Table 3, when the hydraulic press operates at Stage 3, the load power rises and
exceeds the maximum power the TPU could output, the servo valve outside the PFS opens, and then
the PFS outputs high-pressure oil and energizes the main working cylinder together with the TPU;
the maximum output pressure and flow rate of the TPU are 28.1 MPa and 2900 L/min, respectively,
while the load pressure and flow rate of the press are 35 MPa and 4400 L/min. The difference between
the load pressure and the output pressure of the TPU is the energy provided by the PFS, which are
5.4 MPa and 1480 L/min, respectively. The average pressure-saving rate for the two forging methods is
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19.3% and 17.5%, respectively. Combined with the flow rate and the formula P = p ∗ q, the maximum
power saving rate of 20.1% could be obtained through calculations.

Table 2. Results of the experiments at the PS stage for different forging methods. PFS: prefill system,
PS: pressing with slow falling, TPU: traditional power units.

Forging Method Fast Forging Constant Forging

Load pressure 35.0 MPa 35.0 MPa
Peak pressure of the TPU 28.1 MPa 28.0 MPa
Peak pressure of the PFS 5.4 MPa 4.9 MPa

Mean pressure of the TPU 27.1 MPa 26.9 MPa
Mean pressure of the PFS 4.9 MPa 4.5 MPa

Pressure saving rate 19.3% 17.5%
Peak flow rate of the TPU 2900 L/min 2870 L/min
Peak flow rate of the PFS 1480 L/min 1460 L/min

Power-saving rate 20.1% 19.6%

Table 3. Results of the experiments at the unloading stage for different forging methods.

Forging Method Fast Forging Constant Forging

Pipeline pressure 9.7 MPa 9.1 MPa
Traditional pipeline pressure 20.3 MPa 18.5 MPa

Buffering system pressure 6.3 MPa 5.2 MPa
Noise intensity 75 dB 72 dB

Traditional noise intensity 105 dB 100 dB
Oil temperature 35.7 ◦C 40.2 ◦C
Body vibration Slight Slight

Pressure impact reduction 10.6 MPa 9.2 MPa
Pressure decline rate 52.2% 49.73%

Noise decline rate 28.6% 28%

From Table 3, when the forging frequency was set at 90 times per minute (fast forging), the pipeline
pressure dropped to 9.7 MPa, while the pressure shock and noise pollution decreased by 52.2% and
28.6%, respectively, compared with the traditional hydraulic press. When the forging frequency was
set at 20 times per minute (constant forging), the pipeline pressure dropped to 9.2 MPa, the pressure
shock and noise pollution decreased by 49.7% and 28%, respectively. In addition, although the cooling
system was retrofitted, the system temperature remained within a low range, which was generally
lower than that of the traditional hydraulic press.

4.3. Energy Consumption Analysis of the Two Presses

During the forging process, each motor pump in the drive unit changes the state of its access
to the hydraulic system according to the energy demand of different operations, and one drive unit,
which is useless in an operation, is set at an unloading state by switching the pressure-relief valve.
Table 4 shows the compositions of the drive system of the two hydraulic presses and the number of
motor pumps connected for each processing stage.

Table 4. Compositions of the drive system and the number of motor pumps used in different operations.
WT: waiting within a working cycle, Stages 1 and 8, WT; FF: fast falling, Stage 2; UL: unloading, Stage 5;
FR: fast returning, Stage 6; SR: slow returning, Stage 7.

Total Number WT FF PS UL FR SR

Hydraulic press with PFS 7 0 3 7 1 7 2
Traditional hydraulic press 9 0 3 9 1 9 3
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In this study, the energy consumption of a hydraulic press was scaled by measuring the active
electricity consumption of motor pumps. A power meter and an data acquisition card were selected
to measure and receive the voltage and current through the motors at any time, respectively. Then,
the real-time measured data were transmitted to the PC after processing.

During the forming process, the energy efficiency of a hydraulic press can be expressed as follows,

η =
EForming∑
i Ei−Input

·100% (7)

where i is all the forming operations, including FF, PS, UL, FR, SR, and WT. Ei−Input is the energy
consumed by the hydraulic machine to complete the i-th operation, which can be obtained by
Equation (8).

Ei−Input =

∫ ti−End

ti−Start

Pi(t)dt =
ti−Start∑
ti−Start

Pi·Δt (8)

where Pi is the active power of each operation, which can be obtained by the power meter, and ti−Start
and ti−Start are the start time and the end time of the i-th operation, respectively.

According to Equation (8), the active electrical energy consumption of motors was obtained by
experiments. The electricity consumption, useful energy, and energy efficiency of the two presses from
experimental testing are shown in Tables 5 and 6.

Table 5. Energy dissipation of each operation in the hydraulic press with PFS (Constant Forging).

Operations (i) FF PS UL FR SR WT Total

Energy (KJ) Time (s) 0–0.5 0.5–1.4 1.2–1.3 1.3–1.9 1.9–2.2 2.2–3 3

Input energy (Ei−Input) 389.91 703.28 68.21 472.37 189.11 559.88 2382.76
Useful energy 165.41 692.87 9.28 439.78 68.19 0 1375.53

Energy efficiency 42.41% 98.42% 13.23% 93.00% 35.98% 0 57.72%
η 29.05%

Table 6. Energy consumption of each operation of the traditional hydraulic press (Constant Forging).

Operations (i) FF PS UL FR SR WT Total

Energy (KJ) Time (s) 0–0.5 0.5–1.4 1.2–1.3 1.3–1.9 1.9–2.2 2.2–3 3

Input energy (Ei−Input) 492.28 901.89 99.38 604.22 297.09 832.80 3227.66
Energy efficiency 33.60% 72.82% 9.05% 74.00% 22.95% 0 37.04%

ΔEi−Input +102.37 +198.61 +31.17 +121.85 +107.98 +242.92 +804.90
η 17.35%

The traditional hydraulic press is equipped with 9 sets of motor pumps, of which the installed
power is up to 1050 kW. According to Table 6, the total electric energy consumed to complete a
working cycle is 3227.66 KJ, and only 31.01% of the input energy is converted into useful energy.
Besides this, as a result of the pipe-valve energy loss, overflow energy loss, and other energy losses,
only 17.35% of the input energy is used to form the workpiece. However, by integrating PFS into
the press, the energy consumption of each stage significantly improved. The experimental data from
Tables 5 and 6 compared with the traditional hydraulic press are summarized in Figure 10.

As shown above, since the installed power of the hydraulic press equipped with PFS was lower
than that of the traditional press by 22.86%, the throttling loss and the no-load loss of the press
were significantly reduced, and the average electrical energy consumption was minimized in each
stage, as shown in Figure 10a. Total electrical energy consumption was reduced from 3227.66 KJ to
2382.76 KJ, so 804.90 KJ energy was saved per working cycle. During the PS stage, as the hammer
contacted the forming workpiece, the load power rose and exceeded the nominal power supplied by
the TPU, the servo valve outside the PFS opened, and the output power and flow of the PFS were
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used in conjunction with those of the TPU as the load pressure was reaching its maximum pressure.
The difference between the input energy of the two presses is the energy provided by the PFS, which is
about 198.61 KJ. After several experimental tests, compared with the traditional hydraulic press,
the overall energy efficiency and the forming efficiency of the hydraulic press with PFS were improved
by 26.71% and 11.70%, respectively.

Figure 10. (a) Energy consumption under different processing stages; (b) Total energy consumption;
(c) Total energy efficiency; (d) Forming efficiency.

5. Conclusions

Given the low energy efficiency and poor processing performance of the hydraulic press, this paper
proposes a method featuring an energy-saving buffer system to reduce the installed power and improve
processing performance. In this method, a liquid-filling system is used to supply power and an oil
flow rate that the TPU cannot provide at the high-load stage. As it is not necessary to increase the
number of motor pumps to meet the flow requirements, the motor-pump usage of the whole system is
significantly reduced. In consequence, the installed power of the hydraulic press is reduced, and cost
reduction and energy savings are achieved. Furthermore, to mitigate the high-pressure impact and
noise pollution at the unloading stage, a buffer system is integrated into the system to absorb the
high-pressure returning oil. In consequence, the pressure shock problem is addressed, and the service
lifespan of the hydraulic press is increased. The proposed system was tested in a 13 MN hydraulic
press in which an industrial press was used. Through a series of comparative experiments, it was
preliminarily validated that the proposed system can reduce pump usage and pressure shock by up
to 30% and 41%, respectively, increase energy efficiency by up to 26.71%, reduce noise pollution and
installed power by 28% and 22.85%, respectively, and provide the same processing characteristics and
properties as the traditional hydraulic press.
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To better improve the energy efficiency of the hydraulic press, our future work will concentrate on
the control strategies of the PFS to achieve higher precision output. Other research directions include
the optimal design of the PFS and the buffering system for a given hydraulic press.
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Featured Application: The paper proposes a hierarchical driving force distribution and control

strategy for six-wheel drive (6WD) skid-steering electric unmanned ground vehicles (EUGVs)

with independent drive motors to improve the vehicle maneuverability and stability. The pro-

posed method can be applied to control the longitudinal velocity and yaw rate for distributed, in-

dependently driven electrical skid-steering vehicles, for instance, military vehicles, agricultural

vehicles, and other special vehicles.

Abstract: In this paper, a hierarchical driving force distribution and control strategy for a six-wheel
drive (6WD) skid-steering electric unmanned ground vehicle (EUGV) with independent drive motors
is presented to improve the vehicle maneuverability and stability. The proposed hierarchical strategy
is based on a nine-degrees-of-freedom (DOFs) dynamics model of 6WD skid-steering EUGV with a
vehicle system dynamics model, wheel dynamics model, and tire model. In the proposed hierarchical
strategy, the upper layer controller calculates the resultant driving force and yaw moment to control
the vehicle motion states to track the desired ones by using the integral sliding mode control (ISMC)
and proportion–integral–differential (PID) control methods. In the lower layer controllers, the driving
force distribution method is adopted to allocate torques to the six motors. An objective function is
proposed and composed of the longitudinal tire workload rates and weighting factors, considering
the inequality constraints and equality constraints, which is solved by using the active set method. In
order to evaluate the effectiveness of the proposed method, experiments with two types of scenarios
were conducted. Comparative studies were also conducted with the other two methods used in the
literature. The experimental results show that better performance can be achieved with the proposed
control strategy in vehicle maneuverability and stability.

Keywords: six-wheel drive (6WD); skid steering; electric unmanned ground vehicle (EUGV); driving
force distribution; vehicle motion control; maneuverability and stability

1. Introduction

In recent years, with the development and wide application of intelligent technology,
sensor technology, and control technology, the unmanned ground vehicle (UGV) is being
promoted quickly and widely for military and civil usage [1–6]. UGVs are employed to
replace humans in various dangerous situations for executing many tasks, for instance,
battle, research, rescue, mining, firefighting, and so on. In order to reduce fuel consumption,
exhaust gas emissions, and noise, many types of vehicle power source have been widely
studied in industry and academic fields, such as hybrid electric vehicles (HEVs), plug-in
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hybrid electric vehicles (PHEVs), and pure electric vehicles (EVs) [2,7–10]. Currently, the
electric UGV (EUGV) is attracting great research focus by reason of its wide applications
and the development of electric motor and control technology. The drive forms for EUGVs
are mainly divided into centralized drive systems and distributed drive systems. Com-
pared to the centralized drive system, the distributed drive system is composed of two or
more independent drive wheels. With the development of independent drive technology,
EUGVs with distributed drive systems have tremendous potential to improve vehicle
maneuverability and lateral stability. That is because the independent drive wheels can be
directly actuated and independently controlled; the six-wheel independent drive EUGV
will be focused on in this paper.

In order to realize and improve the maneuverability and lateral stability of EVs
with the distributed drive system, various methods have been studied and developed for
four-wheel drive (4WD) EVs driven by independent motors, and research into 6WD and
8WD EVs has been completed based on those achievements. An EV with independent
drive wheels is an over-actuated system, and each wheel can be controlled directly and
individually. Therefore, these methods mainly concentrate on vehicle motion control
and driving force distribution. In vehicle motion control research, the longitudinal and
lateral motion controllers have attracted great research efforts. The algorithm utilized
for motion controller design in prior literature includes a proportion–integral–differential
(PID) controller [11,12], H-infinite controller [13], sliding mode controller (SMC) [14–16],
linear quadratic regulator (LQR) [17], and model-predicted controller (MPC) [18,19]. The
motion controller has been applied to calculate the vehicle resultant force for tracking the
longitudinal motion and vehicle’s resultant yaw moment for tracking the later motion,
according to the vehicle’s desired input and actual output. This vehicle resultant force
and yaw moment are supported by each wheel with independent drive motors. Then, the
driving force distribution is the next research point. In driving force distribution research,
many distribution algorithms have been proposed for realizing the EV’s turning stability,
reducing the tire-road slip, or improving the performance in energy consumption [20–22].
Rule-based distribution and optimization-based distribution methods are mainly applied
to allocate the torque of each wheel. Due to the lack of optimality and accuracy of the
rule-based distribution algorithm [23], methods based on the optimization theory are
widely used to obtain optimal control inputs. The optimization theory is the law that
establishes an objective function and solves its minimum by taking into account system
constraints [24]. Novellis et al. [25] investigated different objective functions and constraints
on the basis of the motor performance, battery capacity, and tire-road adhesion for 4WD
EVs. Zhao et al. [26] proposed a nonlinear control distribution scheme for 4WD EVs to
improve vehicle stability with the constraints of the driven motors and tire-road adhesion.
Saeid Khosravani et al. [27] proposed a novel optimization allocation strategy for a vehicle’s
longitudinal and lateral control and verified its effectiveness by simulation and experiments.
Xiong et al. [28,29] investigated the directed yaw control method based on driver operation
intention and designed allocation control algorithms with a dynamic efficiency matrix for
the stability control of 4WD EVs. Not only have distribution algorithms for 4WD EVs
been developed, but distribution algorithms for 6WD and 8WD EVs have also seen many
research achievements. Kyongsu et al. [30] utilized the optimal driving force distribution for
6WD/6WS EVs, in which the objective function is based on the sum of each tire’s workload
rate while considering tire-road adhesion and friction circle. Kim [31] investigated an
objective function consisting of the sum of six tire utilization rates and minimized its
value using the Lagrange multiplier method for tire force distribution. Zhang [23,32] and
Kim [33] researched the driving force allocation schemes for 8WD EVs to enhance stability
and maneuverability.

Nevertheless, the aforementioned literature is focused on passenger EVs, EVs with
Ackerman steering gears, and few papers have concentrated on skid-steering EUGVs.
Due to the difference in vehicle dynamics models between differential-steering vehicles
and Ackerman-steering vehicles, there are some problems that need to be solved: (1) For
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passenger EVs and Ackerman-steering EVs, the vehicle dynamics models are established
by considering the wheel steering angle. However, each wheel steering angle of the skid-
steering EUGV is zero in its dynamics model. This increases the understeer behavior
performance and steering difficulty factor. (2) By reason of the steering difficulty, it is
a challenge to design a driving force control and distribution algorithm for tracking the
desired lateral yaw rate. To this end, a novel driving force distribution and control strategy
with a hierarchical controller structure is proposed in this paper and was implemented on
a skid-steering EUGV. The major contributions lie in the following aspects. A nine-degrees-
of-freedom (DOFs) dynamics model of a 6WD skid-steering EUGV with a vehicle system
dynamics model, wheel dynamics model, and tire model was established. A hierarchical
controller that is composed of the upper layer controller and lower layer controller is
proposed. The upper layer controller is devised to determine the resultant force and
yaw moment to make sure the vehicle motion states track the desired values by using
the integral sliding mode controller and PID controller. In the lower layer controller, a
driving force distribution scheme is proposed based on the optimization allocation. The
objective function is formulated based on the longitudinal tire workload rate and weighting
factors. The weighting factors are established based on the ratio of the tire vertical force
considering the vehicle motion conditions and vertical load change of each tire. Lastly, the
two types of experimental scenarios with the proposed controller were tested to validate
the effectiveness of the control algorithm for the skid-steering EUGV.

This paper is organized as follows. Section 2 introduces a nonlinear dynamics model of
a skid-steering EUGV actuated by independent drive wheels. In Section 3, the hierarchical
driving force distribution and control scheme for improving the maneuverability and
stability of a 6WD skid-steering EUGV are described. Experiments with two cases of
scenarios were conducted to verify the performance of the proposed controller, as described
in Section 4. Finally, the conclusions are drawn in Section 5.

2. Vehicle and Wheel Dynamics Model

For the design of a vehicle driving force distribution control system, a 6WD skid-
steering EUGV dynamics model with the wheel motor torque as the input and vehicle
motion states—such as the lateral and longitudinal acceleration, longitudinal velocity,
and yaw rate—as output is required. In this section, the establishment of a six-wheel
vehicle dynamics model is described that includes three parts: a nonlinear vehicle system
dynamics model, a wheel dynamics model, and a tire model.

2.1. Vehicle System Dynamics Model

In this paper, a 6WD skid-steering EUGV dynamics model was established as an
object with nine degrees of freedom (DOFs). The full vehicle system dynamics model was
comprised of three-DOF rotational and translational dynamic models of the body and
six-wheel dynamic models. The vehicle system dynamics model considers longitudinal,
lateral, and yaw dynamics and ignores roll and pitch dynamics, as shown in Figure 1. The
nomenclature for the parameters, all the Equations, and all the symbols seen in Figure
1, can be found in Nomenclature. In Figure 1, ox represents the longitudinal direction
of the coordinate system and oy represents the lateral direction of the coordinate system.
According to the Newtonian and Euler Theorem, the longitudinal and lateral dynamic
equations are {

m
( .
vx − ωvy

)
= Fx

m
( .
vy + ωvx

)
= Fy

, (1)

where {
Fx = Fx1 + Fx2 + Fx3 + Fx4 + Fx5 + Fx6
Fy = Fy1 + Fy2 + Fy3 + Fy4 + Fy5 + Fy6

, (2)

and the rotational dynamic equation is

Iz
.

ω = MFx + MFy, (3)
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where {
MFx = B

2 (Fx2 + Fx4 + Fx6 − Fx1 − Fx3 − Fx5)
MFy = (l1 + a)

(
Fy1 + Fy2

)
+ a

(
Fy3 + Fy4

)− (l2 − a)
(

Fy5 + Fy6
) , (4)

Figure 1. Schematic diagram of the vehicle dynamics model.

Thus, the wheel sideslip angles are calculated according to

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

α1 = arctan vy+(l1+a)ω
vx− B

2 ω

α2 = arctan vy+(l1+a)ω
vx+

B
2 ω

α3 = arctan vy+aω

vx− B
2 ω

α4 = arctan vy+aω

vx+
B
2 ω

α5 = arctan vy−(l2−a)ω
vx− B

2 ω

α6 = arctan vy−(l2−a)ω
vx+

B
2 ω

, (5)

The vertical forces of the six wheels are calculated according to⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Fz1 =
(l22−al1−al2+l1l2)( 1

2 mg− H
B may)− 1

2 (l1+l2)max H
2(l12+l1l2+l22)

Fz2 =
(l22−al1−al2+l1l2)( 1

2 mg+ H
B may)− 1

2 (l1+l2)max H
2(l12+l1l2+l22)

Fz3 =
(l12+al1−al2+l22)( 1

2 mg− H
B may)+ 1

2 (l1−l2)max H
2(l12+l1l2+l22)

Fz4 =
(l12+al1−al2+l22)( 1

2 mg+ H
B may)+ 1

2 (l1−l2)max H
2(l12+l1l2+l22)

Fz5 =
(l12+al2+l1l2)( 1

2 mg− H
B may)+ 1

2 (l1+2l2)max H
2(l12+l1l2+l22)

Fz6 =
(l12+al2+l1l2)( 1

2 mg+ H
B may)+ 1

2 (l1+2l2)max H
2(l12+l1l2+l22)

, (6)

2.2. Wheel Dynamics Equation

A wheel dynamics model constructs the relationship between the driving or braking
torque, wheel rotational acceleration, and longitudinal forces. Here, the rolling resistance
was considered. The wheel dynamics equation is shown in Figure 2.
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Figure 2. Schematic diagram of the wheel dynamics equation.

In Figure 2, Td is the motor driving or braking torque (Td > 0 for the driving torque
and Td < 0 for the braking torque), Fx is the tire longitudinal force, R is the tire effective
radius, Tf is the rolling resistance torque of the tires, and its direction is opposite to Td.

The wheel dynamics model is expressed by Equation (7) as follows:

Jw
.

ωw = Td − Tf − FxR, (7)

where Jw is the wheel moment of inertia, and
.

ωw is the derivative of the wheel rota-
tion speed.

2.3. Tire Model

When a vehicle is driven on the road, the interaction forces between the vehicle and the
road are determined by the interaction between the tires and the road. Therefore, tire forces
are a key factor in the dynamic control of the vehicle, and tire force calculation models
are necessary. It is well known that there are many tire models for calculating interaction
forces, such as the Burckhardt tire model, Dugoff tire model, UniTire tire model, and Magic
Formula tire model. Since the Magic Formula tire model has high accuracy in calculating
longitudinal and lateral tire forces, especially when the tire has a large longitudinal slip rate
and large lateral sideslip angle, it was chosen for calculating the tire forces in this paper.

The Magic Formula tire model is a semi-empirical tire model that is widely used in
vehicle engineering. It uses a uniform formula to calculate the longitudinal and lateral
forces of tires. The formula of the model is shown in Equation (8) [34].

⎧⎨
⎩

x = X + Sx
y(x) = D sin{Carctan[Bx − E(Bx − arctan(Bx))]}
Y = y + Sy

, (8)

where X represents the longitudinal slip rate or lateral sideslip angle of the tire in a pure
situation, and Y represents the longitudinal force or lateral force of the tire in a pure situation.
In Equation (8), when X represents the longitudinal slip rate, Y represents the longitudinal
force, and when X represents the lateral sideslip angle, Y represents the lateral force. Sx and Sy
are correcting parameters. B, C, D, and E are the performance parameters determined from the
testing data. Figure 3 shows the longitudinal force and lateral force in pure slip circumstances,
varying with the different vertical loads of the tire. (Fz = 1000, 2000, 3000, 4000, and 5000 N).
Figure 3a presents the longitudinal force of the tire in pure slip circumstances, according to
varying values of the tire vertical load from 1000 to 5000 N and varying values of the tire
longitudinal slip rate from −0.3 to 0.3. Figure 3b presents the lateral force of the tire in pure
slip circumstances, according to varying values of the tire vertical load from 1000 to 5000 N
and varying values of the tire lateral sideslip angle from −30◦ to 30◦.
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(a) (b)

Figure 3. Longitudinal force and lateral force in pure slip circumstances. (a) Longitudinal force in pure slip circumstances,
with slip rates from −0.3 to 0.3; (b) Lateral force in pure slip circumstances, with sideslip angles from −30◦ to 30◦.

Furthermore, the tire works with longitudinal slip and lateral slip in many cases,
which are called combined slip situations. In the case of combined slip situations, the
calculation of the longitudinal and lateral forces of the tire can be performed as follows [34]:⎧⎪⎨

⎪⎩
F∗

x = Fx0 − ε
(

Fx0 − Fy0
)( σ∗

y
σ∗

total

)2

F∗
y = Fy0 − ε

(
Fy0 − Fx0

)( σ∗
x

σ∗
total

)2 , (9)

where the total normalized slip σ∗
total =

√
σ∗

x
2 + σ∗

y
2 and σ∗

x = σx
σxmax

, σ∗
y =

σy
σymax

. ε =

min
(
σ∗

total , 1
)
. The theoretical slips are normalized by the peak slip values, σxmax and σymax.

σx and σy are calculated according to

{
σx = − k

1+k
σy = tan α

1+k
, (10)

The equivalent longitudinal and lateral slips are calculated from the normalized total
theoretical slip according to⎧⎨

⎩ k′ = − σ∗
totalσxmaxsign(σx)

1+σ∗
totalσxmaxsign(σx)

α′ = tan−1[σ∗
totalσymaxsign

(
σy
)] , (11)

Using the equivalent longitudinal and lateral slips and ignoring the effect of the friction
ratio, the longitudinal force and lateral force in Equation (12) are obtained according to

{
Fx0 = FX(Fz, k′)
Fy0 = FY(Fz, α′) (12)

where FX and FY are the pure slip situation tire force functions according to Equation (8).
The longitudinal force and lateral force in the combined slip circumstances are shown

in Figure 4; the tire vertical load is set to 2000 N. Figure 4a presents the longitudinal force
of the tire when the tire vertical load is 2000 N, according to varying values of the tire
longitudinal slip rate from 0 to 0.6 and varying values of the tire lateral sideslip angle from
0◦ to 30◦. Figure 4b presents the lateral force of tire when the tire vertical load is 2000 N,
according to varying values of the tire longitudinal slip rate from 0 to 0.6 and varying
values of the tire lateral sideslip angle from 0◦ to 30◦.
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(a) (b)

Figure 4. Longitudinal force and lateral force in combined slip circumstances; the slip rate is from 0 to 0.6, and the sideslip
angle is from 0◦ to 30◦. (a) Longitudinal force; (b) Lateral force.

3. Driving Force Distribution and Control Strategy

3.1. Hierarchical Control Scheme

In this paper, vehicle motion control was implemented through a driving force dis-
tribution and control algorithm. There are two layers of processing in the hierarchical
scheme: the upper layer controller and the lower layer controller, as shown in Figure 5.
In the parsing layer, the desired state, including the desired longitudinal speed and the
desired yaw rate, is obtained by parsing the inputs from the remote control. In the tire force
estimation, the tire lateral forces are estimated by referring to [35]. In order to track the
desired input state of the vehicle, an upper layer controller is proposed for calculating the
desired resultant force and the desired resultant yaw moment. Since the desired resultant
force and the desired resultant yaw moment are generated by the interaction between the
six tires and the road, a lower layer controller was designed to distribute the driving force
or torque of the six motors.

Figure 5. Schematic diagram of the controller.
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3.2. Upper Layer Controller for Vehicle Motion Control

In order to eliminate the error between the desired state input of the vehicle and
the feedback measurement state, the upper layer controller was designed to calculate the
desired resultant force and the desired resultant yaw moment for tracking the desired
inputs. According to Equations (1) and (3), the desired longitudinal velocity and the desired
yaw rate can be independently controlled by the desired resultant force and the desired
resultant yaw moment, respectively. Due to the external perturbations and nonlinear
dynamics in the vehicle motion, the integral sliding mode control (ISMC) algorithm and PID
can handle these perturbations and nonlinear dynamics with good robustness. Therefore,
ISMC and PID were applied to solve the problem in the upper layer controller as described
in the following sections of this paper.

3.2.1. Longitudinal Velocity Control

Based on Equation (1), the longitudinal velocity is determined by the longitudinal
tire forces. Thus, the longitudinal velocity controller was designed to calculate the desired
resultant force to track the desired longitudinal velocity. To decrease the tracking error, a
sliding surface was defined by

s = k1(vxd − vx) + k2

∫
(vxd − vx)dt, (13)

Because of the chattering characteristics of the ISMC algorithm, it causes the tracking
error to oscillate within the sliding surface. In order to reduce the chattering, an exponential
reaching law with a saturation function is given:

.
s = −k3sat(s) (14)

where

sat(s) =

{
sgn(s), |s| ≥ φ
s
φ , |s| < φ

, (15)

where k1 > 0 and φ is the sliding boundary layer thickness; 0 < φ < 1.
Combined with Equations (13)–(15), the following can be used to deduce the desired

longitudinal force for tracking the desired longitudinal velocity:

.
vx =

.
vxd +

k2

k1
(vxd − vx) +

k2

k1
sat(s)

Fdesire = m
[

.
vxd +

k2

k1
(vxd − vx) +

k2

k1
sat(s)− ωvy

]
), (16)

3.2.2. Yaw Rate Control

The yaw rate controller was designed to calculate the desired resultant yaw moment
to force the vehicle to follow the desired yaw rate using PID control as follows.

Mdesire = Iz
.

ωd, (17)

where
.

ωd = [Kp(ωd − ω) + Ki

∫
(ωd − ω)dt + Kd

d
dt
(ωd − ω)].

3.3. Lower Layer Controller for Driving Force Distribution

In the previous section, the ISMC and PID controller were used to calculate the desired
resultant force and the desired resultant yaw moment. The vehicle has six motors driving
each of the six wheels; that is to say that it is an over-actuation system. Thus, it is necessary
to propose a practical driving force distribution algorithm. Since the motors can only
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provide longitudinal force to the wheels, the longitudinal force required for the wheels
needs to be derived from Equation (18) as follows.

{
Fxdesire = Fx1d + Fx2d + Fx3d + Fx4d + Fx5d + Fx6d
MFxdesire =

B
2 (Fx2d + Fx4d + Fx6d − Fx1d − Fx3d − Fx5d)

, (18)

where Fxid(i = 1, 2, · · · , 6) denote the desired longitudinal forces provided by the motors.
According to the 6WD skid-steering EUGV dynamics model and upper layer controller,
Fxdesire = Fdesire and MFxdesire = Mdesire − ∑ MFy. ∑ MFy can be calculated with Equation (4)
based on the lateral force estimation of the tire. Therefore, the desired driving forces Fxid of
the motors are obtained, and the desired driving torques Tdi of the motors are calculated by

Tdi = RFxid, (19)

Equation (18) describes the mathematical relationship between the driving forces of
the six motors, but working out how to determine the output force of each motor is a
problem. The driving force distribution algorithm is the solution to this problem. Now, the
longitudinal tire workload rate η is defined as

η =
Fx

μFz
, (20)

where the tire longitudinal workload rate η influences the vehicle driving capability and
dynamic stability. To achieve optimal maneuverability and stability control, an objective
function is defined according to

minJ = min
6

∑
i=1

Ciηi
2 = min

6

∑
i=1

Ci(
Fxi

μiFzi
)

2
, (21)

where Ci(i = 1, 2, · · · , 6) are weighting factors. In this paper, we propose that the weighting
factors in the objective function can dynamically change according to the vehicle motion
conditions and the vertical load of each tire. Since the vertical loads of the same side tires of
the 6WD skid-steering EUGV are different, in order to dynamically adjust the longitudinal
tire workload rates of the same-side wheels, the weighting factors are determined according
to ⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

C1 = C2 = 1
C3 = Fz3

Fz1

C4 = Fz4
Fz2

C5 = Fz5
Fz1

C6 = Fz6
Fz2

, (22)

There are several types of inequality constraints in the solving process for the objective
function, including actuator constraints, road adhesion constraints, and tire friction circle
constraints. ⎧⎪⎨

⎪⎩
Timin

R ≤ Fxi ≤ Timax
R

−μiFzi ≤ Fxi ≤ μiFzi

−
√
(μiFzi)

2 − (Fyi)
2 ≤ Fxi ≤

√
(μiFzi)

2 − (Fyi)
2

, (23)

Thus, a comprehensive cost function for the driving force distribution with equality
and inequality constraints is established according to

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

minJ = 1
2 xTWx

s.t.

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

b − Ax = 0

max
(

Timin
R , −

√
(μiFzi)

2 − (Fyi)
2
)
≤ Fxid ≤

min( Timax
R ,

√
(μiFzi)

2 − (Fyi)
2)

, (24)

153



Appl. Sci. 2021, 11, 961

where
x = [Fx1d, Fx2d, Fx3d, Fx4d, Fx5d, Fx6d]

T , (25)

A =

[
1 1 1 1 1 1

− B
2

B
2 − B

2
B
2 − B

2
B
2

]
, (26)

W =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

C1/(μ1Fz1)
2 0 0 0 0 0

0 C2/(μ2Fz2)
2 0 0 0 0

0 0 C3/(μ3Fz3)
2 0 0 0

0 0 0 C4/(μ4Fz4)
2 0 0

0 0 0 0 C5/(μ5Fz5)
2 0

0 0 0 0 0 C6/(μ6Fz6)
2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (27)

b = [Fxdesire, MFxdesire]
T , (28)

The optimal solution Fxi from solving the comprehensive cost function (24) is trans-
formed into a problem of quadratic programming (QP) with equality constraints and
inequality constraints, which can be solved by using the active set method.

4. Experimental Results

4.1. Experimental Platform and Projects

In order to verify the performance of the proposed distribution control method,
experiments were implemented as described in this section. The experimental platform
used for the validation is shown in Figure 6.

Figure 6. The experimental platform.

The studied vehicle can be regarded as a combination of six wheel corners, a body,
and other components. Each wheel corner consists of an independent electrical drive motor
system and a suspension system. Each wheel cannot steer, and the platform steers by
skidding. Therefore, the experimental platform is a 6WD skid-steering EUGV. The tire
model configured in the platform is 205/55 R16. The other components include a GPS/IMU,
computer, and wireless receiver module. The model of the GPS/IMU is XW-GI7660. The
platform parameters are listed in Table 1.
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Table 1. Parameters of the experimental platform.

Symbol Parameters Value and Units

m Vehicle total mass 2020 kg
Iz Yaw moment of inertia of the vehicle 1897 N·m
a Distance from center of gravity to the middle axle 0.2 m
B Vehicle width 2.2 m
H Height of center of gravity 0.68 m
l1 Distance from the front axle to the middle axle 1.2 m
l2 Distance from the middle axle to the rear axle 1.206 m
Jw Rotation moment of the wheel 0.85 kg·m2

R Wheel effective radius 0.308 m

Figure 7 shows the details of the hardware of the platform. The desired control signals
are sent by the operator via the operating remote control and received by the computer via
the wireless receiver module. The motion status of the vehicle, including the longitudinal
and lateral velocity, heading, yaw rate, and accelerations, was measured with the GPS/IMU
system in the vehicle. The proposed distribution and control algorithm was employed
in the computer, while the computer sent the control signals to the motor controller and
received the feedback signals from the independent drive motors through the CAN bus.

Figure 7. The hardware of the six-wheel-drive (6WD) skid-steering electric unmanned ground vehicle
(EUGV) platform.

In order to demonstrate the excellent performance of the algorithm proposed in this
paper, three control methods for experiments were used:

Method 1: Platform under the rule-based driving force even distribution method
in [23], which is marked by Ref1.

Method 2: Platform under the optimal driving force vectoring distribution method
in [15], which is marked by Ref2.

Method 3: Platform under the proposed distribution control.
The 6WD skid-steering EUGV platform requires straight-line and steering tracking

capabilities. Thus, two types of testing scenarios were considered:
Scenario 1: Platform motion in straight conditions.
Scenario 2: Platform motion in curved conditions.
The figures were drawn by using MATLAB R2018b.
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4.2. Experimental Results Discussion
4.2.1. Experiments in Straight Conditions

The desired longitudinal velocity of the vehicle was set to vary between 0 and 5 km/h.
Figure 8 shows the desired speed at different times. At the beginning of the time, the
desired speed was set to 1.8 km/h, and then, at 2 s, the desired speed was set to 5 km/h.
Figure 8 compares the response of the actual speed resulting from the three control methods.
From 13 to 22 s, the desired longitudinal velocity was set to 3 km/h. After that, from 22 to
24 s, the desired speed was set to 0; from 24 to 34 s, the desired speed was set to −5 km/h;
and from 34 to 42 s, the desired speed was set to −3 km/h, and then, it was set to 0 until
the end. Here, a negative desired speed means an opposite motion direction relative to
the starting desired motion direction. The locally magnified graph in Figure 8 shows
the response of the actual velocity when the desired velocity was increased at 13 s. As
mentioned above, the longitudinal velocity tracking accuracy of the three control methods
is approximate in straight conditions. Figure 9 shows the yaw rate tracking performance of
the three control methods, which is similar to in the above case. Figure 9a presents the yaw
rate tracking performance. The tracking errors of the three controllers are very small and
nearly the same. Figure 9b–d present the torque on each wheel of the three controllers. The
torques on each wheel with Ref2 and the proposed controller are nearly same, and are a
little larger than those with Ref1.

Figure 8. Longitudinal velocity tracking.

Figure 10a,b compare the responses to heading and heading error. However, while
the yaw rate tracking accuracy is approximately the same for the three control methods in
Figure 9, the heading and heading errors are different. Compared to at the starting point,
from 0 to 25 s, the heading errors with the Ref1 and Ref2 controllers were almost same,
and the maximums were about −0.94◦, but the maximum of the heading error with the
proposed controller was about −0.8◦, which was the smallest among the three controllers.
After 25 s, the heading errors with the Ref1 and the proposed controllers were almost
same, and Ref2 had the largest among the three controllers. In other words, the proposed
controller reduces the heading error in straight conditions. As a result, the proposed control
method has better tracking performance when tracking straight conditions.
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(a) (b)

(c) (d)

Figure 9. Comparison of yaw rate and the desired torque on each wheel with three controllers: (a) Comparison of yaw rate;
(b) Torque on each wheel with Ref1 controller; (c) Torque on each wheel with Ref2 controller; (d) Torque on each wheel with
the proposed controller.

(a) (b)

Figure 10. Comparison of heading and heading error with three controllers: (a) Comparison of heading; (b) Comparison of
heading error.

Figure 11 shows the response of the sideslip angle of the vehicle. When the platform
was moving in straight conditions, the value of the sideslip angle was small with the three
controllers. According to Figure 8, when the desired speed underwent a step-jump change,
the motor torque of each wheel, heading, and sideslip angle of the platform underwent a
jump change, as shown in Figures 9, 10a and 11. To depict the performance more directly,
the phase planes of the sideslip angle vs. yaw rate are shown in Figure 12. It can be
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seen that the movement of the boundary of the vehicle motion states with the proposed
controller is smaller than that with the other two controllers. This means that the proposed
controller has better stability performance.

Figure 11. Comparison of sideslip angles.

Figure 12. Comparison of phase planes.

4.2.2. Experiments in Curved Condition

In the curved condition experiments, the desired longitudinal velocity of the platform
was set to 1.8 km/h for 0–1.5 s, 5 km/h for 1.5–13 s, and 0 for 13–13.5 s, as shown in
Figure 13. The desired yaw rate was set to 2.87 degrees/s from 3 to 11 s and 0 in other periods.
The longitudinal and lateral tracking in the curve condition more rigorously verified the
performance of the driving force distribution control algorithm compared to in the straight
conditions. Therefore, the purpose of these experiments was to verify the maneuverability
and stability performance of the proposed driving force distribution algorithm.
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Figure 13. Longitudinal velocity tracking.

Figure 13 compared the longitudinal velocity tracking. The longitudinal velocity of the
UGV platform with the Ref1 controller diverged when the desired yaw rate was not zero.
At 3 s, the desired yaw rate was set to 2.87 deg/s. Then, the Ref1 controller distributed the
torque on each wheel to control the platform to track the desired longitudinal velocity and
yaw rate.

Since the torque on the same side of the vehicle was equal with the Ref1 controller, the
vehicle’s longitudinal velocity could not converge to the desired value, and the experiment
was stopped at 5.8 s. Figure 14a,b present the longitudinal velocity tracking error and its
percentage in stable tracking from 3 to 12 s with Ref2 and the proposed controller. There
was little difference in terms of the longitudinal speed tracking accuracy between the two
controllers. Figure 15 compared the yaw rate tracking. However, according to Figures 15
and 16, the yaw rate tracking error with the proposed controller was smaller than that with
the Ref2 controller in stable tracking from 5 to 11 s. In order to observe the tracking error
and accuracy more directly and clearly, the mean absolute error (MAE), root mean square
error (RMSE), and standard deviation (SD) values of the errors with two controllers were
calculated and are listed in Table 2 From Table 2, it can be observed that the MAEs of the
longitudinal velocity and yaw rate tracking with the proposed controller were smaller than
those with the Ref2 controller. According to the MAEs, compared to Ref2, the longitudinal
velocity tracking error and yaw rate tracking error decreased by 33.9% and 54.5% with the
proposed controller in the tracking stabilization stage, respectively. The RMSE of the yaw
rate tracking with the proposed controller was smaller than that with the Ref2 controller,
and the other two metrics including the RMSE of the longitudinal velocity tracking and
SDs of the longitudinal and yaw rate tracking with the proposed controller were all smaller
than those with the Ref2 controller. This indicates that the proposed controller has better
performance in terms of longitudinal and lateral tracking accuracy.
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(a) (b)

Figure 14. Comparison of longitudinal velocity tracking with two controllers: (a) Comparison of longitudinal velocity
tracking error; (b) Comparison of percentage of longitudinal velocity tracking error.

Figure 15. Yaw rate tracking.

Figure 16. Yaw rate tracking error.
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Table 2. Tracking error analysis.

Title 1 MAE RMSE SD

vxe-Ref2 0.0433 0.0471 0.0294
vxe-Proposed 0.0286 0.0341 0.0237

we-Ref2 0.4688 0.0418 0.4922
we-Proposed 0.2133 0.0417 0.2509

Figure 17 shows the desired torque of each motor with the three controllers. Figures 18
and 19 present the sideslip angles of the vehicle and the phase planes of the sideslip angle
vs. yaw rate. It can be seen that the proposed controller has better stability performance
than Ref2.

(a) (b)

(c)

Figure 17. Torque on each wheel with three controllers: (a) Torque on each wheel with Ref1 controller; (b) Torque on each
wheel with Ref2 controller; (c) Torque on each wheel with the proposed controller.

Figure 18. Comparison of sideslip angles.

161



Appl. Sci. 2021, 11, 961

Figure 19. Comparison of phase planes.

5. Conclusions

In this paper, a driving force distribution and control strategy for a 6WD skid-steering
EUGV actuated by independent drive wheels is proposed to improve the maneuverability
and stability. The key conclusions include the following:

(1) The architecture of a 6WD skid-steering EUGV actuated by independent drive
wheels was introduced. Focusing on longitudinal, lateral, and yaw motion, a nonlinear
vehicle system dynamics model with nine DOFs was established. By using the Magic
Formula tire model, the longitudinal and lateral tire forces in pure circumstances were
introduced. In order to describe the actual forces of the tire, a dynamics model of the tire in
the combined slip circumstances was developed.

(2) To improve the maneuverability and stability, a driving force distribution and con-
trol strategy was proposed. The control strategy was composed of hierarchical controllers,
including an upper layer controller and lower layer controller. In the upper layer con-
troller, the controlled resultant driving force and yaw moment were calculated to control
the vehicle motion states to track the desired input by using the integral sliding mode
control (ISMC) and proportion–integral–differential (PID) control method. In the lower
layer controller, the controlled resultant driving force and yaw moment were realized by
distributing the actuator motor’s torque. An objective function consisting of the longitudi-
nal tire workload rates and weight factors of the tire was established by considering the
inequality constraints, including the actuator constraints, road adhesion constraints, and
tire friction circle constraints. The weight factors were composed of the ratio of the tire
vertical force considering the vehicle motion conditions and vertical load change of each
tire. Based on the active set algorithm, the control distribution method was used to solve
the objective function for optimal driving force allocation.

(3) Experimental tests were conducted to verify the effectiveness of the proposed con-
trol algorithm. Two types of testing scenarios were studied: motion in straight conditions
and curved conditions. In addition, the rule-based driving force even allocation method
and optimal driving force vectoring distribution method used in the related references
were experimented with for comparison. The experimental results demonstrate that the
proposed control strategy had excellent performance in vehicle maneuverability and stabil-
ity. In the curve-tracking condition, compared to Ref2, the longitudinal velocity tracking
error and yaw rate tracking error were decreased by 33.9% and 54.5% with the proposed
controller in the tracking stabilization stage, respectively. In the future, we will test the
experimental platform in different scenarios with different terrains or banks or other more
complex situations to test and investigate the robustness of our proposed control method.
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Abbreviations

a Distance from center of gravity to the middle axle
β Vehicle sideslip angle
ax Longitudinal acceleration
axdes Desired longitudinal acceleration
ay Lateral acceleration
B Vehicle width
H Height of center of gravity
Fxi Longitudinal force of the ith tire (i = 1, 2, · · · , 6)
Fxid Desired longitudinal force of the ith tire (i = 1, 2, · · · , 6)
Fyi Lateral force of the ith tire (i = 1, 2, · · · , 6)
Fzi Vertical force of the ith tire (i = 1, 2, · · · , 6)
Fx Total longitudinal force at the center of gravity
Fy Total lateral force at the center of gravity
g Acceleration of gravity
Iz Yaw moment of inertia of the vehicle
Jw Rotation moment of the wheel
l1 Distance from front axle to middle axle
l2 Distance from middle axle to rear axle
m Vehicle total mass
MFx Resultant moment produced by longitudinal force of tire
MFy Resultant moment produced by lateral force of tire
R Wheel effective radius
Ti Torque of the ith wheel (i = 1, 2, · · · , 6)
Tdi Desired torque of the ith wheel (i = 1, 2, · · · , 6)
vx Vehicle longitudinal velocity
vxdes Desired vehicle longitudinal velocity
vy Vehicle lateral velocity
ω Vehicle yaw rate
ωdes Desired vehicle yaw rate
vxi Longitudinal velocity of the ith wheel (i = 1, 2, · · · , 6)
vyi Lateral velocity of the ith wheel (i = 1, 2, · · · , 6)
ωwi Rotation velocity of the ith wheel (i = 1, 2, · · · , 6)
αi Sideslip angle of the ith tire (i = 1, 2, · · · , 6)
λi Slip rate of the ith tire (i = 1, 2, · · · , 6)
ηi Longitudinal force workload rate of the ith tire (i = 1, 2, · · · , 6)
μi Coefficient of friction between road and the ith tire (i = 1, 2, · · · , 6)
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Abstract: In this paper, the effects of wheel slip compensation in trajectory planning for mobile
tractor-trailer robot applications are investigated. Firstly, a kinematic model of the proposed robot
architecture is marked out, then an experimental campaign is done to identify if it is possible to
kinematically compensate trajectories that otherwise would be subject to large lateral slip. Due to the
close connection to the experimental data, the results shown are valid only for Epi.q, the prototype
that is the main object of this manuscript. Nonetheless, the base concept can be usefully applied to
any mobile robot subject to large lateral slip.

Keywords: mobile robots; tractor-trailer; wheel slip compensation; kinematics

1. Introduction

In recent years, autonomous navigation applied to mobile robots is a rising trend.
Within this field, trajectory planning and control is one of the most studied themes.
Along with the growth of the mobile robotic fields of application, new and better per-
formance is required from robots. In particular, off-road capabilities, quick manoeuvring at
high speed, and particular locomotion architectures require a deep understanding of how
the robot dynamically behaves to develop proper trajectory planning and control.

Lateral and longitudinal wheel slips are two of the most common phenomena to be
faced in order to compensate undesired robot behaviour. Many of the existing works in
mobile robotics overcome these issues assuming pure rolling conditions of the wheels,
neglecting, therefore, wheel slip [1–5]. These issues are instead largely studied in the
automotive field due to similar interest in handling control [6,7]. Wheel slip is almost
impossible to be measured directly; therefore, in most of the cases, it has to be estimated.
Thus, many slip estimation approaches have been proposed [8], such as sliding mode con-
trol [9,10], motor current sensing control [11], Kalman [12,13] or particle filter [14,15] based
estimations, IMU-based slip estimation [16], and vision-based estimation [17]. All these
methods have advantages and limitations reported in depth in the literature. Generally
speaking, the best-performing solutions require a structured environment (i.e., vision-based
systems) or intensive computation load in order to model, estimate, and control the robot
correctly. Therefore, it is not always possible to meet the requirements of the various solu-
tions, either because it is not possible to setup in advance the work environment, because
the control unit is not capable to manage the slip compensation complexity, or maybe be-
cause it is already overburdened by other heavy tasks. For this reason, this paper proposes
a very simple approach based on adjusting kinematics parameters to compensate the large
lateral wheel slip. A vaguely similar approach was adopted in a couple of cases among
tracked robots in order to correlate the complex tracks interaction with the soil with a
simpler wheel–ground contact [18,19].

The idea behind this approach is to characterise the mobile robot through an exper-
imental campaign with the aim of finding a simple correlation between the ideal and
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expected kinematic trajectory and the measured one. Then, by means of the experimental
correlation between the desired and observed behaviour, it is possible to adjust some robot
control reference input signals with the aim of obtaining a trajectory closer to the kine-
matic one by compensating undesired handling behaviours due to dynamic phenomena.
The experimental correlation between key parameters, such as the yaw rate and path
curvature radius, should be simple enough to be easily and quickly computed by any
robot control unit. This approach is strongly related to the robot (and the environment)
that has been characterised. However, if a good identification is done, it is possible to
obtain a very simple correlation between parameters that can be easily used to compute
the required corrections.

This paper briefly introduces a kinematic model of the mobile robot that is then used to
fit the experimental results. Post-processing the data, a correlation between the theoretical
and experimental results is found and used to compensate the divergence between the two.

2. Kinematic Model

This section summarises the theoretical background of the study. Initially, the robot is
briefly presented, then the kinematic model is derived.

2.1. Robot Architecture

This study focus on Epi.q (Figure 1), the last model of a family of modular surveil-
lance UGV [20]. It is composed of two practically identical modules linked together by
a 2 DOF (relative yaw and relative roll rotations) joint. Its most notable feature is the
architecture of its hybrid legged-wheeled locomotion unit (Figure 2): the unique design
is an underactuated epicyclic gearing system driven by a single electric motor coupled
to the sun gear; depending on the forces acting on the wheels and the carrier, the motor
imposes a rotation motion to the wheels, to the carrier or both of them [21]. Hence, this lo-
comotion unit enables to overcome little obstacles using the carrier as a legged rotating
unit. While this locomotion unit enables interesting behaviour, during more conventional
navigation, all wheels of the same unit are constrained to spin at the same speed due to the
nature of the gearing system. This inevitably leads to a very evident phenomenon of large
lateral wheel slip during curved trajectories, even at low speed.

This drawback can be addressed in several ways to obtain the desired trajectories,
compensating the divergences from the kinematic model. The authors have proposed an
initial attempt to dynamically model the behaviour of a robot with a similar architecture [22].
In this study, however, a different approach, purely based on kinematic models, is taken.

Figure 1. Epi.q, modular surveillance UGV.
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Figure 2. Schematic representation of Epi.q and its locomotion unit.

2.2. Kinematic Model

The kinematic model is based on the following hypothesis:

• The model is purely kinematic.
• The model considers only planar motion on a flat surface; out-of-plane motions

are neglected.
• The locomotion units are simplified considering a single equivalent wheel per side

with the axis passing through the centre of mass of the module.

Figure 3 represents the kinematic module, where (xn, yn, ϕn) is the pose of the n-th
module (n = 1 for the front module, n = 2 for the back one), δ is the relative yaw rotation
between the front and rear module, i is the track of the module, a = 0.132 m and b = 0.139 m
are the distances between the central joint and the front and rear modules respectively,
and vn is the longitudinal speed of the n-th module in its reference frame.

Figure 3. (a) Epi.q kinematic model. (b) The kinematic model with virtual non-slipping wheels.
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The geometric relations between the modules impose the following constraints:

x2 = x1 − b cos ϕ2 − a cos ϕ1 (1)

y2 = y1 − b sin ϕ2 − a sin ϕ1 (2)

δ = ϕ1 − ϕ2 (3)

Moreover, two additional holonomic constraints can be defined:

.
x1 sin ϕ1 − .

y1 cos ϕ1 = 0 (4)

.
x2 sin ϕ2 − .

y2 cos ϕ2 = 0 (5)

The velocity in the world reference frame of each module is defined as:

.
x1 = v1 cos ϕ1 (6)

.
y1 = v1 sin ϕ1 (7)
.
x2 = v2 cos ϕ2 (8)
.
y2 = v2 sin ϕ2 (9)

Hence, the kinematic system can be defined as:

.
q =

⎡
⎢⎢⎣

.
x1.
y1.
ϕ1.
δ

⎤
⎥⎥⎦ = A

[
v1.
ϕ1

]
(10)

The relation of
.
δ as a function of v1 and

.
ϕ1 can be obtained differentiating Equations (1)–(3)

in time and substituting the results in Equation (5). With some manipulation, it is possible
to get:

.
δ =

( a
b

cos ϕ1 + 1
) .

ϕ1 −
1
b

sin δv1 (11)

Thus, the kinematic model can be explicitly written as:

.
q =

⎡
⎢⎢⎣

.
x1.
y1.
ϕ1.
δ

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

cos ϕ1 0
sin ϕ1 0

0 1
− 1

b sin δ a
b cos ϕ1 + 1

⎤
⎥⎥⎦
[

v1.
ϕ1

]
(12)

Considering that each module behaves as a skid steering robot, it is possible to rewrite
the latter relations in an alternative form considering the two following relations:

v1 =
1
2
(v1R + v1L) (13)

.
ϕ1 =

1
i
(v1R − v1L) (14)

Therefore:

.
q =

⎡
⎢⎢⎣

.
x1.
y1.
ϕ1.
δ

⎤
⎥⎥⎦ =

⎡
⎢⎢⎢⎣

1
2 cos ϕ1

1
2 cos ϕ1

1
2 sin ϕ1

1
2 sin ϕ1

1
i − 1

i
a cos δ+b− i

2 sin δ
bi − a cos δ+b+ i

2 sin δ
bi

⎤
⎥⎥⎥⎦
[

v1R
v1L

]
(15)
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v1Rv1L are easily related to the motor angular speeds ω1R and ω1L by knowing the
wheel radius rwheel = 32mm and the transmission ratio of the gearing system τadvancing = 4.1.

3. Experimental Identification of the Estimator

3.1. Experimental Setup

This section delineates the main points of the experimental setup required to study
the behaviour of the robot while performing curve trajectories. As already introduced,
Epi.q was the robot used in this study. Its front module motors were velocity controlled to
achieve the desired curved trajectory, while, for these tests, the rear motors were disabled;
therefore the robot behaved similarly to a tractor-trailer system instead of two independent
active modules linked together. Relevant on-board measurements, such as motor angular
speed, were transmitted in real-time to a PC, where they were logged. The visual-based
tracking system, described in depth in [23] and summarised in the following section,
was used to track the actual trajectory of the robot. Several tests at different motor speeds
were performed and then used to compare the actual trajectory with the theoretical one.

3.2. Tracking Method

As can be seen in Figure 4, two ArUco markers, a set of open source square fiducial
markers, designed for the fast processing of high quality images [24–26], were fixed to
the robot (one per module), while one was fixed to the ground at an arbitrary location.
The camera recording the tests was free to move in the environment; its position only affects
the accuracy of the measure. The test recordings were then post-processed by a custom
marker-tracking algorithm that first searched for a set of markers and then estimated the
homogeneous transformation TC

n , a representation of the pose of the nth marker in the
camera reference frame. The poses (x1, y1, ϕ1) and (x2, y2, ϕ2) of the two moving markers
were then estimated with respect to the marker fixed to the ground, representing the world
reference frame, by applying a concatenation of homogeneous transformations such as
T0

n = TC
n T0

C = TC
n TC

0
−1. With this approach, the camera can move freely, and the tracking

results could still cohere to the desired reference frame. As anticipated, the camera position
only influenced the accuracy of the measure, since the system used just a single camera;
therefore, the picture depth estimation was noisy.

Figure 4. Experimental setup with a schematic representation of the visual-based tracking system.
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3.3. Results

Table 1 collects the test performed with the robot together with the kinematic inputs
and the main parameter used as comparisons, such as the curve radiuses and the estimated
track between the wheels. The theoretical radius Rth was computed using the kinematic
relation Rth = v1.

ϕ1
, which is the expected curve radius if the mobile robot behaviour is

purely kinematic. The radius R̂ is the radius of the trajectory curve estimated from the
experimental data collected by the vision-based tracking system. As expected, the esti-
mated radius was always larger than the theoretical one, reflecting the under-steering
behaviour due to the large lateral wheel slip. The estimated track î, instead, was obtained
fitting the tracked trajectory with the kinematic model described in the previous section,
where the same kinematic input v1R and v1L that have been logged experimentally have
been used as input to the model. By recalling the model described before, this trend can
be interpreted as that the virtual axle used in the model is wider than the actual track in
order to mathematically represent the under-steering behaviour of the robot. R̂ and î are
two different way to represent the robot under-steering tendency with a basic difference:
R̂ is purely based on the fitting of the measured trajectory with a circle, while î is obtained
fitting the whole kinematic model shown before using the measured kinematic input in
order to match as close as possible the robot behaviour.

Table 1. List of tests and their parameters.

Test
Longitudinal

Speed v1 [m/s]
Yaw Rate
.

ϕ1 [rad/s]
Theoretical

Radius Rth [m]

Estimated

Radius
^
R [m]

Estimated

Track
^
i [m]

1 0.412 0.961 0.429 0.452 0.303
2 0.393 0.915 0.430 0.458 0.296
3 0.310 0.616 0.504 0.621 0.319
4 0.319 0.596 0.535 0.598 0.314
5 0.384 0.940 0.408 0.427 0.333
6 0.405 1.001 0.405 0.525 0.336
7 0.299 0.305 0.983 1.225 0.333
8 0.285 0.311 0.916 0.965 0.337

Figure 5 depicts a comparison between the various trajectories taken into account
for each test. Figure 5a shows a comparison of the measured trajectory and the resulting
curves of the two kinematic models when the measured input data are used. The difference
between the two kinematic models and the actual measured data can be interpreted as the
lack of dynamic phenomena modelling, such as robot inertia, wheel longitudinal, and lat-
eral slip. By making a comparison between the two kinematic models instead, the results
described before are again evident: the kinematic model with the estimated track length î
(“Fit Kin.”) has a more under-steering behaviour compared to the kinematic model with the
actual track length (“Th. Kin.”). Since the fitted kinematic model is a better approximation
of the actual robot trajectory, it could be said that a kinematic model with virtual wheels
with a slightly increased track length î could partially compensate unmodelled dynamic
behaviours better than the kinematic model with the actual track length.

Figure 5b shows a comparison between two circles and the steady-state part of the
measured trajectory: the actual trajectory is not an exact circle, but the two circles approxi-
mate it, one better than the other. Again, it appears from the results that the kinematic circle
of radius Rth is smaller and a worse approximation of the actual data than the circle with
the estimated radius R̂. This figure depicts more clearly that, if a purely steady-state com-
parison is made, the perfectly circular kinematic trajectories could be a good approximation
of the real one.
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Figure 5. Test 1: trajectories comparison. (a) Comparison between kinematic models and measured
data. The theoretical kinematic curve (“Th. Kin.”) uses the actual robot parameters, while the other
trajectory (“Fit Kin.”) use the best fitting track length î. (b) Comparison between measured data,
steady-state kinematic trajectory with radius Rth and best fitting circle with radius R̂.

Figure 6 highlights the latter statements even better; the figure shows the instanta-
neous curvature radius of the two kinematic models over time, and how the two curves
reach a steady-state very close to the value of the radius of the circle described before.
The theoretical kinematic model tends toward Rth = v1.

ϕ1
, while the kinematic model with

the corrected track length î tends to the value of R̂, the radius of the best-fitting circle.

Figure 6. Test 1: Trajectory radius comparison.

As described before, the virtual track length that better fits the experimental trajectories
î is always larger than the robot actual track length i = 0.286 m to mathematically describe
the under-steering behaviour of the robot that, otherwise, the theoretical kinematic model
could not represent. Figure 7, in particular, illustrates that there is a strong correlation
between î and the front module yaw rate

.
ϕ1: the quicker the robot turns, the higher the

fitted virtual length is, or, from another point of view, the quicker the robot turns, the more
evident the dynamic effects on the handling, such as under-steer and wheel slip, become
more relevant.
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Figure 7. Test 1: Estimate track length î as a function of the yaw rate
.
ϕ1, experimental data and

linear trend.

Figure 7 also shows that the data trend could be approximated by the linear function:

î = p1
.
ϕ1 + p2 (16)

where p1 = 0.049 m s and p0 = 0.286 m are the coefficients of the linear function.
This very simple relation could be used to predict and, therefore, partially compensate

the unmodelled dynamic effects of the kinematic model. It is important to state that this
particular relation holds only for working scenarios identical, or at least very similar, to the
experimental setup. Unfortunately, this simple approach has as a downside the limitation
of being valid only in tested and specific scenarios. Nevertheless, a robot working in a
well-known and uniform environment could benefit from this approach.

The latter equation can be rewritten in order to explicitly show the relation between î
and the radius R by recalling that R = v1/

.
ϕ1:

î = p1
v1

R
+ p0 (17)

Due to its simplicity, the relation can also be easily rewritten as:

R =
p1v1

î − p0
(18)

Hence, depending on the case and the known and unknown parameters, it is pos-
sible to compute, using a simple linear equation, the correction parameters that could
compensate for undesired behaviour in a robot.

4. Conclusions

In this paper, a simple and computationally efficient solution is proposed to predict,
estimate, and compensate complex dynamic behaviour, such as significant lateral slip,
which highly influences the mobile robot handling employing an experimental kinematic
characterisation. Compared to the commonly used approaches to similar issues, the results
shown herein are highly dependent on a particular robot and a particular environment.
The fitting method behaves sufficiently well at lower speeds and yaw rates, but when
velocities increase, or more generally, when the dynamic phenomena are more relevant,
the robot handling behaviour diverges from a purely kinematic one in a manner that is
not easily compensated by the proposed fitting method. However, its simplicity makes
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its application feasible to any kind of kinematic architecture of mobile platforms where
the wheels transversal slip is significant. Moreover, its computational efficiency allows
its implementation at low-power, low-performance, or overburdened control units. As a
future work, the validity of the proposed method can be tested on other machines of the
class of eight-wheeled mobile articulated robots developed at Politecnico di Torino (such as
the Agri.q rover for precision agriculture, or even the Rese.q snake rescue robot). Prior to
a proper identification of the virtual track, in fact, the methodology can be used both to
estimate the actual trajectories of the robot modules and, above all, to enhance the precision
of a robot’s motion planning with a consequent improvement of the robot’s control within
its workspace.

Author Contributions: Conceptualisation, G.Q.; methodology, A.B., P.C., L.T., L.C., C.V. and G.Q.;
formal analysis, A.B., P.C., L.T., L.C., C.V. and G.Q.; data curation, A.B.; writing—original draft
preparation, A.B.; writing—review and editing, A.B., P.C., L.T., L.C., C.V. and G.Q.; visualisation,
A.B.; supervision, G.Q.; project administration, G.Q.; funding acquisition, G.Q. All authors have read
and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Some or all data generated or used during the study are available from
the corresponding author by request.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Shih, C.-L.; Lin, L.-C. Trajectory Planning and Tracking Control of a Differential-Drive Mobile Robot in a Picture Drawing
Application. Robotics 2017, 6, 17. [CrossRef]

2. Begnini, M.; Bertol, D.W.; Martins, N.A. A Robust Adaptive Fuzzy Variable Structure Tracking Control for the Wheeled Mobile
Robot: Simulation and Experimental Results. Control Eng. Pract. 2017, 64, 27–43. [CrossRef]

3. Miah, S.; Shaik, F.; Chaoui, H. Universal Dynamic Tracking Control Law for Mobile Robot Trajectory Tracking. In Proceedings of
the 2017 IEEE International Conference on Industrial Technology (ICIT), Toronto, ON, Canada, 22–25 March 2017; pp. 896–901.

4. Matraji, I.; Al-Durra, A.; Haryono, A.; Al-Wahedi, K.; Abou-Khousa, M. Trajectory Tracking Control of Skid-Steered Mobile Robot
Based on Adaptive Second Order Sliding Mode Control. Control Eng. Pract. 2018, 72, 167–176. [CrossRef]

5. Wang, C.; Liu, X.; Yang, X.; Hu, F.; Jiang, A.; Yang, C. Trajectory Tracking of an Omni-Directional Wheeled Mobile Robot Using a
Model Predictive Control Strategy. Appl. Sci. 2018, 8, 231. [CrossRef]

6. Singh, K.B.; Arat, M.A.; Taheri, S. Literature Review and Fundamental Approaches for Vehicle and Tire State Estimation.
Veh. Syst. Dyn. 2019, 57, 1643–1665. [CrossRef]

7. Piyabongkarn, D.; Rajamani, R.; Grogg, J.A.; Lew, J.Y. Development and Experimental Evaluation of a Slip Angle Estimator for
Vehicle Stability Control. IEEE Trans. Control Syst. Technol. 2009, 17, 78–88. [CrossRef]

8. Chindamo, D.; Lenzo, B.; Gadola, M. On the Vehicle Sideslip Angle Estimation: A Literature Review of Methods, Models,
and Innovations. Appl. Sci. 2018, 8, 355. [CrossRef]

9. Alipour, K.; Robat, A.B.; Tarvirdizadeh, B. Dynamics Modeling and Sliding Mode Control of Tractor-Trailer Wheeled Mobile
Robots Subject to Wheels Slip. Mech. Mach. Theory 2019, 138, 16–37. [CrossRef]

10. Tian, Y.; Sarkar, N. Control of a Mobile Robot Subject to Wheel Slip. J. Intell. Robot. Syst. 2014, 74, 915–929. [CrossRef]
11. Kim, D.; Yoon, H.; Kim, K.; Sreejith, M.S.; Lee, J. Using Current Sensing Method and Fuzzy PID Controller for Slip Phenomena

Estimation and Compensation of Mobile Robot. In Proceedings of the 2017 14th International Conference on Ubiquitous Robots
and Ambient Intelligence (URAI), Jeju, Korea, 28 June–1 July 2017; pp. 397–401.

12. Liu, F.; Li, X.; Yuan, S.; Lan, W. Slip-Aware Motion Estimation for Off-Road Mobile Robots via Multi-Innovation Unscented
Kalman Filter. IEEE Access 2020, 8, 43482–43496. [CrossRef]

13. Cui, M.; Liu, H.; Liu, W.; Qin, Y. An Adaptive Unscented Kalman Filter-Based Controller for Simultaneous Obstacle Avoidance
and Tracking of Wheeled Mobile Robots with Unknown Slipping Parameters. J. Intell. Robot. Syst. 2018, 92, 489–504. [CrossRef]

14. Toledo-Moreo, R.; Colodro-Conde, C.; Toledo-Moreo, J. A Multiple-Model Particle Filter Fusion Algorithm for GNSS/DR Slide
Error Detection and Compensation. Appl. Sci. 2018, 8, 445. [CrossRef]

15. Zhou, H.; Yao, Z.; Fan, C.; Wang, S.; Lu, M. Rao-Blackwellised Particle Filtering for Low-Cost Encoder/INS/GNSS Integrated
Vehicle Navigation with Wheel Slipping. Iet RadarSonar Amp Navig. 2019, 13, 1890–1898. [CrossRef]

175



Appl. Sci. 2021, 11, 1594

16. Yi, J.; Zhang, J.; Song, D.; Jayasuriya, S. IMU-based localization and slip estimation for skid-steered mobile robots.
In Proceedings of the 2007 IEEE/RSJ International Conference on Intelligent Robots and Systems, San Diego, CA, USA,
29 October–2 November 2007; pp. 2845–2850.

17. Reina, G.; Ishigami, G.; Nagatani, K.; Yoshida, K. Vision-Based Estimation of Slip Angle for Mobile Robots and Planetary Rovers.
In Proceedings of the 2008 IEEE International Conference on Robotics and Automation, Pasadena, CA, USA, 19–23 May 2008;
pp. 486–491.

18. Martínez, J.L.; Mandow, A.; Morales, J.; Pedraza, S.; García-Cerezo, A. Approximating Kinematics for Tracked Mobile Robots.
Int. J. Robot. Res. 2005, 24, 867–878. [CrossRef]

19. Gonzalez, R.; Iagnemma, K. Slippage Estimation and Compensation for Planetary Exploration Rovers. State of the Art and Future
Challenges. J. Field Robot. 2018, 35, 564–577. [CrossRef]

20. Quaglia, G.; Nisi, M. Design and Construction of a New Version of the Epi.q UGV for Monitoring and Surveillance Tasks;
American Society of Mechanical Engineers Digital Collection: Houston, TX, USA, 2016.

21. Bruzzone, L.; Quaglia, G. Locomotion Systems for Ground Mobile Robots in Unstructured Environments. Mech. Sci. 2012,
3, 49–62. [CrossRef]

22. Botta, A.; Cavallone, P.; Carbonari, L.; Tagliavini, L.; Quaglia, G. Modelling and Experimental Validation of Articulated
Mobile Robots with Hybrid Locomotion System. In Proceedings of the Advances in Italian Mechanism Science; Niola, V.,
Gasparetto, A., Eds.; Springer International Publishing: Cham, Switzerland, 2021; pp. 758–767.

23. Botta, A.; Quaglia, G. Performance Analysis of Low-Cost Tracking System for Mobile Robots. Machines 2020, 8, 29. [CrossRef]
24. Garrido-Jurado, S.; Muñoz-Salinas, R.; Madrid-Cuevas, F.J.; Marín-Jiménez, M.J. Automatic Generation and Detection of Highly

Reliable Fiducial Markers under Occlusion. Pattern Recognit. 2014, 47, 2280–2292. [CrossRef]
25. Garrido-Jurado, S.; Muñoz-Salinas, R.; Madrid-Cuevas, F.J.; Medina-Carnicer, R. Generation of Fiducial Marker Dictionaries

Using Mixed Integer Linear Programming. Pattern Recognit. 2016, 51, 481–491. [CrossRef]
26. Romero-Ramirez, F.J.; Muñoz-Salinas, R.; Medina-Carnicer, R. Speeded up Detection of Squared Fiducial Markers.

Image Vis. Comput. 2018, 76, 38–47. [CrossRef]

176



applied  
sciences

Article

Anti-Disturbance Control for Quadrotor UAV
Manipulator Attitude System Based on Fuzzy
Adaptive Saturation Super-Twisting Sliding
Mode Observer

Ran Jiao 1,*, Wusheng Chou 1,2, Yongfeng Rong 1 and Mingjie Dong 3

1 School of Mechanical Engineering and Automation, Beihang University, Beijing 100191, China;
wschou@buaa.edu.cn (W.C.); ryf_2018@buaa.edu.cn (Y.R.)

2 The State Key Laboratory of Virtual Reality Technology and Systems, Beihang University,
Beijing 100191, China

3 School of Mechanical Engineering and Applied Electronics Technology, Beijing University of Technology,
Beijing 100124, China; dongmj@bjut.edu.cn

* Correspondence: jiaoran@buaa.edu.cn

Received: 24 April 2020; Accepted: 20 May 2020; Published: 27 May 2020

Abstract: Aerial operation with unmanned aerial vehicle (UAV) manipulator is a promising
field for future applications. However, the quadrotor UAV manipulator usually suffers from
several disturbances, such as external wind and model uncertainties, when conducting aerial tasks,
which will seriously influence the stability of the whole system. In this paper, we address the
problem of high-precision attitude control for quadrotor manipulator which is equipped with a
2-degree-of-freedom (DOF) robotic arm under disturbances. We propose a new sliding-mode
extended state observer (SMESO) to estimate the lumped disturbance and build a backstepping
attitude controller to attenuate its influence. First, we use the saturation function to replace
discontinuous sign function of traditional SMESO to alleviate the estimation chattering problem.
Second, by innovatively introducing super-twisting algorithm and fuzzy logic rules used for
adaptively updating the observer switching gains, the fuzzy adaptive saturation super-twisting
extended state observer (FASTESO) is constructed. Finally, in order to further reduce the impact
of sensor noise, we invite a tracking differentiator (TD) incorporated into FASTESO. The proposed
control approach is validated with effectiveness in several simulations and experiments in which we
try to fly UAV under varied external disturbances.

Keywords: super-twisting; sliding mode extended state observer; saturation function; fuzzy logic;
attenuate disturbance

1. Introduction

Unmanned aerial vehicles (UAVs) have become a popular and active research topic among
scholars worldwide [1,2]. It could work at locations where entry is difficult and humans cannot
access [3]. Recently, they are not only used in traditional scenes, such as monitoring, aerial photography,
surveying, and patrol, but are also employed in new application scenarios requiring physically
interacting with external environment. Then, to conduct physical interaction, aerial robots are either
equipped with a rigid tool [4] or an n-degree-of-freedom (DoF) robotic arm [5–8], which are called
UAV manipulators. As for the UAV equipped with a robotic arm, several disturbances cannot be
avoided, such as wind gust and model uncertainties, during task execution. Therefore, to meet the
aerial operation task requirements with high reliability, disturbance rejection control problem should
be investigated.

Appl. Sci. 2020, 10, 3719; doi:10.3390/app10113719 www.mdpi.com/journal/applsci177
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Many controllers have been proposed for disturbance rejection. The Robust Model Predictive
Control (MPC) method is used for multirotor UAV to provide robust performance under an unknown
but bounded disturbance [9]. Meanwhile, the adaptive control structure is built to obtain coefficients of
system with uncertainty online. A controller based on Model Reference Adaptive Control is proposed
in [10], which performs better on disturbance rejection compared with non-adaptive controllers.
However, as what we know, one of the biggest drawbacks of adaptive controllers is that they perform
little robust under the bursting phenomenon.

Adopting the disturbance and uncertainty estimation and attenuation (DUEA) strategy, such as
Disturbance observer (DOB) [11], unknown input observer (UIO) [12], and extended state observer
(ESO) [13], would be a potential solution for disturbance rejection. Meanwhile, there are several types
of DOBs applied to UAVs. Work [14] proposes an inner-loop control structure to recover the dynamics
of a multirotor combined with additional objects similar to the bare multirotor using DOB-based
method. A linear dual DOB is built in [15] to reject modeling error and external disturbance when
designing the control system. The authors of [16] propose a DOB-based tracking flight control method
for a quadrotor to reject disturbance, which is supposed to be composed of some harmonic elements,
and applies it to flight control of the UAV Quanser Qball 2. A disturbance observer with finite
time convergence (FTDO), which could conduct online estimation of the unknown uncertainties and
disturbances, is incorporated into an hierarchical controller to solve the problem of path tracking of
a small coaxial rotor-type UAV [17]. The authors of [18] introduce a robust DOB for an aircraft to
compensate the uncertain rotational dynamics into a nominal plant and proposes a nonlinear feedback
controller implemented for desired tracking performance.

As for ESO, it was first proposed by Han [19] and has been introduced in many control
methods [20]. Traditionally, ESO methods mainly focus on coping with disturbances which slowly
change [21]. Nevertheless, it is evident that the disturbance caused by the wind gust sometimes
performs drastic change so that it can not be estimated by traditional ESO thoroughly. Thus,
an enhanced ESO that could quickly estimate the disturbance is necessary in this field. A high
order sliding mode observer is built to estimate unmodeled dynamics and external disturbances
for an aerial vehicle to track the trajectory [22]. Moreover, a sliding mode observer is proposed
for equivalent-input-disturbance approach to control the under-actuated subsystem of a quadrotor
UAV [23]. However, chattering phenomenon is normal in traditional sliding mode observer
(SMO) because of the discontinuous sign function. In order to reduce the chattering problem,
the super-twisting algorithm is introduced in a ESO to mitigate estimation chattering [24], but there is
still a little chattering. In order to solve it, the authors of [25] proposed a new SMO control strategy to
reduce the estimated speed chattering of the motor, in which the switching function is replaced by a
sigmoid function. The sigmoid function has also been used in SMO for UAV in [26]; however, it is
conducted without experiment.

The main contributions of this study are given as follows.

(1) In order to alleviate the estimation chattering problem of traditional SMESO, a new observer
named fuzzy adaptive saturation super-twisting extended state observer (FASTESO) is proposed,
in which a saturation function is invited to replace the discontinued sign function, meanwhile a
super-twisting algorithm is introduced to prevent excessively high observer gain and TD [19]
and is incorporated for avoiding directly using acceleration information, which is full of noise.

(2) To stay robustness under disturbances with unknown bounds, fuzzy logic rules are introduced as
an adaptive algorithm to adaptively adjust the observer switching gains. Furthermore, it also
contributes to the chattering attenuation under high switching gain with low estimation value
and observer performance improvement under low switching gain with high estimation value.

(3) The proposed method is verified with effectiveness on a quadrotor UAV manipulator prototype
in several simulations and experiments.
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The rest of this article is organized as follows. Section 2 introduces some preliminaries of this
work. Section 3 describes the kinematic and dynamic models of the quadrotor UAV manipulator.
The construction of proposed FASTESO and attitude controller are given in Section 4. Additionally,
several simulations are conducted in Section 5. Moreover, Section 6 shows the experiment. Finally,
Section 7 presents the conclusion.

2. Preliminaries

In this section, some mathematical preliminaries are provided for understanding the whole paper
more easily.

2.1. Notation

The 2-norm of a vector or a matrix is provided by ‖·‖. λmax(Z) and λmin(Z) represent the maximal
and minimum eigenvalue of the matrix Z, respectively. Moreover, the operator S(·) denotes a vector

κ =
[

κ1 κ2 κ3

]T
to a skew symmetric matrix as

S(κ) =

⎡
⎢⎣ 0 −κ3 κ2

κ3 0 −κ1

−κ2 κ1 0

⎤
⎥⎦ (1)

The sign function is given as

sign(κ) =

{
κ
|κ| , |κ| �= 0

0, |κ| = 0
(2)

2.2. Quaternion Operations

The unit quaternion q =
[

q0 qv

]T ∈ R4, ‖q‖ = 1, is used to represent the rotation of the
quadrotor in this paper. Several corresponding operations are given as follows.

The quaternion multiplication:

q ⊗ σ =

[
q0σ0 − qT

v σv

q0σv + σ0qv − S(σv)qv

]
(3)

The relationship between rotation matrix CB
A and unit quaternion q is represented by:

CB
A = (q2

0 − qT
v qv)I3 + 2qvqT

v + 2q0S(qv) (4)

Take the time derivative of Equation (4), we could obtain

ĊB
A = −S (ω)CB

A (5)

The derivative of a quaternion and the quaternion error qe are provided, respectively, as

q̇ =

[
q̇0

q̇v

]
=

1
2

q ⊗
[

0
ω

]
=

1
2

[
−qT

v
S(qv)+ q0 I3

]
ω (6)

qe = q∗
d ⊗ q (7)
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where qd represents the desired quaternion whose conjugate is q∗
d =

[
qd0 −qdv

]T
. Moreover,

ω denotes the angular rate of the system.

ωe = ω − Cb
dωd (8)

q̇e =
1
2

qe ⊗
[

0
ωe

]
=

1
2

[
−qT

ev
S(qev)+ qe0 I3

]
ωe (9)

3. Models of UAV

In this section, we present a mathematical description of the quadrotor UAV manipulator system
model. The abstract graph is shown in Figure 1, in which the robotic arm is fixed at the geometric
center of the UAV.

Figure 1. Quadrotor and robotic arm system with coordinate reference frames.

3.1. Kinematic Model

Figure 1 shows several coordinates in UAV that we consider.
OI : the world-fixed inertial reference frame. Ob: the body-fixed reference frame centered in the

quadrotor Center of Gravity (CoG). Oi: the coordinate of robotic arm i, where (i = 1, 2) denotes the
link number.

Moreover, several parameters definition are given as follows.
pI = [x, y, z]T : the absolute position of Ob with respect to OI . Ψ = [ϕ, θ, ψ]T : Euler angles used

for representing the UAV attitude angle. η = [η1, η2]
T : the joint angles of the robotic arm relative to the

zero position. H = [(pI)T , ΨT , ηT ]T ∈ R8×1: a vector used for including all the generalized variables.
ṗI : the absolute linear velocity of UAV described in OI. ṗb: the linear velocity of UAV with respect
to Ob. ωI=[ω I

x, ω I
y, ω I

z]
T : UAV’s absolute rotational velocity described in OI. ωb = [ωb

x, ωb
y, ωb

z ]
T :

the rotational velocity of UAV relative to Ob. Then we could get:
⎧⎪⎨
⎪⎩

ṗI = Rb ṗb

ωI = RtΨ̇
ωb = (Rb)

TωI = (Rb)
T RtΨ̇ = RrΨ̇

(10)

where Rt ∈ R3×3 represents the transformation matrix for converting Euler angle rates Ψ̇ into ωI. Rb ∈
R3×3 denotes the rotation matrix representing the orientation of Ob relative to OI , and Rr=(Rb)

T Rt ∈
R3×3 is used to map the derivative of Ψ into UAV angular rate expressed in Ob.
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Where ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

Rb =

⎡
⎢⎣ cθcψ sϕsθcψ − cϕsψ cϕ sθ cψ + sϕsψ

cθsψ sϕsθsψ + cϕcψ cϕ sθsψ − sϕcψ

−sθ sϕcθ cϕ cθ

⎤
⎥⎦

Rr =

⎡
⎢⎣ 1 0 −sθ

0 cϕ sϕcθ

0 −sϕ cϕcθ

⎤
⎥⎦

(11)

c(·) and s(·) denote cos(·) and sin(·), respectively.
Moreover, the position and angular rate of the frame Oi, which is fixed to the robotic arm,

with respect to OI are provided by {
pI

i = pI + Rb pb
i

ωI
i = ωI + Rbωb

i
(12)

where i = (x, y, z). The vectors pb
i , ωb

i , which are expressed in Ob, represent the position of Oi

and the angular rate of the i-th robotic arm frame with respect to Ob, respectively. Additionally,
more relationships are provided, {

ṗb
i =Jpiη̇

ωb
i =Jriη̇

(13)

where Jpi ∈ R2×2 and Jri ∈ R2×2 are Jacobian matrices representing the translational and angular
velocities of each robotic arm link to the η̇, respectively. According to Equations (12) and (13), we could
get the translational and angular velocity of Oi with respect to OI as

{
ṗI

i = ṗ + S(ωI)Rb pb
i + Rb Jpiη̇

ωI
i =ωI + Rb Jriη̇

(14)

where S(·) represents the skew-symmetric matrix.

3.2. Dynamic Model

In order to obtain the dynamic model of the quadrotor UAV manipulator system,
the Euler-Lagrange equation is introduced.

d
dt

∂L
∂Hk

− ∂L
∂Hk

= uk + dk, L = K − U (15)

where k = (1, ..., 8). L: the Lagrangian with kinetic energy K and potential energy U of the integrated
system. uk: the generalized driving force. dk: external disturbance applied to the system. Additionally,
K could be given in detail as

⎧⎪⎪⎨
⎪⎪⎩

K = Kb +
2
∑

i=1
Ki

Kb = 1
2 mb(ṗI)T ṗI + 1

2 (ω
I)T Rb IbRT

b ωI

Ki =
1
2 mi(ṗI

i )
T ṗI

i +
1
2(ωI

i )
T RbRb

i IiRi
bRT

b ωI
i

(16)

where mb is the quadrotor base mass, mi is the i-th robotic arm mass (i = (1, 2)), I is the inertia matrix,
and Rb

i the rotation matrix between the frame fixed to the center of mass of the i-th link and Ob. Then,
the total potential is provided as ⎧⎪⎪⎪⎨

⎪⎪⎪⎩
U = Ub +

2
∑

i=1
Ui

Ub = mbgeT
3 pI

Ui = migeT
3 pI

i

(17)
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where e3 denotes unit vector [0, 0, 1]T and g represents the gravity constant. By substituting
Equations (16) and (17) into Equation (15), the dynamic model of the quadrotor UAV manipulator
system could be obtained as

M(H)Ḧ + C(H, Ḣ) + G(H) = u + d (18)

Moreover, the total kinetic energy can be expressed:

K =
1
2

Ḣ
T M(H)Ḣ (19)

where

M(H) =

⎡
⎢⎣ M11 M12 M13

M21 M22 M23

M31 M32 M33

⎤
⎥⎦ (20)

Details of the inertia matrix M(H) and Coriolis matrix C(H, Ḣ) can be found in [27]. The G(H)

could be obtained via partial derivative Equation (21):

G(H) =
∂U
∂H

(21)

Express Equation (18) in detail as⎡
⎢⎣ M11 M12 M13

M21 M22 M23

M31 M32 M33

⎤
⎥⎦
⎡
⎢⎣ p̈I

Ψ̈

η̈

⎤
⎥⎦+

⎡
⎢⎣ G1

G2

G3

⎤
⎥⎦+

⎡
⎢⎣ C11 C12 C13

C21 C22 C23

C31 C32 C33
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⎡
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dl

⎤
⎥⎦ (22)

where ut, ur , ul represent the generalized control inputs corresponding to pI , Ψ, η. ul is not used, as we
do not consider a dynamic robotic arm in this work. Vector d = [dt, dl , dr]T are the lumped external
disturbance. As for the quadrotor attitude loop subsystem, we would transform ur to the quadrotor
inputs fv = [ω2

1, ω2
2, ω2

3, ω2
4 ]

T , which is a positive correlation vector with forces produced from the
quadrotor propellers. Moreover, ωi represents rotor rate of quadrotor propeller (i = 1, 2, 3, 4). Then,
convert the generalized control inputs to the propeller rate:

ur=Rr
T Ξ fv (23)

Ξ =

⎡
⎢⎣

√
2l

2 ΛT

√
2l

2 ΛT −
√

2l
2 ΛT −

√
2l

2 ΛT√
2l

2 ΛT −
√

2l
2 ΛT −

√
2l

2 ΛT

√
2l

2 ΛT
−lΛC lΛC −lΛC lΛC

⎤
⎥⎦ (24)

where ΛT and ΛC are the thrust and drag coefficients, respectively. Additionally, l denotes the distance
from each motor to the quadrotor CoG.

According to Equation (22), we could obtain in detail the dynamics of the attitude loop subsystem
which is the base of next section:

M21 p̈I + M22Ψ̈ + M23η̈+ C21 ṗI + C22Ψ̇ + C23η̇+ G2 = ur + dr (25)

4. Method

Based on the UAV model, the proposed control strategy is described in detail in this section.
As shown in Figure 2, quadrotor attitude control problem could be briefly divided into two components:
FASTESO, used for estimating and compensating the disturbance, plays a role of the feedforward loop,
and Backstepping controller, built for regulating the orientation to track the desired attitude timely,
plays a role of the feedback loop. Meanwhile, TD, saturation function, and fuzzy logic methods are
incorporated into the whole control method.
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Figure 2. Whole control structure of the proposed method.

4.1. FASTESO

UAVs with robotic arms have more model uncertainty than traditional UAVs. Additionally, UAVs
usually face some other disturbances such as external wind when flying outside. Moreover, the control
performance of closed loop system will be largely determined by the observation performance.
Therefore, in this part, in order to enhance the performance of feedback controller, a new SMO
named FASTESO is built to estimate the lumped disturbance exerted on quadrotor UAV manipulator
in finite time.

As for the traditional SMO, the sign function is generally adopted as the control function,
and owing to switch time and space lag the SMO performs serious chattering problem [28,29]. In order
to alleviate the chattering phenomenon, the sign function is replaced by a saturation function in this
work. Moreover, the chattering phenomenon would also be invited by large switching gain because
when the control signal crosses the sliding surface, larger switching gain would produce faster and
bigger switching control parts and perform terrible chattering phenomenon. Additionally, the invited
saturation function has a slower performance than the sign function on arithmetical speed, so there
would be a time delay relatively. To further settle the problems of chattering and time delay mentioned
before, fuzzy logic rules are employed in FASTESO to adjust the switching gains according to the states
of the sliding surface.

4.1.1. Construction of Traditional Super-Twisting Extended State Observer (STESO)

In this part, according to our previous work [30], a traditional SMESO named STESO for quadrotor
UAV manipulator is constructed. In this work, the situation, in which the robotic arm keeps constant
while the UAV faces external disturbances during the flight, is mainly considered: (η̇ = η̈ = 0). That is
a general scenario that the quadrotor UAV manipulator often encounters when conducting aerial
tasks. Nevertheless, usually there is unwanted vibration of the equipped robotic arm caused by the
high-speed motors and propellers. To consider all mentioned disturbances, the model (25) could be
reconstructed as

(M21 + ΔM21)p̈I + (M22 + ΔM22)Ψ̈ + C21 ṗI + (M23 + ΔM23)Δη̈+ C22Ψ̇ + C23Δη̇+ G2 = ur + dr (26)

where ΔM21, ΔM22, ΔM23 represent model uncertainties. Δη̇ and Δη̈, considered as a portion of model
uncertainty, denote the residuals from the temporary variation of the robotic arm parameters η̇, η̈.

In order to build the observer, reconstruct the attitude dynamic Equation (26) as

M22Ψ̈ = ur + dr − M21 p̈I − ΔM21 p̈I − ΔM22Ψ̈ − (M23 + ΔM23)Δη̈− C23Δη̇− C21 ṗI − C22Ψ̇ − G2 (27)
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Introduce the lumped disturbance as

dr
∗ = dr − ΔM21 p̈I − ΔM22Ψ̈ − (M23 + ΔM23)Δη̈− C23Δη̇ (28)

Combining Equations (27) and (28), we get

M22Ψ̈ = ur + dr
∗ − M21 p̈I − C21 ṗI − C22Ψ̇ − G2 (29)

where the variable p̈I is measured directly from the sensors or velocity differential is too noisy to use,
so TD is introduced here to estimate the system acceleration for noise alleviation. Additionally, ṗI and
Ψ̇ measured from the sensors are also a little noisy, in that case, TD would be used to reduce noise,
too. Moreover, the items M21, C21 and G2 could be obtained in advance according to the presented
UAV model. As for dynamics model (29), considering the feedback linearization method, we could
reformulate the control input as

ur = u∗
r + M21 p̈I + C21 ṗI + C22Ψ̇ + G2 (30)

Combining Equations (29) and (30), we get

M22Ψ̈ = u∗
r + dr

∗ (31)

When building the STESO, it is supposed that every channel is independent from each other.
Therefore, only one channel will be presented here and the other two are completely identical. As for
model Equation (31), the one-dimensional model for STESO design is provided as

JiΨ̈i = u∗
ri + dri

∗ (32)

Introduce a new extended state vector ζ = [ζ1 ζ2 ]T , where ζ1 = JiΨ̇i and ζ2 = dri
∗, (i =

ϕ, θ, ψ). Reconstruct the model (32) as

{
ζ̇1 = u∗

ri + ζ2

ζ̇2 = χ
(33)

where χ denotes the derivative of dri
∗, supposed by |χ| < f+. It means that the differentiation of

lumped disturbance is bounded.
Then, according to the work in [30], build STESO for the observable system (33) as

{
ż1 = z2 + uri

∗ + α1|e1|
1
2 sign(e1)

ż2 = α2sign(e1)
(34)

where z1 and z2 are estimations of ζ1 and ζ2, respectively. e1 = ζ1 − ζ̂1 and e2 = ζ2 − ζ̂2 denote
estimation errors. We could obtain that the system estimation errors e1 and e2 would converge to
zero within finite time under suitable observer gains α1, α2. Moreover, the details of the convergence
analysis and parameter selection rules could be found in [30].

4.1.2. Saturation Function

To mitigate the chattering problem, we replace the sign function, usually expressing the
discontinuous control in the observer, with a saturation function. The traditional STESO Equation (34)
could be rewritten as {

ż1 = z2 + uri
∗ + α1|e1|

1
2 sign(e1)

ż2 = k f ∗ α2sat(e1)
(35)
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where k f is the adaptive proportional factor of switching gain generated from fuzzy logic rules which
will be introduced in next part. sat() represents the saturation function whose curve is shown in
Figure 3, where particularly e is the difference between the real system and the estimated one. ke is
the output of the saturation function. We could adjust the sliding mode effect by regulating values
of e and ke. Obviously the chattering would be reduced via increasing e and decreasing ke. If e is big
enough and ke is small enough, the high-frequency chattering could be avoided. However, meanwhile
the robustness of the sliding mode method would also be reduced. Therefore the tuning of these
parameters is a tradeoff between the chattering alleviation performance and the system robustness.
Therefore, e and ke should be considered overall according to real applications.

e0
e

ek

ek

E

eK

Figure 3. Sketch of the saturation function.

4.1.3. Adaptive Switching Gains with Fuzzy Logic Rules

The fuzzy logic controller was proposed many years ago [31]. In this part, the fuzzy rules are
designed according to the fuzzy control theory for effectively optimizing the switching gain based on
the states of the sliding-mode surface.

Normally, for purpose of enhancing the ability of observer on anti-disturbance and undertaking
the generation of sliding mode, the sliding mode switching gain is often chosen to be too large, but this
would further enhance the chattering noise in the disturbance estimation. Therefore, it is feasible to
introduce the intelligent method to effectively estimate the switching gain according to the sliding
mode arrival condition to alleviate the system chattering problem. For example, as the system state
is far from the sliding surface, it means that the absolute value of difference |e| is relatively large,
the proportional factor k f should be enlarged to drive the system state back. Similarly, as the system
state is close to the sliding surface, proportional factor k f should be smaller.

The proposed fuzzy logic system in this work consists of one input variable and one
output variable which would be quantized first. The input and output variables are divided
into four fuzzy subsets. Let |e| =

{
ZR PS PM PB

}
denote the input variable and

k f =
{

ZR PS PM PB
}

represent the output variable, respectively. Each rank is depicted
by a membership function of trigonometric function, as shown in Figures 4 and 5, where the fuzzy
language is defined as ZR(zero), PS(positive small), PM(positive middle), and PB(positive big).
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Figure 4. Fuzzy input membership functions.

Figure 5. Fuzzy output membership functions.

Then define the fuzzy rules as
Rule 1: If |e| is PB, then k f is PB.
Rule 2: If |e| is PM, then k f is PM.
Rule 3: If |e| is PS, then k f is PS.
Rule 4: If |e| is ZR, then k f is ZR.
Finally, as for the fuzzy outputs, according to the work in [32], the center of gravity algorithm is

adopted as the defuzzification method to convert the fuzzy subset duty cycle changes to real numbers,
which is given as

k f =

∫ 3
0 k f · μout · dk f∫ 3

0 μout · dk f
(36)

where μout represents the resulting output membership function. It takes every rule into account
performing the union of the resulting output membership function μout,i of each Rule i (i = 1, ..., 4),
which means the maximum operation between them.

4.2. Attitude Controller

In order to achieve high-precision attitude stabilization in the presence of external wind and
model uncertainties, a backstepping controller is built here combined with FASTESO for UAV attitude
system. The main objective of this part is to guarantee that the state of attitude q and angular rate
w converge to the reference values qd and wd in real time. As this part is identical to our previous
work [30] except the UAV model, which would not impact the controller design. Therefore we are not
going to describe it in detail.
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According to the authors of [30], the control signal vector ur is designed as

ur = −M22(S(ωe)Cb
dωd − Cb

dω̇d) + M21 p̈I + M23η̈+ C21 ṗI + C22Ψ̇

+C23η̇+ G2 − M22Kb1q̇ev − qev − Kb2ω̃e − d̂r
(37)

where d̂r is the estimated result of disturbance from FASTESO. Additionally, like what we did at
FASTESO, TD will also be adopted here to process several variables in Equation (37) to reduce noise.
Moreover, Kb1, Kb2 are controller gains to be designed, and ωe, ω̃e, and qev are defined in Equation (38),
details of which can be found in [30]. ⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ωe = ω − Cb
dωd

ω̃e = ωe + Kb1qev

qe =
[

q0 qev

]T

qe = q∗
d ⊗ q

(38)

5. Simulation

In this section, the performance of proposed FASTESO-based control method is validated on the
PX4/Gazebo platform [33], which provides simulations of physics close to the real world. A manually
designed scalable disturbance, which includes a sudden change in some special points, is defined
in Equation (39) and adopted in the simulations. Moreover, its amplitude could be adjusted by a.
The main nominal coefficients of the quadrotor base are generated by the online toolbox of Quan and
Dai [34] given in Table 1.

de = a ∗ (0.25
√
(|0.02 sin(0.1πt)|) + 0.015 sin(0.3πt − 5)− 0.02) (39)

Table 1. Quadrotor base coefficients used in simulation.

Coefficients Description Value

mb Mass of the quadrotor base 1.8 kg
Jbx Pitch inertia 1.319 × 10−2 kg · m2

Jby Roll inertia 1.319 × 10−2 kg · m2

Jbz Yaw inertia 2.283 × 10−2 kg · m2

l Quadrotor base size 0.205 m

5.1. CASE 1 (Observers Performance Comparison)

In this section, several comparison simulations on observer performance of disturbance estimation
are conducted.

5.1.1. Domestic Observers Comparison

To verify the effectiveness of the proposed fuzzy logic rules for adaptively adjusting the observer
gain to cope with disturbances with different amplitudes, comparative simulations are conducted
for a quadrotor UAV manipulator performing a hovering flight with the manually designed scalable
disturbance (39) between FASTESO and ASTESO combined with a backstepping controller (BAC).
The ASTESO is defined as a simplified version of FASTESO, which is not equipped with adaptive
gain under fuzzy logic rules. Their coefficients are given as FASTESO: α1 = diag(0.4,0.4,0.5); α2 =

diag(0.7, 0.7, 0.9); e = 0.0001; ke = 0.05. ASTESO: α1 = diag(0.4,0.4,0.5); α2 = diag(0.7, 0.7, 0.9). BAC:
Kb1 = diag(5, 5, 8); Kb2 = diag(3, 3, 4). The simulations are divided into two groups classified by
different scalars of disturbances, a = 10, 20. The corresponding results could be found in Figures 6–9.
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As shown in Figure 6, both FASTESO and ASTESO have good estimation performance under
scalar a = 10. The resultant observer gain of FASTESO is described in Figure 7. Nevertheless,
the ASTESO starts to break down when the disturbance is larger, which could be found in Figure 8.
Under a = 20, the ASTESO fails to follow the larger disturbance, but the proposed FASTESO still
performs well. This is because the fixed parameter of ASTESO is not big enough to estimate the
disturbance with the amplitude in Figure 8. As shown in Figure 9, the adaptive gain of FASTESO also
shows why it is effective under disturbances with different amplitudes. To summarize, this part shows
that the proposed FASTESO could estimate a wider range of disturbance thanks to the fuzzy logic
rules for adaptive observer gain.

Figure 6. Estimation results from ASTESO and fuzzy adaptive saturation super-twisting extended state
observer (FASTESO) with scalar a = 10.

Figure 7. Observer gain of FASTESO during adaptation process with scalar a = 10.

Figure 8. Estimation results from ASTESO and FASTESO with scalar a = 20.
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Figure 9. Observer gain of FASTESO during adaptation process with scalar a = 20.

5.1.2. Various Observers Comparison

To demonstrate the effectiveness of the introduction of the saturation function into SMO,
a simulation similar with last part is conducted under FASTESO with an applied disturbance under
a = 5 shown in Figure 10. Meanwhile the 2nd-order linear ESO (ESO2) and STESO are also invited for
comparison. The parameters of the mentioned observers are listed. FASTESO:α1 = diag(0.4,0.4,0.5);
α2 = diag(0.7, 0.7, 0.9); e = 0.0001; ke = 0.05. ESO2:k1 = diag(4.5,4.5,6.5); k2 = diag(22,22,28);
k3 = diag(5,5,8); STESO:α1 = diag(0.2,0.2,0.3); α2 = diag(0.3, 0.3, 0.4); BAC: Kb1 = diag(5, 5, 8);
Kb2 = diag(3, 3, 4).

Figure 10. Estimation results from ESO2, STESO, and FASTESO with scalar a = 5.

From the response results in Figure 10, we could find that FASTESO has a perfect performance
on estimation even at the special point with a sudden change. Although the curve under ESO2 could
usually follow the actual value, it performs an overestimation near the peak. As for STESO, it could
follow the fast variation of disturbance; however, it has a terrible chattering problem which is also
the main reason for the introduction of saturation function in this work. To summarize, the FASTESO
performs well at all range of disturbance (a = 5, 10, 20). Meanwhile, it follows better than other
traditional observers under varied disturbance.

5.2. CASE 2 (Composite Comparison)

To further illustrate the effectiveness of the whole proposed control strategy, we would show
all-sided simulation results from Section 5.1.2. Moreover, a single backstepping controller without
any observer is also conducted on quadrotor UAV manipulator system for comparison. Three-axis

components of disturbance torque dr =
[

drϕ drθ drψ

]T
are equal and shown in Figure 10,

which are applied on the UAV simultaneously. The result curves of both attitude and angular rate are
shown in Figures 11–16.
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Figure 11. Results of roll angle with unknown external torque disturbance under backstepping
controller combined with nothing, ESO2, STESO and FASTESO.

Figure 12. Results of angular rate ωx with unknown external torque disturbance under backstepping
controller combined with nothing, ESO2, STESO and FASTESO.

Figure 13. Results of pitch angle with unknown external torque disturbance under backstepping
controller combined with nothing, ESO2, STESO and FASTESO.
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Figure 14. Results of angular rate ωy with unknown external torque disturbance under backstepping
controller combined with nothing, ESO2, STESO and FASTESO.

Figure 15. Results of yaw angle with unknown external torque disturbance under backstepping
controller combined with nothing, ESO2, STESO and FASTESO.

Figure 16. Results of angular rate ωz with unknown external torque disturbance under backstepping
controller combined with nothing, ESO2, STESO and FASTESO.
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We could easily find that, without an observer, the single BAC has biggest attitude offset and
angular rate fluctuation, which proves its bad robustness under disturbances. Specifically, the attitude
curves even follows the applied torque disturbance well and angular rate has a dramatic change at
special points. As for BAC+ESO2, although the estimation value follows the disturbance well to some
extent, it has a performance of drastic change on both attitude and angular rate at peak point owing to
the over estimation near the peak. As for BAC+STESO, in spite of the good performance of STESO
on following the disturbance, it has a terrible chattering phenomenon and leads to a mess on UAV
system. Compared to other situations, the UAV under BAC+FASTESO has the best performance on
both attitude offset and angular rate fluctuation with varied torque disturbance.

6. Experiment

In this section, to verify the effectiveness of the whole proposed method, the quadrotor UAV
manipulator is assigned to conduct a hovering task beside an electrical fan, which could generate
several level gear wind as torque disturbance acting on the UAV system. BAC+FASTESO is adopted
for UAV disturbance rejection test, meanwhile a single BAC without any observer is also conducted for
comparison. The experimental scene is shown in Figure 17. The whole proposed control scheme is built
in Pixhawk [35]. The parameters are chosen as follows. For BAC+FASTESO: α1 = diag(0.2, 0.2, 0.3);
α2 = diag(0.3,0.3,0.4) e = 0.001; ke = 0.1; Kb1 = diag(3, 3, 5); Kb2 = diag(2,2,2.5). For BAC: Kb1 =

diag(6, 6, 9); Kb2 = diag(3.5,3.5,5).
The fan is placed to mainly apply the external torque in roll channel. The results of UAV

hovering under first and second gear wind are shown in Figures 18–23. We found that the attitude of
hovering UAV changes following the variation of wind gear. Moreover, the attitude vibration offset
is reduced by help of FASTESO compared to the situation with single BAC. Meanwhile, the angular
rate fluctuation is also reduced. They intuitively verify the effectiveness of FASTESO. Additionally,
Figures 22 and 23 show the control output generated only from BAC in the control situations single
BAC and BAC+FASTESO, respectively. We could find that the control signal is around zero with
FASTESO; however, the control signal is impacted so much owing to external disturbance in situation
without any observer. Moreover, the controller gain in BAC+FASTESO could keep smaller to make the
whole system stable thanks to the disturbance estimation and compensation from FASTESO, which also
contributes to the better performance of BAC+FASTESO. Meanwhile, the estimation of the lumped
disturbance including external wind and model uncertainties is shown in Figure 20. Although we do
not know the ground truth of the torque disturbance generated from the fan and model uncertainties
to verify if the estimation result in Figure 20 is right or not, according to Figures 20 and 22, we could
see that their results are almost the same, which also demonstrates the effectiveness of FASTESO to
an extent.

Figure 17. Experimental scene.
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Figure 18. Experimental results of attitude with BAC and BAC+FASTESO under external wind.

Figure 19. Experimental results of angular rate with BAC and BAC+FASTESO under external wind.

Figure 20. Disturbance estimation result from FASTESO.

Figure 21. Observer gain of FASTESO during adaptation process.

Figure 22. Control output signal only from BAC without FASTESO.
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Figure 23. Control output signal only from BAC with FASTESO.

7. Conclusions

In this study, a new observer named FASTESO is proposed, which is incorporated with the
saturation function, TD and fuzzy logic rules. Combined with backstepping controller, the whole
control scheme for the quadrotor UAV manipulator system is finally built for rejection of lumped
disturbance including external wind and model uncertainties. The effectiveness of the whole control
structure is veritied in both several simulations and experiments.

In the future, we would pay more attention to the estimation separation of the model uncertainties
from the external disturbance.
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Abstract: This research aims to develop an automatic unmanned aerial vehicle (UAV)-based indoor
environmental monitoring system for the acquisition of data at a very fine scale to detect rapid
changes in environmental features of plants growing in greenhouses. Due to the complexity of the
proposed research, in this paper we proposed an off-board distributed control system based on visual
input for a micro aerial vehicle (MAV) able to hover, navigate, and fly to a desired target location
without considerably affecting the effective flight time. Based on the experimental results, the MAV
was able to land on the desired location within a radius of about 10 cm from the center point of the
landing pad, with a reduction in the effective flight time of about 28%.

Keywords: micro aerial vehicles; visual-based control; Kalman filter

1. Introduction

During the last few decades, the forest industry has progressed from manual to ma-
chine monitoring and harvesting to reduce hazards to the worker and increase productivity.
Thanks to the recent advances in robot technology, remote control, vision, etc., autonomous
machines now are being employed in agriculture, construction, medicine, and manufactur-
ing. As a consequence, harvesters nowadays are controlled with a control area network
(CAN)-based distributed control system and information system, with GPS localization
to log data [1]. However, forestry is still a demanding area for robot technology, where
reliability, precision, and adaptability to the dynamic changes are required to develop
more enhanced autonomous or tele-operated operations. So far, mobile robots have been
introduced as fundamental data-gathering tools for taking and processing high-resolution
samples [1]. However, it is still hard to penetrate the forest autonomously due to the rough
terrain and wheel slip. More recently, the introduction of unmanned aerial vehicles (UAVs)
has provided a more efficient means of gathering environmental data where the operator
can choose the spatial and time resolution of the data to be acquired while covering large
areas [2]. Even though different kinds of UAVs have been proposed for automatic environ-
mental monitoring, there are still technical challenges in terms of perception, control, and
locomotion capabilities [3].

In particular, the automatic environmental monitoring in indoor farming (e.g., in
greenhouse agriculture) is still limited [4]. By means of micro-aerial vehicles (MAV), it
may be possible to measure climate features, monitor the plant growth, etc. However,
there is still a range of limitations (e.g., power computation, autonomy, payload capacity,
battery, etc.). Therefore, in this paper we proposed a vision-based control system to achieve
autonomous navigation and landing in indoor environments without requiring advanced
calibration procedures or additional external sensors.

Our main contribution is to propose a distributed off-board method capable of detect-
ing a predefined fiducial marker and inferring information from a single defined marker in
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order to allow the MAV to localize itself relative to the target location even in the existence
of disturbances in indoor environments (e.g., occlusion). The main reason why we have
selected a distributed off-board method was due to the computation power and battery
constrains of the MAV. Moreover, we have analyzed and compared different experimental
methods for tuning the control parameters in order to select the most proper method that
not only reduce the time required for tuning when the payload is changed (by simulat-
ing different payloads). Finally, the selected control parameters were also analyzed in
order to verify the effect on the effective flight time, which has scarcely been investigated
in the literature.

Related Work

Falanga et al. [5] introduced an on-board sensing approach for a quadcopter system
capable of achieving autonomous navigation and landing on a movable target location.
Lange et al. [6] proposed a similar approach with an on-board computation based on optical
flow and image-based detection where the target landing location was denoted by means
of placing several concentric white rings on a black background to enhance the landing
marker contrast. Moreover, Foster et al. [7] introduced a simultaneous localization and
mapping (SLAM) method based on a monocular camera to build a map of an environment
for achieving autonomous hovering for a micro aerial vehicle. Based on the monocular
SLAM method, the micro aerial vehicle was capable of stabilizing while navigating by
using only the on-board embedded sensors. However, the proposed method required an
external sensor (in this case, a RGB-D sensor was used) for the pose estimation computation,
and therefore a calibration procedure is required to achieve the autonomous navigation.

On the other hand, several researchers have proposed different methods for the
navigation control of a quadcopter other than the conventional proportional-integral and
derivative (PID) controller (which it is one of the most widely used controller in industry).
For example, Reizenstein proposed in [8] a method where a linear-quadratic (LQ)-controller
is used together with a PID controller for the autonomous navigation of a quadcopter.
However, if different kinds of environmental sensors have to be embedded onboard a
micro aerial vehicle, the model-based control has to be re-designed as the model needs to
be coherent with the changes in the system specifications. Therefore, the control design
process may be even more complex in order to compensate for the model discrepancies,
and therefore it may require more time to find a suitable control strategy. On the other
hand, the tuning of the PID controllers may be a tedious time-consuming process. However,
there are several tuning methods that have been introduced in industry to obtain a fast and
acceptable performance.

As indicated above, most of the proposed approaches depend on still external sensors,
advanced calibration procedures, as well as complex control strategies without analyzing
the effect on the effective flight time due to the use of additional on-board sensors (e.g.,
camera, environmental sensors, etc.). Moreover, the most suitable PID tuning method
for a micro aerial vehicle while changing the specifications of the system (due to the
possibility of exchanging different on-board environmental sensors) is an issue that has
been scarcely analyzed.

2. Materials and Methods

2.1. Hardware

In this research, as a first approach the micro aerial vehicle Crazyflie 2.0 was selected
as a development platform, as it is an open-source and open-hardware system [9]. The
Crazyflie 2.0 (Figure 1a) features an expansion port where one can connect expansion
boards. In particular, the Flow deck V2 adds a micro aerial vehicle the ability to discern
when it is moving in any direction above the ground by means of an optical flow sensor
which compensates for the inertial measurement unit (IMU) data errors [9].
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(a) 

 

(b) 

Figure 1. (a) Crazyflie 2.0 commercialized by Bitcraze AB; (b) the camera and transmitter module was mounted on top of
the Crazyflie 2.0.

In order to be able to localize the marker and determine the relative pose of the
quadcopter, a vision sensor was needed. Therefore, the Eachine module was selected, which
it is sold as a spare part for their M80S RC Drone [10]. The camera and transmitter module
were soldered onto a Breakout deck for easy connection and disconnection (Figure 1b).
The broadcasted video signal was picked up by an Eachine 5.8 GHz OTG USB video class
(UVC) receiver [10].

2.2. Camera Pose Estimation and Target Detection

In this research, in order perform the camera pose estimation and target detection, we
selected the ArUco library proposed Muñoz and Garrido [11]. The library contains a set
of ArUco markers which are represented by binary square fiducial markers with its own
unique identifier that can be used for camera estimation (see Section 3.2).

When the four corners of the ArUco marker are detected from the camera’s point of
view, the camera pose can be estimated. As the marker is planar, the transformation can be
carried out by means of a homography function. The function returns the transformation
as two vectors: one for the translation and the other one for the relative rotation. After the
calculation of those vectors, the rotation matrix, R(Ψ, Θ, Φ), can be computed as shown in
Equation (1), which indicates the rotation between the two reference frames. Rotations may
also occur about an arbitrary axis—i.e., an axis other than the unit vectors representing the
reference frame. In such cases, we need a way of determining the final orientation and
the unique axis about which the point vector is rotated (often referred to as orientation
kinematics). A rotation of a generic vector p about an arbitrary axis u through an angle φ
can be written as Equation (2), where û is the skew-symmetric matrix representation of the
vector u and is defined as Equation (3). Equation (2) is called Rodrigues’ rotation formula
and has proved to be especially useful for our purpose, with the main reason being that by
knowing the numerical values of the elements contained within the rotation matrix, it is
possible to compute û and φ using Equations (4) and (5).

R(Ψ, Θ, Φ) =

⎡
⎢⎢⎣

cosΘcosΨ sinΦsinΘcosΨ − cosΦsinΨ cosΦsinΘcosΨ + sinΦsinΨ

cosΘsinΨ sinΦsinΘsinΨ + cosΦcosΨ cosΦsinΘsinΨ − sinΦcosΨ

−sinΘ sinΦcosΘ cosΦcosΘ

⎤
⎥⎥⎦ (1)

Rot(u, φ) = Icosφ + uuT(1 − cosφ) + ûsinφ, (2)

û =

⎡
⎣ 0 −u3 u2

u3 0 −u1
−u2 u1 0

⎤
⎦ (3)
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û =
1

2sinφ

(
R − RT

)
(4)

cosφ =
τ − 1

2
, (5)

where τ is the sum of the scalar values in the main diagonal of the rotation matrix, R:
τ = r11 + r22 + r33.

In order to detect the ArUco markers, at first, in order to find the candidate corners of
the markers, a local adaptive thresholding and extraction of contours is carried out. The
adaptive thresholding is conducted by applying a window sliding (3 × 3, 5 × 5, 11 × 11,
etc.) and finding optimum greyscale window. Values that are below the calculated value
will be black and those above are white. After obtaining the thresholded image, if the
result is not similar to a square, then the candidate corner is not selected. After selecting
the corners, the white and black elements in the inner binary matrix are extracted in order
to validate them. This process is conducted using the homography matrix and Otsu’s
method [11]. The resultant binary bits are then compared against all the available ArUco
markers, so the respective marker is detected.

Through the ArUco library, camera pose estimation and marker detection can be
achieved. However, due to the possibility of camera occlusion, data losses, etc., the relative
pose of the Crazyflie 2.0 cannot be conducted. In order to overcome such issues, we have
proposed to implement a Kalman filter [12]. The Kalman filter is an optimal estimator
based on a recursive algorithm for estimating the track of an object by means of the given
measurements to keep the accuracy of the state estimation aiming to predict future states.
In our case, we have proposed to use the linear Kalman filter, which minimizes the mean-
square error of the state. If we assume a current state xk (including both the position and
velocity), as shown in Equation (6), the filtering algorithm will then assume a correlation
between the elements contained in xk, captured by a covariance matrix, Pk.

Based on this, the state estimation of x̂k will be computed by means of the previously
estimated state, x̂k−1, the covariance matrix, and the current measurement from time step
k (by assuming that the error between the measured and estimated state are Gaussian
distributed). The state is then updated based on the given measurements and the previously
estimated state.

xk = (p, v). (6)

Equation (7) indicates the state transition matrix, Fk. If we assume an acceleration, α,
and the estimation shown in Equation (8), we can compute the state estimation as shown
in Equation (9), where Bk is the control matrix and uk is the control vector used as an input
to the system. By defining the covariance Q, it is possible to take into account the noise in
every prediction step, as shown in Equation (10).

Fk =

[
1 Δt
0 1

]
, (7)

x̂k =

{
pk = pk−1 + Δtvk−1 +

1
2 αΔt2

vk= vk−1 + αΔt
, (8)

x̂k = Fkx̂k−1 + Bkuk, (9)

Pk = FkPk−1FT
k + Qk. (10)

The given new measurement data are then stored in the vector, z. As the data may
include noise, denoted as R, the vector of the logged data can be defined as Equation (11),
where H is a general matrix that represents the measurement matrix. By defining the state
estimation as Equation (12), where K is known as the Kalman gain, the final equation
to update state can be defined as Equations (13) and (14), where K′ is determined as
Equation (15).

zk = Hxk + Rk, (11)
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x̂k+1 = Fxk + Ky, (12)

x̂′k = x̂k + K′(zk − Hkx̂k), (13)

Pk = Pk − K′HkPk, (14)

K′ = Pk HT
k

(
HkPk HT

k + Rk

)−1
. (15)

In cases where the desired marker is not identified after some time, the velocity for
each state will be exponentially decreased such that for each time step, kn ≤ nmax, where kn
denotes a time step with an undetected marker, the updated estimation has been computed
as Equation (16), where α is the diminishing factor.

x̂′kn
(vk) = x̂′kn

(vk−1)α. (16)

2.3. Control Architecture

The physical representation of the proposed system is shown in Figure 2a. As can be
observed, a PC is used to process the grabbed images from the camera mounted on-board of
the MAV though the video transmitter (Eachine TX801 5.8 GHz) and the command signals
to the MAV through a bi-directional USB radio communication (Crazyradio PA 2.4 GHz).

 

(a) 
 

(b) 

Figure 2. (a) Overview of the proposed off-board vision-based control system; (b) schematic diagram for the vision-based
control of the MAV.

After computing in the PC the camera posture estimation and identifying the ArUco
marker, the relative MAV posture is then given as new measurement data to the linear
Kalman filter algorithm. As shown in Figure 2, the estimated pose of the MAV is then
used as a reference signal to the compute the error signal. In order to reduce the error,
the PID controllers the compute the commanded control signal in order to align the MAV
pose towards the target location. As a first approach, we only considered the yaw rotation
(Ψ-angle) and the x and z translations.

The on-board controller consists of two PID controllers in a cascade. A rule of thumb
for cascaded PID controllers is that in order to have a stable and robust control scheme, the
inner loop should operate at a higher frequency than the outer loop [13]. If the outer loop
runs at a lower frequency than the inner loop, synchronization problems may occur, which
entails in that the steady state value of the outer loop is reached before the inner loop has
computed its output response, causing instability [13]. In this case, the on-board attitude
and attitude rate controllers operate at 250 and 500 Hz, respectively, and the off-board
controllers operate at about 10 Hz.

The set of off-board PID controllers has three different command variables: the rel-
ative yaw angle and translation in x- and z direction. In order to determine the best
suitable experimental tuning method for the PID controllers, three different methods
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were tested: Ziegler–Nichols, Lambda, and Approximate M-constrained Integral Gain
Optimisation (AMIGO).

The Ziegler–Nichols method was published in 1942 [14] and was developed by per-
forming a large number of simulations on pneumatic analogue machines [15]. The parame-
ters are determined from a step response analysis according to the Table 1. The AMIGO
method was introduced in 2004. It has similarities to the Ziegler–Nichols method, but is
instead based on simulations performed with computers [16]. The parameters are deter-
mined from a step response experiment according to Table 2. The lambda method differs
from the methods above by a parameter that the user can adjust themselves. The method
is widely used in the paper industry and was developed in the 1960s. The original method
only dealt with the PI controller, but it is possible to derive formulas for PID controllers as
well. The lambda method does not provide parameters for integrating processes [15]. For
the PID controller in parallel, the parameters are taken from a step response according to
Table 3.

Table 1. Summary of values for k, ki, and kd according to the Ziegler–Nichols method.

K ki kd

1.2·T100%
Kp·L

1.2·T100%
2·Kp·L2

1.2·T100%
2·Kp

Table 2. Summary of values for k, ki, and kd according to the approximated M-constrained integral
gain optimization (AMIGO) method.

k ki kd

1
Kp

(
0.2 + 0.45·T63%

L

) 1
Kp

(
0.2 + 0.45·T63%

L

)
0.4·L + 0.8·T63%

L + 0.1·T63%
·L

(
0.2 + 0.45·T63%

L

)
Kp

· 0.5·L·T63%
0.3·L + T63%

Table 3. Summary of values for k, ki, and kd according to the lambda method.

k ki kd

1
Kp

·
L
2
+ T63%

L
2
+ Tcl

1

Kp·
(

L
2
+ Tcl

) 1
Kp

·
L
2
+ T63%

L
2
+ Tcl

· T63%·L
L + 2·T63%

As is shown in Tables 1–3, the times calculated are T63%, T100%, and L. L is the dead
time of the system and this is calculated by determining the point of intersection of
the previously calculated maximum derivative and the time axis. T100% is obtained by
calculating the intersection point of the maximum derivative with the line Ys, then obtained
a time that is T100% + L. To get T100%, L is then subtracted. T63% is obtained by examining
when the first measurement data point exceeds the value of 0.63Ys. The time for that
measurement data point is then time T63% + L and, the same as for T100%, the dead time
L must be subtracted away. In the lambda method, the factor Tcl = T63% will be used to
obtain an aggressive regulation similar to the results of Ziegler–Nichols and AMIGO.

To test the step response of the Crazyflie 2.0 in indoor conditions, different additional
weights (0, 4.7, 6.1, and 10.8 g) were considered. To calculate which parameters would be
used for PID according to the Ziegler–Nichols, lambda, and AMIGO methods, the same
program was used in Matlab. Four tests for each case were performed and they resulted in
the mean values of the PID parameters according to Tables 4–7.
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Table 4. Proportional-Integral and derivative (PID) parameters according to the average values from
the step responses without any additional load.

k ki kd

Lambda 1.1064 1.5796 0.0961
AMIGO 3.5127 7.6882 0.2779

Ziegler-Nichols 6.7968 21.5534 0.5548

Table 5. PID parameters according to the average values from the step responses with an additional
load of 4.7 g.

k ki kd

Lambda 0.7208 0.4440 0.1597
AMIGO 1.9126 1.5705 0.3935

Ziegler-Nichols 2.6293 3.1875 0.5573

Table 6. PID parameters according to the average values from the step responses with an additional
load of 6.1 g.

k ki kd

Lambda 0.3448 0.4902 0.3690
AMIGO 0.7161 0.2540 0.6309

Ziegler-Nichols 0.5812 0.1372 0.6230

Table 7. PID parameters according to the average values from the step responses with an additional
load of 10.8 g.

k ki kd

Lambda 0.4016 0.4748 0.8708
AMIGO 1.0585 0.2012 1.8373

Ziegler-Nichols 0.2500 0.0290 0.5398

As is shown in the experimental results, with an additional load of 0, 4.7, and 6.1 g in
Tables 8–10, respectively, the AMIGO method in each case has a noticeably shorter settling
time than the Ziegler–Nichols method (as is shown in Table 8, the lambda method is much
slower than the others and is therefore excluded when placing an additional load of 4.7 and
6.1 g). The AMIGO method is considered the better of them even though in some cases it
has a slower rise time and higher overshoot than the Ziegler–Nichols method, but these
two parameters do not differ much from the different methods. As an example, we can
observe the experimental results in Figures 3 and 4 for both a case without any additional
weight and a case with a load of 4.7 g, respectively.

Table 8. The rising time, maximum overshoot and settling time for the step response without any
additional load.

Rising Time (s) Maximum Overshoot (cm) Settling Time (s)

AMIGO 0.25 8 1.5
Ziegler-Nichols 0.25 24 2.5

Lambda 1.0 12 9
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Table 9. The rising time, maximum overshoot, and settling time for the step response with an
additional load of 4.7 g.

Rising Time (s) Maximum Overshoot (cm) Settling Time (s)

AMIGO 0.90 19 4
Ziegler-Nichols 0.55 14 8

Table 10. The rising time, maximum overshoot, and settling time for the step response with an
additional load of 6.1 g.

Rising Time (s) Maximum Overshoot (cm) Settling Time (s)

AMIGO 0.90 12.1 4.5
Ziegler-Nichols 0.5 11.9 7.5

Figure 3. Experimental results when following the predefined trajectory without any additional load
according to the AMIGO method.
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Figure 4. Experimental results when following the predefined trajectory with an additional load of
4.7 g according to the AMIGO method.

Therefore, based on the preliminary experimental results presented above, the AMIGO
method was chosen as the primary tuning method as it has been proven to be a reliable
method for tuning the PID controllers of the Crazyflie 2.0.

3. Experimental Results

3.1. Pose Estimation and Fiducial Marker Detection

In order to verify the effectiveness of the optimized pose estimation, we pre-defined
a motion sequence of the ArUco marker in indoor conditions. In particular, the ArUco
marker was rotated at different angles in front of the Crazyflie 2.0 whilst the MAV was
programmed to always have its y-axis pointing collinear with the z-axis of the reference
frame of the marker, radiating out from its center. As it is shown in Figure 5a, at time
t ≈ 5.5 s, the proposed method achieved a good estimation of the movement of the marker
even though the loss of measurement data. Additionally, at the time t ≈ 12.5 s, the detection
of the marker is lost for approximately one second and the proposed method still predicted
the movement of the marker.
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(a) 

(b) 

Figure 5. Experimental results: (a) estimation along the yaw; (b) estimation of marker center along the x-direction.

Similarly, in Figure 5b the Kalman filter was used in an experiment for tracking the
center point of the ArUco marker. In this experiment, the camera view was obstructed at
different points in time and moved to a new location. The filter was limited to output only
an estimate for a maximum of 25 frames in a row when the marker was not detected and
data were sampled only when the marker was detected or estimated by the Kalman filter;
hence, the peaks in a green line. Similar to the plot in Figure 5a, the factor α = 0:85 was set
for diminishing the velocity v̂k = αv̂k−1 for each iteration where an estimation was made
in the previous time step for a maximum nmax number of frames.
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In order to verify the effectiveness of the ArUco marker detection, we examined at
which distance, x, the marker can be recognized when placed directly in front of the camera.
The experiment was conducted by placing the marker at various distances, x ∈ [10, 220]
centimeters away from the camera. In order to keep the results of the experiments con-
sistent, the marker used is characterized by a 200 x 200 mm square with a 6 × 6 internal
matrix and has the identifier ID = 24. As can be observed in Figure 6, the pose estimation
algorithm is able to estimate the distance between the camera and the marker with only
about 2 cm of deviation from the actual value (in this case, the distance from the MAV is
about 1 m). The error in the estimated distance increases with the distance with a maximum
deviation of about 14 cm (in this case, the distance from the MAV is around 2 m). From the
experimental results, we could confirm a detection success ratio for the ArUco marker of
92.8% (39 out of 42).

Figure 6. Actual distance between the camera and the marker versus the distance calculated by the marker detection and
pose estimation function.

3.2. PID Controller: Yaw and x-Direction

After tuning the two PID controllers for the yaw angle and translation in x-direction
by means of the AMIGO method (with some further fine-tuning), we determined the gains
as Kp = 1.0, Ki = 0.10, Kd = 0.045 and Kp = 5.10, Ki = 5.40, Kd = 0.62. respectively. Based
on that, an experiment was conducted where the quadcopter was placed in a position
approximately 30 cm away from the marker in x-direction (xcmd) with a 35◦ relative angle
(Ψcmd). The experimental results are shown in Figure 7. Based on the experimental results,
the performance is considered to be quite accurate with a deviation around the set point
of only about ±5 degrees. The x-direction controller shows significant improvement over
using a simple P-controller but still displays a minor oscillation around the set point.
However, the results are very much sufficient for the scope of this project as it shows that
the MAV is able to orient and position itself relative to the target marker with only a small
amount of oscillations and overshoot in indoor conditions.
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(a) 

(b) 

Figure 7. Experimental results: (a) x-direction controller; (b) yaw angle controller.

3.3. Target Landing

In order to determine the performance for targeted landing, an experiment was
conducted indoors where the marker was placed along a certain distance away from the
MAV and with a constant angle, α, as shown in Figure 8a. Both the target location and
the MAV were placed on the same initial height and a signal was transmitted to the MAV
to take off and hover above ground at a height of 30 cm. By using the measurement pad
(Figure 8b), we could compute the exact landing place of the MAV and compare it with the
desired one. For this purpose, we performed 10 trials while keeping the same posture in
each trial. The experimental results are shown in Table 11 and Figure 9. From the results,
we can conclude that there are some inconsistencies in terms of both precision and accuracy.
The MAV is able to land in relatively close proximity to the center of the measurement pad
with a standard deviation of about σ ≈5.32 cm in both x- and y-direction.
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(a) (b) 

Figure 8. (a) The micro aerial vehicle (MAV) is located 1.5 m away from the target location and a rotation of 30 degrees;
(b) image of the selected ArUco marker and measurement pad for target landing.

 
Figure 9. Each point, Pi, on the diagram corresponds to the landing point for each attempt.
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Table 11. Results of the targeted landing experiment. The mean value μ and the standard deviation
σ are indicated for each respective parameter.

x [cm]
(μ = 1.88, σ = 5.65)

y [cm]
(μ = −2.27, σ = 4.99)

Ψ [degrees]
(μ = 0.085, σ = 4.06)

−7.7 1.0 0.12
7.3 −7.1 −10.67
3.5 −3.4 5.19
−6.1 0.5 0.38
3.6 9.2 1.44
7.0 −2.5 1.75
5.1 −6.2 0.34
−4.3 −1.7 1.1
4.9 −5.2 0.14
5.5 −7.3 1.06

3.4. Battery Characterization

The Crazyflie 2.0 has a flight time of around 7 min [9] without any additional equip-
ment. At first, the flight time was measured first without the camera and video transmission
module mounted on the vehicle and then the flight time was measured with the module
mounted and turned on, thus contributing to the effective flight time both by its net weight
and by the power required for indoor operation. The results from measuring the battery
level with and without the camera module activated can be seen in Figure 10. Based on
these results, it can hover in place for roughly 6.7 min until the battery voltage level drops
below 3.0 Volts.

Figure 10. Changes in the effective flight time of the MAV with and without the camera module.

In Figure 11, a similar experiment was conducted but this time with the camera and
transmission module mounted on-board the Crazyflie 2.0 and with the power to the module
turned on. The intention of this experiment was to assess how the battery life is influenced
by only its contribution by weight, excluding the power consumption for the operation of
the module. However, at this point the battery had reached too many charge cycles to be
able to maintain a similar operational time as for the previous experiments, making the
battery discharge more rapidly and thus decreasing the effective flight time substantially.
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Figure 11. Sensor readings during hover with camera and video transmission module on-board (camera and transmitter
(TX) module turned off).

Therefore, we cannot compare the results between the different measurements directly,
but we can observe how other parameters influence the flight time. As the battery level de-
crease, the duty cycle of the PWM signal given as input to the metal–oxide–semiconductor
field-effect (MOSFET) transistors which drive the motors must increase in order to keep
the vehicle in equilibrium at the specified height, because the thrust generated by each
motor must add up to support the total weight of the platform.

The plot in Figure 11 shows how the duty cycle of the PWM signal increases as the
battery voltage decreases in order to keep the quadcopter stable and at a constant height.
This means that since the thrust output from each motor will determine the position (in this
case, the height) of the quadcopter, by increasing the cycle frequency the quadcopter is able
to remain in its original pose, but this will also entail in an increased power consumption.
We can also see from the graph that the readings from the on-board temperature sensor
increase with the time of operation. This is interesting because it allows us to reason about
the losses in the system that appear as heat losses. The internal resistance in the battery
will cause the temperature in the battery to increase over time during operation and will
cause the voltage to drop; however, since the sensor measures the ambient temperature,
we cannot conclude that the increase in temperature is subject to only the heat generated
by the battery, as it may also originate from, e.g., friction or other losses from the brushless
motors which generate heat.

4. Conclusions

In this paper, in order to design and implement an off-board distributed control system
based on visual input for a micro aerial vehicle (MAV) able to hover, navigate. and fly to a
desired target location while taking into account the effective fly time due to the battery
constrains, the authors have proposed camera pose estimation and marker detection for a
MAV based on the ArUco library and the optimization of the relative MAV pose estimation
based on the linear Kalman filter. From the experimental results, the MAV was able to land
on the desired location within a radius of about 10 cm from the center point of the landing
pad, with a reduction in the effective flight time of about 28%

As future work, a feed-forward term based on deep learning algorithms (e.g., LSTM)
will be integrated to further improve the accuracy of the pose estimation and landing. In
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addition, sensors will be placed onboard the MAV to measure the indoor environmen-
tal conditions.
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Abstract: This paper presents new motion planning and robust coordinated control schemes for
trajectory tracking of the underwater vehicle-manipulator system (UVMS) subjected to model
uncertainties, time-varying external disturbances, payload and sensory noises. A redundancy
resolution technique with a new secondary task and nonlinear function is proposed to generate
trajectories for the vehicle and manipulator. In this way, the vehicle attitude and manipulator position
are aligned in such a way that the interactive forces are reduced. To resist sensory measurement
noises, an extended Kalman filter (EKF) is utilized to estimate the UVMS states. Using these estimates,
a tracking controller based on feedback Linearization with both the joint-space and task-space tracking
errors is proposed. Moreover, the inertial delay control (IDC) is incorporated in the proposed control
scheme to estimate the lumped uncertainties and disturbances. In addition, a fuzzy compensator
based on these estimates via IDC is introduced for reducing the undesired effects of perturbations.
Trajectory tracking tasks on a five-degrees-of-freedom (5-DOF) underwater vehicle equipped with a
3-DOF manipulator are numerically simulated. The comparative results demonstrate the performance
of the proposed controller in terms of tracking errors, energy consumption and robustness against
uncertainties and disturbances.

Keywords: underwater vehicle-manipulator system; motion planning; coordinated motion control;
inertial delay control; fuzzy compensator; extended Kalman filter; feedback linearization

1. Introduction

With increasing interest in the field of marine research, autonomous underwater vehicle
manipulator systems (UVMSs) [1] have rapidly developed into important devices for exploring
the ocean, completing underwater tasks, underwater sampling and so on. It is a challenging problem
to accurately control the UVMS in an energy-efficient manner due to the kinematic redundancy and
underwater environment with hydrodynamic uncertainties, unknown external disturbances (such as
ocean currents) and inaccurate sensor information. For solving these problems, inverse kinematics and
robust coordinated control techniques have been developed for the UVMS.

For the inverse kinematics of the UVMS, the solution can be obtained through mapping the
end-effector’s velocities to the velocities of the vehicle and manipulator. As the UVMS has redundant
degrees of freedom (DOFs), there are various combinations of vehicle and manipulator velocities
without affecting the end-effector velocities. A common solution is to adopt the pseudo-inverse
Jacobian matrix of the UVMS or its weighted form [2]. However, this method is not desirable for
redundant exploration to avoid joint limits, improve system manipulability or save energy. Therefore,
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the task-priority redundancy resolution technique [3] was proposed in such a way that the fulfillment of
the primary task has a higher priority than that of a secondary task. Generally, the secondary task is to
optimize the performance index through assigning additional motion in the null space of the primary
task. Sarkar and Podder [4] solved the inverse kinematics of the UVMS on the acceleration level
to minimize the total hydrodynamic drag; however, the performance index of this method requires
dynamic equations which can not be modeled exactly. Han et al. [5] proposed a new performance index
designed to minimize restoring moments without using dynamic equations. However, this method
was implemented for a specific configuration of the UVMS.

The task-priority strategy can be extensible to chain multiple tasks which have a lower order
of priority (Siciliano and Slotine [6]). Antonelli et al. [7] used a fuzzy inference system (FIS) to
handle multiple secondary tasks, such as reduction of fuel consumption and improvement of system
manipulability. In such a way, a secondary task can be activated by FIS when the corresponding
variable is without the safe range. Wang et al. [8] used a fuzzy logic algorithm to decide the priorities
of secondary objectives, such as manipulator singularity avoidance and attitude optimization of the
UVMS. The experimental validation of three difference kinematic control schemes was presented
in [9]. In [10], a multitask kinematic control of the underwater biomimetic vehicle-manipulator system
(UBVMS) was designed. A unifying framework for the kinematic control of UVMSs was proposed
in [11]. A very recent work dedicated to motion planning for the UVMS was presented in [12].

To achieve trajectory tracking, it is very important to design a coordinated motion controller for
the UVMS. The simple control methods (e.g., proportional-integral-derivative (PID) control) are not
suitable for the UVMS due to the inherent nonlinear and coupled dynamics of the system [13–15].
Schjlberg and Fossen [16] proposed a control strategy in terms of feedback linearization. Sarkar and
Podder [4] utilized a computed torque controller (CTC) for trajectory tracking of the UVMS.
Taira et al. [17] proposed a model-based motion control for the UVMS, which can be applicable to three
types of servo systems; i.e., a voltage-controlled, a torque-controlled and a velocity-controlled servo
system. Korkmaz et al. [18] presented a trajectory tracking control for an underactuated underwater
vehicle manipulator system (U-UVMS) based on the inverse dynamics. However, these model-based
controllers are poor in terms of robustness against model uncertainties. In [19], a fuzzy logic control
method was designed for a hybrid-driven UVMS to grasp marine products on the seabed. A model
reference adaptive control approach for an UVMS was proposed in [20]. Antonelli et al. [21] proposed
an adaptive controller based on virtual decomposition; however, a regressor matrix corresponding to
parameter vector is required in this method. An indirect adaptive controller based on the extended
Kalman filter (EKF) was proposed in [22]; meanwhile the performance would be degraded due to the
estimated error via EKF. To eliminate the bias from the EKF estimation, Dai et al. [23] introduced a H∞
control in the indirect adaptive controller to achieve robust performance. However, this method results
in a residual error when the bounds of the disturbance cannot be known prior. To reduce or omit
the estimation error of the uncertainties and disturbances, a fuzzy compensator based on estimations
was utilized [24]. To handle state and input constraints of the UVMS, a robust predictive control
(RMPC) [24], a nonlinear MPC (NMPC) [25], a tube-based robust MPC [26], a fast MPC (FMPC) [27]
and a fast tube MPC (FTMPC) [28] were used for the UVMS trajectory tracking, but these MPC
approaches do not permit the self-motion utilized to perform energy efficient trajectory tracking.

For achieving precise and robust performance, the control design should be enhanced by the
estimations of the system’s uncertainties and disturbances. The popular estimation techniques
include time delay control (TDC) [29,30], the extended state observer (ESO) [31], the disturbance
observer [32], the nonlinear disturbance observer (NDO) [33,34] the uncertainty and disturbance
estimator (UDE) [35,36] (redefined as inertial delay control (IDC) [37]) and so on. Among them,
because IDC is simple in design and easy to complete, it is widely used to estimate the effect of the
lumped uncertainties and disturbances. Generally, the IDC is applied to the sliding mode control (SMC)
for ensuring precise and robust performance. The combined method does not require the bounds of
uncertainties and disturbances, and it does not use the discontinuous function in the control law.
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However, the above-mentioned methods are based on joint-space variables, which may not be
suitable for a variety of underwater tasks with high-precision end-effector position requirements [38].
These task space control schemes can easily adapt to the online modification of the end-effector’s
motion [39,40]. However, the task-space controllers also have disadvantages. (a) The kinematic
redundancy of the UVMS cannot be exploited. (b) The output of the task-space controller should be
mapped into the joint space so as to be realized by thrusters and actuators. Li et al. [34] proposed
a hybrid strategy-based coordinated controller for the UVMS. The hybrid strategy is to transform
the joint-space controller (to exploit the system’s redundancy) to the task-space controller (to ensure
high-accuracy tracking performance).

Inspired by the above studies, new motion planning and coordinated control schemes of the UVMS
are proposed in this paper. The contribution of this work is that the proposed scheme can ensure precise,
energy-efficient and robust performance in the presence of model uncertainties, external disturbances,
payload and sensory noises. First, a new redundancy resolution technique is proposed, where a new
secondary task with a nonlinear function is inserted for generating energy-saving trajectories for
the vehicle and manipulator. Second, an EKF estimation system is employed for resisting sensory
noises. Third, a coordinated motion control with joint-space errors, end-effector errors, IDC and a
fuzzy compensator is proposed as a robust tracking controller against uncertainties and disturbances.
Last, the effectiveness of the proposed scheme is verified through numerical simulations.

The rest of the paper is organized as follows. Section 2 is concerned with the kinematic and
dynamic modeling of the UVMS. In Section 3, an improved redundancy resolution technique is
presented. The proposed control scheme is proposed in Section 4. Numerical simulations and the
detailed performance analysis are presented in Section 5. Section 6 holds the conclusions.

2. Modeling

The UVMS investigated in this paper is composed of an underwater vehicle with a 3 DOFs
manipulator. The coordinate system of the UVMS is shown in Figure 1. In the body-fixed frame {B},
we define that the vectors of vehicle’s linear and angular velocities are ν1 and ν2, where ν1 = [u, v, w]T ,

ν2 = [p, q, r]T and ν = [νT
1 , νT

2 ]
T . The vector of joint positions is assumed to be q =

[
q1, q2 · · · qn

]T
,

where n is the number of manipulator’s joints. The position and orientation vector of the UVMS
relative to the body-fixed frame is assumed to be ζ = [νT

1 , νT
2 , q̇T ]T . In the inertial frame {I}, the vectors

of end-effector’s position and orientation are defined as ηE1 and ηE2, and assume xE = [ηT
E1, ηT

E2]
T .

Figure 1. Coordinate systems of the underwater vehicle manipulator system (UVMS).

The kinematic model of the UVMS [21] can be obtained as shown in (1), where the velocities of
the UVMS in the body-fixed frame (ζ) are mapped into end-effector velocities (ẋE) via J(RI

B, q).

ẋE=

[
RI

B S(RI
B pB

0+RI
0 p0

E)RI
B J I

pos,q
03×3 RI

B J I
ori,q

] [
νT

1,νT
2,q̇T

]T
=J(RI

B, q)ζ (1)

where J(RI
B, q) ∈ R

6×(6+n), RI
0 = RI

BRB
0 , J I

pos,q = RI
0 J0

pos,q and J I
ori,q = RI

0 J0
ori,q. RB

0 is the rotational
matrix describing the transformation from the manipulator’s base frame to the body-fixed frame,
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and p0
E is the position vector from manipulator’s base to the center of the body-fixed frame. p0

E is the
position vector from end-effector to the manipulator’s base. J0

pos,q is the manipulator’s linear Jacobian
matrix, and J0

ori,q is the manipulator’s angular Jacobian matrix. S(·) is the cross-product operator.
The vectors of vehicle’s position and attitude relative to the inertial frame are defined as η1 and

η2, where η1 = [x, y, z]T , η2 = [φ, θ, ψ]T and η = [ηT
1 , ηT

2 ]
T . The velocity vector of the UVMS defined in

the body-fixed frame (ζ) can be obtained by (2).

ζ =

⎡
⎢⎣ RB

I 03×3 03×3

03×3 Jν 03×3

03×3 03×3 I3×3

⎤
⎥⎦
⎡
⎢⎣η̇1

η̇2

q̇

⎤
⎥⎦ = Jξ(η2)ξ̇ (2)

where ν1 = RB
I η̇1, ν2 = Jvη̇2 and ξ = [ηT

1 , ηT
2 , qT ]T . RB

I is the linear rotational matrix describing the
transformation from the inertial frame to the body-fixed frame, and Jν is the angular rotational matrix.
The values of RB

I and Jν can be referred to the literature [41]. Jξ(η2) is the Jacobian matrix which relates
the vehicle velocities with respect to the inertial frame and the body-fixed frame.

Dynamic Modeling

The nonlinear dynamic equations of the UVMS expressed in the body-fixed frame {B} can be
established as [16,21]:

M(q, η)ζ̇+C(q, ζ)ζ+D(q, ζ)ζ+g(q, RB
I )=τ+τdis (3)

where

M(q, η) =

[
Mν + H1(q) H2(q)

HT
2 (q) Mm(q)

]
, C(q, ζ) =

[
Cν(ν) + C1(q, q̇, ν) C2(q, q̇)

C3(q, q̇, ν) Cm(q, q̇)

]

D(q, ζ)=

[
Dν(ν)+D1(q, q̇, ν) D2(q, q̇, ν)

D3(q, q̇, ν) Dm(q)+D4(q, q̇, ν)

]
, g(q, RB

I ) =

[
gν(η) + g1(q)

gm(q)

]
, τ = [τT

ν , τT
m]

T

where M(q, η) ∈ R
(6+n)×(6+n) is the inertia matrix including added mass terms, and H1(q) and

H2(q) are matrices of the inertia effects due to the manipulator. C(q, ζ) ∈ R
(6+n) is the Coriolis and

centripetal matrix, and Ci(q, q̇, ν)(i = 1,3)/C2(q, q̇) is the matrix of Coriolis and centripetal forces due
to the coupling effects/due to the manipulator. D(q, ζ)ζ ∈ R

(6+n) is the vector of dissipative effects,
and Di(q, q̇, ν) (i = 1 · · · 4) is the matrix of drag effects due to the coupling effects. g(q, RI

B) ∈ R
(6+n)

is the vector of gravity and buoyancy effects, gν(η) is the restoring vector of the vehicle, gm(q) is
the restoring vector of the manipulator and g1(q) is the restoring vector due to the manipulator.
τ ∈ R

(6+n) is the vector of generalized forces. τdis is the vector of disturbances. Generally, in a deep
water environment, τdis comes from ocean currents, payload, etc. In particular, time-varying ocean
currents increase the uncertainty of the UVMS hydrodynamic forces, making accurate control of the
UVMS difficult.

As for the underwater manipulator, it is assumed that its links are composed of cylindrical
elements. The hydrodynamic effects on cylinders can be referred to [16]. For a cylinder, the inertial
matrix of added mass and added moment is a diagonal matrix, while the off-diagonal elements are
neglected. The drag force can be expressed by a nonlinear function related to the velocity vector of the
center of mass of the link. Generally, when calculating the hydrodynamic forces, the linear skin-friction
force, quadratic drag force and lift force are considered. The third-order and higher order terms of the
drag forces are neglected. In addition, based on the assumption that velocity of the ocean current is
constant, the diffraction forces can be neglected.

In the real system, the above model parameters are usually difficult to accurately measure or
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estimate, especially the hydrodynamic forces acting on the UVMS. Thus, it is advisable to divide
the model parameters into two parts: the normal value part and the bias part. The normal value is
denoted as (·)∗, which can be obtained through using strip theory, pool experiment analysis or CFD
computation. The bias term is denoted as Δ(·), which describes the difference between the real value
and the nominal value. Then, (4) can be obtained. For control design, the normal values are available,
while the bias parts are considered as model parameter uncertainties.

M=M∗+ΔM, C=C∗+ΔC, D=D∗+ΔD (4)

Considering that the vehicle is driven by thrusters and the manipulator is driven by motors,
the generalized force vector τ is related to the vector of thruster forces and actuator torques Ftd
through (5).

τ =

[
Bν 06×n

0n×pν In

]
Ftd = BFtd (5)

where Ftd = [TT , τT
m]

T ∈ R
pν+n. T ∈ R

pν represents the vector of thruster forces, and τm ∈ R
n

represents the vector of actuator torques. Bν ∈ R
6×pν is the thruster configuration matrix, and B ∈

R
(6+n)×(6+n) is the thruster-actuator configuration matrix. It is known that for an under-actuated

underwater vehicle, pν < 6. Generally, for a manipulator, n joint motors are all available.

3. Proposed Redundancy Resolution

This section proposes a new redundancy resolution technique to generate energy-efficient
trajectories for the vehicle and the manipulator. It is known that infinite solutions of the UVMS
inverse kinematics can be obtained by inverting the mapping (1). The solution using the pseudo
inverse of the Jacobian matrix is expressed as [2]

ζ = J+(RI
B, q)ẋE (6)

where ẋE is the end-effector velocity vector. J+(RI
B, q) is the pseudo inverse of the Jacobian matrix and

J+(RI
B, q) = JT(RI

B, q)(J(RI
B, q)JT(RI

B, q))−1.
However, this solution does not exploit the redundant DOFs of the system, and it is not suitable

from the perspective of energy consumption. Therefore, a new task-priority redundancy resolution
technique is proposed in this section. In the proposed technique, the primary task is to map the
end-effector variables into the joint-space variables, and two secondary tasks are provided to explore
the kinematic redundancy for energy savings, joint limit avoidance and small roll and pitch angles
kept for the vehicle, as shown in (7).

ζd = J+W(ẋEd−K f eE)+(I−J+W JW)[J+s (η, q)(η̇sd−Kses)−αKζ Jξ(η2)ξ̇] (7)

where J+W = W−1 JT(JW−1 JT)−1 is the weighted pseudo-inverse Jacobian matrix. J is considered
as the primary task Jacobian matrix and W ∈ R

(6+n)×(6+n) is the motion distribution matrix with
elements belonging to [0, 1]. When the diagonal elements of the former three rows of W are close to
1, the diagonal elements of the later n rows of W will be close to 0. This results in greater movement
of the vehicle and less movement of the manipulator. Otherwise, when the diagonal elements of the
former three rows of W are close to 0, the diagonal elements of the later n rows of W will be close to 1.
This results in less movement of the vehicle and greater movement of the manipulator. The diagonal
elements of the middle three rows of W correspond to the movement of the vehicle’s attitude. The larger
they are, the greater the movement of the vehicle’s attitude. The off-diagonal elements of W describe
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the degrees of the coupling effects between the DOFs of the UVMS, which can refer to our previous
work [15]. The closer the off-diagonal element of W to 1, the greater the corresponding coupling
motion. Js(η, q) and Jξ(η2) are the secondary task Jacobian matrices. It can be recognized that the
secondary tasks are fulfilled in the null space, which will not affect the motion of the primary task.
Moreover, the two secondary tasks have the same lower priority relative to the primary task. ẋEd is
the primary-task vector and eE = xE−xEd is the error of the primary task. η̇sd is a secondary-task
vector to achieve system coordination between its rotational subsystem and translational subsystem,
including the vehicle attitudes and joint angles, and es = η̇s − η̇sd is its error. K f and Ks are positive
definite matrices. The other secondary task vector is the velocity vector of the UVMS ξ̇ = [η̇T

1 , η̇T
2 , q̇T ]T ,

which contributes to the system’s self-motion utilized for reducing energy requirements. Kζ is a
diagonal matrix whose elements belong to [0, ∞). The larger the diagonal element of Kζ , the greater
the corresponding coupling motion. For instance, if the diagonal element of the secondary row of Kζ

is larger, the vehicle will have a larger yaw angle according to the coupling effects. Similarly, if the
diagonal element of the third row of Kζ is larger, the vehicle will have a larger pitch angle. α is a
coefficient belonging to [0, 1], which is used to adjust the values of Kζ .

To effectively utilize the self-motion during the entire UVMS motion, α is defined as a nonlinear
function related to time t ≥ 0, as given in (8).

α =

{
−0.5(1 − e−λ(t−ts)) + 0.5 t > ts

0.5(1 − e−λ(t−ts)) + 0.5 t ≤ ts
(8)

where ts relatives to the time at which the system enters deceleration phase. λ is the coefficient and
λ > 0.

The curve of the nonlinear function is shown in Figure 2. It can be recognized that the smaller the
value of λ, the smoother the variations of the nonlinear function. Therefore, it is better to choose a
small value of λ to ensure smooth movement of the UVMS.

Figure 2. Nonlinear function of α.

4. Control Design

The purpose of control design is to obtain the values of thruster forces and actuator torques in
order to drive the UVMS to the desired trajectory. In addition, the robustness of the designed controller
is important in the presence of model parameter uncertainties, time-varying external disturbances,
payload variations and sensory noises. In this section, for precise and robust control of the UVMS,
a new coordinated motion controller including inertial delay control (IDC) and a fuzzy compensator is
proposed. Besides, the proposed controller uses the estimated UVMS states via an EKF.

4.1. Design of an EKF

Due to the presence of sensory measurement noises, the vehicle and manipulator positions
measured by sensors are not inaccurate. Therefore, it is necessary to utilize a nonlinear filter to estimate
the system’s states. As the extended Kalman filter (EKF) is simple and easy to complete and has
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low computational complexity, the EKF is used in this study. It is necessary to obtain a linear model
during the KF design process. The dynamic equations of the UVMS can be linearized by ignoring the
higher order terms in the expended Taylor series. The state vector of the system, e.g., position/attitude
and velocity vectors, is defined as X = [ξT , ζT ]T . The measurement model can be expressed as
Z = h(X) = ξ.

Based on (2) and (3), the time derivative of the system state vector X can be obtained as

Ẋ = f (X, t) =

[
J−1

ξ (η2)ζ̇

M−1(τ − τd − b)

]
(9)

where f (X, t) is considered as the estimated model of the system.
With the additive Gaussian white noise, the predicted system state vector X̂−

k+1 at t = tk+1 is
given in (10), and the predicted measurement state vector Z−

k+1 at t = tk+1 is shown in (11). Then the
covariance matrix of the predicted state vector can be obtained as shown in (12).

X̂−
k+1 = X̂k + f (X̂k, t) + Qk (10)

Z−
k+1 = h(X̂−

k+1) + Γk (11)

P−
k+1 = φkPkφT

k + Qk (12)

where X̂k is the predicted state vector at tk. Qk is the vector of system noises. Γk is the vector of
measurement noises. Pk is the covariance matrix of the estimated system states.

Therefore, the estimated system states can be obtained through the following correction step:

Kk+1 = P−
k+1HT

k+1(Hk+1P−
k+1HT

k+1 + Γk+1)
−1 (13)

X̂k+1 = X̂−
k+1 + Kk+1(Zk+1 − Z−

k+1) (14)

Pk+1 = (I − Kk+1Hk+1)P
−
k+1 (15)

where φk =
∂ f (X,t)

∂XT

∣∣∣∣∣
X=X̂k

and Hk+1 = ∂h(X)
∂XT

∣∣∣∣∣
X=X̂−

k+1

.

4.2. Design of a Tracking Controller

The control objective is to make sure that the tracking errors quickly converge to zero under
the conditions of model parameter uncertainties, time-varying external disturbances and payload.
First, the tracking errors of the system are defined. The vector of end-effector tracking errors is shown
in (16), and the vectors of tracking errors in the joint space are shown in (17)–(19).

eE = x̂E−xEd (16)

e =

⎡
⎢⎣ RB

I (η̂1 − η1d)

ηεd − ηεd + S(ε)εd
q̂ − qd

⎤
⎥⎦ (17)

ė = ζ̂ − ζd (18)

ë = ˙̂ζ − ζ̇d (19)

where the superscript ˆ(·) denotes the corresponding estimated values via EKF, and the subscript (·)d
denotes the corresponding desired values. [ε, η] and [εd, ηd] are the quaternions of η̂2 and η2d.

Then, the tracking controller based on feedback linearization is given as

u = −M∗(k1e + k2ė − ζ̇d) + C∗ ζ̂ + D∗ ζ̂ + g − JTkEeE − δ̂ (20)
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where J = J(RI
B, q) is the Jacobian matrix of the system, as given in (1). k1, k2 and kE are the positive

symmetric matrices. δ̂ is the estimated vector of the lumped uncertainties and disturbances, which is
described in the next subsection.

4.3. Inertial Delay Control (IDC)

Due to the underwater circumstances, the dynamic equations of the UVMS include unknown
external disturbances and an amount of parameter uncertainties caused by identification errors.
These lumped uncertainties and disturbances can be expressed as (21) with reference to (3) and (4).

δ = −(ΔM ˙̂ζ + ΔCζ̂ + ΔDζ̂) + τdis (21)

where ˙̂ζ and ζ̂ denote the estimates of the system states via EKF.
Then, based on (3), (4) and (21), the acceleration vector of the system can be obtained as

˙̂ζ=−(M∗)−1(C∗ ζ̂+D∗ ζ̂+g)+(M∗)−1(u+δ) (22)

Substituting the proposed control law (20) in (22), dynamical equation of the tracking errors is

ë + k2ė + k1e + (M∗)−1 JTkEeE = (M∗)−1eδ (23)

where eδ = δ − δ̂ is the estimated error vector.
It is assumed that a slow-varying signal can be approximated and estimated by a filter with

appropriate bandwidth [37]. Based on this assumption, the uncertainty and disturbance estimator
(UDE) is proposed for estimating slow-varying uncertainties [35,37]. Then, the estimations of lumped
uncertainties and disturbances δ̂ can be given as

δ̂ = G f (s)δ (24)

where G f (s) is a strictly proper low-pass filter possessing a uniform steady-state gain and a sufficiently
large bandwidth. Based on (24), it is found that by passing the lumped uncertainties and disturbances
δ through a inertial filter G f (s), the estimation vector δ̂ can be obtained. The UDE method is redefined
as inertial delay control (IDC) [37], because it is analogous to the time delay control (TDC) which
delays the plant signals in time to obtain the estimates.

Based on (23) and (24), we can obtain

δ̂ = G f (s)[M
∗(ë + k2ė + k1e) + JTkEeE + δ̂] (25)

A choice of G f (s) with first order is given by

G f (s) =
I

I + Ts
(26)

where T is a diagonal matrix with small positive constant. I is the identity matrix.
Then (25) can be rewritten as

T ˙̂δ + δ̂ = M∗(ë + k2ė + k1e) + JTkEeE + δ̂ (27)

Therefore, the estimates of the lumped uncertainties and disturbances can be obtained as

δ̂=T−1M∗(ė+k2e+k1

∫ t

0
edt)+T−1 JTkE

∫ t

0
eEdt (28)
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From (25) and (26), the equation of estimated errors can be written as

ėδ = −T−1eδ + δ̇ (29)

If the lumped uncertainties and disturbances δ are slowly varying, then δ̇ is small and δ̇ ≈ 0.
Therefore, the estimated errors (eδ) go to zero asymptotically. If δ̇ is not small, but δ̈ is small, eδ is
ultimately bounded and the estimated accuracy can be improved by estimating δ and δ̇.

4.4. Fuzzy Compensator

Based on the estimates via IDC, the fuzzy compensator is given as

u f uzzy = ρδ̂ + ε (30)

where ρ = diag(ρ1, ρ2 · · · ρ6+n) is the parameter of the fuzzy compensator, and ε is a constant vector.
The fuzzy compensator is a multiple-inputs-single-output fuzzy logic controller (FLC) with

the joint-space system errors ei and ej as two input variables and ρi after defuzzification and
denormalization as an output variable. Denote the system error vector e (as given in (17)) as
e = [e1, e2 · · · ei · · · e6+n]. The main advantage of this fuzzy compensator is that the required fuzzy
rules take the dynamic coupling between the vehicle and the manipulator [15,16] into account. It is
known that the roll, pitch and yaw motions of the vehicle are coupled with its surge, sway and heave
motions. As the roll and pitch angles should be kept small for properly working of the bottom sensors,
it is assumed that the surge and sway motions are mostly affected by the yaw angle. Note that the pitch
and heave motions are interactive, and the manipulator’s joints 2 and 3 are interactive. The position of
manipulator’s joint 1 is mostly affected by the sway motion. Based on these analysis, the fuzzy rules
are given in Table 1. Table 2 shows the relationships between an output and two input variables.

Table 1. Rule base for ρi.

|ei|
ρi |ej|

ZE PS PM PB

ZE ZE ZE PS PM
PS PS PS PM PB
PM PM PM PB PB
PB PB PB PB PB

The following symbols are used in Table 1: ZE (zeros), PS (positive small), PM (positive medium),
PB (positive big). Figure 3a,b shows the member functions of the normalized input and output variables
respectively. After the fuzzification stage, the Mamdani inference method is used for fuzzy implication,
and then the centroid method is used for defuzzification. Finally, based on denormalization the actual
output variables can be obtained.

Table 2. Relationships between two input variables and an output variable.

inputs
|ei| |e1| |e2| |e3| |e5| |e6| |e7| |e8| |e9|
|ej| |e6| |e6| |e5| |e3| |e2| |e2| |e9| |e8|

outputs ρi ρ1 ρ2 ρ3 ρ5 ρ6 ρ7 ρ8 ρ9
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Figure 3. Input and output membership functions.

Incorporating the fuzzy compensator, the proposed coordinated motion controller is given as

uc = u − u f uzzy (31)

Then we can obtain the vector of thruster forces and actuator torques Ftd, as shown in (32).

Ftd = B+uc =

[
B+

ν 0pν×n

0n×6 In

]
uc (32)

where B+
ν is the pseudo inverse of Bν and B+ is the pseudo inverse of B.

Therefore, the generalized force vector τ can be obtained based on (5). For an under-actuated
UVMS, τ = u except that the elements of τ corresponding to the underacted motions are zeros.

The proposed control system is schematically represented by a block diagram in Figure 4.
The controller block includes five sub blocks to calculate a control vector; i.e., the tracking controller,
IDC, fuzzy compensator, B+ and B blocks. In addition to system dynamics, the tracking controller
also requires tracking errors of end-effector positions and joint-space states. The end-effector position
tracking errors are calculated according to the desired end-effector positions derived from the trajectory
planning block and the estimated end-effector positions obtained from the forward kinematics block
using the estimated joint-space states. The estimates of joint-space states are obtained from the EKF
block. The proposed redundancy resolution block generates the required joint-space trajectories for
the desired tasks. The IDC block estimates the lumped uncertainties and disturbances of the system.
The fuzzy compensator reduces the influences of perturbation on the UVMS.

Figure 4. Block diagram of the proposed controller.

4.5. Stability Analysis

We define a Lyapunov function which is positive definite as:

V(e, ė, eE, eδ)=
1
2

eTk1k2e+
1
2

ėTk2ė+
1
2

eδ
Teδ+

1
2

eT
Ek2(M∗)−1kEeE (33)

Differentiating V(x1, x2, eE) yields
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V̇(e, ė, eE, eδ)= eTk1k2ė+ėTk2ë+eδ
T ėδ+eT

Ek2(M∗)−1kE ėE (34)

where M∗ is assumed to be constant.
Substituting the proposed control law (31) in (22), and taking into account (29), (34) can be

rewritten as

V̇= eTk1k2ė+eT
Ek2(M∗)−1kE ėE+eδ

T(−T−1eδ + δ̇)

+ėTk2(−k2ė−k1e−(M∗)−1 JTkEeE+(M∗)−1(eδ − ρδ̂ − ε))

=−ėT‖k2‖2ė−eδ
TT−1eδ+eδ

T δ̇+ėTk2(M∗)−1((1 + ρ)eδ − ρδ − ε)

=−ėTk2[k2ė − (M∗)−1((1 + ρ)eδ − ρδ − ε)]−eδ(T−1eδ−δ̇) (35)

By choosing large enough values of k2, small values of ρ and small enough values of T such that

k2ė ≥ (M∗)−1((1 + ρ)eδ − ρδ − ε), ‖ρδ‖ ≤ σ, T−1eδ ≥ δ̇, (36)

V̇(e, ė, eE, eδ) is negative semi-definite, where σ → 0 is a vector with smaller positive values.
Consequently, the tracking errors and estimated errors of the system all converge to zero
asymptotically; i.e.,

lim
t→∞

e → 0, lim
t→∞

ė → 0, lim
t→∞

eE → 0, lim
t→∞

eδ → 0 (37)

Therefore, the closed-loop system is asymptotically stable in the entire state space.

5. Simulation Studies

To verify the performance of the proposed technique, numerical simulations were performed
on a UVMS with a torpedo-type AUV and a 3-DOF underwater manipulator [15] shown in Figure 1.
The AUV is driven by five thrusters in total and its thruster configuration is shown in Figure 5.
The thruster configuration matrix Bν and its pseudo inverse B+

ν are shown in the Appendix A.
The parameters for the AUV and manipulator are given in the Appendix A and Tables 3 and 4.
From Table 4, it can be seen that the whole system is neutrally buoyant, while the manipulator’s
links have negative buoyancy. Thus, the UVMS used for numerical simulations in this paper can
approximate to the real system.

Figure 5. Thruster distribution of the AUV.

Table 3. D-H parameters of the manipulator.

Joint (k) Offset (αk−1) Length (ak−1) Distance (dk) Angle (θk)

1 0◦ 0 0 q1
2 90◦ lq1 0 q2
3 0◦ lq2 0 q3
4 0◦ lq3 0 q4 = 0◦
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Table 4. The list of UVMS parameters.

Length Diameter Mass Buoyancy Weight
(m) (m) (kg) (N) (N)

AUV 1.78 0.26 78.2 771.59 767.14
Link1 0.1 0.06 1.28 11.43 12.54
Link2 0.3 0.0425 1.92 17.2 18.87
Link3 0.3 0.0425 1.92 17.2 18.87

5.1. Simulation Conditions

In the simulations, the UVMS’s end-effector is commanded to follow a spatial circle with diameter
2.24 m and a straight line of length 7.0 m. The simulation time of the circular trajectory is 50 s,
where the initial 10 s is used for acceleration, 30 s is used to follow the circle and the final 10 s is
used for deceleration. The simulation time of the straight-line trajectory is 30 s, where in the initial
10 s the acceleration is a half-period sine function, and then it maintains zeros, and in the final 10 s
it is a half-period negative sine function. The UVMS’s end-effector maintains orientation during the
two trajectory tracking tasks. The initial desired positions and orientations are the same as the initial
actual positions and orientations. The initial desired and actual velocities and accelerations are zeros.
The average speeds of the two trajectories both are 0.23 m/s. The sampling time for the simulation is
t = 20 ms.

In this case, the model uncertainties, external disturbances, payload and sensory noises in position
and orientation measurements are introduced for simulating the real working environment. To reflect
the uncertainties, it is assumed that the modeling inaccuracy for each parameter is 10%. The vector of
time-varying ocean currents in the inertial frame is assumed to be governed by (38). It is supposed that
the end-effector of the manipulator is attached with a payload of 1 kg (in water). The following sensory
noises are introduced: gaussian noise of 0.01 m mean and 0.01 m standard deviation for the vehicle
position measurements; 0.5◦ mean and 0.5◦ standard deviation for the vehicle attitude measurements;
and 0.05◦ mean and 0.05◦ standard deviation for the manipulator’s joint position measurements.
In addition, the thruster dynamic characteristics are inserted into the simulation. Suppose that the
thruster response delay time is 50 ms, and its efficiency is 95%.

νc =
[
0.15 + 0.1cos(0.3t), 0.05cos(0.1πt), 0.1cos(0.2t), 0, 0, 0

]T
m/s (38)

To implement solution (7), the primary task vector is xEd = [ηT
E1d, ηT

E2d]
T . k f = diag(4, 4, 4, 6, 6, 6)

and ks = 25I for the two trajectories. Other parameters are shown in Table 5. A secondary task
is designed to align the vehicle orientation and the joint position with the primary task in terms of
reducing the coupling effects, as shown in (39).

η̇sd =

⎡
⎢⎢⎢⎢⎢⎣

φ̇

θ̇

ψ̇

q̇1

q̇2

⎤
⎥⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎣

0 0 0
0 0 −α1

0 α2 0
0 −α3 0
0 0 −α4

⎤
⎥⎥⎥⎥⎥⎦ η̇E1d (39)

where η̇E1d is the linear part of xEd.

Table 5. Parameters for the proposed redundancy resolution technique.

Trajectory α1 α2 α3 α4 λ ts (s) Kζ

Straight line −0.02 0.13 0 0.05 0.3 15 diag(0, 2, 0.2, 0, 1, 1, 1, 1, 1)
Circle −0.06 0.2 −0.2 0.15 0.3 45 diag(0.1, 0.3, 0.1, 0, 1, 1, 1, 1, 1)
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The distribution matrix is defined as

W−1=

⎡
⎢⎣0.02I3×3 03×3 03×3

W1 0.4I3×3 03×3

W2 03×3 0.98I3×3

⎤
⎥⎦ , W1=

⎡
⎢⎣0 0 0

0 0 0.2
0 0.35 0

⎤
⎥⎦ , W2=

⎡
⎢⎣0 0.25 0

0 0 0.5
0 0 0

⎤
⎥⎦ (40)

To illustrate the effectiveness of the proposed redundancy resolution technique in terms of energy
savings, the comparative redundancy resolution technique is given in (41).

ζd = J+W(ẋEd−K f eE)+(I−J+W JW)[J+s (η, q)(η̇sd−Kses)] (41)

where the difference between (7) and (41) is that the secondary task vector ξ̇ is not included in the
compared technique.

The proposed control scheme is compared with the H∞-EKF method [23] which is given by

uc = M(q)(q̈d − Vė − Pe) + H(q, q̇) + M(q)(−R−1BTPe) + τc (42)

where V and P are the derivative and the proportional gain matrices. q and q̇ are the estimated vectors
from EKF. τc. is the disturbance estimation from EKF as well. R is the given positive definite matrix.

For simple representation, the proposed redundancy resolution is termed case 1 (c1), and the
comparative redundancy resolution is termed case 2 (c2). Hence, the proposed control scheme based
on the proposed redundancy resolution is termed proposed controlc1; the H∞-EKF method based
on the proposed redundancy resolution is termed H∞-EKFc1; and the proposed control based on the
comparative redundancy resolution is termed proposed controlc2.

5.2. Results and Discussion

The results of numerical simulations are shown in Figures 6–13. Figures 6–8 present the
desired and actual spatial trajectories and their tracking errors. From these results it is observed
that the proposed controller drives the UVMS to track the desired spatial linear and circular
trajectories quite satisfactorily in both the proposed redundancy resolution technique (c1) and
the comparative redundancy resolution technique (c2). Moreover, the proposed control scheme
outperforms the H∞-EKF method, and has smaller tracking errors in both positions and orientations
under the conditions of model uncertainties, time-varying ocean currents, payload and sensory noises.
Even though the H∞-EKF method adopted a H∞ robust controller to compensate the estimated bias
from the EKF, the residual tracking errors can not be fully eliminated, as shown in Figure 6b,c and
Figure 6e,f. The proposed controller performs better than the H∞-EKF method in terms of robustness,
which is dedicated to the IDC and fuzzy compensator for reducing the perturbation effects.

Figure 9 plots the norm of the vector Ftd (i.e., thruster forces and actuator torques) and energy
consumption of the UVMS. It can be noted that the comparative redundancy resolution technique
(c2) is consuming more energy in generating trajectories for the vehicle and manipulator during
both the linear and circular trajectories tracking. However in the proposed redundancy resolution
technique (c1), the UVMS states are adjusted by self-motion to minimize interaction effects between
the vehicle and the manipulator. This is because of the introduction of the secondary task vector ξ̇ and
the nonlinear function.
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Figure 6. Spatial linear and circular trajectories and their tracking errors. (a) Desired linear trajectory
and tracking control results; (b,c) position tracking errors in positions and orientations; (d) desired
circular trajectory and tracking control results; (e, f ) tracking errors in positions and orientations.

Figure 7. End-effector errors when tracking the linear trajectory. (a) xee error, (b) yee error, (c) zee

error, (d) tracking errors in the end-effector roll direction, (e) tracking errors in the end-effector pitch
direction, ( f ) tracking errors in the end-effector yaw direction.

For better understanding, the generated trajectories for the vehicle positions/attitudes and
manipulator positions are presented in Figures 10 and 11. It can be seen from the results that the
generated trajectories have larger differences on vehicle attitudes and joint angles than vehicle positions.
This is because the adjustment of the vehicle position has little effect on reducing the interactive forces
between the vehicle and the manipulator without affecting the primary task. Consequently, the energy
consumption can be reduced by changing the vehicle attitude and joint angles. In addition, it is
observed from Figures 10 and 11 that the small roll and pitch angles of the vehicle are kept in the
proposed control scheme, which contributes to properly working of the vehicle’s onboard sensors.
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Figure 8. End-effector errors when tracking the circular trajectory. (a) xee error, (b) yee error, (c) zee

error, (d) tracking errors in the end-effector roll direction, (e) tracking errors in the end-effector pitch
direction, ( f ) tracking errors in the end-effector yaw direction.

Figure 9. Time histories of the norm of the vector Ftd and UVMS energy consumption. (a,b) Results
from the linear trajectory tracking, (c,d) results from the circular trajectory tracking, (Ftd; i.e., the vector
of thruster forces and actuator torques).

Figures 12 and 13 show the required thruster forces for the vehicle and actuator torques for the
manipulator during the linear and circular trajectory tracking. It is observed that the thruster forces
for the two trajectories are less in the proposed redundancy resolution technique (c1), which results
in the reduced energy consumption. In addition, the thruster forces and actuator torques for both
trajectories in the proposed controlc1 are within their constraints (±60 N for the thrusters and ±3 N·m
for the actuators).

The quantitative indexes of the time integral of tracking errors and energy consumption are listed
in Table 6. From these indices, it is indicated that the tracking error in the proposed controlc1 is smaller
than that in the H∞-EKFc1 method, and the energy consumption in the proposed controlc1 is less
than that in the proposed controlc2. Overall, the proposed control scheme based on the proposed
redundancy resolution technique (c1) ensures the precise and robust performance with a reduced
energy requirement under the conditions of model parameter uncertainties, time-varying ocean
currents, payload and sensory noises.

In the simulations, we have taken the model parameter uncertainties, time-varying external
disturbances, payload and sensory noises into consideration. However, in a practical case,
these lumped uncertainties and disturbances may be more complicated, and hence can not be simulated.
Even though the results from computer simulations are promising, it is necessary to validate the
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effectiveness of the proposed control scheme and the proposed redundancy resolution technique
through experiments in a water pool or at sea. This is our future work.

Figure 10. Joint-space positions for the straight line trajectory. (a) X position, (b) y position, (c) z
position, (d) roll angle, (e) pitch angle, ( f ) yaw angle, (g) joint 1 angle, (h) joint 2 angle, (i) joint 3 angle.

Figure 11. Joint-space positions for the circular trajectory. (a) X position, (b) y position, (c) z position,
(d) roll angle, (e) pitch angle, ( f ) yaw angle, (g) joint 1 angle, (h) joint 2 angle, (i) joint 3 angle.
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Figure 12. Thruster forces and actuator torques for the line trajectory tracking. (a–e) Thruster forces T1,
T2, T3, T4 and T5; (g–i) actuator torques Tm1, Tm2 and Tm3.

Figure 13. Thruster forces and actuator torques for the circular trajectory tracking. (a–e) Thruster forces
T1, T2, T3, T4 and T5; (g–i) actuator torques Tm1, Tm2 and Tm3.
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Table 6. Performance analysis of the UVMS for the linear and circular trajectories tracking.

Control Schemes
Linear Trajectory Circular Trajectory

ISEp ISEo
∫ ||Ftd||dt ISEp ISE0

∫ ||Ftd||dt

Proposed controlc2 0.3083 22.5597 1161.6 0.3318 32.2834 1532.6
H∞ − EKFc1 0.6869 34.5853 607.2053 1.0775 63.1945 1420.4

Proposed controlc1 0.2905 26.1319 603.8734 0.3708 40.1401 1428.3

Note : eE = [(η̃E1)
T , (η̃E2)

T ]T , ISEp =
∫ ||η̃E1||dt, ISEo =

∫ ||η̃E2||dt.

6. Conclusions

This paper presents a motion planning and coordinated control scheme for the trajectory tracking
of the UVMS. A new secondary task with a nonlinear coefficient for redundancy resolution of the
UVMS is proposed. In this way, the interactive effects between the vehicle and the manipulator can be
minimized and the energy consumption of the UVMS is reduced. Simulation results show that the
energy consumption based on the proposed redundancy resolution technique (proposed controlc1)
is reduced by 48% (in the linear trajectory tracking) and 6% (in the circular trajectory tracking),
compared with the comparative redundancy resolution technique (proposed controlc2). The proposed
redundancy resolution technique is simple in design and easy to implement. Furthermore, a control
scheme including a fuzzy compensator and a tracking control with joint-space errors, end-effector
errors and inertial delay control (IDC) is proposed. The proposed control scheme ensures precise
and robust tracking performance in the presence of model uncertainties, time-varying ocean currents,
payload and sensory noises. Simulation results show that the position and orientation tracking
precisions based on the proposed controlc1 are reduced by 57.7% and 24.4% (in the linear trajectory
tracking) and 65.6% and 36.5% (in the circular trajectory tracking), compared with the H∞−EKFc1

method [23]. Even though the effectiveness of the proposed redundancy resolution technique and
coordinated motion control scheme were validated through numerical simulations, experiments should
be carried out on the real UVMS to further enhance the computer simulation results, which will be
done in the future.
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Appendix A. Simulation Data of the AUV

For the torpedo-type AUV, its center of buoyancy (CB) is (0, 0, 0.02) m, its center of gravity (CG)
is (0, 0, 0) m and its moment of inertia is (0.69, 16.82, 16.82) kg · m2. The AUV is equipped with an
underwater manipulator, and the manipulator’s base position is pB

0 = (0.6, 0, 0.2)T m. Some model
parameters of the AUV given in (3) are composed of rigid-body terms and hydrodynamic terms [42],
as shown in the following equations.
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Mν =MRB+MA, Cν(νr)=CRB(νr)+CA(νr), Dν(νr)=DNLdiag (|νr|)+DLdiag(|νr|)

where MRB and CRB are the rigid-body terms which represent the inertia matrix and the Coriolis
and centripetal matrix. MA, CA, DNL and DL are the matrices related to the hydrodynamic forces.
MA and CA are the added mass matrix and the added Coriolis and centripetal matrix. DNL and DL

are the quadratic damping matrix and the lift matrix. MA, CA, DNL and DL are given in the following
equations [15].

MA=−

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

Xu̇ 0 0 0 0 0
0 Yv̇ 0 0 0 Yṙ

0 0 Zẇ 0 Zq̇ 0
0 0 0 Kṗ 0 0
0 0 Mẇ 0 Mq̇ 0
0 Nv̇ 0 0 0 Nṙ

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
=

[
A11 A12

A21 A22

]
, CA=

[
03×3 −S(A11ν1+A12ν2)

−S(A11ν1+A12ν2) −S(A21ν1+A22ν2)

]

DNL=−

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

Xu|u| 0 0 0 0 0
0 Yv|v| 0 0 0 Yr|r|
0 0 Zw|w| 0 Zq|q| 0
0 0 0 Kp|p| 0 0
0 0 Mw|w| 0 Mq|q| 0
0 Nv|v| 0 0 0 Nr|r|

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

, DL = −

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0
0 Yuv 0 0 0 Yur

0 0 Zuw 0 Zuq 0
0 0 0 0 0 0
0 0 Muw 0 Muq 0
0 Nuv 0 0 0 Nur

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

To obtain the above hydrodynamic coefficients, the strip theory is utilized for numerical
calculation, where the fluid density is assumed to be 1030 kg/m3, the linear-skin coefficient is assumed
to be 0.4 and the drag coefficient is assumed to be 1. Moreover, some of the obtained coefficients are
adjusted based on comparisons with data of the REMUS AUV according to dynamic similarity [15].
Then, the adjusted hydrodynamic coefficients are shown in Table A1.

Table A1. The list of AUV coefficients.

Added Mass Coefficients

Force Value Units Moment Value Units

Xu̇ −2.33 Kg Kṗ −0.3 Kg·m2/rad
Yv̇ −90.8 Kg Mq̇ −20.3 Kg·m2/rad
Yṙ 4.53 Kg·m Mẇ −4.53 Kg·m
Zẇ −90.8 Kg Nṙ −20.3 Kg·m2/rad
Zq̇ −4.53 Kg·m Nv̇ 4.53 Kg·m

Drag Coefficients

Force Value Units Moment Value Units

Xu|u| −2.96 Kg/m Kp|p| -0.558 Kg·m2/rad2

Yv|v| −2346 Kg/m Mq|q| −807 Kg·m2/rad2

Yr|r| 0.759 Kg·m/rad2 Mw|w| 8.76 Kg
Zw|w| −242 Kg/m Nr|r| −404 Kg·m2/rad2

Zq|q| −0.759 Kg·m/rad2 Nv|v| −8.76 Kg

Lift Coefficients

Force Value Units Moment Value Units

Yuv −56.5 Kg/m Muq −8.9 Kg·m/rad
Yur 11.8 Kg/rad Muw −24.9 Kg
Zuw −56.5 Kg/m Nur −8.9 Kg·m/rad
Zuq −11.8 Kg/rad Nuv 24.9 Kg
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For the AUV, the thruster configuration matrix and its pseudo inverse are given as

Bν =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

1 1 0 0 0
0 0 0 0 1
0 0 1 1 0
0 0 0 0 0
0 0 r3 −r4 0
r1 −r2 0 0 r5

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

, B+
ν =

⎡
⎢⎢⎢⎢⎢⎢⎣

r2
r1+r2

− r5
r1+r2

0 0 0 1
r1+r2

r1
r1+r2

r5
r1+r2

0 0 0 − 1
r1+r2

0 0 r4
r3+r4

0 1
r3+r4

0
0 0 r3

r3+r4
0 − 1

r3+r4
0

0 1 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎦

where r1 = 0.18 m, r2 = 0.18 m, r3 = 0.525 m, r4 = 0.245 m, r5 = 0.485 m.
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Abstract: Compared with traditional control methods, the advantage of CPG (Central Pattern
Generator) network control is that it can significantly reduce the size of the control variable without
losing the complexity of its motion mode output. Therefore, it has been widely used in the motion
control of robots. To date, the research into CPG network has been polarized: one direction has
focused on the function of CPG control rather than biological rationality, which leads to the poor
functional adaptability of the control network and means that the control network can only be used
under fixed conditions and cannot adapt to new control requirements. This is because, when there are
new control requirements, it is difficult to develop a control network with poor biological rationality
into a new, qualified network based on previous research; instead, it must be explored again from the
basic link. The other direction has focused on the rationality of biology instead of the function of CPG
control, which means that the form of the control network is only similar to a real neural network,
without practical use. In this paper, we propose some physical characteristics (including axon
resistance, capacitance, length and diameter, etc.) that can determine the corresponding parameters
of the control model to combine the growth process and the function of the CPG control network.
Universal gravitation is used to achieve the targeted guidance of axon growth, Brownian random
motion is used to simulate the random turning of axon self-growth, and the signal of a single neuron
is established by the Rall Cable Model that simplifies the axon membrane potential distribution.
The transfer model, which makes the key parameters of the CPG control network—the delay time
constant and the connection weight between the synapses—correspond to the axon length and axon
diameter in the growth model and the growth and development of the neuron processes and control
functions are combined. By coordinating the growth and development process and control function
of neurons, we aim to realize the control function of the CPG network as much as possible under the
conditions of biological reality. In this way, the complexity of the control model we develop will be
close to that of a biological neural network, and the control network will have more control functions.
Finally, the effectiveness of the established CPG self-growth control network is verified through the
experiments of the simulation prototype and experimental prototype.

Keywords: CPG; self-growing network; quadruped robot; trot gait

1. Introduction

Compared with traditional control methods, Central Pattern Generator (CPG) network control
has been widely used for the motion control of bionic robots because it can significantly reduce the
dimension of control variables without losing the complexity of its output motion mode; the method
also has some other advantages [1–3]. However, the study of CPG control network to date has been
polarized: one direction has focused on the control function [4–6] and ignored the biology rationality.
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In this direction, a control network is designed only for certain fixed situations, which leads to the poor
functional adaptability of the control network. Once there are new control requirements, it is difficult
for the control network to be developed into a new, qualified one according to the previous research;
instead, it has to be researched again from the basic link. Especially when applied to the motion control
of a bionic robot, the above-mentioned CPG control network will have the following disadvantages:
with excessive prior knowledge and excessive factors given by humans in each link of the control
system, which includes the design of the CPG network, the setting method of network parameters and
the establishment of the neuron model in the control network, the control function of the CPG network
has lower complexity, worse adaptability and worse inheritance capabilities in future research.

Another direction has focused on biological rationality, but not the function of CPG control,
which means that the control network is only similar to a real neural network in form but of no practical
use [7–9]. Dehmamy et al. [10] modeled axon growth with driven diffusion. Their simulation showed
that with background potential derived from the concentration guiders, even coupled random walkers
can generate realistic paths for axons. Marinov et al. [11] proposed an ad-hoc growth model built
upon the diffusion principle to reproduce the shape of Micro-Tissue Engineered Neural Networks
(Micro-TENNs). The proposed model imposed various rules for individual neuronal growth to a 3D
diffusion equation. Fard et al. [12] proposed a generative growth model to investigate growth rules for
axonal branching patterns in cat area 17. The model achieves better statistical accuracy both locally and
globally than the commonly used Galton–Watson model. Gafarov et al. [13] proposed a closed-loop
growth model in which neural activity affects neurite outgrowth in an interactive way. Experiments
showed that the model can be potentially used to form large-scale neural networks by self-organization.
However, it is very difficult to study how the scattered neurons in different parts of the growth region
form the whole network through interactive behaviors with biological methods, because the growth
environment of cells is complex, and so it is difficult to precisely control their growth conditions to
verify the specific growth mechanism. Therefore, the study of the growth process of a neural network
by numerical simulation is very effective. In a simulation environment, researchers can set strict growth
conditions and analyze the growth result of the network in a variety of ways and then compare it with
a real biological neural network to verify the validity of the designed model [9,14–16].

However, the numerical simulation of the growth of a biological neural network has often been
unable to simulate the control function of the network, and it can only compare the simulation model
with the real biological network in terms of morphology and statistics. At the same time, in the control
based on a neural network, it is precisely the complexity of the formation process of the biological
neural network and the simplifications and assumptions made for the simulation model that make the
network control model unrealistic and not universally applicable [17]. Therefore, it is necessary to
combine the growth process with the control function in the control of bionic robots based on the CPG
network to allow the two to develop in a coordinated way in the long term.

Therefore, we propose some physical characteristics (including axon resistance, capacitance,
length and diameter, etc.) that can determine the corresponding parameters of the control model to
combine the growth process and the function of the CPG control network. By coordinating the two,
we aim to realize the control function of the CPG network under the condition of biological reality as
far as possible. In this way, the complexity of the developed control model will be closer to that of a
biological neural network, and the control network will have more control functions.

2. Establishment of Self-Growing Model of Neurons

In the formation process of a neural network, the position of each neuron is fixed, axons and
dendrites grow from the neuron, and the axon of the former neuron and the dendrite of the latter
neuron form a synaptic contact and finally realize the connection of the whole network. Studies have
shown that, with the continuous elongation and swerving of the axon, the growth of the tail end of
the neuron will not change the shape of the other part [9]. Therefore, the process of growing and

236



Appl. Sci. 2020, 10, 5497

eventually forming synaptic connections with another neuron in the neuron model can be simplified
into the following model:

⇀
F =

k∑
j=1

⇀
F j =

k∑
j=1

gm
Mj

dj2
·⇀e j (1)

where k is the number of neurons in the gravitational field, dj is the distance from the growth cone

to the jth neuron and
⇀
e j is the direction vector of gravitation on the growth cone generated by the

jth neuron.
In Equation (1), the growth cone can be regarded as a particle with a mass of m. Regard the neuron

as a sphere with a mass M concentrated in the center; the distribution range of dendrites is understood
as a sphere with radius r because the dendrites are numerous and dense. The guiding effect of the
chemical molecules on the growth cone can be equivalent to the gravitational effect on particle m in the
gravitational field generated by mass M, and the motion trajectory of the particle in the gravitational
field can be regarded as the axon. The position of growth cone particle in the gravitational field is
Pi(xi, yi, zi) at a certain time, with a growth rate of Vi(vxi, vyi, vzi), and the gravitation on the growth
cone can be determined from Newton’s law of gravitation. Thus, the acceleration is

⇀
a =

k∑
j=1

⇀
a j =

k∑
j=1

g
Mj

dj2
·⇀e j = (axi, ayi, azi) (2)

After a short period of time Δt (Δt is defined as 0.01 s in this paper), the displacement of the
growth cone is ⎧⎪⎪⎪⎨⎪⎪⎪⎩

Δxi = vxi · Δt + 1
2 axi · Δt2

Δyi = vyi · Δt + 1
2 ayi · Δt2

Δzi = vzi · Δt + 1
2 azi · Δt2

(3)

Thus, the new position Pi+1(xi+1, yi+1, zi+1) of the growth cone is⎧⎪⎪⎪⎨⎪⎪⎪⎩
xi+1 = xi + Δxi
yi+1 = yi + Δyi
zi+1 = zi + Δzi

(4)

and the new growth rate Vi+1 (vxi+1, vyi+1, vzi+1) is⎧⎪⎪⎪⎨⎪⎪⎪⎩
vxi+1 = vxi + axi · Δt
vyi+1 = vyi + ayi · Δt
vzi+1 = vzi + azi · Δt

(5)

Pi+1(xi+1, yi+1, zi+1) and Vi+1 (vxi+1, vyi+1, vzi+1) can be used for the next iteration. In this way, the continuous
growth process of axons is discretized into a programmable iterative process.

Although it is reasonable to use the gravitational field model to describe the chemotaxis of growth
cones, the growth of the model’s axon is quite different from that in the actual situation. Experiments
show that the overall deflection of the axon does not become more obvious as the concentration
gradient increases gradually, because the axon grows faster on the side of the inverse gradient than
the side along the gradient (growth rate regulation), which counteracts the chemotaxis. The results
show that when the concentration gradient is large, the chemotactic deflection plays a leading role [8].
In addition, the guiding effect of chemical factors on the growth cone is either attraction or repulsion,
but we only consider the case of attraction when modeling, because the mathematical model of the
repulsion case is the same as that of the attraction case except with the opposite direction of force.

In fact, the growth direction of the growth cone depends on many intracellular and extracellular
signals, which may lead to large fluctuations in the growth direction [9]. For example, the noise gradient

237



Appl. Sci. 2020, 10, 5497

in the chemoattractant orientation perception stage mentioned in [18,19] is one of the factors making the
deflection direction of the growth cone uncertain when proceeding. In order to describe the uncertain
component of the deflection direction of the growth cone, many studies on the mathematical modeling
of the axon growing process introduce a random motion component based on the deterministic motion
generated by gravity [20,21], as shown in Figure 1.

ixΔ

iyΔ

izΔ

iP

iP+

xiθ
yiθziθ

iP+
′

 
Figure 1. Diagram of a single growth iteration of an axon.

In Figure 1, Pi is the position of the growth cone after the i-1th growing process. Pi+1 is the position
of the growth cone after the ith growing process without the effect of a random motion component.
Δxi, Δyi and Δzi are the projected length of the ith growth length of the growth cone on the x, y, and z
axes, and P′i+1 is the real position of the growth cone after the ith growing process under the effect of
random motion component.

As can be seen from Figure 1, we can calculate the angle between the ith growth segment and the
coordinate axis, (θxi, θyi, θzi) using the following formula:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

θxi = arctan

√
Δy2

i +Δz2
i

Δxi

θyi = arc tan

√
Δx2

i +Δz2
i

Δyi

θzi = arc tan

√
Δy2

i +Δx2
i

Δzi

(6)

Furthermore, we add a random motion component to this growing process:⎧⎪⎪⎪⎨⎪⎪⎪⎩
θxi
′ = θxi + Δθx

θyi
′ = θyi + Δθy

θzi
′ = θzi + Δθz

(7)

where Δθx, Δθy and Δθz meet uniform distribution in the interval (−cδ, cδ). δ > 0, which ensures that
the random motions lead to the largest deflection angle, c ∈ (0, 1) implies the intensity of random
motion, and (θ′xi, θ

′
yi, θ

′
zi) is the real deflection angle of this growing process considering the random

motion. Then, we can calculate the real displacement of the growth cone in this process, (Δx′i , Δy′i ,
Δz′i ), using the following formula: ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

li =
√

Δx2
i + Δy2

i + Δz2
i

Δxi
′ = li · cosθxi

′
Δyi
′ = li · cosθyi

′
Δzi
′ = li · cosθzi

′

(8)

where li is the length of the axon segment of the ith growing process; the random motion only changes
the deflection of each growing process, but not the step size. Finally, we calculate the real position of
the growth cone after the ith growing process, P′i+1(x′i+1, y′i+1, z′i+1), using the following formula:
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⎧⎪⎪⎪⎨⎪⎪⎪⎩
xi+1

′ = xi + Δxi
′

yi+1
′ = yi + Δyi

′
zi+1

′ = zi + Δzi
′

(9)

Then, we use P′i+1(x′i+1, y′i+1, z′i+1) and Vi+1 (vxi+1, vyi+1, vzi+1) calculated from Equations (2)–(5)
for the next iteration.

Three intensities of random motion values are selected as c = 0.05, c = 0.15 and c = 0.56, and 20 of
the corresponding 200 axons are selected to draw the growing diagram of the growth cone under the
effect of random motion of different intensities, as shown in Figure 2.

 
Figure 2. Growth of growth cone under different intensities of random motion.

According to the growth details that can be seen in Figure 2, the growth of the growth cone is
relatively smooth around c = 0.05 with small random fluctuations. The random fluctuations increases
gradually around c = 0.15, but the deflection angle of the growth cone does not change extremely,
and the growth of the growth cone is still in order. However, when c = 0.56, the trajectory of the growth
cone changes abruptly and the partial shape of the growth cone is obviously out-of-order. Therefore,
the randomness of the growing process of the growth cone increases gradually with the increase of the
effect intensity of random motion.

3. Establishment of Neuronal Axonal Signal Transmission Model

In order to describe the signal transmission process of the neurons listed above, a simplified
model of neuron signal transmission, as shown in Figure 3, is established in this paper.

y

y
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Figure 3. The signal transmission model of the neuron.

If there are n neurons on a neuron’s dendrite to form synaptic connections with it, the output signals
of these n neurons are y1, y2, . . . , yn, the connection weights of synapses are a1, a2, . . . , an, the change of
membrane potential caused by the input is s and the excitation threshold is θ; the membrane potential
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is x when reaching the axon’s terminal after being transmitted through the whole axon, and the neuron
output signal is y. Then, the signal transmission process of the neuron is⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

s =
n∑

i=1
aiyi

x = f (s− θ)

y = g(x)

(10)

where f (.) represents the function of an axon on membrane potential and g(.) represents the nonlinear
output function of neurons, which is different for different biological neurons. In this paper, the commonly
used threshold function is taken; i.e., g(x) =max(0, x).

In 1957, W. Rall proposed the equivalent cable model of an axon during signal transmission [22],
which regarded the cable as composed of many identical resistance capacitance circuits, considered the
current flow in extracellular fluid and the distribution of extracellular potential and finally obtained the
distribution of membrane potential in time space λ2(∂2V/∂x2) = τ(∂V/∂t)+V, where V is the potential
of the membrane and λ and τ are the time constant and length constant of the thin film of the cable
joint. This model is a second-order partial differential equation, and the solution is relatively complex.
In this paper, we only consider the input and output characteristics of the neuron as a signal processing
unit instead of the distribution of membrane potential on the whole axon, so we assume that the
extracellular potential along the whole axon is always 0—equivalent to grounding—as can be seen in
Figure 4. Thus, U is equal to the membrane potential. Given the output change of an input signal
after the membrane potential is transmitted through the whole axon, we can calculate f (.) as shown in
Formula (10).

R

RC

R

iU oU

ii

Figure 4. The cable model without considering the extracellular potential.

First, we analyze the basic resistance capacitance circuit in Figure 4 separately and calculate the
transfer function between the output U0 and the input Ui of each section. In Figure 4, i is the current, R is
the resistance and C is the capacitance [18]. The following equation can be obtained from Kirchhoff’s
law and Ohm’s law.

i1 = C
dUo

dt
(11)

Uo = i2R2 (12)

Ui = (i1 + i2)(R1 + R3) + Uo (13)

Equations (11) and (12) are substituted into Equation (13):

Ui = (C
dUo

dt
+

Uo

R2
)(R1 + R3) + Uo (14)

The Laplace transform of Equation (14) is

Ui(s) = (sCU0(s) +
Uo(s)

R2
)(R1 + R3) + Uo(s) (15)
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Finally, we obtian the transfer function between U0 and Ui:

G(s) =
Uo(s)
Ui(s)

=
1

C(R1 + R3)s +
R1+R2+R3

R2

(16)

Assume τ and b as Equation (17): ⎧⎪⎪⎨⎪⎪⎩ τ = C(R1 + R3)

b = R1+R2+R3
R2

(17)

Then, Equation (16) is

G(s) =
1

τs + b
(18)

As can be seen from Figure 4, the total transfer function of the axon to the membrane potential is
F(S)=GN(S). N is the number of basic links on the whole axon. Thus far, the signal transmission model of
the neuron has been determined. Finally, the amplitude–frequency and phase–frequency characteristics
of G(S) are analyzed to determine the physical characteristics of the neuron self-growing model:

G( jω) =
1

τ jω+ b
(19)

where ω is the angular frequency.
The amplitude–frequency characteristic of Equation (19) is

|G( jω)| = 1√
τ2ω2 + b2

(20)

The phase–frequency characteristic of Equation (19) is

∠G( jω) = −arctan(
τω
b
) (21)

(1) Influence of axon length on amplitude and phase lag

Suppose an axon cable is composed of N basic links as shown in Figure 4; then, the amplitude of
the input signal is attenuated to (1/

√
τ2ω2 + b2)N after being transmitted through the axon, and the

phase lag is –Narctan(τω/b). The longer the axon is, the more basic links in the corresponding cable
model there should be; in other words, the larger N is. We can see that b > 1 from Equation (17),
and so the longer the axon is, the larger N is and the larger the amplitude attenuation and phase lag
are. The length of the axon can be obtained by the iteration in Equation (8). If the length of the axon
corresponding to the basic link of a resistance capacitance loop is l1 and the total length of the axon
is L [23], then the amplitude of the signal will decay to (1/

√
τ2ω2 + b2)L/l

1 and the phase lag will be
–Narctan(τω/b) after passing through the whole axon.

(2) Diameter of the axon

As can be seen from Equations (20) and (21), the amplitude–frequency and phase–frequency
characteristics of the neuron signal transmission are determined by the two parameters τ and b.
In Equations (16) and (17), R2 is the electrical leakage resistance between the inside and outside of the
cell within a basic link, whose resistance value is much higher than R1 and R3, which is equivalent
to the myelin sheath of the outer layer of the axon of biological neurons and plays an insulating role.
C is the leakage capacitance between the inside and outside of the cell within a basic link. R3 is the
conductive resistance of the extracellular fluid within a basic link. R2, R3 and C are the same for every
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neuron and do not change with the gradual growth of axons. R1 represents the resistance of the axon
core within a basic link, which can be obtained according to the resistance law:

R1 = ρ
l1
s

(22)

where ρ is the resistivity of the inner core of the axon, s is the cross-sectional area of the axon—s = π2d/4
since the cable model is cylindrical—and d is the diameter of the axon. The axon diameters of different
neurons determine the amplitude–frequency and phase–frequency characteristics of the basic link in
the cable model.

(3) Connection weight to the postsynaptic neuron

Since |G(jω)| < 1, the cable model shown in Figure 4 must cause the attenuation of signal amplitude
during signal transmission. However, we occasionally want a single neuron to transmit the signal
without changing its amplitude when controlling, only changing its phase. For example, in the CPG
control network of the joint of a legged robot, each joint is controlled by a motor neuron with joint
angular displacement output, and the output signals of the motor neuron in the symmetrical position
of the body need to have the same amplitude, because the joint angle of these joints has the same range.
If all the intermediate neurons in the network do not change the amplitude of the signal during signal
transmission, the output of each joint with the same amplitude can be obtained from the input with
the same amplitude. In this paper, a proportional amplification link is artificially added after each
basic link to prevent the change of signal transmission amplitude, as shown in Figure 5.
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ii
K

Figure 5. Cable model with a proportional amplification link artificially added.

According to Equation (20), we can obtain K in Figure 5:

K =
1∣∣∣G( jω)

∣∣∣ = √
τ2ω2 + b2 (23)

As can be seen from Equation (23), the amplitude of the output signal from the original single basic
link remains constant after passing the proportional amplification link. The output signal of the whole
axon is equivalent to multiplying the original output by KN. According to the definition of connection
weight, this is equivalent to the connection weight between the neuron and the postsynaptic neuron:

a = KN =
(√
τ2ω2 + b2

)N
(24)

If the input signal of the neuron is an ideal impulse signal or step signal, then we can say that
ω = 0. According to Equation (17), Equation (24) is

a = bN =
(R1 + R2 + R3

R2

)N
(25)

Because R2 is much larger than R1 and R3, we know that b tends to 1. According to N = L/l1,
we can select l1 reasonably so that the order of magnitude of N will not be too large, and this will mean
that the connection weights between all the neurons in the network meet a ∈ (1, 2).
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In Equation (18), the transition time of the first-order system’s response to the impulse signal and
the step signal—called the delay—is proportional to the time constant τ, which is assumed to be kτ,
where k is a constant coefficient related to the allowable error value of the response. If there are N
basic links on the whole axon, as shown in Figure 5, the total delay of the output signal relative to the
input signal will be Nkτ = Lkτ/l1, which is equivalent to the delay of the output of a basic link with a
time constant of Lτ/l1 to the input:

Tr = Lτ/l1 (26)

Therefore, when the input signal is an impulse signal or a step signal, the self-growing model of a
neuron with multiple physical properties can be simplified as follows: the whole neuron is regarded
as a basic link, and the length of the axon obtained from the self-growing is used as the total time
constant Tr of the neuron to the input signal. A random number from (1, 2) is selected as the connection
weight value a between the neuron and the postsynaptic neuron. In addition, the ends of the axons of
biological neurons diverge and form synaptic connections with dendrites of many other neurons; thus,
multiple axons of the neurons are made to grow directly from the cell body without considering the
choice of branching points to simplify the model.

4. Structure of Local CPG Network

(1) Study of neuron model

In 1987, Matsuoka proposed a mathematical neuron monomer model and studied the “oscillator”
network output with different numbers of neurons and different connection structures based on it [24].
The mathematical model of the neuron monomer is⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Tr
dx
dt + x = s− b f

y = g(x− θ), (g(x) = max{0, x})
Ta

d f
dt + f = y

(27)

where x represents the membrane potential of the neuron; s stands for neuron input; y is the output
of the neuron; f is the quantity reflecting the fatigue effect of neurons; b is a constant coefficient
representing the size of fatigue effect; θ presents the membrane potential threshold that activates
the neuron, and without losing generality, we can take θ = 0; g(x) is the nonlinear output function;
and Tr represents the time constant of the rise of the membrane potential caused by the input signal.
Ta represents the time constant of the neuronal fatigue effect. Since the physical characteristics of
neurons of the model were not taken into account, there is no concept of the axon, and thus the
membrane potential will not change after axon transmission. We continue to regard x as the membrane
potential at the end of the axon, and so this model differs from the model established in Equation (10)
by only one fatigue characteristic characterized by f and Ta. Set s as the step input signal with n
amplitude of 1, Tr = 1, b = 10, Ta = 10, and calculate the change of the output signal of the neuron
monomer model over time; the results are shown in Figure 6.

Figure 6. Step response of the neuron model.
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As can be seen from Figure 6, first, the neuron is activated and the membrane potential rises; then,
the membrane potential declines slowly due to the fatigue effect and remains at a low level. Although
the step signal continues, the neuron will not be activated again. We can see that, under appropriate
parameters, the mathematical model of the neuron monomer conforms to the signal transmission
characteristics of biological neurons.

(2) Double neural oscillator model

Connect two neuron monomer models and make the two inhibit each other as shown in Figure 7.
If N1 and N2 are the neurons, the hollow endpoint connection presents the excitatory connection and
the solid endpoint connection presents the inhibitory connection; S1 and S2 are the step input signals
with an amplitude of 1 with slightly different step times. If S1 and S2 have the same step time, the two
neurons will have the same output and will not produce an oscillation because of the symmetrical
structure of the network.

 
Figure 7. Network of two neurons that inhibit each other.

The mathematical model of each neuron monomer is⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Tri

dxi
dt + xi = si − bi fi −

n∑
j=1

ajiyj

yi = max{0, xi}
Tai

d fi
dt + fi = yi

(28)

where
∑

ajiyj are the inputs from other neurons. If the input is excitatory, the operator preceding it has
a plus sign, with a minus sign for the inhibitory input.

Assume Tr1 = Tr2 = 1, b1 = b2 = 2.5, a21 = a12 = 1.5 and Ta1 = Ta2 = 12 and calculate the variation
of the output signal of the oscillator model with time. The results are shown in Figure 8.

time (s)

Figure 8. Reciprocal output of two neurons.

In the spinal CPG network of mammals, the interactivity of neurons responsible for the coordination
of the left and right sides of the body and the coordination of the extensor and flexor muscles of
each joint inhibits the output [25]. It can be seen in Figure 5 that the reciprocal inhibition outputs
of the two neurons have the same form as the reciprocal inhibition outputs of the neurons in the
biological CPG network, indicating that the neuron monomer model in Equation (26) can reflect the
characteristics of the reciprocal inhibition output caused by the reciprocal inhibition structure in the
biological CPG network.
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(3) Connection structure of local CPG network

As can be seen from the analysis above, as long as the neuron model represented by Equation (27)
is composed of inhibitory connections among the neurons and appropriate parameters are taken,
the interactive inhibitory output between the neurons will be obtained. Since each neuron monomer in
the neuron model represented in Equation (27) has two time constants, Tr and Ta, and each neuron in
the simplified model of self-growing neurons established in Section 3 has only one time constant, Tr,
we cannot make the growth algorithm of single neuron grow into a local CPG network which has the
function of controlling a robot joint. In order to solve this contradiction, we modify the original neuron
monomer model, as shown in Equation (29), according to the characteristics of the neuron connections
in a biological CPG network. ⎧⎪⎪⎪⎨⎪⎪⎪⎩ Tri

dxi
dt + xi = si −

n∑
j=1

ajiyj

yi = max{0, xi}
(29)

The original neuron monomer model is described with the structure shown in Figure 6. We can see
that the excitatory connection from the input neurons to the output neurons in Figure 9 is equivalent to
the input signal S of the original model. The inhibition from the Renshaw Cell to the output neurons is
equivalent to the fatigue characteristic in the original model; thus, the input and output characteristics
of signal transmission of the structure shown in Figure 9 are essentially the same as those in the
Matsuoka neuron monomer model.

s

y x

f

 
Figure 9. Equivalent model of the original neuron monomer model.

According to Equation (29), the modified neuron monomer model only contains one time constant,
Tr, and each axon contains a connection weight a to the postsynaptic neuron, which is consistent
with the simplified model of self-growing neurons established in Section 3. Moreover, the connection
structure shown in Figure 6 has the anatomical basis of the biological CPG network. Known as an
inhibitory intermediate neuron directly connected to motor neurons, the Renshaw Cell is involved in
the coordination of most extensor and flexor muscles as part of the ipsilateral inhibitory network [14,25].
Moreover, the structure in Figure 6 can be seen in many models of spinal motor nerve circuits [26,27].

A local CPG network for the control of a quadruped robot’s hip joint can be formed with four
identical structures, as shown in Figure 10. In Figure 10, N1, N2, N3 and N4 are the output neurons,
respectively corresponding to the four hips of the quadruped robot. N5, N6, N7 and N8 are input
neurons, and S1, S2, S3 and S4 are step input signals of the same amplitude. N9, N10, N11 and N12 are
four output neurons connected with Renshaw Cells, Tri is the time constant of each neuron and ai,j is
the connection weight of the synapse between the axon of neuron i and the neuron j; the connection
weights between peripheral neurons are not shown in Figure 10. The network structure is the growth
target of the local CPG network self-growing algorithm.
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Figure 10. Local Central Pattern Generator (CPG) network connection structure for the hip joint control
of a quadruped robot.

(4) Output of local CPG network

One of the basic features of a biological CPG network is that it can obtain a periodic output
signal with a certain rhythm from a simple non-rhythmic input signal. In order to verify that the
network growth model proposed in this paper can obtain growth results with biological CPG network
characteristics, a CPG network growth experiment was carried out and is presented in this section.
Assume that the radius r of a single neuron in the growth model is 0.1 units of length and the growth
space is a cube with a side length of 5; 12 neurons were randomly distributed in the growth space as
shown in Figure 11.

Figure 11. Twelve randomly distributed neurons and the connection structure arising from the network.
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In Figure 11, a circle represents a neuron, and the number (1, 2, . . . , 12) next to it shows the
number of neurons. The neurons numbered 1, 2, 3 and 4 are the output neurons, represented by N1,
N2, N3 and N4 (as shown by the green arrow in Figure 11); the neurons numbered 5–12 are peripheral
neurons, represented by N5–N12. Numbers N5, N6, N7 and N8 are input neurons (as shown by the
red arrow in Figure 11). The solid blue lines are the growing connections, as shown in Figure 11.

For simplicity, take l1 = r = 0.1, τ = 10. Putting the length of the blue solid line in Figure 11 into
Equation (26), the value of Tr can be obtained as shown in Table 1.

Table 1. The time constant of the axon in the network.

Time Constant Length of Corresponding Axon Value

Tr1 Length of axon between output neuron N1 and Renshaw Cell N6 2.1801
Tr2 Length of axon between output neuron N2 and Renshaw Cell N5 2.5868
Tr3 Length of axon between output neuron N3 and Renshaw Cell N8 1.1984
Tr4 Length of axon between output neuron N4 and Renshaw Cell N11 1.9691
Tr5 Length of axon of Renshaw Cell N5 2.8071
Tr6 Length of axon of Renshaw Cell N6 2.2821
Tr7 Length of axon of input neuron N7 3.7401
Tr8 Length of axon of Renshaw Cell N8 1.2096
Tr9 Length of axon of input neuron N9 5.4620
Tr10 Length of axon of input neuron N10 4.8037
Tr11 Length of axon of Renshaw Cell N11 1.8388
Tr12 Length of axon of input neuron N12 4.6752

Tr13–Tr24 Length of interactional axon between N1, N2, N3 and N4 0

Step input signals with amplitude of 1 were input to the four input neurons. Observe the output
signals of the network; a representative growth result was taken for discussion. The connection
structure of the network growth is shown in Figure 11. In Figure 11, each neuron axon contains two
parameters: the time constant Tr and the connection weight a. Since there are 24 axons in the network,
there are 48 parameters with 24 time constants and 24 connection weights in the network. Such a large
number of parameters in the network is not conducive to the study of the rule between the output and
growth results of the network. In order to facilitate the analysis, the axons in the network are divided
into two categories: in the first category are the axons that inhibit the connection between the output
neurons, with a total of 12; the second category are the axons connected with the peripheral neuron
(the input neuron and the Renshaw Cell) between the output neuron, with a total of 12. For the first
type of axons, only the connection weights in the growth results are used, and the time constants are
all set to 0. For the second type of axon, only the time constant in the growth result is used, and the
connection weights are all fixed values. This halves the network’s parameter variables. The time
constants of the axons of each neuron after a certain growing process are shown in Table 1.

According to Equation (25), the connection weight a ∈ (1, 2) can be obtained. In order to simplify
the calculation, a random number between (1, 2) is taken as the value of a. The connection weights
obtained are shown in Table 2, and the connection weights between the output neuron and the
peripheral neuron are set to 1 and 2, which meet a ∈ [1, 2]. The output result of the entire network is
calculated according to Equation (29), as shown in Figure 12.

Table 2. The connection weight of neuronal axons in the network.

a10,1 a7,2 a9,3 a12,4 a1,6 a2,5 a3,8 a4,11 a6,1 a5,2 a8,3 a11,4

1 1 1 1 1 1 1 1 2 2 2 2

a1,2 a1,3 a1,4 a2,1 a2,3 a2,4 a3,1 a3,2 a3,4 a4,1 a4,2 a4,3

1.24 1.49 1.64 1.90 1.23 1.72 1.78 1.15 1.92 1.77 1.16 1.31
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Figure 12. Output signal of the local CPG network.

As can be seen from Figure 12, the output signals of the four output neurons have the same period
and phase difference and a similar range of amplitude after a period of stability. Furthermore, it is
verified that the self-growing network model established in this paper can obtain a local CPG network
which can satisfy the biological CPG network input and output characteristics, and the output of
the network can be used for the control of the hip joint of quadruped robot. If the output signal of
neuron N1 is used as the basis to calculate the phase difference, it can be determined that the output
phase difference between N2 and N1 is 168.0◦, the output phase difference between N3 and N1 is
33.6◦ and the output phase difference between N4 and N1 is 264.0◦. The ideal phase differences of the
corresponding hip joints of the quadruped robot at the walk gait are 180◦, 90◦ and 270◦. We can see
that the phase difference between N3 and N1 is large, but the other two phase differences are very
close, which shows that the local CPG network obtained by self-growing can output the corresponding
control signals for the hip joint to the quadruped robot at a walking gait.

5. Experiment and Analysis

(1) Quadruped robot prototype

The experimental platform of the quadruped robot is shown in Figure 13. There are three joints
on each leg: the hip joint α, knee joint β and ankle joint θ. The size of the platform is 1.2 m × 0.5 m
× 1.4 m, and the weight is 150 kg. Figure 13a is the simulation prototype of the quadruped robot,
and Figure 13b is the experiment of the quadruped robot.
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hip p
knee
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Figure 13. Quadruped robot. (a) Simulation prototype of quadruped robot. (b) Experimental prototype
of quadruped robot.
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(2) Foot trajectory and joint trajectory planning

Since the ideal angular displacement of the hip joint can be approximated as a cosine function [14],
we assume that the control signal of the hip joint is α = 3cos(2πt/T). The trajectory of the foot is a
cycloid, as shown in Figure 14b. The height of the robot’s hip joint is h = 100 cm from the ground,
and the step length of each stride is 30 cm. The former leg is taken as an example to calculate the joint
angular displacement and that of the knee and ankle joints, as shown in Figure 14a; thus, we obtain the
following formula:

l1 cosα− l2 cos(β− α) + l3 cos[θ− (β− α)] = x
l1 sinα+ l2 sin(β− α) + l3 sin[θ− (β− α)] = h− y

}
(30)

where l1 = 45 cm, l2 = 60 cm and l3 = 50 are the lengths of the robot’s thigh, middle leg and calf; x and y
are the analytic coordinates of the foot trajectory, as shown in Figure 14c, where α and h are known.
Thus, Equation (30) is a system of two equations with two unknowns, β and θ, whose solution is
unique. The calculated relationship between β, θ and α is shown in Figure 15. α ranges from 30◦ to 50◦,
which can be seen from the solid blue line in Figure 15, in order to make sure that the quadruped robot
has a large stability margin when walking. The joint trajectory planning process of the hind leg of the
robot is the same as that of the foreleg except for the different range of joint angles and the different
shape of the curve.

l

l

l

 
  

(a) (b) (c) 

Figure 14. Foot trajectory of robot. (a) Structure diagram of one leg. (b) Experimental prototype of
quadruped robot. (c) The analytic coordinates of foot trajectory.

t s  
Figure 15. Trajectory planning of the knee and ankle joints.

Thus, the experimental prototype of the quadruped robot used for local CPG network gait control
has been completed. It is only necessary to input periodic control signals corresponding to the angular
displacements of the four hip joints into the prototype, and then the control signals of the knee and
ankle joints of each leg will be obtained according to the corresponding relations in Figure 15; thus,
we can drive the robot prototype to walk.

(3) Experiment on simulation prototype and experimental prototype

The random selected parameters a ∈ [1, 2] of the self-growing network are shown in Table 3.
The time constant Tr is shown in Table 1. After calculating the output of the network and cosine to
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fit the output signal according to Equation (29), the result is shown in Figure 16. We can see that the
output of the network is definitely the interaction oscillations between N1, N3, N2, and N4. N1 and
N3 are input to the left front and the right hind hip joint of the simulation prototype, while N2 and N4
are input to the right front and the left hind hip joint of simulation prototype; then, the trot gait of the
robot is implemented, and the simulation decompositions are shown in Figure 17a. As can be seen
from Figure 17a, from t = 0.2 s to t = 1.7 s, the left front leg and the right hind leg are in the swing
phase and swing forward; from t = 1.9 s to t = 3.4 s, the right front leg and the left hind leg are in the
swing phase and swing forward. Each swing time is about 1.6 s.

Table 3. The connection weight of neuronal axons in the network.

a9,1 a8,2 a12,3 a11,4 a1,10 a2,6 a3,7 a4,5 a10,1 a6,2 a7,3 a5,4

1 1 1 1 1 1 1 1 2 2 2 2

a2,1 a3,1 a4,1 a1,2 a3,2 a4,2 a1,3 a2,3 a4,3 a1,4 a2,4 a3,4

1.19 0 1.22 1.25 1.56 0 0 1.41 1.88 1.84 0 1.64

 
Figure 16. Output of self-growing network in trot gait.

 
 

(a) (b) 

Figure 17. Simulation decomposition diagram of the trot gait of the simulation prototype. (a) Simulation
diagram of trot gait. (b) The y-direction velocity and x-direction displacement curve of a quadruped robot.

The y-direction velocity and x-direction displacement of the simulation prototype are shown
in Figure 17b, where the red solid line is the y-direction velocity curve and the blue solid line is the
x-direction displacement curve. It can be seen from Figure 17b that the simulation prototype enters a
stable walking state gradually, and the y-direction velocity and x-direction displacement reach a stable
change when t = 16 s.
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In Figure 16, N1 and N3 in the output of the self-growing network are input to the left front and the
right hind hip joint of the experimental prototype, respectively, while N2 and N4 are input to the right
front and the left hind hip joint of the experimental prototype respectively. The trot gait decompositions
of the experimental prototype obtained are shown in Figure 18. Combining Figure 17a and Figure 18,
we can see that the experimental prototype and the simulation prototype have the same gait cycle
(about T = 1.7 s) under the control of the same self-growing network, and the self-growing network
can achieve stable control of the trot gait of the simulation prototype and the experimental prototype.

p

 
Figure 18. Trot gait diagram of experimental prototype.

The experiment above shows that the quadruped robot control system based on a CPG neural
network self-growing algorithm can accomplish the growth of the network, the signal output of the
network and the control of a robot’s joint, and then realize the rhythmic movement of a quadruped
robot. This shows that the CPG neural network self-growing algorithm can be well applied to the
rhythm control of a robot. The experiment preliminarily simulated the process from growth to mastery
of a certain rhythmic movement of the CPG neural network and verifies the feasibility of the idea of
realizing robot rhythmic movement control by combining the microscopic mechanism of the growth
and the macro characteristics of the output of the neural network.

6. Conclusions

In this paper, the biological neuron axon could continuously elongate and turn, and the growth
of the back part did not change the shape of the previously used grown part. Combined with the
law of gravitation, random motion, the Rall cable model and the Matsuoka oscillator model, a local
CPG self-growing network with multiple physical characteristics was established. The fusion of a
self-growing network and CPG has been realized, the control ability of self-growing network was
presented, and the motion control of a quadruped robot was completed. Our conclusions are as follows.

(1) An axon self-growing algorithm based on universal gravitation and random motion was
established, the Rall Cable Model for studying the potential distribution of an axon membrane
was analyzed and simplified, and multiple physical properties of the synapse (including resistance,
capacitance, axon length and diameter, etc.) were combined with the Rall Cable Model to establish a
simplified model of single neuron signal transmission, as shown in Equation (19). The multi-physical
properties obtained by the neuron self-growth model (such as the synapse length calculated by
Equation (9) and the resistance R1 calculated by Equation (22)) were added to Equation (17) to calculate
parameters τ and b of Equation (19). On this basis, the entire synapse system of the neuron’s self-growth
is taken as a whole, as well as the key parameters in the control model: the delay time constant Tr
and the synapse, as shown in Equations (25) and (26). The connection weight corresponds to the axon
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length and axon diameter in the growth model, which allows the combination of the growth and
development process of the neuron and the control function.

(2) By analyzing the Matsuoka oscillator model (shown in Equation (27)) and comparing the
difference between the mathematical model of its neuron monomer and the model built in this article,
a local CPG network topology is proposed as shown in Figure 10. This topology is regarded as the
goal of network self-growth. A neural network growth model based on gravitational field control
is established, meaning that the network can grow the target topology from any initial position of
the neuron, as shown in Figure 11, to obtain the rhythm output signal corresponding to the angular
displacement of the hip joint of the quadruped robot, as shown in Figure 12.

(3) The quadruped robot motion control simulation prototype and experimental prototype are
used as shown in Figure 13: the output signal of the local CPG network (as shown in Figure 16) is used
as the hip joint control signal of the simulation prototype and the experimental prototype to control
the quadruped robot simulation. The prototype and the experimental prototype realized walking
with a trot gait, as shown in Figures 17 and 18, which verified the feasibility of the local CPG network
self-growth model with multi-physical characteristics proposed in this paper for the gait control of a
quadruped robot.

Since the gait control of the quadruped robot by the CPG network in this article is still an open-loop
control system, it was not possible to change the gait of the robot through environmental feedback
information or to adapt to the complex road conditions and change the rhythm and mode of the
network output accordingly. Therefore, in order to give the self-growth-based network model higher
practical value when applied to the motion control of a footed robot, the research work that needs to be
done in the next stage is as follows:

(1) Continue to improve the self-growth model of neurons, considering more physical
characteristics that can be linked to the control model parameters, so that the built model can
be constantly close to the complexity of the biological neural network in terms of its microstructure
and control function. For example, in this paper, the diameter of the neuron axon is constant.
The fundamental reason for this is that only a one-dimensional size of the axon can be obtained by using
the trajectory of the particle in the gravitational field as the axon model. The biological mechanism
that determines the diameter must be introduced into the self-growth model to obtain a biologically
reasonable diameter, so that the control model does not lose its general applicability.

(2) Study how many parameters obtained by network self-growth affect the network output.
In the simulation experiment, we found that the time constant only affects the shape, amplitude and
period of the output signal and does not affect the mutual inhibition mode, which is mainly affected
by the connection weight. Moreover, not every time the network grows can the interactive inhibition
output between output neurons be obtained. On occasion, individual or all output neurons will output
a constant value signal after reaching stability; that is, the acquisition of the interactive inhibition
output is important for the network growth parameters. This is conditional, but we still do not know
the necessary condition.

(3) Study the micro-mechanism of interaction with the environment and the adjustment of the
upper central system during the development of the CPG network and construct feedforward and
feedback pathways for network development, so that the growth and development of the network can
change the connection weights between synapses in biological neural networks by learning. Based on
the research of (2), weight change is carried out in the direction in which the desired network output
can be obtained to realize closed-loop control.
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Abstract: The purpose of the present paper is the identification of optimal trajectories of quadruped
robots through genetic algorithms. The method is based on the identification of the optimal time
history of forces and torques exchanged between the ground and the body, without any constraints on
leg kinematics. The solutions show how it is possible to obtain similar trajectories to those of a horse’s
walk but obtaining better performance in terms of energy cost. Finally, a map of the optimal gaits
found according to the different speeds is presented, identifying the transition threshold between the
walk and the trot as a function of the total energy spent.

Keywords: gait optimization; quadruped robot; genetic algorithm; quadrupedal locomotion; evolu-
tionary programming; optimal contact forces; cost of transport

1. Introduction

Nature has always been a source of inspiration for engineers and scientists who tried to
replicate or mimick natural bio-mechanisms. In fact, this can be a smart strategy, since any
natural living being is a highly optimized system over millions of years of evolution [1–3].
Magnificent examples of engineering bio-inspired devices date from very ancient Magna
Greece times, as the Archita’s dove automaton, and a large number of automata within
the Erone’s tradition. The masterful Leonardo’s machines, such as the lion or the knight
automaton, or the flying machines, some inspired by the flapping wings of birds, are also
astonishing examples.

To date, the development of automatic systems, in particular quadrupedal robots,
has found great motivation in the field of human assistance. To assist and cooperate with
humans, robots must be able to move easily in workplaces originally designed according to
human needs [4]. For example, climbing stairs, avoiding obstacles, or opening doors [5,6].
Among the many technical difficulties to be faced and solved, one of the most important
aspects is related to portability and its duration. This scenario justifies the need to optimize
the power and energy of locomotion to make these systems more efficient, compact,
characterized by limited energy consumption, and using small size and weight actuators.

Interesting questions arise: is it possible to conceive more efficient quadrupeds
than those proposed by nature? Is it possible to disclose a different kind of gaits for
a quadrupedal mechanism as the product of a strict optimization process? For example,
depending on speed, energy consumption, or jerk minimization. Many engineers and
robot designers assume the gait of animals is optimal since they would have been able
to survive the competition and natural selection [7–10]. For this reason, the quadruped
robot tends to be designed inspired by the examples of nature [11,12]. However, biological
kinematics of locomotion is not reproducible directly by a legged robot, since biological
muscles are extraordinarily efficient components, and animals can produce energy for their
actuation by grabbing nutritive elements from the environment, transformed into actuation
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energy by a digestive process. This permits them to have a relatively light energy storage
system. Moreover, artificial sensors are still inferior, in terms of number, miniaturization,
and sensitivity against the ones owned by animals [13].

To date, designers tend to create robots that resemble nature as closely as possible,
such as imposing specific gaits such as walking, trotting, or galloping and developing
mathematical optimization processes that only concern sub-systems, to overcome the
technological limitations [14,15]. There are many different approaches for performing the
optimization. In [16], for example, the authors use harmonic functions to describe foot
trajectory and tune some parameters such as amplitude, phase, and frequency. In [17,18] the
authors generate leg trajectories for overcoming small terrain irregularities by optimizing
consumed energy. In [19] the authors optimize contact forces to walk on a high-slope
terrain, but the gait is imposed a priori.

Evolutionary computation, such as genetic algorithms (GAs), is often a natural choice
for the gait optimization of legged robots since it uses optimization methods based on
evolutionary theory [20]. Also, the controls of the mentioned cases, tend to mimic or
approach the natural movement of the quadrupeds found in nature. Typical controls are
central pattern generators [21,22], hybrid zero dynamics [23], or the usual PD [24].

The present work breaks from all the problems relating to technological limitations
and lays the foundations of how it is possible to identify, a priori, optimal gaits through
parametric optimization algorithms. The authors propose an algorithm that does not
depend either on the kinematic chains of the legs or power actuators. The method directly
handles the contact forces that the hypothetical legs exchange with the ground, identifying
the sequence that guarantees minimum energy consumption and smooth motion during a
single stride cycle. The genetic algorithm (GA) is used to minimize the kinetic and potential
energy as well as restraining the jerk, identifying the optimal profile of normal and friction
forces. The equations of motion are solved through some periodicity constraints of the
gait, thus ensuring a stable and continuous motion. The optimal gaits identified are very
similar to those found in nature. The authors have optimized the gait of a heavy and bulky
horse-like robot, obtaining a walking trot as the optimal gait, and then comparing it with
experimental data from real horses. Additionally, a gait transition analysis is performed as
a function of locomotion speed and gait cycle length, showing why it is convenient to walk
or trot.

The paper is organized as follows: Section 2 describes the dynamic model and ground
reaction force shapes; Section 3 defines the optimization parameters and objective functions
while introducing stability constraints to assure a periodic motion; Section 4 provides the
resulting optimal gait, along with the comparison with horse experiments and identification
of gait transition; Section 5 discusses the limitations and future challenges of the method
and finally the conclusions.

2. Mathematical Model for the Gait Optimization

The considered quadrupedal model is sketched in Figure 1, where the body, suspended
on four legs, transmits forces and moments thanks to the interaction with the ground.

The optimization model proposed in this paper consists of an optimal gait identifica-
tion, capable of moving the quadrupedal body through the succession of four alternating
thrusts generated by legs with some desirable characteristics. This approach is innovative.
In fact, the kinematic linkages and actuators of the leg mechanism are not directly involved
but left to a second engineering phase of design, not investigated in the present paper.
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Figure 1. 3D view of the quadruped.

The legs are labelled as FL (front left), FR (front right), HL (hind left), HR (hind
right). The period during which a single leg maintains its contact with the ground is the
conctact phase (CP), while the one during which the leg is flying in the air moving towards
the next contact point, is the swing phase (SP). In general, these times can be set differently
for each leg.

The legs sequencing, sketched in Figure 2, originates a periodic motion of each
leg, of period T. The time at which each leg touches the ground is ti ∈ [0, T], where
i = FR,FL, HR, HL. The time duration of the contact phase is Ti, and the time duration of
the swing phase is T − Ti.

Newton–Euler equations of rigid body dynamics are:

m
..
r = fe

I
.

ω = me − ω × (Iω)
.
θ = E(θ)ω

(1)

where the first equation holds in the fixed reference frame, the second in the body reference
frame (principal inertia axes), r = [x, y, z] identifies the gravity center position of the
quadruped body of total mass m, fe is the total external force, I = diag

[
Ix, Iy, Iz

]
the matrix

of inertia, me is the total external moment, θ = [ψ, θ, φ], the Tait–Bryan angles (yaw pitch
and roll), ω is the angular velocity, and E is the Jacobian matrix.

Assuming small pitch and roll angles and vanishing yaw, the equations can be reduced
into the same fixed reference frame:

m
..
x = Fx

m
..
y = Fy

m
..
z = Fz

Ix
..
φ = Mx

Iy
..
θ = My

(2)

where Fx, Fy, Fz, Mx, My are the total force and moment transmitted by the four legs FR,
FL, HR, and HL, respectively.

When the quadruped moves on the ground, the leg-ground contact produces a re-
action force. Its vertical component Fz supports the quadrupedal weight, the horizontal
component Fx drives the longitudinal motion of the body, and Fy affects the lateral body
oscillations.

The vertical force Fzi for each leg acts only in the CP; that implies Fzi (ti) = 0 and
Fzi (ti + Ti) = 0, that is, its time history, during the CP, starts and ends with vanishing
values, associated with the incipient contact and incipient detachment of the leg with and
from the ground, respectively. The force-time history along the CP is identified through
three additional points

[
P1i ; P2i ; P3i

]
(besides the two previously identified) and is fitted by

a suitable spline (Figure 3a).
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Figure 2. Time diagram of the quadruped’s locomotion over the entire period T shows the times ti at
which each leg touches the ground and the time duration Ti of each contact phase. The subscripts
i = FR, FL, HR, HL are FL (front left), FR (front right), HL (hind left), and HR (hind right).

The longitudinal and lateral ground reactions for each leg are assumed to belong to
the static friction cone. With this assumption, any contact slip condition is absent, and the
contact model is purely conservative. Therefore:

√
F2

xi
+ F2

yi
≤ μsFzi (3)

where μs is the static friction coefficient.
For the planar forces Fxi and Fyi , one can introduce suitable constitutive relationships

(Figure 3). Several experiments available in the technical literature [25,26] suggest the
following gait dynamics for leg locomotion. When the leg touches the ground, in the
first phase, a backward longitudinal reaction brakes the body run, followed by a second
phase, in which the leg accelerates the body through a forward longitudinal reaction force
(Figure 3d). Moreover, the amplitude of the longitudinal reaction force is roughly propor-
tional to the normal vertical force. A similar force trend holds for the lateral force that is
responsible for the unavoidable lateral staggering of the quadruped’s body. For both longi-
tudinal and lateral forces, one can introduce the suitable factorization form as constitutive
relationships:

Fxi (t) = μxi (t)Fzi (t)
Fyi (t) = μyi (t)Fzi (t)

(4)

that use the proportionality of the planar forces to the vertical one. Moreover, the role of
the factors μxi (t), μyi (t) is that of reproducing the time history of the planar force, Fxi (t) or
Fyi (t), as reported in Figure 3c,d, modulating the amplitude of the vertical reaction Fzi (t).
In particular, μxi (t), μyi (t) are vanishing outside of the CP. Within the CP, in the first part
of the contact, μxi (t) takes negative values to reproduce the braking effect, while, in the
second part, it becomes positive, to reproduce the acceleration effect.
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Figure 3. (a) Vertical ground force; (b) trend of the coefficient of adhesion inside the static friction cone; (c) longitudinal
adhesion coefficient as a function of time; and (d) longitudinal ground force.

Combining Equations (4) and (3), the two modulating factors must satisfy the condi-
tion: √

μ2
xi
+ μ2

yi
≤ μs (5)

Looking at Figure 3b, this implies that at any time the point Qji

[
μxji

(t), μyji
(t)
]

remains
confined in the circle of radius μs over the plane μxi (t), μyi (t). Moreover, we assume a cor-
relation between the modulating factors during the gait. This implies, concerning Figure 3b,
the point Qji

[
μxji

(t), μyji
(t)
]

describes a closed curve in the plane μxji
(t), μyji

(t) as time
is spent, and Q completes the loop in a period T. More precisely, the time histories of
μxi (t), μyi (t) are determined by a spline passing through the points

[
Q1i ; Q2i ; Q3i

]
selected

by the designer within the contact cone (see Figure 3b).
The expressions for the moments Mx and My follow directly from the leg’s reactions.

From Figure 4, let’s consider, for example, the FR foot at the incipient contact phase and
foot position (xFR, yFR, zFR):

My = FxΔzFR − FzΔxFR
Mx = FyΔzFR + FzΔyFR

(6)

where ΔxFR(t) = xFR − x, ΔzFR(t) = zFR − z and ΔyFR = yFR − y.
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Figure 4. Point of application of the leg force FR and distances ΔxFR and ΔzFR referred to the center
of gravity G.

3. Optimization Model

Usually, in the legged locomotion, the stability of a gait is guaranteed by using a
criterion such as zero-moment point [27,28]. Other studies face the stability problem with
the Poincare map [29,30] or ground reference points [31]. In this paper, unlike the classical
approaches, the gait stability is guaranteed by satisfying periodic limit cycle conditions.

The optimization operates over a single period T using a genetic algorithm (GA)
which provides the stride length, frequency, and velocity, and additionally the time history
of the contact forces. Therefore, a vector of gait parameters pGA is optimized by using
the GA algorithm. Let us explicitly set pGA. The relative phases of the leg motion are
ti, the normalized time duration Ti of the CP is βi =

Ti
T , the time history of the normal,

longitudinal and lateral contact forces are determined by the interpolation of the points Pji
and Qji with j = 1, 2, 3, respectively. Therefore:

pGA =
[
ti, βi, Pji , Qji

]
(7)

The structure of the optimization process involves the optimal vector pGA and, us-
ing several constraints derived from the equations of motion, it looks for solutions that
minimize a multi-objective cost function related to the dissipated energy and looking for
smooth forces trends. Let us examine in detail these constraints.

Note, as a preliminary consideration, that we can impose the continuity kinematic
conditions over the stride period:

y(0) = y(T); z(0) = z(T)
.
x(0) =

.
x(T);

.
y(0) =

.
y(T);

.
z(0) =

.
z(T)

φ(0) = φ(T); θ(0) = θ(T)
.
φ(0) =

.
φ(T);

.
θ(0) =

.
θ(T)

(8)

Moreover, the average speeds over the period T are
.
x = V,

.
y = 0,

.
z = 0,

.
θ=0,

.
φ = 0,

where V is the average longitudinal speed of the quadruped body.
We start with the vertical equation of motion (an identical procedure applies to the

other equations of motion) that produces:

m
..
z = ∑

i
Fzi

(
Pji
)− mg → .

z =
1
m

∫ t

0
∑

i
Fzi

(
Pji
)

dt − gt + C (9)
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where g is the gravity acceleration and C is an integration constant. Therefore:

.
z(T) =

1
m

∫ T

0
∑

i
Fzi

(
Pji
)

dt − gT + C (10)

and
.
z(0) = C (11)

Using the condition
.
z(0) =

.
z(T), it follows:

1
T

∫ T

0
∑

i
Fzi

(
Pji
)

dt = mg (12)

The force-time history is set by randomly selecting the point Pji by the GA and using
a spline interpolation. Further integration of Equation (10) produces:

.
z(t) =

1
m

∫ t

0
∑

i
Fzi

(
Pji
)

dτ − gt +
.
z(0) → z(t)

=
1
m

∫ t

0

∫ τ

0
(∑

i
Fzi

(
Pji
)− mg ) dtdτ +

.
z(0)t + z(0)

(13)

and:

z(T) =
1
m

∫ T

0

∫ τ

0
(∑

i
Fzi

(
Pji
)− mg )dt dτ +

.
z(0)T + z(0) (14)

Using the periodicity condition z(0) = z(T), it follows:

.
z(0) = − 1

mT

∫ T

0

∫ τ

0

(
∑

i
Fzi

(
Pji
)− mg

)
dtdτ (15)

Equation (15) automatically satisfies the condition of zero average speed
.
z = 0. In fact:

.
z(t) =

1
m

∫ t

0
∑

i
Fzi

(
Pji
)

dτ − gt +
.
z(0) → .

z

=
1

mT

∫ T

0

∫ τ

0

(
∑

i
Fzi

(
Pji
)− mg

)
dt dτ +

.
z(0) = 0

(16)

The longitudinal dynamics takes into account two inertia effects: one related to the
longitudinal motion of the robot body mass mB, and the second due to the reciprocating
motion of the legs of mass mpi . The total robot mass m is consequently:

m = mB + ∑
i

mpi (17)

Let us make the point about the leg motion. Looking at Figure 5, it appears that,
during the contact phase, the horizontal speed of the leg is negative, and becomes positive
during the swing phase. Therefore, along the gait period, the leg mass behaves as an
oscillator that, attached to the primary body mass, generates a back and forth horizontal
inertia force.
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Figure 5. Illustration of the reciprocating longitudinal leg motion during the swing and contact
phases, respectively.

The mathematical counterpart of this physical behaviour appears as follows:

mB
..
x − ∑

i
mpi wi(t)

..
x = ∑

i
Fxi − ∑

i
mpi (1 − wi(t))

..
xswi (18)

xswi describes the leg mass longitudinal motion during the swing phase. The term
mpi (1 − wi(t))

..
xswi takes into account the inertia force during the swing phase, while,

complementarily, mpi wi(t)
..
x accounts for the added mass effect during the contact phase,

within which the leg motion depends essentially on the body motion. The switch function
wi(t) is defined as:

wi(t) =
{

1 i f the ith leg is in CP
0 i f the ith leg is in SP

(19)

that activates alternatively the inertia effects of the contact and swing phase, respectively.
The swing motion xswi (t) is designed through βi and T by using a spline with initial and
final slope equal to the average body velocity V (as an example see Figure 6).

Figure 6. An example of the time history of xswi of the leg.

The analogous Equation (12) is determined for the longitudinal motion using the
condition

.
x(0) =

.
x(T):

∫ T

0

∑i Fxi

(
Pji , Qxji

)
− ∑i mpi (1 − wi(t))

..
xswi

mB − ∑i mpi wi(t)
dt = 0 (20)

Then the average speed
.
x = V over the period T is:

.
x = V =

1
T

∫ T

0

∫ τ

0

∑i Fxi

(
Pji , Qxji

)
− ∑i mpi (1 − wi(t))

..
xswi

mB − ∑i mpi wi(t)
dτ dt +

.
x(0) (21)
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that, together with the periodicity condition, produces:

.
x(0) =

.
x(T) = V − 1

T

∫ T

0

∫ τ

0

∑i Fxi

(
Pji , Qxji

)
− ∑i mpi (1 − wi(t))

..
xswi

mB − ∑i mpi wi(t)
dτ dt (22)

If the same procedure is applied to the lateral motion, it follows:

m
..
y = ∑

i
Fyi

(
Pji , Qyji

)
→

∫ T

0
∑

i
Fyi

(
Pji , Qyji

)
dt = 0 (23)

derived under the condition
.
y(0) =

.
y(T). Using the other periodicity condition y(0) = y(T),

and
.
y = 0, we obtain:

.
y(0) = − 1

mT

∫ T

0

∫ τ

0
∑

i
Fyi

(
Pji , Qyji

)
dt dτ (24)

We can apply the same procedure to the remaining cardinal equations. Using the
conditions

.
θ(0) =

.
θ(T),

.
φ(0) =

.
φ(T), the following constraints are obtained:

∫ T

0
∑

i
Myi (x0) dt = 0

∫ T

0
∑

i
Mxi (y0) dt = 0

(25)

These can be solved in closed form in terms of the initial conditions x0 e y0. The arms
of the moments are:

Δxi(t, x0) = xi(t)− x(t, x0)

Δyi(t, y0) = yi(t)− y(t, y0)

Δzi(t, z0) = zi − z(t, z0)

(26)

Assuming a flat ground, zi = 0, and

x(t, x0) =
∫ t

0

∫ τ

0

Fx

mB − ∑i mpi wi(t)
dtdτ +

.
x0t + x0

y(t, y0) =
1
m

∫ t

0

∫ τ

0
Fy dtdτ +

.
y0t + y0

z(t, z0 = h) =
1
m

∫ t

0

∫ τ

0
(Fz − mg) dtdτ +

.
z0t + h

(27)

Finally, using again the same technique with the conditions φ(0) = φ(T), θ(0) = θ(T),
the final equations yield:

.
θ(0) =

.
θ(T) = − 1

IyT

∫ T

0

∫ τ

0
My(x0) dtdτ

.
φ(0) =

.
φ(T) = − 1

IxT

∫ T

0

∫ τ

0
Mx(y0) dtdτ

(28)

The previous constraints are based on the linear approximation (see Equation (2)) of
the equations of motion, and they provide the initial guess of the kinematic variables at
the initial and final times, 0 and T. Moreover, the force and the moments, through their
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spline approximations, satisfy the set of conditions from (7) to (27). With this starting guess,
we can solve the following iterative nonlinear optimization problem:

minimize ω(0)− ω(T) = 03x1

θ(0)− θ(T) = 03x1

subject to
.

ω = me − ω × (Iω)
.
θ = E(θ)ω
|ω| < ωmax
|θ| < θmax

initial guess θ0 = [θ0, φ0, ψ0]
T = [0, 0, 0]T

ω0 =
[ .
θ0,

.
φ0, 0

]T

r0 = [x0, y0, z0]
T

(29)

The unknown vector to be determined is pNLP =
[
θ0, φ0, ψ0,

.
ωx0 ,

.
ωy0 ,

.
ωz0 , x0, y0, z0

]
.

Figure 7 illustrates the flow chart of the GA solution’s scheme. The setting of the GA which
led to good balancing between learning and overfitting is a size population of 50 individ-
uals, 110 generations, a crossover of 80% and mutation of 1%. Specifically, the genetic
algorithm with multi-objective optimization is used for which simultaneous optimization
of multiple, often competing, objectives take place [32,33]. The related pseudocode is
shown below:

Algorithms 1 Pseudo code for the gait optimization algorithm.

1: t ← 0
2: Initialization parameters

[
T, V, m, Ix, Iy, Iz, L, h, mp

]
3: GA random population initialization of pGA vector
4: While {GA’s stop criterion is not met}
5: Vertical ground force definition with continuity kinematic constraints (periodicity condition)
6: Longitudinal and lateral forces with continuity kinematic and static friction cone constraints
7: Torques with continuity kinematic constraints in the linear case (small angles)
8: Initialization guess parameters for Nonlinear Programming
9: Evaluate Objective function for Nonlinear Programming
10: While {Nonlinear Programming’s stop criterion is not met and the constraints are satisfied}
11: Sequential Quadratic Algorithm
12: Evaluate Objective function
13: Endwhile
14: Evaluate fitness function for each individuals
15: Select of the individuals
16: Recombine of the individuals
17: Mutate of the individuals
18: Generations of new population
19: t ← t + 1
20: Endwhile
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Figure 7. Optimization diagram of the genetic algorithm (GA) algorithm.
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Eventually, we introduce the multi-objective function to be minimized for the most
efficient gait. The GA’s fitness function is defined through the total specific energy Ed,
that is, the energy per traveled distance x(T)− x0 over the period, and the ground reaction
jerk JGRF.

The specific energy Ed includes the mechanical energy of the body and the swinging
leg energy:

Ed =
1

x(T)− x0

∫ T

0

∣∣Fx
.
x
∣∣+ ∣∣Fy

.
y
∣∣+ ∣∣Fz

.
z
∣∣+ ∣∣∣Mx

.
φ
∣∣∣+ ∣∣∣My

.
θ
∣∣∣+ ∣∣mg

.
z
∣∣

+

∣∣∣∣∣
(

∑
i

mpi (1 − wi(t))
..
xswi

)
.
xswi

∣∣∣∣∣ dt
(30)

One can expect power fluctuations along the period with positive and negative values,
perfectly balanced since these fluctuations have zero average (the system is conservative).
Since Ed integrates the absolute value of the power, it measures the intensity of the power
fluctuations. Requiring a small value for Ed means asking for small fluctuations of the
power, which implies a benefit in terms of the actuator dimensions and power and thus
of energy consumption. On the other hand, the request of a small jerk JGRF assures
traditionally smooth contact forces:

JGRF =
1
T

∫ T

0
‖ .

F ‖ dt (31)

where F =
[
Fx; Fy; Fz

]
.

Multi-objective optimization is used to determine the Pareto frontier, the set of solu-
tions that provides the optimal trade-off between the two criteria.

4. Results

4.1. Optimal Gait Solution

For certain optimization variable sets pGA, the solver may not converge, or the solution
may be unrealistic or impractical. A maximum foot stride smax has been imposed to avoid
solutions that required unrealistic leg dimensions. The condition was applied to the upper
bound of the duty factor: βimax = smax

VT , where V is the mean target speed of the simulation:

0 < βi ≤ βimax (32)

The optimization finds an efficient gait (in the sense specified in the previous section)
that moves the body at an average speed of 1.35 m/s, with a gait period T of 1 s. The mass
properties of the body are selected considering the characteristic parameters of quadrupeds
in nature, in particular horses (Table 1, see reference [34]). In addition, some simplification
but reasonable assumptions are made, namely: βFR = βFL = βF, βHR = βHL = βH ,
FzFR = FzFL , FzHR = FzHL , FxFR = FxFL , FxHR = FxHL , FyFR = −FyFL , and FyHR = −FyHL .
The obtained solutions are plotted in Figure 8, where a correlation between the energy cost
and contact-forces jerk is shown (Pareto frontier). The resulting gaits present a specific leg
sequence classified as walk and trot gaits. In nature, walking gaits involve overlapping
contact phase such that β > 0.5. In particular, in a trot gait, the diagonal forelimb and
hindlimb move in phase, while in a walking gait the limbs have a lag of 0.25 between the
two legs.
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Figure 8. Pareto curve of optimal gaits for V = 1.35 m/s and T = 1 s.

The best solution according to the Pareto frontier is presented in Figure 9. It can
be seen how the body keeps a steady longitudinal speed

.
x, about the target speed of

V = 1.35 m/s, maintaining a stable and restrained attitude and assuring the periodicity
constraints.

Figure 9. Trajectory and attitude of the selected optimal solution.
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This case is classified as a walking trot since it presents a duty cycle βFR = βFL =
βHR = βHL = 0.55, equal for the hind and forelimbs, and ti = [0.7; 0.2; 0.2; 0.7] (Figure 10).
The contact forces are instead shown in Figure 11, and the friction coefficients in Figure 12.
It can be observed how the normal forces Fzi have a flat double-hump time history, typical
of quadrupeds’ locomotion [2,35]. All other significant parameters are shown in Table 1.

Figure 10. Gait sequence of the optimal walking trot solution: FL (front left), FR (front right), HL
(hind left), HR (hind right), CP (contact phase), and SP (swing phase).

Figure 11. Contact forces normalized over the body weight.
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Figure 12. The trend of the coefficient of adhesion for each foot.

Table 1. Simulation setting parameters and results.

Parameter Value Unit

m 520 kg
mp 26 kg
Ix 103 kg m2

Iy 26.2 kg m2

Iz 103 kg m2

L 1.44 m
h 1 m
T 1 s
V 1.35 m/s

ΔxFR,FLmax ; ΔxFR,FLmin 1.08; 0.27 m
ΔxHR,HLmax ; ΔxHR,HLmin −0.36; −1.17 m
sFR = sFL = sHR = sHL 0.81 m

x0 0.36 m
y0 0.0027 m
z0 1 m

βFR = βFL = βHR = βHL 0.55
tFR = tHL 0.7 s
tFL = tHR 0.2 s

In Figure 13 we can see the trajectory performed by the foot FR during one complete
cycle.
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Figure 13. FR foot trajectory during contact and swing phase starting from tFR.

To better assess the variability of the results, a statistical analysis on 10 runs of the
optimization algorithm was performed. In all cases, the best gait found was the walking-
trot and the ratio between the value of the objective function and its average differs by a
maximum of 2.5%, as observed in Figure 14.

Figure 14. Comparison of fitness functions over the mean value between 10 trials.

Eventually, a comparison between the cumulative mechanical energy of the exper-
imental and numerical optimization data is shown in Figure 15. For the experimental
campaign [34], a group of horses with a weight ranging between 417 and 673 kg, was used.
For each animal, ten sequences were considered within the speed range from 0.7 to 1.9 m/s.
Five markers, positioned along the horses’ backbones, identify the vertical and longitudinal
motion of their center of mass (CoMrigid). The considered mechanical energy is defined by
the expression (a special case of expression (29)):

ECoMrigid =
∫ T

0

∣∣Fz
.
z|+ |Fx

.
x|+mg| .

z
∣∣ dt (33)
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Figure 15. Mechanical energy comparison between experimental data and the optimal solution.

It is clear how the resulting energies are comparable.

4.2. Gaits Analysis for Different Speed and Cycle Duration T

The optimization solutions are tested for different speeds and cycle period T.
Figure 16 depicts the trend of the walking gait representing Ed, following Equation

(30), as dependent on the cycle duration, for different speeds between 0.7 and 2 m/s.
This map permits finding natural associations between convenient gait period and body
velocity, to obtain gaits with a reasonably limited energy cost and smooth forces.

We notice that for T < 0.5 s the total energy is very large, because the swing phase has
a very limited duration, needing very high energy to relocate the foot at its initial position.
On the other hand, at high values for T, again the energy cost increases. Therefore, the map
suggests that for any desired speed, there is an intermediate region for the gait period
that allows a low energy consumption. Minimum energy expenditures are identified at
T = 1.25 s for speed 1.35 m/s, at T = 1 s for speed 2 m/s, and T = 1.66 s for speed 0.7 m/s
(blue square, green triangle, and red diamond, respectively).

Figure 16. Walk gait energy Ed for different speeds and time cycles T.
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In Figure 17, the trend of the trot gait is depicted. We notice the same behavior of low
energy cost for the walking gait in the middle region, with an optimal association between
periods and speed: T = 1.25 s for 1.35 m/s, T = 1 s for 2 m/s, and T = 1.66 s for 0.7 m/s.

Figure 17. Trot gait energy Ed for different speeds and time cycles T.

Then, taking the minimum points for each gait and comparing them with the energy
cost and jerk performances (Figure 18), we see how the transition between walking and
trotting takes place at a speed between 0.7 m/s and 1.35 m/s, by using a Pareto criterion.
In fact, for the lowest speed, 0.7 m/s, the walk is optimal, in a Pareto sense, since energy
cost is lower, and jerk substantially similar. Increasing the speed at 1.35 m/s, a trot performs
much better, since both energy and jerk indexes are lower with respect to the walking gait.
For higher speeds, the trend of the two curves shows the trot gait is better than walking.

Figure 18. Gait transition from walk to trot based on Pareto’s frontier analysis.
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5. Discussion

Based on the previous models and results, we can conjecture the optimal gait observed
in nature can be derived as an evolutionary effect that combines minimum energy require-
ments and minimum jerk contact forces, to obtain a gait that is energy-saving and with a
moderated mechanical impact on the legs articulations. This point of view has importance
also for a quadrupedal robot design that would be aimed at imitating or even enhancing
nature’s results.

Nevertheless, the previous analysis introduces several approximations with related
inaccuracies in the representation of quadrupedal mechanics.

As a first remark, dissipation effects are not taken into considerations. Credible dissi-
pation models need indeed a fine-tuning and require specific and non-trivial experimental
tests. This approximation introduces larger errors when increasing the leg’s speed since the
non-modeled effects of dissipation increase with some power of the velocity. Furthermore,
one of the advantages of the previous analysis is the absence of a detailed leg model, that is
on the other hand a limitation in the accuracy of the model. Additionally, the absence of a
head in the model and its coordinated motion with legs is another approximation when
analyzing the quadruped gaits.

Finally, the presence of flexible and deformable elements in the animal mechanical
structure is not considered in the model, and these elements absorb elastic energy that
plays a role in the global energy balance.

Actuators and their related power are not explicitly included in the animal mechan-
ical model. Besides their obvious importance in the energy balance in the robot design,
they guarantee the optimal gait is suitably tracked by the leg motion, with no obvious im-
plications for their performances in terms of supplied maximum force and power, weights,
and volumes.

Finally, the contact model is an approximate empirical model, and it will be necessary
to check its reliability on the experimental ground.

Future work challenges will be related to overcoming these limitations. More specifi-
cally related to quadruped robot design implications, the kinematics and dynamics of leg
implementation will be further optimized to be able to pursue the trajectories determined
by the optimal gait generator. Non-linear optimal control algorithms recently developed by
the authors [36,37] will be used to track kinematic references and forces exchanged on the
ground. Such algorithms can be combined with reference trajectory generators [38,39] but
can also incorporate the dynamics model and the power actuators by variational feedback
control methods [40,41]. Therefore, it is possible to verify and confirm the validity of the
results and then extend the work to the optimization of speed changes, changes of gaits,
changes of direction, and optimal handling in the presence of obstacles and irregularities
of the terrain [42,43].

The present analysis lays the groundwork for the design of new highly efficient
quadrupedal robots.

6. Conclusions

This paper presents an investigation related to the optimal gaits for a quadrupedal
robot. The interest of this analysis clearly relies on the use of such legged robots in many
engineering areas, where the replacement of wheels by legs is highly desirable in an
environmental scenario that has an uneven ground with obstacles and in the absence of
specific infrastructure that permits a wheeled robot to operate comfortably.

The analysis presents several elements of originality. The optimal gait problem is
formulated independently of any specific architecture for the leg mechanisms. The focus
is the leg–ground reaction forces that control the quadruped’s body motion. A detailed
analysis of the contact introduces constitutive relationships for the reaction forces that
permit their use in the formulation of the dynamic equation of the body. With the help
of the periodicity conditions, that characterize the state variables of the robot involved in
its gait and using them an initial guess based on a linearization of the equation of motion,
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a GA optimization algorithm produces the optimal gaits of the quadruped. A multi-
objective function introduces two basic principles of optimization. The first relies on the
minimization of the maximum actuators’ power and energy consumption. The second
relies on the minimization of the contact jerks; that implies a requirement for preventing
overload and stressful conditions for the robot mechanisms and its kinematic joints. Their
combination, subjected to the Pareto frontier analysis, suggests optimal gaits.

The method is applied to a quadruped the size and mass of which are those of a horse,
and the optimal gaits obtained by this optimization method are compared with results
found in the technical literature for a real animal. The comparison shows that the different
gaits, such as walk and trot, and the convenient transition from the first to the second,
depends on the desired speed of the quadruped. The need for a transition comes out as a
requirement of energy and jerk optimization; when the speed overcomes a given threshold
(located between 0.7 m/s and 1.35 m/s) it is clearly convenient to change the gait. One may
speculate this result could explain the origin of the quadruped gaits, as driven by nature,
under a very long evolutionary process.
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��������	
�������

Citation: Luneckas, M.; Luneckas, T.;
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Abstract: Due to the prospect of using walking robots in an impassable environment for tracked or
wheeled vehicles, walking locomotion is one of the most remarkable accomplishments in robotic
history. Walking robots, however, are still being deeply researched and created. Locomotion over
irregular terrain and energy consumption are among the major problems. Walking robots require
many actuators to cross different terrains, leading to substantial consumption of energy. A robot must
be carefully designed to solve this problem, and movement parameters must be correctly chosen.
We present a minimization of the hexapod robot’s energy consumption in this paper. Secondly, we
investigate the reliance on power consumption in robot movement speed and gaits along with the
Cost of Transport (CoT). To perform optimization of the hexapod robot energy consumption, we
propose two algorithms. The heuristic algorithm performs gait switching based on the current speed
of the robot to ensure minimum energy consumption. The Red Fox Optimization (RFO) algorithm
performs a nature-inspired search of robot gait variable space to minimize CoT as a target function.
The algorithms are tested to assess the efficiency of the hexapod robot walking through real-life
experiments. We show that it is possible to save approximately 7.7–21% by choosing proper gaits at
certain speeds. Finally, we demonstrate that our hexapod robot is one of the most energy-efficient
hexapods by comparing the CoT values of various walking robots.

Keywords: hexapod robot; path planning; energy consumption; cost of transport; heuristic optimization

1. Introduction

The decrease of energy usage is recognized as one of the principal goals in industrial
and manufacturing areas for economic and climate change mitigation reasons [1]. Energy
consumption saving in mechatronic and robotic systems has attracted much interest in
both industry and academia [2] due to the need to develop energy-efficient and sustain-
able infrastructure. The existing approaches for increasing energy efficiency include the
development of more efficient energy storage technologies for mobile platforms [3], the
use of renewable energy resources [4], and also the deployment of innovative computing
techniques for controlling digital infrastructure [5].

Mobile robots serve as a great platform for many various tasks that are difficult,
dangerous, or even impossible for humans such as space exploration, underground mining,
landmine removal, or disaster relief [6,7]. Such tasks require robots to act autonomously
in most cases and their work environment is incredibly diverse [8]. The nature of such
diversity in environments dictates that mobile robots must adapt to these environments

Appl. Sci. 2021, 11, 1339. https://doi.org/10.3390/app11031339 https://www.mdpi.com/journal/applsci
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and not only to one type but a great variety of the terrains. The problem of energy efficiency
has been addressed by many different types of robot designs such as flexible (snake-like
robots) [9], quadruped robots [10], rovers [11], paddle-driven robots [12], and humanoid
robots [13,14].

Terrain diversity is better overcome by legged robots, as they are a lot more adaptable
than wheeled or tracked robots [15–17] as dictated by nature (there are no wheeled or tracked
animals/insects) [18]. Legged robots can more easily adapt to different types of terrain,
their roughness, softness, obstacles, gaps, etc. [19]. However, legged robots still have a
lot of challenges to overcome in order to be widely used autonomously in many different
applications. These challenges include solving problems for foot-terrain interaction [20–22],
gait selection [23,24], walking patterns [25], body stability/balance [17,26], speed [27,28],
obstacle avoidance [29,30], motion planning [31,32], trajectory planning [33–35], etc. Robots’
autonomy highly depends on their ability to adapt to various types of terrains [36] and their
energy efficiency [37,38].

In some studies, vertebrates and invertebrates were observed leading to results stating
that oxygen consumption linearly depends on their locomotion speed [39]. A study on
modeling the energy consumption of insects [40] and rats [41] suggests that the main
reason for changing gaits is to minimize energy consumption. These results were applied
to a 2 g mobile robot by [42] and investigated by calculating the cost of transport (CoT).
This parameter assesses energy efficiency to transport any type of animal, insect, fish, bird,
vehicle or robot from one point to another. CoT allows comparison of different biological
or non-biological systems because it is a dimensionless parameter, and thus is widely
used in robotics and biology. However, results obtained from experiments with a 2 g
mobile robot [42] showed that CoT is significantly larger than in the existing walking
robots when an alternating tripod gait is used. In their next work, they presented results of
the locomotion and trajectory control technique for microrobots weighing 1.27 g [43]. The
Harvard Ambulatory Micro Robot VP series (HAMR-VP) obtained a CoT of 109 which is
still a rather large number.

In [44], a method is presented on how to estimate and minimize CoT for legged loco-
motion. The results of these studies show that it is very important to choose optimal gait to
minimize energetic cost. With optimal parameters, CoT is below 1.0 at speeds ranging from
0.1 m/s to 0.35 m/s, but there are no real experiments carried out with either robots or insects.
It is difficult to say whether or not results would be the same for walking robots.

Real-time control is proposed in [45] where the authors present a model of a realistic
quadrupedal walking machine. The investigation results show that CoT could be reduced
by choosing a small duty factor and optimal walking velocity. Also, CoT depends highly on
the stroke distance and is less when a stroke is longer. Authors say that the wave gait is only
appropriate for low walking speed, and different gaits should be used for higher-speed
locomotion. So, to save energy it is very important to select the proper gait.

Additional research, including a duty factor evaluation, was done by [46]. Analysis of
the energy usage of a six-legged robot during its locomotion over flat terrain was presented.
The results of this investigation showed that the lowest duty factor of the wave gait gives
the lowest energy consumption.

CoT depends on the terrain type. Irregular terrain would require more energy ex-
penses than plain terrain. Paper [47] presented a method to optimize the energy use of
a hexapod robot on irregular terrain. When the foot trajectories of the legged robot are
calculated to minimize energy use during every half a locomotion cycle, it is possible to
save about 3.21% of the energy.

The energy efficiency of a hexapod robot wave gait was analyzed in [48]. The author
used a simulation model to obtain walking measurements using different modes and
varying gait parameters. The results presented in this paper suggest that using a wave
gait with different leg sequences is better than using a basic wave gait, although using
only wave gait is not efficient, overall, as it is only used for the lower speeds as mentioned
before [45].
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The analysis of the torque distribution algorithm to decrease the energy cost of the hexapod
robot (only for wave gait) is presented in [15]. The proposed scheme allowed reducing energy
use from 22% to 39% with the use of fitting robot walking speed and duty factor.

The advantages of gait switching for statically-stable locomotion of a hexapod robot over
various terrain types while using a tripod, amble (tetrapod), and wave gaits were explored
in [16]. The results showed that on a hard smooth surface at low speeds (up to ~0.1 m/s) the
wave gait has higher CoT than the tripod gait. At speeds of ~0.1 m/s, the tripod gait has the
lowest CoT, and increasing speed further decreases CoT (at 0.3 m/s CoT = ~15). A similar
investigation was done in [49], where locomotion on different surfaces was tested by changing
the leg’s joint compliance. During each experiment, the robot walked the same distance and
the current was measured during its locomotion. Best achieved CoT was 17.2 at a speed of
~0.039 m/s. Wang et al. [50] employed energy usage optimization by introducing equality
constraints of dynamic force and moment equilibrium, and inequality constraints of joint torque.
Then, they obtained ideal foot forces by solving a quadratic programming (QP) problem.

The novelty and contributions of this paper are as follows:

(1) A heuristic gait-switching algorithm to minimize the energy consumption of the
hexapod robot.

(2) Adoption of a novel nature-inspired Red Fox Optimization (RFO) for gait parameter selec-
tion to minimize the CoT value of the hexapod robot, which has been never done before.

(3) Experimental study of both algorithms.

The remaining parts of the paper are summarized as follows. Section 2 describes
the materials and methods used in our research. Section 3 presents the results of our
experiments. Section 4 discusses the results and presents conclusions.

2. Methods and Materials

2.1. Hexapod Robot

For our research, we used an 18 degrees-of-freedom (DoF) six-legged walking robot
HexaV4 (Vincross Inc., Beijing, China) (Figure 1) with STM32 microcontroller (STMicroelec-
tronics, Geneva, Switzerland) and Dynamixel AX-12 (ROBOTIS, Seoul, Korea) servo motors.
Servo motors are controlled via universal asynchronous receiver-transmitter (UART) by
sending them position angles that are calculated from feet coordinates using inverse kine-
matics. Each servo’s motion is controlled via an internal servo controller that is set to
default parameters. The robot’s body is hexagon shaped to sustain better stability and is
made from plastic for lower overall mass (the total weight of the robot is ~1.5 kg). The size
of the robot is small: length is 250 mm; width at the front and the back is 100 mm; width
at the middle is 190 mm. Since 3D printing is a very useful tool for prototyping the early
stages of the robot [51,52], each leg is 3D printed for better durability and divided into
three parts: coxa—50 mm; femur—82 mm; tibia—120 mm.

Due to a large variety of different gaits, only four basic hexapod gaits were used for
all experiments: tripod gait, wave gait, tetrapod gait, and ripple gait [53]. Used gait time
diagrams and leg sequencing is shown in Figure 1b, where the black line represents the leg
support phase, and the dashed gap line represents the transfer phase.
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Figure 1. Hexapod robot model HexaV4 (a) and gait used in experiments time diagrams (black lines represent leg’s support
phase, dashed gap—transfer phase) (b). Leg abbreviations: LF—left front; LM—left middle; LH—left hind; RF—right front;
RM—right middle; RH—right hind; T—gait period. All dimensions are in millimeters.

2.2. Average Energy Consumption Measurement

To accurately evaluate the energy consumption of the hexapod robot, we chose to
measure current Iavg (t) for each speed (even if there is a small difference). First, we
measured current values only for each separate robot movement speed, and then calculated
the average current value Iavg (only for that particular speed). The average value can be
calculated by:

Iavg =
1

t2 − t1

∫ t2

t1

I(t)dt (1)

As our measurements give us current samples at constant time steps, the average
consumed current can be calculated by averaging the measured current samples I1 . . . In:

Iavg =
∑n

i=1 Ii

n
. (2)

Then we can express the average power Pavg as:

Pavg = U · Iavg, (3)

Here U is the nominal voltage.

2.3. Heuristic Algorithm for Minimum Energy Consumption

To obtain the minimum energy consumption of the hexapod robot, we developed a
heuristic algorithm (Figure 2). Since in Section 2.2 we only described experiments where
we measured energy consumption dependence on separate robot movement speeds, the
algorithm was developed to measure the energy consumption of robots in a realistic
movement situation. The algorithm controls how a robot moves using both tripod and
wave gaits at certain speed intervals without an additional load. This algorithm was
developed for our hexapod robot model, but it could be used as a baseline algorithm for
any type of hexapod robot. The only changes that would need to be done to the algorithm
are changing the robot’s maximum speed and gait changing speed.
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Figure 2. Algorithm for switching between wave and tripod gaits. Wave gait is used when the
movement speed is lower than 0.046 m/s; tripod gait is used when the movement speed is higher
than 0.046 m/s until the speed reaches a maximum value of 0.33 m/s.

Tripod and wave gaits were selected after conducting a series of tests. During these
tests, all four gaits were used with all possible step lengths along with different joint speeds
to obtain various robot movement speeds. Each time, the robot’s current was measured to
estimate energy consumption. The results showed that neither tetrapod nor ripple gaits are
energetically efficient. The results also showed that 0.046 m/s speed is the most optimal
speed for changing from wave to tripod gait because otherwise, the energy consumption
increases. The maximum speed of the robot is 0.33 m/s.

The parameters of the algorithm are set to the minimum: step length is set to 1 cm and
servo speeds are set to 12 rpm. These parameters set robot movement speed to 0.00042 m/s.
Gait is set to wave gait. After setting initial parameters, the robot starts to move forward.
After making 3 full gait cycles, the algorithm increases the robot’s movement speed by
increasing servo speeds or step length. If movement speed is equal to or greater than
0.046 m/s, the gait type is switched to the tripod gait, otherwise, the robot continues
moving forward with the wave gait and further increases speed in the same manner. Gait
switching is done using a fixed threshold and is initiated at the end of the gait period to
ensure that the previous gait is complete. When tripod gait is selected, the robot moves
forward, increasing speed until it reaches a speed of 0.33 m/s, which is maintained until
the end of the experiment. Each experiment took 2 min and during the whole time the
robot’s current was measured using the current shunt sensor mounted on the robot’s
control system. Over the 2 min, 1500 current values were obtained. This means that the
instantaneous current value was measured every 80 ms. Such a sampling rate is adequate
to measure current consumption during robot locomotion.

2.4. Calculation of Cost of Transport (CoT)

In mechatronics, it is common to evaluate energy efficiency by verifying CoT [54]. It
shows how much power a machine or robot needs to transport itself a certain distance
at a certain speed. It is more useful than just evaluating power consumption because the
power alone does not provide information about the overall efficiency. In some cases, using
more power will allow traveling longer distances at a higher speed, but in other cases, low
power consumption might mean slow movement and shorter travel distances. CoT can be
calculated by Equation (4):

CoT � Pavg

mgv
=

U · Iavg

mgv
, (4)
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where m is the weight of the robot/machine with no additional load added [kg], Pavg is
the average power consumption [W], g—is gravitational force [m/s2], and v is movement
speed [m].

2.5. CoT Optimization Using Red Fox Optimization (RFO) Algorithm

To perform CoT optimization, we adopted the Red Fox Optimization (RFO) algo-
rithm [55]. RFO is a nature-inspired heuristic algorithm that is based on the metaphor of
red fox hunting behavior. When crossing the area, the fox takes every opportunity for food
and creeps up to the hidden prey until he gets close enough to strike effectively. Exploration
of territory in search of food was modeled as a global search when the fox spots the prey in
the distance. Before the attack was modeled as a local hunt, the fox traverses through the
habitat to get as close as possible to the prey.

The RFO algorithm performs a global search by modeling solution space exploration
as the search of food when the fox spots the prey in the distance, whereas local search is
modeled as territory traversal aiming to get as close as possible to the prey before attacking
it. Formally, the algorithm is described as follows. Let f ∈ R

n be the target function of
n variables in the solution space, and let (x)(i) =

[
(x0)

(i), (x1)
(i), . . . , (xn−1)

(i)
]

mark each

point in the space 〈a, b〉n, where a, b ∈ R. Then (x)(i) is the optimal solution, if the value of
function f

(
(x)(i)

)
is a global optimum on 〈a, b〉.

The search process consists of two stages: variable space exploration and convergence
of the solution. The RFO algorithm is summarized in Algorithm 1.

Algorithm 1. Red Fox Optimization Algorithm
Inputs: search space 〈a, b〉, fitness function f (·)
Outputs: optimal solution xbest

Begin

Define the number of iterations T, the maximum size of population n,
Generate randomly the population of n foxes within search space,
Set iteration count i := 0,
while i ≤ T do

For each fox in population do

Sort individuals according to the fitness function,

Select best individual
(

xbest
)i

Calculate reallocation of individuals
if reallocation is better than the previous position then

Move the fox,
else

Return the fox to previous position,
end if

Choose randomly the noticing parameter of the fox,
if fox is not noticed then

Calculate reallocation
else

Fox stays at his position
end if

23: end for

24: Sort population according to the fitness function f (·),
25: Remove worst foxes from the population
26: Reproduce new foxes
27 i := i + 1

28: end while

29: return the fittest fox xbest

End
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For our problem of finding the best gait type and gait parameter of the robot, we
defined the search space in terms of three independent variables:

(x) = [(x1), (x2), (x3)], (5)

where x1 is the step length [mm], x2 is gait resolution, and x3 is gait type (one of Tri-
pod, Tetrapod, Ripple, or Wave). Optimization aims to find the minimum value of CoT.
Therefore, the fitness function is defined by Equation (4).

3. Results

3.1. Power Consumption Measurement Results

The hexapod robot step height and body elevation were set to 1 cm and 10 cm
accordingly. These values are the standard configuration for hexapod robot movement and
1 cm is the minimum step height required to execute leg transfer. All experiments were
carried out on flat terrain with a soft surface for better contact between the feet and the
ground to minimize leg slippage.

The first experiment was done without using any additional load on the robot. The
average current dependence on robot movement speed and different gaits is shown in
Figure 3a. The speed at which the gait must be switched to sustain the minimal current
usage is v = 0.046 m/s (Figure 3b). Wave gait is the most energetically efficient for low
speeds (0–0.046 m/s) and tripod gait is more efficient for faster movement (0.046–0.33 m/s).
The power consumption at low speeds is ~12–13 W (wave gait), and at faster speeds is
~13–28 W (tripod gait). Using proposed gait switching between wave and tripod gaits,
~7.7–21% of energy can be saved.

Figure 3. Average power dependence on robot speed and gaits: (a) normal view, (b) enlarged view. Experiments were
carried out without additional load on the robot. Each dot represents a separate experiment with a certain configuration.
Lines show polynomial approximation. No gait type switching was used.

To make sure that the recurrence is stable and does not change depending on con-
ditions, we repeated the experiment with 1.16 kg and 2.9 kg loads placed on the top of
the robot. Results are shown in Figure 4. All curves for different gaits with 1.16 kg load
were arranged in the same way as with no load. The point of gait switching decreased
(v = 0.028 m/s). Only with a 2.9 kg load does the arrangement of curves start to change.
This shows that energy consumption depends on the robot’s weight. With increased robot’s
weight, gait switching speed decreases, i.e., the tripod gait becomes more effective at slower
speeds with increased load.
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(a) (b) 

Figure 4. Average power dependence on robot speed and gaits with different robot loads: (a) 1.16 kg load, (b) 2.9 kg load.
Each dot represents a separate experiment with a certain configuration. Lines show polynomial approximation. No gait
switching was used.

3.2. Verifying Overall Energy Efficiency

To evaluate our hexapod robot’s dependence of CoT on robot movement speed, we
applied Equation (5) for each gait, speed, and each obtained power consumption result
presented in Figure 5. As we can see from Figure 5a, CoT does not depend on gait type.
Even if we take a particular speed, CoT remained the same for each gait. The only difference
is that gaits vary in speed intervals. The results in Figure 5b show that the CoT value
decreases when the movement speed increases. This means that to obtain lower CoT, it is
necessary to switch to the gait with a higher speed interval (e.g., tripod gait). These results
along with Equation (4) can be used to optimize the energy consumption according to
robot speed.

 
(a) (b) 

Figure 5. Cost of transport dependence on robot speed: (a) logarithmic scale, (b) linear scale.

Using only the logarithmic scale, we cannot define the working space of our hexa-
pod robot that is energetically efficient. This is the reason for using the linear scale also
(Figure 5b). The robot should be programmed to move only at speeds higher than 0.04 m/s
due to CoT having the lowest values in that interval. Between the speed of 0.04 m/s and
0.33 m/s, the value of CoT decreases from ~25 to ~5.75, whereas between the speed of
0.04 m/s down to 0.00042 m/s, the value of CoT rises from ~25 up to ~2000. The tripod
gait was the most efficient because it used the least energy, while the robot can reach the
highest speed.
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To evaluate the efficiency of our hexapod robot, we compared its CoT with differ-
ent walking robots and micro-robots (Table 1): medium-sized high mobility hexapod
robot RHex, Gregor I six-legged robot, a resilient high-speed hexapod robot DASH, tiny
quadruped robot MEDIC (Millirobot Enabled Diagnostic of Integrated Circuits), micro
hexapod robot HAMR2 from Harvard University, and larger hexapod robot AMOS (Ad-
vanced Mobility Sensor Driven-Walking Device). Low CoT value for the HexaV4 robot
was obtained due to the good trade-off between the robot’s mass, current consumption,
and movement speed. In our case, the servos’ current was minimal during all experiments
(each servo can consume up to ~0.9 A, but the total current consumption of the robot did
not exceed 3.5 A).

Table 1. Cost of transport of different walking robots: RHex hexapod robot [56]; Gregor I
hexapod [57]; DASH hexapod [58]; MEDIC quadruped robot [59]; HAMR2 hexapod microrobot
[42]; AMOS hexapod robot [50]; HexaV4 hexapod robot; Big Dog robot [60].

Name Rhex Gregor I DASH MEDIC HAMR2 AMOS HexaV4 Big Dog

Mass (kg) 7 1 0.0062 0.0055 0.002 5.4 1.5 110
COT 3.7~14 70 14.7 >12,000 128 3.4~11.7 5.75 15

3.3. Maintaining Minimum Energy Consumption

The algorithm shown in Figure 2 was implemented and tested with the hexapod robot
several times with and without an additional delay time between speed changes. The
speed was increased by the algorithm and the current was measured throughout the tests.
The example of the results of the algorithm test is shown in Figure 6. We also varied the
delay time to obtain better intervals for calculating the average current. No additional
load was used during the experiments. The current time diagram of the full program run
without the delay is shown in Figure 7. Due to a large amount of noise, a filter was applied.
We used smooth signal processing and the percentile filter method (50%) with 3 points of
the window.

Figure 6. Current-time diagram, achieved by varying robot speed and gaits. Black curve—filtered
experimental data; red line—exponential approximation.

By calculating the average current for each interval, we managed to obtain power
consumption dependence on the speed of a full program run with a gait switching algo-
rithm. We can see from Figure 7 that power consumption changes from ~12 W to ~24 W.
The same results and curve form can be seen in Figure 3, where each result was obtained
by a separate experiment. This demonstrates that our proposed method leads to power
consumption minimization.
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Figure 7. Influence of gait switching on energy consumption. Speed for switching from wave gait to
tripod gait is equal to 0.046 m/s.

3.4. Maintaining Minimum Cost of Transport Using Red Fox Optimisation

The algorithm shown in Algorithm 1 was implemented and tested with the hexapod
robot several times to calculate the average CoT value. No additional load was used during
the experiments. The variable search space and corresponding CoT values are shown in
Figure 8. The application of the RFO algorithm allows finding an optimal combination
of gait step length and gait resolution for minimal CoT. In our experiment, the optimal
solution found corresponds to the step length of 100 mm, resolution of 12 mm, and wave
gait type.

Figure 8. Comparison of Cost of Transport upon gait type, gait step length, and resolution.

4. Discussion and Conclusions

The problem of high energy consumption has always limited the wide-spread use
of multi-legged walking robots. The benefits to be achieved by rising task time without
upgrading the power supply unit mean that optimization of energy efficiency is an area of
significant importance.

In this paper, we analyzed and proposed a method for optimizing the hexapod robot’s
energy consumption. We performed experiments with different gaits and speeds with no
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load, 1.16 kg, and 2.9 kg loads. Energetically efficient gaits were selected using power
consumption diagrams. Cost of transport dependence on speed was calculated and a
hexapod robot working space was established. A robot movement algorithm was also
developed for power consumption minimization.

Our results show that neither ripple nor tetrapod gaits are energetically efficient. Only
wave gait for slower speeds and tripod gait for fast movement should be used. Maintaining
minimum energy consumption requires optimal gait switching. For our hexapod robot,
the optimal gait switching speed is 0.046 m/s with no load, and 0.028 m/s with 1.16 kg
additional load. By using the gait switching algorithm during movement, we were able to
decrease energy consumption by ~7.7–21%.

We adopted Red Fox Optimization (RFO) algorithm to find the best combination
of gait step length and gait resolution for minimal CoT. In our experiment, the optimal
solution found corresponds to the step length of 100 mm, resolution of 12 mm, and wave
gait type.

System resilience in engineering, and especially in robotics, has become an important
topic nowadays because even in case of failure, a system is capable of recovering [61].
Walking robots have a wide selection of gaits which makes them resilient to failure; e. g.
the ability to move even with one or several damaged legs. In the scope of this research,
the hexapod robot can still maintain minimum energy consumption with one or more
damaged legs if the correct gait is selected considering the robot’s movement speed.

Finally, we observed that the stability of the robot slightly decreased when the move-
ment speed was increased, which is a limitation of the proposed method. However, since
the hexapod robot always has at least three legs resting on the surface, the stability crite-
rion [62] is always satisfied.
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Abstract: A planetary exploration rover’s ability to detect the type of supporting surface is
critical to the successful accomplishment of the planned task, especially for long-range and
long-duration missions. This paper presents a general approach to endow a robot with the ability
to sense the terrain being traversed. It relies on the estimation of motion states and physical
variables pertaining to the interaction of the vehicle with the environment. First, a comprehensive
proprioceptive feature set is investigated to evaluate the informative content and the ability to gather
terrain properties. Then, a terrain classifier is developed grounded on Support Vector Machine
(SVM) and that uses an optimal proprioceptive feature set. Following this rationale, episodes of high
slippage can be also treated as a particular terrain type and detected via a dedicated classifier. The
proposed approach is tested and demonstrated in the field using SherpaTT rover, property of DFKI
(German Research Center for Artificial Intelligence), that uses an active suspension system to adapt
to terrain unevenness.

Keywords: space robotics; planetary surface exploration; terrain awareness; mechanics of
vehicle–terrain interaction; vehicle dynamics

1. Introduction

The main challenges that planetary exploration rovers must face refer to: long-range operations in
hostile environmental conditions, lack of maintenance, and limited human supervision. It is of primary
importance to increase their autonomy level to reduce the reliance on ground control and maximize
the mission’s scientific return. One of the key technologies for autonomous navigation is the ability
to sense and characterize the incoming terrain, avoiding potential hazards. For example, the terrain
being traversed may exhibit high deformability and low traction properties due to low packing density
and/or limited cohesion. This could result in loss of traction as well as in excessive sinkage that in
extreme cases may lead to robot entrapment. For example, in April 2005, the Mars Exploration Rover
Opportunity became embedded in a dune of loosely packed drift material and delayed its operations
for more than a month. A similar embedding event led to the end of mobility for the Spirit rover in
2010 [1].

Beyond general safety and stability assessment, terrain sensing can be used to improve trajectory
tracking by applying methods for slip estimation and compensation (e.g., [2–4]) or traction control
(e.g., [5]). Future planetary rovers are expected to be able to extend methods for rough-terrain
navigation to infer scientific information of different geological formations [6].
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Early research in terrain estimation has relied on forward looking sensors and used limited
learning [7]. Monocular and stereo cameras have been the most common sensors used for terrain
estimation from a distance [8], followed by lidars and radars [9], which have been often proposed
in terrestrial applications [10,11]. The use of exteroceptive sensing leads to the generation of a local
digital elevation model (DEM) to obtain and maintain a discrete traversability map. The appearance
(e.g., texture, color) of different terrain patches can provide important clues to analyze the surrounding
terrain [12].

However, observation of a given terrain from a distance does not provide any information about
its impact on the vehicle mobility. It is known that off-road traversability largely depends on the
interaction between the robot and the terrain [13]. Dynamic ill-effects including wheel sinkage, slippage
and rolling resistance are the result of this complex interplay. For example, ground can be considered
drivable based on the geometric elevation map. Yet, the robot can incur serious risks if this terrain
offers low traction properties due to high slippage and consequent lack of progression as explained
in [14]. An extensive discussion on methods for slippage estimation in planetary rovers can be found
in [15], whereas the impact of the irregularity and deformability of the traversed surface on the robot’s
dynamic response are investigated in [16].

Therefore, recently, methods for terrain estimation have been also presented that use proprioceptive
sensing [17,18]. The envisaged idea is that terrain properties can be obtained directly by the rover
wheels that serve as tactile sensors. Proprioceptive signals are modulated by the vehicle–terrain
interaction and they contain substantial information, which can help to characterize terrain. In addition,
learning approaches have been introduced in order to make intelligent autonomous robots adaptive
to the site-specific environment [19]. Natural terrains represent a challenging scenario due to
variability in surface and lighting conditions, lack of structure, no prior information, and in which
learning approaches have proved to be more appropriate than expert rule-based or heuristic strategies.
For example, the vertical acceleration was used as the main sensory input to train classifiers based on
different learning algorithms, including AdaBoost [20], neural network [21], and Cubature Kalman
filtering [22]. Methods that attempt to directly measure some important terrain parameters such as
friction angle and cohesion have been proposed using a linear least squares approximation of the
classical terramechanics theory [23] or via a Bayesian procedure to deal effectively with the presence of
uncertainty [24].

The general learning approach includes data gathering pertaining to the wheel-terrain interaction
followed by a mapping stage of proprioceptive data with the corresponding terrain. This functional
relationship can help addressing various issues: (a) difficulty in creating a physics-based terrain
model due to the large number of variables involved, (b) the mapping from proprioceptive input to
a mechanical terrain property is an extremely complicated function, which does not have a known
analytical form or a physical model and one possible way to observe it and learn about it is via training
examples, (c) a learning approach promotes adaptability of the vehicle’s behavior.

This paper presents an approach for terrain identification by gathering important information
pertaining to the mechanics of vehicle–environment interaction. The underlying assumption is that
characteristic traits of the supporting surface can be extracted using vehicle wheels as “tactile” sensors
that generate signals modulated by the physical wheel-soil contact. First, the main features that hold
the highest discriminative power for terrain identification are studied. They form a feature space
upon which a terrain classifier can be built via support vector machine (SVM). By observing these
features during nominal robot operation, different types of surfaces can be discriminated. Following
this rationale, conditions of high slippage can also be treated as a particular terrain and detected
though a dedicated classifier that represents an additional contribution of this research. The idea for
the proposed approach was previously presented in [25], where preliminary results were presented.
Here, the method is fully detailed in terms of optimal feature selection and classifier building. It is also
generalized to include as well the case of slippage estimation. Finally, extended experimental results
are included to quantitatively evaluate the system performance.
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Materials and methods used in this research are presented in Section 2, whereas the proprioceptive
“traits” and the proposed selection approach for the optimal feature set are described in Section 3.
The terrain classifier is described in Section 4 providing experimental results obtained from the rover
SherpaTT. Finally, lessons learned, and future developments conclude the paper.

2. Materials and Methods

The system is tested and developed using the rover SherpaTT that is shown in Figure 1. SherpaTT
was built by DFKI for long-distance exploration applications [26], negotiation of highly challenging
terrains or non-nominal conditions (sinkage in soft soil, getting entangled between rocks or alike),
cooperation tasks between heterogeneous rovers in a collaborative sample return mission, search
and rescue and/or security missions. SherpaTT is a four-wheeled mobile robot [27] outfitted with an
actively articulated suspension system, independent drive and steer wheel motors and a six degrees
of freedom (DOF) manipulation arm. The rover is also a hybrid wheeled-leg rover, so it can take
advantage of both wheeled and legged locomotion according to the terrain difficulty. SherpaTT has a
mass of about 166 kg and a payload capacity of at least 80 kg. Each of the four suspended legs has
five DOF that include the rotation of the whole leg about the shoulder or pan axis with respect to the
robot body, the two rotations of the inner and outer leg parallelograms, the steer and drive angle of
the wheel. SherpaTT’s footprint can vary between 1 × 1m in a folded configuration to 2.4 × 2.4 m in a
maximum square footprint. Various predefined footprint shapes (stances) can be adopted as explained
in Figure 2.

Each of the 20 suspension and six arm joints delivers telemetry data at a rate of 100 Hz.
The telemetry includes joint position (absolute and incremental), speed, current, PWM duty cycle and
two temperatures (housing and motor windings). Additionally, a 6-DOF force-torque sensor (FTS) is
placed at the mounting flange of each wheel-drive actuator enabling the direct measurement of the
generalized forces that each wheel exchanges with the supporting surface. Active force control for
the wheel-ground contact as well as the roll-pitch adaption are two processes of the so-called Ground
Adaption Process (GAP) in SherpaTT [28]. Autonomy modules do not need to cope with the limb
articulation in rough terrain [29].

 

Figure 1. SherpaTT in soft sand dunes during Morocco field trials in 2018.
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Figure 2. Examples of possible footprint configurations and resulting support polygons.

2.1. Data Sets

Two extensive field trials have been conducted by SherpaTT in the desert of Morocco (2019)
and in the desert of Utah (2016). Both sites have been shown to be representative of Mars analogue
terrain [30]. During these field trials, different test tracks in natural terrain, GAP-modes and footprints
have been tested. Since the focus of those campaigns was different from the aim of this research, only a
small portion of the data logs can be effectively used for terrain estimation purposes. Table 1 sums
up the datasets available for terrain and slippage classification, clarifying specific terrain, total run
time and logged sensors. Specifically, the only available run in the Morocco campaign is performed
on sandy dunes of flat/moderate slopes, while Utah data logs are available on flat, moderate sloped
and steep sloped rocky terrains. Utah moderate sloped terrain presents an inclination less than 10
deg, while steep sloped terrain had a grade up to 28 degrees. All the available experimental runs are
performed following a straight path. Sensor signals are logged together with a synchronized timestamp.
Four sensor modalities are available on SherpaTT: the four FTSs, the body’s IMU, a Differential Global
Positioning System (DGPS) on the rover body and joint telemetry. The FTSs are six axial sensors able
to measure the three cartesian components of forces and moments acting on each wheel. The IMU
outputs the rover’s attitude ad accelerations, while DGPS provides an absolute position of the rover
and it is used for ground truthing. Joint position and speed, as well as each joint’s electrical current
and PWM duty cycle, are available for this study.

Table 1. Datasets gathered by SherpaTT during field trials; for each test run, terrain description, testing
time and available logged sensors are indicated.

Run ID Test Site
Terrain

Type
Slope

Run
Time [s]

FTS IMU DGPS Encoders

R01 Morocco Sand Flat/Moderate 381.5
R02 Utah Rock Flat 214.8
R03 Utah Rock Flat 214.8
R04 Utah Rock Moderate 152.4
R05 Utah Rock Steep 453.9
R06 Utah Rock Steep 457.7
R07 Utah Rock Steep 481.2

Proprioceptive data streams have been associated with a sequence of terrain patches with the
same length. In this work, a patch length of 0.3 m is considered. In such a way, for each terrain patch,
a set of features has been computed, as extensively explained in the following section.
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2.2. Data Pre Processing

Each sensor modality could have a different sample rate. Table 2 specifies sensors logging
frequencies. The highest frequency is adopted for the definition of a common absolute timestamp:
a frequency of 100 Hz corresponding to one observation each of 0.01 s. Signals with lower sample rates
are linearly interpolated to obtain signals at 100 Hz.

Table 2. Sensor sample rates.

Sensor Modality Sample Rate [Hz]

FTS 100
IMU 100

DGPS 10–20
Encoders 100

In order to have the same time–space association logic for all datasets, and since DGPS is not
available on Morocco tests, an odometry-based approach is adopted to relate time-stamp with rover
traversed distance. The distance travelled by one of the four rover wheels, dV, between two successive
time-stamps is defined in Equation (1):

dV = ωRΔt (1)

where Δt is the sampling interval, ω is the wheel angular speed measured by the encoder and R is the
wheel undeformed radius. Sensor data have been subdivided into sub-logs that are associated with
each virtual patch. It should be noted that two patches of the same length, in general, may correspond
to different actual travel distances due to the extent of wheel slippage. It is also worth mentioning that
the use of “distance” windows is used under the underlying assumption of continuous motion of the
robot without any stop-and-go manoeuvre.

3. Proprioceptive Sensing

This section presents the set of proprioceptive features used to characterize the properties of a
given terrain patch. For each feature, the four statistical moments (mean, variance, skewness and
kurtosis) are computed. Data have been manually labelled in terms of two terrain types (sand for
Morocco and rocky terrain for Utah) and in terms of three discrete classes of slippage (only for Utah,
where slippage can be directly calculated by comparing DGPS with wheel encoders). Data labelling is
necessary, as explained later, for the successive stages of feature selection using validity indices and for
training the terrain and slippage classifiers.

3.1. Proprioceptive Features

A large amount of sensory data can be gathered from Sherpa and potentially used for classification
purposes. However, only a few signals bring significant information related to terrain type.
Here, only the most relevant features that we found are discussed. From the FTSs, three forces
and three moments are available for each wheel. Among these, we retain the longitudinal force FX
and the wheel drive torque TD. The wheel drive torque can be also estimated indirectly from the
electrical current, CD, whereas the wheel angular velocity ω can be obtained from wheel encoders.
The three body accelerations ax, ay and az are estimated from the IMU. The mechanical power PM and
the electrical power PE are computed, respectively, in Equations (2) and (3):

PM = TDω, (2)

PE = VIdPWM, (3)

where V, I and dPWM are, respectively, the motor voltage, current and PWM duty cycle of the wheel
drive. Apart from this set of “primary” quantities, a second set of “derivate” features has been found
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to be effective for terrain characterization. Derivate features can be obtained by combining primary
features according to well-known physics-based relationships. As an example, the friction coefficients
μ can be estimated using three different sensor data according to Equations (4)–(6):

μ1 = FX/FZ, (4)

μ2 = TD/RFZ, (5)

μ3 = CD/RFZ, (6)

where FZ is the wheel vertical force and R is the wheel unloaded radius. Another key feature is the
so-called wheel speed deviation, SD, that is the absolute value of the difference between the angular
speed of each wheel ω and the average angular speed of the four wheels ω as defined by Equation (7):

SD = |ω−ω|, (7)

Note that the SD can be extended as well to turning motion, as explained in [31]. Wheel
longitudinal stiffness LS is computed as the ratio between the friction coefficient and the wheel slip
s. In the simplified case of a linear relation between friction coefficient and wheel slip, this physical
quantity should represent the slope of friction—slippage plot. Three different LSi values are computed
in Equation (8) using the three friction coefficients defined before:

LSi =
μi

s
, i = 1, 2, 3, (8)

The slippage s is univocally estimated for both accelerating and braking and for each wheel based
on Equation (9):

s = d
(
1−

(VX

ωR

)d)
, d =

{
+1 ωR−VX ≥ 0
−1 ωR−VX < 0

, (9)

where VX is estimated with the DGPS and d is positive for accelerating and negative for braking.
An approximate estimate of wheel sinkage z can be obtained by Equation (10) [32]:

z = R·
⎛⎜⎜⎜⎜⎜⎝1− cos

⎛⎜⎜⎜⎜⎜⎝2· TD
R − FX

FZ

⎞⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎠, (10)

Table 3 sums up the proprioceptive feature space spanned by the above considerations.

Table 3. Proprioceptive features with relative feature ID number and symbol.

FID Feature Symbol

F1 Longitudinal Force FX
F2 Drive Torque TD
F3 Drive Current CD
F4 Mechanical Power PM
F5 Electrical Power PE
F6 Friction Coefficient 1 μ1
F7 Friction Coefficient 2 μ2
F8 Friction Coefficient 3 μ3
F9 Acceleration X aX
F10 Acceleration Z aZ
F11 Speed Deviation SD
F12 Longitudinal Stiffness 1 LS1
F13 Longitudinal Stiffness 2 LS2
F14 Longitudinal Stiffness 3 LS3
F15 Sinkage z
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3.2. Statistical Feature and Validity Indices

For the i-th feature, the main statistical moments are estimated: mean Ei, variance σi
2, skewness

Ski and kurtosis Kui of the feature signal for a single terrain patch. These statistics are defined according
to Equations (11)–(14):

Ei =
1
N

N∑
n=1

xn (11)

σi
2 =

1
N

N∑
n=1

(xn − Ei)
2 (12)

Ski =
1
N

∑N
n=1(xn − Ei)

3(√
σi2

)3 (13)

Kui =
1
N

∑N
n=1(xn − Ei)

4(√
σi2

)4 (14)

where xn is the value assumed by the feature at the time-step n and N is the total number of time-steps
for the considered terrain patch.

In addition, each terrain patch is labelled for terrain type, sand for Morocco data or rock for Utah
data, and slippage level; high slip is for absolute value of slip greater than 0.5 and all other conditions
are low slip.

The statistical features are divided into clusters according to patch labels and a validity index value
is associated with each statistical feature. Two validity indices are proposed to obtain a quantitative
measure of “feature goodness” for terrain patch classification: the WB index [33] and a Pearson
Coefficient based index (PC) [34]. These indices are employed in the feature selection method described
in the following section. The WB index is computed as:

WB = m·SSW
SSB

, (15)

The sum of square within cluster SSW and between clusters SSB can be computed as follows:

SSW =
∑m

k=1

∑nk

i=1
(xi − μk)

2, (16)

SSB =
∑m

k=1
nk (μk − μ)2, (17)

where xi is the generic statistical feature value for the patch i, μk is the cluster k centroid value, μ is the
overall dataset centroid value, nk is the number of patches in the cluster k and m is the number of clusters.
In this study m is 2 since we have two classes for the terrain classifier. WB index assumes lower values
for higher distance between different cluster centroids and for lower variance within clusters. A good
classifier feature allows us to obtain distant and compact clusters, and thus generally corresponds
to a low value of the WB index. A PC index could be computed through the linear regression of a
feature against the m classes, giving a progressive numerical value to each class. A higher value of PC
potentially corresponds to a better classifier feature.

Figures 3 and 4 show, respectively, the WB−1 and PC indices values for all the statistical features
computed both on terrain and slippage labelled datasets. Some features are missing because the
correspondent sensor suite is not available in the classification dataset (please refer to Table 1).
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(a) 

 
(b) 

Figure 3. WB−1 index values for each feature (F1 to F15), for each statistic (S1 to S4, respectively, mean,
variance, skewness and kurtosis) and for terrain (a) and slippage (b) classifier.

 
(a) 

Figure 4. Cont.
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(b) 

Figure 4. PC index values for each feature (F1 to F15), for each statistic (S1 to S4, respectively, mean,
variance, skewness and kurtosis) and for terrain (a) and slippage (b) classifier.

3.3. Feature Selection

In a classification problem, plenty of features can be thought of and used for training. Features
can be raw data signals, or a combination of raw signals, signal statistics and so on. However, only a
small amount of the available feature set may be actually relevant to address the classification problem.

The selection of the “most significant features” can be tackled in different ways, i.e., as an
optimization or a search problem [34]. Those techniques can find a local or global optimum feature
set but could be also computationally expensive. The method proposed in this work has a low
computational cost, since the number of its iterations equals the total number of features in the initial
feature space. For the purpose of this work the initial feature space is made up of 15 features and 4
statistics per feature, for a total number of 60 statistical features.

The feature selection method needs as input the labelled initial feature space, the value of a
validity index (VI) associated with each statistical feature and a classifier to be iteratively trained.
The VIs employed in this research were the WB index and the PC index. The classification algorithm is
a linear Support Vector Machine (SVM), one of the most adopted techniques for terrain classification
problem [18], which guarantees good results with a lower computational effort compared with other
techniques such as Convolutional Neural Networks [35]. The feature selection algorithm is described
by the following pseudo-code:

01. INPUT: initial feature set (Ifs), VI vector associated with features VIv
02. arrange IFs features in decreasing order of VIv
03. initialize (F1 score)i−1 = 60%, initialize reduced feature set (RFs) as an empty set
04. for i from 1 to (number of features)
05. add the i feature from IFs to the RFs
06. train n times the classifier, compute average (F1 score)i

07. if (F1 score)i − (F1 score)i−1 ≤ (F1 threshold)
08. remove i feature from RFs
09. end if

10. update (F1 score)i = (F1 score)i−1

11. end for

12. OUTPUT: RFs

At each iteration step, a feature is added to the training set and the algorithm verifies if this new
feature leads to a significant increase in the classifier performance. The metric used to quantify the
classifier performance is the F1 score. In this work the F1 score percentage improvement threshold
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for a feature to be accepted has been set to 0.5%. The training phase is repeated three times for each
feature (n = 3) and an average F1 score of the three trained classifiers is computed. The output of the
algorithm is a reduced feature set, including the only features that bring a significant improvement in
the classifier performance. The algorithm has been tested both with the PC index and the reciprocal of
WB index (WB−1), which allows the first selected features to be potentially the most suitable for the
classifier. Figure 5 shows the algorithm results in terms of F1 score for each iteration and for the terrain
(above) and slippage (below) classifier. If the performance increase, the new feature is added to the
“optimal” or reduced feature set (RFs). It is apparent how the most relevant features are found in the
first half of the iterations, where both PC and WB−1 have higher values. This figure shows that the
chosen validity indices are effective for the selection of relevant features.

Tables 4 and 5 show the F1 score and the number of selected features for the terrain classifier and
for different feature selection methods. PC and WB indicate the feature selection method that uses
the singular VI, as described before. In addition, two combined selections have been also tested that
use the intersection Int(PC, WB) and the union Un(PC, WB) of the selected feature set obtained from
the PC and WB selection method. Finally, the training method “All” involves the use of the entire
feature set.

All the proposed selection methods for the terrain classifier achieve similar F1 score of about 93%.
However, the intersection method Int(PC,WB) is the most suitable both for the F1 score and the size of
the reduced feature set. Both single VI methods lead also to similar reduced feature sets. In fact, nine
of the features selected by both WB and PC methods fall into the intersection Int(PC,WB). Taking all
initial features (see “All” method), without any selection phase allows us to reach a good F1 score of
90.4%, but with a higher training set dimensionality and so a higher computational effort.

 
(a) 

 
(b) 

Figure 5. Feature selection performance results for terrain (a) and slippage (b) classifier.
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Table 4. Comparison of different feature selection methods for terrain classification.

PC WB Int(PC,WB) Un(PC,WB) All

N◦ features 11 10 9 12 40

F1 score 0.924 0.929 0.931 0.928 0.904

Table 5. Comparison of different feature selection methods for slippage classification.

PC WB Int(PC,WB) Un(PC,WB) All

N◦ features 6 10 2 14 60

F1 score 0.939 0.940 0.914 0.936 0.765

The same selection procedure has been performed with the slippage classifier. PC and WB methods
select different features. The most relevant features fall into the intersection, which has a slightly lower
F1 but a minimal feature set, hence it can be preferred as the selection method. Table 6 collects the
reduced feature space for both algorithms.

Table 6. Reduced feature sets for terrain (a) and slippage (b) classification.

PC WB Int(PC,WB) Un(PC,WB)

F5S1 F5S1 F2S1 F1S1
F4S1 F4S1 F3S1 F2S1
F4S2 F4S2 F4S1 F3S1
F3S2 F3S1 F5S1 F4S1
F3S1 F4S4 F8S1 F5S1
F2S1 F2S1 F11S1 F8S1
F4S4 F8S1 F4S2 F11S1
F8S1 F11S2 F7S2 F3S2
F1S1 F11S1 F4S4 F4S2
F11S1 F7S2 F7S2
F7S2 F11S2

F4S4

F3S2 F8S2 F1S2 F1S1
F2S2 F3S1 F3S2 F3S1
F4S2 F8S1 F5S1
F1S2 F3S2 F8S1
F11S1 F15S2 F11S1
F1S3 F5S1 F1S2

F1S2 F2S2
F1S1 F3S2
F11S3 F4S2
F11S2 F8S2

F11S2
F15S2
F1S3
F11S3

Figure 6 shows the 3D scatter plot of the three statistical features that present the highest value of
WB and PC index, respectively, for the terrain and high-slippage classifier. For visualization purposes
and for the terrain classifier only, the corresponding 2D feature distribution is also shown in Figure 7.
As seen from these figures, the feature distribution indicates a good separation level between sand and
rock and it suggests the implementation of a classification algorithm.
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(a) (b) 

Figure 6. 3D plot of the first three most relevant features selected for terrain (a) and slippage
(b) classification.

 

(a) (b) 

Figure 7. 2D distribution of the most relevant features selected for the terrain classifier: F4S2-F5S1
plane (a), F4S2-F4S1 plane (b).

4. Classification Task

In this section, the results obtained from the two classifiers for terrain and slippage detection
are presented. The classifiers were trained and tested on real data gathered by SherpaTT in the field.
The reduced feature sets to be used for training and testing have been obtained with the intersection
method described in the previous section (refer to Table 6). For both classifiers, the observations (terrain
patches) of the reduced feature dataset have been subdivided into two datasets, according to the patch
class. In addition, 75% of the observations of each class dataset were randomly extracted to build
the training datasets, while the remaining 25% were then used for testing the trained classifiers [36].
Tables 7 and 8 show the performance metrics of the trained classifiers. The terrain classifier reaches a
global accuracy of 96.3% and a global F1 score of 92.2%, while the slippage classifier has an accuracy of
99.0% and an F1 score of 92.7%.

Table 7. Performance metrics of the terrain classifier.

Precision Recall Specificity F1 Score

Sand 77.6% 97.7% 96.1% 86.5%
Rock 99.7% 96.1% 97.7% 97.9%

Table 8. Performance metrics of the slippage classifier.

Precision Recall Specificity F1 Score

Low slip 99.7% 99.2% 92.0% 99.5%
High slip 80.8% 92.0% 99.2% 86.0%
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The confusion matrix of the training and testing phases are reported in Figures 8 and 9. The training
and testing classifier performance are very similar, demonstrating the prediction capability of the two
classifiers on new data.

 

(a) (b) 

Figure 8. Confusion matrix for training (a) and testing (b) of the terrain classifier.

  

(a) (b) 

Figure 9. Confusion matrix for training (a) and testing (b) of the slippage classifier.

5. Discussion and Conclusions

A general approach for terrain and slippage classification has been proposed and validated
through field experimental data. A SherpaTT rover testing campaign performed in Morocco and Utah
deserts provided proprioceptive datasets on different soil types. A set of features have been defined
and extracted from raw experimental data. Two labels for terrain type (Sand–Rock) and slippage level
(High Slip–Low Slip) have been associated with each terrain patch, together with a set of statistical
features (predictors), obtained from the computation of feature statistical moments on the terrain patch.
Different selection methods based on validity index have been tested and proved to be effective for the
extraction of relevant features. Different selection methods based on validity index have been tested.
The tested validity indices are the WB index and a Pearson Coefficient (PC)-based index. Both indices
are demonstrated to be effective for the extraction of relevant features. Only the features selected by
both WB and PC methods have been kept in the reduced feature set used for classifiers training and
testing. Thanks to the selection, the initial statistical feature set of 60 features was reduced to 9 features
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and to 2 features for slippage classification. The reduced feature set observations, one per terrain patch,
were randomly subdivided into a training set and a testing set, including, respectively, 75% and 25%
of the observations. The two classifiers were trained on the training set and then tested on the new
samples of the testing set, giving as result a global classifier accuracy of 96.7% for terrain classification
and 98.8% for slippage classification.

New experimental tests will be performed in the near future on different terrain types and during
various rover maneuvers. Those new data will be used to further validate the proposed approach and
to improve the classifier generalization. The combination of proprioceptive sensing with exteroceptive
perception, as suggested in [18], will be also investigated.
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Abstract: Soft-landing on planetary surfaces is the main challenge in most space exploration missions.
In this work, the dynamic modeling and simulation of a three-legged robotic lander based on variable
radius drums are presented. In particular, the proposed robotic system consists of a non-reversible
mechanism that allows a landing object to constant decelerate in the phase of impact with ground.
The mechanism is based on variable radius drums, which are used to shape the elastic response of a
spring to produce a specific behavior. A dynamic model of the proposed robotic lander is first presented.
Then, its behavior is evaluated through numerical multibody simulations. Results show the feasibility of
the proposed design and applicability of the mechanism in landing operations.

Keywords: dynamic modeling; multibody simulation; robotic lander; variable radius drum;
impact analysis

1. Introduction

In space exploration, landing on a planet, an asteroid or any other celestial body is an extremely
important task and can determine the success or the failure of the entire mission. In the past decades,
many missions failed due to the crash of the lander to the ground during this delicate operation. Despite
these failed missions, many other missions succeeded and over the years many systems were tested and
employed to achieve a soft landing.

The most remarkable mission, known as Apollo 11, from the NASA Agency, had the objective to land
a probe transporting humans for the first time on the Moon’s surface. Successful landing was obtained
first by executing a powered descent maneuver. Then, successful touchdown was achieved by means of a
suspension system having a honeycomb shock absorber on each lander-leg strut [1]. During the Vikings
mission started in 1975, two twin probes named Viking 1 and Viking 2 were sent to Mars. The landers of
the two probes were legged, and a combination of parachute and rocket propulsion was used to achieve
soft-landing on the planet surface [2]. The same operations were implemented for the lander used in 1997
for the Cassini–Huygens NASA-ESA-ASI mission, which landed successfully on Titan, one of the moons
of Saturn. After the Viking mission, NASA sent further probes to investigate Mars planet. First, it was
the turn for NASA’s Pathfinder mission, which started in 1996 [3]. Then, in 2004, the NASA’s Mars
Exploration Rovers Spirit and Opportunity were sent to the red planet. In these three missions, a system
based on gas-filled airbags was adopted to achieve soft-landing [4]. Another remarkable mission was the
Mars Science Laboratory, which deployed successfully the lander Curiosity on the Mars surface in 2011.
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Successful landing was achieved by adopting a combination of parachute, rockets, and the Sky Crane
system. More recently, the Rosetta mission from ESA used a powered descend to land on the comet and a
system of anchors to remain attached to it once controlled impact occurred [5].

In parallel to NASA, during the Space Race, the Soviet Space Program, starting with impactors [6],
implemented several innovations which led to the first-ever soft-landing on another planet with the lander
Luna 9 in February 1966 [7]. In 1970, the Soviet Lunokhod 1 was the first successful rover to land on another
planetary body [8]. In the 1990s, the Chinese space agency (China National Space Administration) started
a program which enabled the soft-landing of the Chang’e 3 lunar lander and rover Yutu in December
2013 [9]. The lander Chang’e 4 followed in January 2019 [10].

In past years, many authors have studied the problem of soft-landing of landers in different fields.
For example, Wang et al. in 2019 studied the use of magnetorheological fluid dampers with semi-active
control on damping force in order to adjust to landing conditions [11]. Furthermore, the shock absorber
design [12] and the lander stability [13] have been investigated numerically by mean of optimization
algorithms. Moreover, legged landers with capabilities of walking on planet surface after the landing have
been studied in [14,15].

Two main problems can be addressed to the study of soft landing operations: the modeling of the
system dynamics, and the modeling of the interactions between the lander and the soil. Several authors
tried to study the soft landing problem by means of simulation software, and chose as a case study a
four-legged lander. For example, Xu et al. in 2011 simulated the soft-landing of a lunar lander first
using MSC-ADAMS considering the lunar soil as a rigid body, and then MSC-DYTRAN considering
the lunar soil as a flexible body [16]. Wan et al. in 2010, chose MSC-DYTRAN to simulate soft-landing
of a lunar lander with the finite elements method and a nonlinear transient dynamics approach [17].
Zheng et al. in 2018, simulated the impact of a legged lander using explicit finite element analysis using
LS-DYNA and ABAQUS softwares [18]. Liang et al. in 2011, used an explicit nonlinear finite element
method implemented in ABAQUS to study the impact of a legged lander and aluminum honeycomb shock
absorber with the lunar soil [19]. Other authors in [20–24] studied the impact of the lander with ADAMS
considering the soil either as an elastic or a rigid body.

In this paper, we present the dynamic modeling and simulation of a robotic lander, based on variable
radius drums (VRDs), which inherits from the concept outlined by Seriani in [25]. The proposed mechanism
consists of a non-reversible mechanism that allows a landing object to decelerate in the phase of impact with
ground. A VRD is a device characterized by the variation of the spool radius along its profile, as defined
by Seriani and Gallina in [26]. In this context, it is used to ensure a constant force and a controlled
deceleration of the structure during landing. VRDs were studied for many applications, as, for instance, in
gravity-compensation systems [27], to guide a load along an horizontal path, or to improve locomotion
of a legged robot [26]. Scalera et al. in 2018, studied a cable-based robotic crane based on VRDs capable
of moving a load through a planar working area [28]. Moreover, Fedorov and Birglen in 2018 employed
two antagonistic VRDs in a cable-suspended robot to steer the end-effector along a desired pick-and-place
trajectory. The same concept was also adopted for the static balancing of a pendulum [29]. In these cases,
the rationale for the use of the VRD is to generate geometrical trajectories in a mechanism. Conversely,
in this work we employ a synthesized VRD to generate a specific force when connected to a linear
spring-loaded mechanism. Other examples of the application of VRDs, also known as non-circular pulleys,
include cable actuation in soft robot joints [30], devices for upper leg rehabilitation [31], mechanisms for
energy saving [32], and force regulation [33].

When landing on celestial bodies, the ground characteristics are an important influence on the
mission [34], and as such many attempts are made to determine them in advance [35,36]. Many works detail
the soil characterization, in particular concerning its granulometry [37]. In order to build the simulations
on a solid baseline, we used an experimental approach to the determination of the characteristics of the
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soil; a basaltic sand of volcanic origin with average grain size range of 3 to 5 mm which pertains to the
coarse sands as described by NASA [38,39].

The main contributions of this paper can be summarized as follows; the design and the numerical
validation of a three-legged robotic lander for space applications. The landing mechanism leverages a
passive mechanism for impact energy absorption, which is based on VRDs and cables to transfer the
impact energy to a preloaded spring. Moreover, the presented passive mechanism is able to ensure a
controlled force and acceleration of the structure, thus preventing damage to the supported payload due
to high accelerations. We believe this kind of system can find application in real and concrete scenarios
considering its reusability, its high payload/lander mass ratio, and its modularity.

Compared to relevant literature, and in particular the work of Seriani [25] which implements an ideal
linear spring–damper contact and ideal Coulomb friction models, this work presents several novelties:
it provides an experimental determination of the characteristics of soft basaltic sand soil for implementation
in a spring–damper ground contact as well as implementing a nonlinear stiffness model; furthermore,
it implements experimentally defined static and dynamic friction coefficients. In addition, the numerical
implementation of the theoretical model is more stable and thus avoids the implementation of numerical
damping of the legs rotation. Moreover, in this work in the 3D lander three ratchets are introduced,
functioning as retention mechanisms that make the system non-reversible. In particular, their role is to
limit the return rotation of the legs once they are fully rotated and the payload is completely decelerated;
this keeps the lander from bouncing after landing. Additionally, limiting the rotation altogether, it forces
the lander to keep its center of mass closer to the ground, thus increasing stability. Moreover the ratchets
prevent the discharge of the energy stored in the preloaded springs, thus avoiding high bounces of
the lander.

The rest of the paper is organized as follows. In Section 2, the dynamic modeling of the robotic lander
based on VRDs is introduced, whereas in Section 3, the setup of the ADAMS numerical simulations is
explained. Section 4 reports the simulation results for two test cases: the impact on an horizontal surface
and the impact on an inclined surface. In Section 5, the results are discussed and compared with the
theoretical model. Finally, the conclusions are given in Section 6.

2. Dynamic Modeling of the Robotic Lander

The lander structure studied in this work is based on the concept outlined in [25]. In addition, a ratchet
mechanism is introduced to block the rotation of the legs when the structure of the lander starts to move
upwards at the end of the deceleration phase. As shown in Figure 1, the lander is composed of three legs
arranged with an angle of 2/3 π from the others and having a fixed offset from the center of mass of the
lander, and of an hexagonal body on which the payload is fixed. From Figure 1, it can be seen that the
lander is symmetrical with respect to a vertical axis passing through its center of mass. Therefore, to define
the dynamics of the system, a simplified model of a third of the lander is considered.

2.1. Variable Radius Drum Mechanism

A schematic view of the lander-leg mechanism at the beginning of the impact is illustrated in Figure 2.
The main parts composing each lander-leg mechanism are a leg, a fixed radius pulley with radius r1,
attached to the leg, a VRD, another fixed radius pulley with radius r2, attached to the VRD, and a preloaded
spring. Moreover, two cables are used in the mechanism. The extremities of the first cable are attached to
the VRD and to the fixed radius pulley (red line in Figure 2). The extremities of the other cable are attached
to the preloaded spring, which is connected to the lander chassis, and to the fixed radius pulley connected
to the VRD (green line in Figure 2). This specific layout allows the VRD to shape the elastic response of
the preloaded spring. More precisely, the preloaded spring generates a reactive torque M acting on the
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fixed-radius pulley attached to the leg. As the response of a preloaded spring is discontinuous, the reactive
torque M can be approximated by the following continuous and differentiable function [25,40,41],

M =
2
π

M0 arctan ( f ϑ) + kϑ (1)

where M0 is the preloaded torque, f an approximation factor, k the spring stiffness, and ϑ the relative
rotation of the leg from its rest position ϑr.

(a) (b)

Figure 1. The computer-aided design (CAD) model of the proposed three-legged lander, along with labels
for its main parts and main dimensions: (a) lateral view and (b) top view.

Figure 2. Schematic view of the lander-leg mechanism at the beginning of the impact with soil with detailed
view of the model of the normal contact force as a spring–damper system.
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In the following, the profile of the VRD is synthesized as explained in [26,28] in order to guarantee
a constant force acting on the pads of the lander during the deceleration phase, that is, Fk(ϑ) = cost.
A generic point of the VRD profile Pm, expressed in its local coordinates, is defined by

Pm = T(α)

{
cd
0

}
+ T(α)T(−γ)T

(
−π

2

){lt
0

}
(2)

where α, with reference to Figure 2, is the relative rotation of the VRD; lt is the distance between the point
Pm and the idle pulley center O, expressed by

lt =
cd sin γ

1 +
d2g
dα2√

c2
d−
(

dg
dα

)2

(3)

where T ∈ R
2×2 is a generic rotation matrix, and γ is defined as

γ = arccos
(

1
cd

dg
dα

)
(4)

With reference to Figure 2, cd is defined as the distance between O and O1, whereas g(α) is the
cable wound function. In order to synthesize the VRD for this application, the expression of the cable
wound function g(α) and its first- and second-order derivatives with respect to α need to be derived.
From Figure 2, the wound cable function and its derivatives assume the following expressions.

g(α) = r1ϑ,
dg(α)

dα
= r1

dϑ

dα
,

d2g(α)
dα2 = r1

d2ϑ

dα2 (5)

By looking at Figure 2, and by applying the principle of virtual works, it is easy to demonstrate that
the derivative of ϑ with respect to α is

dϑ

dα
=

||Fs||r2

||(K − O)× Fk|| (6)

where Fs is the force exerted by the preloaded spring. Starting from Equation (6) and its second-order
derivative, it is possible to synthesize the VRD, given the pad–soil contact force Fk.

2.2. Dynamic Model

The dynamic model of the system can be obtained by considering only a third of the lander thanks to
its axial symmetry. A bidimensional model is considered and the displacement of the lander is constrained
to be only along the vertical axis. As a starting point for the definition of the dynamic model, the kinetic
energy of the system is computed as follows,

K =
1
6

mẋ2 +
1
2

IGAϑ̇2 +
1
2

ma

(
ẋ2 + ẋϑ̇l cos ϑ +

l2

4
ϑ̇2
)

(7)

where m is the mass of the lander, x is the vertical displacement of its center of mass, IGA is the moment
of inertia of the leg computed in its center of mass, ma is the mass of the leg, and l is the leg length.
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The potential energy of the system U accounts for the gravitational terms of the leg and the structure and
the nonlinear response of the VRD, modeled as a nonlinear torsional spring. It results as

U = −mag · (GA − K)− mg · (G − K) +
2
π

M0

(
ϑ arctan ( f ϑ)− 1

2 f
log

(
1 + ( f ϑ)2

))
+

1
2

kϑ2 (8)

where g is the gravitational force field. The considered model is a single-degree-of-freedom model.
The generalized coordinate ϑ is chosen to describe the entire mechanical system. Then, by defining the
Lagrangian function as L = K−U , the Lagrangian equation can be written. This results in a second-order
ordinary differential equation that represents the equation of motion of the system, as follows,

∂

∂t

(
∂L
∂ϑ̇

)
− ∂L

∂ϑ
=

n

∑
i=1

Qc,i +
l

∑
j=1

Qn.c,j (9)

where Qc,i and Qn.c.,j are the Lagrangian components of the i-th conservative and j-th non-conservative
forces, respectively, which are not directly included in the Lagrangian function. In this specific case,
those forces contains the components of the contact forces that take place between the lander pad and
the ground. The contact force is composed by the normal and frictional components whose modeling is
explained in detail below. Note that the generalized force Qc,q for a given force Fc, with point of application
xc, and a generalized coordinate q is expressed as follows,

Qc,q = Fc · ∂xc

∂q
(10)

Equation (9) is obtained using Equations (7), (8), and (10), and represents the dynamic model of the
lander in the phase of impact with ground. The dynamic model of the lander for the phase between the
release of the lander and the touchdown is the one for a free falling object. This model is used to compute
the state variables of the lander at the end of the free falling stage, i.e., the beginning of the impact problem.
These computed states becomes the boundary initial conditions for the ordinary differential equations
resulting from Equation (9). The main effect of the VRD is to generate a nonlinear torque applied to the leg
joint in order to keep constant the force acting on the pads of the lander. The nonlinear torque obtained
from the VRD synthesis is shown in Figure 3.

0 20 40 60

1200

1400

θ [◦]

T
[N

m
m
]

Figure 3. Nonlinear, softening, spring response obtained from VRD synthesis.

2.3. Soil Characterization

In order to completely define the dynamic model of the lander, the properties of the soil need to
be analyzed.
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In this work, we consider a single type of soil whose characteristics are determined experimentally;
while mission-specific conditions of the ground can differ greatly, in this preliminary phase of
experimentation we have elected to consider only one type.

In particular, the normal contact force between the pads of the lander and the soil is modeled as a
non-linear spring damper system as depicted in Figure 2, and is described by the following [13],

{
Fk = −keqxδ − ceqẋ, x ≤ 0

Fk = 0, x > 0
(11)

where keq is the equivalent stiffness of the soil, ceq is the equivalent damping factor of the soil, δ the force
exponent responsible of the nonlinear behavior of the spring, and x and ẋ are the depth and the speed
of penetration of the pad into the soil, respectively. In contacts problems a further force that plays an
important role is the frictional force acting between the pad and the soil. In this context, the Coulomb
friction model is used, whose expression is reported in

{
Ff = −μsN, ẏ = 0

Ff = −μk N, ẏ �= 0
(12)

where ẏ is the speed acting along a plane parallel to both the surfaces in contact, N is the normal force
acting between the parts in contact and having direction coincident with the normal of the previously
defined plane, μs is the static friction coefficient, and μk is the dynamic friction coefficient.

In order to conduct accurate and comparable simulations, the parameters keq, ceq, μs, and μk need
to be estimated. For what concern the parameters that describe the nonlinear spring damper system,
some preliminary tests have been performed to estimate the modulus of subgrade reaction k. This can be
considered directly related to the soil equivalent stiffness and is defined as follows,

k =
q
Δ

(13)

where q is the applied pressure and Δ is the penetration depth. More precisely, the test is conducted as
follows; a circular plate with dimensions comparable with the lander pad, is positioned on the flat sample
soil surface. Subsequently, a 1 kg steel weight is positioned above the circular plate and the deflection at
static conditions is measured. The measures, as the deflections are truly little and submillimeter, are taken
by mean of image analysis. Comparison between the pictures taken before applying the load and the one
taken after the load is applied is done, as can be seen in Figure 4b. The aforementioned test is repeated
13 times, and the measured penetration depth is found to be Δ = (0.141 ± 0.049) mm. Therefore, choosing
the penetration depth to be the mean value and by using Equation (13), it is possible to estimate the
modulus of subgrade reaction k and then by geometric considerations estimate the soil equivalent stiffness
keq [22]. The equivalent stiffness keq is then estimated to be keq ≈ 70 N mm−1. Finally, the equivalent
damping factor ceq instead is estimated as 0.1 ÷ 1% of the equivalent stiffness factor [22]. Thus, in this
work we have assumed ceq = 0.7 N s mm−1.

For what concerns the second kind of parameters which describe the friction model, in a first analysis
the static friction coefficient can be estimated as μs ≈ tan φ, where φ is the internal friction angle of the soil.
The angle has been measured experimentally by conducting 15 tests. More precisely, the test is conducted
as follows; a small quantity of the sample soil is slowly poured on a flat surface, and a picture of the
heap vertical profile is taken. At this point, the internal angle of the soil is determined as can be seen in
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Figure 4a and is found to be φ = (38.82 ± 2.02)°. We elected the angle to be the mean value, consequently
μs ≈ 0.804.

Kinetic friction coefficient μk on the other hand is assumed to be a fraction of the measured static
friction coefficient. In this case, μk = 0.7μs = 0.563.

All the required lander design parameters are summarized in Table 1. Considering that every part of
the lander is fabricated in Polylactic Acid (PLA) polymer, the inertial parameters can be computed, and it
is possible to solve the ordinary differential equation resulting from Equation (9), and then evaluate the
contact force, which is required for the synthesis of the VRD.

Table 1. Parameters used in the design of the lander.

Parameter Value Parameter Value

r 5.00 × 10−2 m g 9.81 m s−2

r1 3.20 × 10−3 m H 0.450 m
m 0.500 kg f 1.00 × 104

ma 3.70 × 10−2 kg M0 1.54 N m
lc 25.3 cm lm 27.1 cm
ks 50.0 × 103 N m−1 Material PLA

(a)

(b)

Figure 4. Experimental characterization of the soil: (a) measure of the internal angle φ; (b) measure of the
penetration depth. The scale unit is centimeters in both images.
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3. Simulated Test Bed

In this section, the modeling of the multi-body system (MBS) representing the lander and the setup
for the numerical simulations are presented. Both the entire lander model and the soil are modeled,
respectively, as a MBS and a rigid body, and the result of this modeling process can be seen in Figure 5.

The MBS representing the lander model is constructed by connecting, with appropriate joints,
each single rigid body which is functional to the correct behavior of the global system. The functional
bodies, which globally compose the MBS of the lander, are the lander hexagon structure, its three legs,
the three ratchet mechanisms and finally the three covers, respectively, indicated in yellow, gray, red,
and green in Figures 5 and 6. Their geometrical properties are summarized in Table 2, whereas the joints
between the parts are summarized in Table 3. It is important to report that the non-functional parts of the
lander together with the payload are included in the model by adding their mass properties to the lander
structure body. Moreover, the joints used are considered as ideal joints, i.e., without considering friction
and deformations.

Finally, for what concerns the soil rigid body, it is modeled as a box having dimensions
(10 × 0.05 × 1) m3 and positioned below the lander structure center mass.

(a)

(b)

(c)

Figure 5. View of the lander MBS and the soil modeled in ADAMS: (a) the initial condition of the
simulation; (b,c) the lander configuration at the beginning and at the end of an impact simulation on a
flat surface, respectively.
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(a) (b)

Figure 6. View of the leg joint and the ratchet mechanism used in ADAMS. (a) The ratchet and the leg joint
at rest position; (b) the ratchet blocking the opposite rotations of the leg thanks to the contact force between
the ratchet and the leg.

Table 2. Geometrical properties of the main functional rigid bodies composing the lander MBS model.
All the inertia components are expressed in kg mm2.

Bodies m [kg] Ixx Iyy Izz

Structure 0.5 430.14 684.78 430.14
Leg 3.7×10−2 374.29 10.67 364.37

Ratchet 5 × 10−4 9.40 × 10−2 0.11 3.49 × 10−2

Cover 1 × 10−3 17.00 11.49 6.45

Table 3. Joint type used between each pair of rigid bodies.

First Body Second Body Joint Type

Structure Leg Revolute
Structure Ratchet Revolute
Structure Cover Fixed

Soil Ground Fixed

Once all the bodies and their joints are defined, forces acting on the model should be added.
These forces can be split up between external forces and contact forces. The external forces implemented
in the simulation environment are a gravitational force field, a linear torsional spring between each
ratchet and the structure, and a nonlinear torque applied between each leg and the lander structure.
The linear torsional spring between each ratchet and the structure is introduced in order to simulate
the elastic deflection of the ratchet from its rest position. In order to provide values that describe the
torsional spring, the ratchet is considered as a cantilever, which deflects under the action of the contact
force between the ratchet and the leg. Therefore, by using the elastic theory, it is possible to define an
equivalent torsional stiffness coefficient kr,eq for the spring, whose expression is kr,eq = EI/l. E is the
Young elastic modulus of the PLA, I is the moment of inertia of the resistant cross-area of the ratchet,
and l is the length of the cantilever. Finally, a stiffness coefficient of k = 288 N mm rad−1 is set for the
springs. The nonlinear torsional spring between each leg and the structure is introduced in order to
simulate the resistant torque applied to the leg joint generated by the action of the VRD pulley, as stated in
Section 2. For the implementation in ADAMS, instead of using directly Equation (1), a cubic interpolating
polynomial function is used in order to approximate the response of the VRD pulley, with coefficients
a0 = 1147, a1 = 18.6761, a2 = −0.2175, and a3 = −1.0823 × 10−4.
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The contact forces implemented in the simulation environment are the forces between each leg and
the ratchet next to it, the forces between each leg and the cover next to it, and those between each leg and
the soil. Every contact is defined as a solid-to-solid contact force which is composed by a normal contact
force following the relation shown in Equation (11), and a frictional force following the Coulomb model
Equation (12).

The definition of contacts between the legs and the ratchets is fundamental for the correct functioning
of the retention mechanism. In particular, when the structure is decelerating, the leg rotates in the
admissible direction and this force makes the ratchet to bend, allowing the leg to rotate. When the structure
stops its deceleration and starts to move upwards, instead, the tip of the ratchet mechanism connects with
the tooth present on the side of the leg joint, allowing the ratchet to limit the opposite rotation of the leg
joint. This can be immediately seen from Figure 6a,b. The contacts defined between the legs are required
to implement a physical lower end-stop to the revolute joint connecting the leg to the structure. By looking
at Figure 6a,b, on the side surface of the leg joint a small part is modeled which goes in contact with the
cover and thus limits the joint rotation. Finally, the contacts between the box model representing the soil
and each of the three legs are the most important actors for the whole soft-landing simulation and need
to be modeled accurately. The parameters that need to be set for the contact are the stiffness coefficient,
the nonlinear force exponent, the damping coefficient, the penetration depth, and the static and dynamic
friction coefficients. The parameters have been estimated in Section 2.3.

4. Simulation Results

In this section, we present the numerical simulations that are conducted on the model of the
three-legged lander prototype. The dynamic behavior of the system is simulated using the multi-body
software MSC ADAMS 2019. Two simulated cases are considered in this work:

• Case (1): impact simulation on flat surface. In this simulation the behavior is investigated of the
lander free-falling from a fixed height and impacting on a flat horizontal surface. In particular,
we analyze the contact force distribution, the lander deceleration, the angular displacement of the leg,
and the ratchet action.

• Case (2): topple simulation. In this simulation, the behavior is investigated of the lander impacting
on an inclined surface, after a free-fall from a fixed height. Subsequently, the critical angle is found at
which the lander topples.

4.1. Case (1): Impact Simulation on Flat Surface

In this simulation, the lander is let free to fall from a fixed height and impacts with the box representing
the soil model. Figure 5a–c shows the initial, impact moment, and final configurations, respectively, of the
lander MBS in the simulation over a flat surface. In this case, a trial and error strategy is adopted, in order
to investigate the maximum admissible drop height and considering the payload of the lander to be 0.5 kg.
Moreover, in this subsection the most representative results that are obtained for the maximum drop
height, which is found to be H = 0.45 m, are reported. A simulation duration of 1 s has been determined,
as it is enough to catch the transient phenomenon taking place between the beginning of the simulation
and the lander MBS stabilization.

Figure 7a–c reports, respectively, the lander MBS center of mass displacement, speed, and acceleration
along the vertical axis, that is the axis of motion of the free falling lander. Figure 8a–c reports, respectively,
the rotations of each of the leg structure joints, the torque generated by each of the three VRDs,
and the contact forces exerting between each pad and the soil during the soft-landing simulation.
Finally, Figure 9a,b shows the rotations of each of the ratchet structure joint and the evolution of the
kinetic energy of the lander MBS.
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Figure 7. Information about the state of the lander’s MBS along the vertical axis: (a) the displacement of
the center of mass; (b) the velocity; (c) the acceleration.
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Figure 8. (a) The curves representing the angular rotation of each of the three leg structure revolute joint;
(b) the curves representing the torque response of each of the three VRD’s; (c) the curves representing the
contact force between each of the legs with the soil.
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Figure 9. (a) The rotation evolution of each of the ratchet-structure joint; (b) the kinetic energy evolution
over time of the lander MBS
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4.2. Case (2): Topple Simulation

In this section, the case of topple simulation is investigated. More precisely, the aim of the numerical
tests is to identify at which ground surface angle the lander topple. This angle is named landing critical
angle βcr. To achieve this, the same model used from the previous analysis is considered. For every
simulation, the model of the ground is rotated by increasing angles around the z axis, and rigidly translated
along the y axis in order to keep the drop height constant. The simulations of Case (2) allow to investigate
the range of admissible slope angles to achieve safe soft-landing without the lander toppling. It is important
to say that all the simulations are conducted using the same maximum drop height of H = 0.45 m.
By pursuing this strategy, it is found that the lander topples at a critical landing angle βcr ≈ 51.6°, as it can
be seen in Figure 10. Moreover, some important results for the sample case of an inclined plane simulation
with an inclination ratio 1:5 are reported.

(a) (b)

Figure 10. (a) A time-series representation of the simulation for the lander MBS soft-landing conducted on
an inclined surface; (b) the lander MBS toppling at the landing critical angle βcr.

Figure 11a–c reports the lander MBS center of mass displacement, speed, and acceleration along the
three axes, respectively. Figure 12a–c reports the rotations of each of the leg structure joints, the torque
generated by each of the three VRDs, and the contact forces exerting between each pad and the soil during
the soft-landing simulation, respectively. Finally, in Figure 13 the evolution of the kinetic energy of the
lander is shown.
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Figure 11. Information about the state of the lander’s MBS along the vertical axis: (a) the displacement of
the center of mass; (b) the velocity; (c) the acceleration.
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Figure 12. (a) The curves representing the angular rotation of each of the three leg structure revolute joint;
(b) the curves representing the torque response of each of the three VRD’s; (c) the curves representing the
contact force between each of the legs with the soil.
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Figure 13. Kinetic energy evolution over time of the lander MBS.
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5. Discussion

In this section, the results obtained from the simulations of soft-landing on a flat surface and an
inclined surface, reported in Sections 4.1 and 4.2, are discussed. Moreover, some important results obtained
with the MATLAB-based numerical integration of the theoretical model developed in Section 2 are reported
in order to validate the approach.

5.1. Comparison with the Theoretical Model

Comparisons of the ADAMS simulations with the theoretical model are conducted for two different
cases regarding the analytical-based simulation. For the first case, a length of the lander leg equal to lc is
chosen, which corresponds to the conservative value chosen, i.e., the distance from the lander joint axis
from the pad closest contact point. For the second case, a length equal to lm is chosen, which corresponds
to the mean distance of the contact point from the joint axis. This is because despite the analytical model,
in which the pad is considered a point, the pad in the ADAMS model is a rigid body having its own
semicircular geometry. Therefore, while in the analytical model the contact point is always at a fixed
distance from the lander joint axis, the geometry of the pad leads to the fact that the contact point keep
varying all along the pad profile during the whole contact phase, thus changing the arm lever.

The comparisons are conducted in the scope of the Case (1). Moreover, in order to catch the influence
of the ratchets in the global dynamics of the lander, an additional simulation in ADAMS without ratchets
is conducted and compared with the others. Figure 14 shows the comparison between the ADAMS
simulations and the MATLAB-based analytical simulation for the two leg length value chosen: in the top
row the acceleration of the lander is compared, in the middle row the contact force acting between the
soil and the lander pad is compared, and in the bottom row the leg-joint rotation is compared. The black
curves represent the ADAMS simulations with the ratchet (ADAMS-R), the blue curves represent the
ADAMS simulations without ratchets (ADAMS-NR), and finally the red curves represent the simulations
based on the analytical model described in Section 2. It is important to remark that the figures refer only to
the first bounce of the lander. This is because the lander behavior is different between the simulations after
the first bounce. In fact, the analytical model does not implement the ratchet. In ADAMS, on the other
hand, this mechanism is present and it affects the behavior of the system after the deceleration phase.

By comparing the curves, similarities in the trends and with the values assumed can be found.
More precisely, with the theoretical model the deceleration of the lander during impact assumes values
a ∈ [3.1, 4.5]g for a leg length equal to lc and values a ∈ [2.7, 4.0]g for a leg length equal to lm, whereas with
the simulation in ADAMS an acceleration a ∈ [3, 3.5]g is observed. The same can be observed with the
contact force and the leg joint rotation; in particular a contact force Fc ∈ [5.4, 10]N has been observed using
the theoretical model and the same is observed in the in ADAMS simulation. Finally, for what concerns
the leg joints rotation, it can be seen that in both the theoretical model simulation as well as in the ADAMS
simulations, the maximum rotation of the joints reaches a value slightly below 30°. The discontinuities
visible in the ADAMS simulation black curves visible from the acceleration and force graphs are due to
the action of the ratchets which limits the rotation of the lander legs; in fact, in the curves representing
the analytical model (which does not implement the action of the ratchet), these same discontinuities are
not present.

321



Appl. Sci. 2020, 10, 8862

Conservative value (l = lc) Non-Conservative value (l = lm)

0.25 0.3 0.35 0.4 0.45

0

2

4

·104

a
[m

m
s−

2
]

0.25 0.3 0.35 0.4 0.45

0

2

4

·104

0.25 0.3 0.35 0.4 0.45

0

5

10

15

F
c
[N

]

0.25 0.3 0.35 0.4 0.45

0

5

10

15

0.25 0.3 0.35 0.4 0.45

0

10

20

30

t [s]

ϑ
[°]

0.25 0.3 0.35 0.4 0.45

0

10

20

30

t [s]

ADAMS-R

ADAMS-NR

Analytical

Figure 14. Comparison between ADAMS simulations with and without ratchets and the MATLAB-based
analytical simulation for two leg length parameter chosen: in the top row the lander acceleration, in the
middle row the contact force between soil and lander pad, and in the bottom layer the evolution of the leg
joint rotation.

By comparing the MATLAB-based simulations of the left column with the right column of Figure 14,
it can be noticed that the leg length parameter used for the theoretical model, i.e., the distance of the
contact point of the pad from the joint axis, has a great influence on the curve’s trend of the analytical
model. In fact, by using as leg length lm, the analytical curves better fits the ADAMS ones, especially
for the contact force. However, at the beginning of the impact, the analytical curve has a greater peak
with respect to the ADAMS ones; this is because at that stage the contact point is further from lm, and as
the impact time goes on, and the legs rotates the contact point comes closer to the mean point until the
minimum distance lc is reached.
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By comparing the black curves with the blue curves in Figure 14 it can be clearly seen the influence
of the ratchet to the global dynamics of the lander. In particular, from the force and acceleration graphs
small humps in the curves can be recognized due to the presence of the ratchet. From the angle graphs,
instead, it can be clearly seen the influence of the ratchet: in particular as it exerts a reactive torque which
opposes to the leg opening during landing, this leads to the leg opening with a lower angle. It is important
to remark that the ratchet has been modeled in order to easily deflect, so in this case the influence of the
ratchet is present but it does influence to a lesser extent the global dynamics of the lander. The stiffer the
ratchet is, the more it influences the dynamics of the lander, even leading to the limit case of no opening of
the legs at all thus imposing enormous vertical accelerations to the structure and the payload.

An other cause which we can address the discrepancies between the MATLAB-based analytical
simulation and ADAMS ones is one which is due to the limit that the analytical model is a purely
bidimensional model, thus unable to catch 3D related phenomenon. Of particular note is that during the
soft-landing the lander structure body slightly rotates around it’s vertical axis (allowed given the lander
legs configuration), thus part of the lander energy is split into rotational energy and therefore dissipated
through lateral friction forces. This just being said can be seen from Figure 15 which shows in the left
the lander rotation and in the right its rotational speed during the impact stage. During this stage can be
recognized that in 0.15 s the lander rotational energy is almost completely dissipated. Moreover, an other
factor which causes discrepancies between the models is that ADAMS implements a nonlinear damper in
the contact model; while the analytical model implements a linear damper. This fact causes differences
at the initial stage of the contact. In fact the purely linear damper causes greater damping forces in the
moment of contact. Namely, the combination of all the factors mentioned above leads to discrepancies
between the analytical model and the ADAMS simulations. However, despite the discrepancies between
the ADAMS simulations and the analytical model, which after all is a bidimensional idealization of a
three dimensional lander, the results of the two models show remarkable adherence, thus validating
the approach.
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Figure 15. (a) The lander structure center mass rotation around its vertical axis and (b) its angular speed
around the same axis.

5.2. Case (1): Simulation on Horizontal Surface

Figure 7 reports the evolution of the state of the lander MBS during the simulation time. In Figure 7a
the loss of height can be seen; Figure 7b shows the evolution and the changes of speed the lander is
subjected; finally Figure 7c describes the acceleration of the lander. From these figures it can be seen that at
t ≈ 0.3 s, the lander impact the ground with a speed v ≈ 3.0 m s−1. Moreover, some sudden changes in
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speed are observed, which identifies the bounces of the lander after impact. The oscillation speed and
amplitude decreases due to the dissipative forces defined in the contact problem. It can be seen that the
lander is subjected to peaks of deceleration having amplitude |a|∈ [3, 3.5]g. It is important to report that
the evolution of the acceleration has been slightly filtered in order to cut out the high-frequency peaks of
deceleration taking place in specific instants of time due to numerical instabilities. Disregarding these is
allowed from a simulation perspective, as their impact on the landing behavior is low and they can easily
be filtered out with dampers on the payload attachment points.

When the lander impacts with the soil its legs start to rotate due to the torque generated by the contact
force with the ground. As expected, for an impact simulation on an horizontal surface, the legs of the
lander rotate uniformly, until the maximum angle ϑ ≈ 30° for each leg. The reactive torques generated
have the same trend. These aspects can be observed in Figure 8a,b. From the same figures, the action of
the ratchets can be observed. More precisely, when the leg rotation reaches its maximum value, the leg
starts to rotate back to the original position. However, the ratchet almost immediately engages and limits
this motion, effectively stopping the leg orientation at the current angle; to this angle a fixed torque
of T ≈ 1.5 N m is naturally associated. Finally, in Figure 8c the contact forces acting between the soil
and the lander leg are shown. In a way similar to the case of acceleration, the contact forces have been
slightly filtered in order to remove the high-frequency spikes. In this figure the bounces can be seen and,
as expected, the contact force has the same trend as the joint rotation. By looking again at the figure we
can say that the first peak of the contact force is the one responsible of dissipating most of the energy of
the system, as can be seen in Figure 9b, which represents the kinetic energy of the lander MBS during the
whole impact simulation. The other spikes are about the lander stabilizing on the soil surface. However,
the amplitude of the contact force is |F|∈ [5.0, 8.7]N. Finally, Figure 9a reports the rotation of the ratchet
structure revolute joint. The high peaks represent the instants at which the ratchet overcomes the tooth
present on the side of the leg, and thus moving to the next tooth. In this case, the ratchet overcomes
four teeth. The low peaks instead are due to the leg trying to rotate in the opposite direction, against the
engaged ratchet.

5.3. Case (2): Topple Simulation

In the following, the results of an inclined surface sample impact simulation with an inclination of 1:5
are discussed. We disregard the ratchet structure joint rotation. Differently from Case (1), in which the state
of the lander was changing only along the vertical axis, in this simulation the state of the lander changes
along the other two directions as well. In Figure 11a, the displacement is reported of the lander center of
mass along the three directions. In Figure 11b, we can see the speed of the lander along the three directions.
Figure 11c shows the acceleration of the center of mass of the lander along the three directions; this has
been slightly filtered in order to remove the high-frequency high spikes. While the main component of
motion remains along the vertical axis, in this case the others components cannot be neglected. The lander
impacts with a vertical velocity v ≈ 3 m s−1, and its structure is subjected to peaks of acceleration having
modulus |a|∈ [2.1, 3] g. From the figures the bounces of the lander can be observed before stabilizing.

In Figure 12a, the rotations are reported of each of the three leg structure revolute joints. Contrary to
Case (1), the joints rotation have a different behavior between them; the joint relative to the first leg, that is
the upstream leg does not rotate at all. On the other hand, the downstream legs exhibit the maximum
rotation; that is, ϑ ≈ 42°. This reflects also on the reactive torques generated by the lander, as reported in
Figure 12b, as the exerted torque is a function of the relative joint rotation.

Moreover, in Figure 12c the behaviors are reported of the contact forces exerting between the soil and
each of the the leg pads. From this figure a high peak of force can be observed for the leg 1; this corresponds
to the instant when the upstream leg impacts with the soil and acts as a pivot, transforming the translational
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kinetic energy into rotational kinetic energy. The peaks responsible for the dissipation of most of the
kinetic energy can be seen in Figure 13; however, as the force peaks are shifted in time, the dissipation of
the kinetic energy has a lower rate. Finally, as we expected, the modulus of these contact forces is not the
same. Leg 1 has a lower force, due to the fact that it is the one that is upstream and impact first; in fact,
the transformation of its energy from translational to rotational means that less energy goes in the spring.
More precisely the force is F ≈ 5 N, whereas for the other two legs which are located downstream the
force is higher, reaching F ≈ 10 N.

6. Conclusions

The use of a passive shock absorber, based on the use of VRDs, cables, and preloaded springs,
in landers for space applications has been investigated in this paper. The design of a possible lander
based on this mechanism has been proposed. In order to prove the effectiveness and the soundness of the
analytical model of the dynamics of the lander the behavior of the lander has been investigated numerically,
first by implementing the analytical model, and then by mean of the multi-body simulator ADAMS on
a physical 3D CAD model of the proposed lander. Seen the similarities between the results obtained
using the analytical model and the results obtained in ADAMS we can truly say that the analytical model
describes well the behavior of the lander for the case of soft-landing on a flat surface. However, it has
been observed that, with respect to ADAMS, the analytical model overestimates the contact force and
the acceleration the lander is subject to during impact. This discrepancy might be due to several reasons.
The main reasons are the fact that the landing pad shape causes the contact point to change during the leg
rotation and that the ADAMS model includes the three ratchets, contrary to the analytical one. Moreover,
the contact models are different, i.e., in the analytical model a point to point contact model is used, while in
ADAMS it is a solid-to-solid contact model; furthermore, in ADAMS the damper used in the contact is
nonlinear while in the analytical model a liner damper is used. Finally, in the simulations it has been
observed that this kind of passive landing system guarantees a certain degree of control on the forces and
accelerations acting on the lander structure during soft-landing.

Future works foresee the design and fabrication of a real prototype based on the one that has been
studied in this paper. Considerations on the ground characteristics will be the basis for the design of
the main components of the lander, e.g., the landing pads. Experimental tests will be carried out to
further validate the models and to gain insight on the mechanics of the soil. For example, drop tests and
deceleration tests will be tailored on those described in this paper and performed using regolith simulants.
The results obtained will be compared with the numeric results obtained in this paper.

Moreover, a detailed research about implementing an active control system acting on the preloaded
springs will be considered and implemented. Adjusting the preload allows to reshape the VRD response
in order to adapt lander to land on different scenarios, or when the ground is at an incline. In this specific
situation, a softer action on some legs would allow the lander to avoid toppling or even experience lower
deceleration. Other uses of the proposed technology will be explored in the future, especially in fields
unrelated to space exploration.
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Abstract: This paper presents a novel exoskeleton mechanism for finger motion assistance.
The exoskeleton is designed as a serial 2-degrees-of-freedom wearable mechanism that is able
to guide human finger motion. The design process starts by analyzing the motion of healthy human
fingers by video motion tracking. The experimental data are used to obtain the kinematics of a
human finger. Then, a graphic/geometric synthesis procedure is implemented for achieving the
dimensional synthesis of the proposed novel 2 degrees of freedom linkage mechanism for the finger
exoskeleton. The proposed linkage mechanism can drive the three finger phalanxes by using two
independent actuators that are both installed on the back of the hand palm. A prototype is designed
based on the proposed design by using additive manufacturing. Results of numerical simulations and
experimental tests are reported and discussed to prove the feasibility and the operational effectiveness
of the proposed design solution that can assist a wide range of finger motions with proper adaptability
to a variety of human fingers.

Keywords: bionic mechanism design; synthesis; exoskeleton; finger motion rehabilitation

1. Introduction

Aging of population and stroke incidence are expected to significantly increase in the coming
decades and become the second leading cause of disability in Europe as forecast, for example,
in [1,2]. Usually, a stroke produces neuro-motory disabilities, including finger impairments. Since the
movement of fingers is fundamental in activities of daily life, there is a strong motivation in focusing
on finger rehabilitation as a high priority following an injury or a stroke.

Several studies have shown that the rehabilitation after a stroke is faster and more cost effective
when using a robotic system as compared to conventional rehabilitation methods, as reported,
for example, in [3]. Accordingly, researchers have widely addressed the topic for developing finger
exoskeletons and/or similar wearable devices for finger rehabilitation and exercising, as reported, for
example, in [4–21].

The “index finger exoskeleton” reported by Agarwal et al. [4] consists of eight linkages that are
actuated by two cable drives. The exoskeleton has three DOFs (degrees of freedom) in total, as each
linkage between the exoskeleton and finger has one DOF. Each linkage consists of four links and four
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joints with one DOF each. The exoskeleton allows flexion and extension of all phalanxes of the finger
as well as passive abduction and adduction of the first phalanx. This exoskeleton is quickly adjustable
and has a low resistance against finger movement when the motors are not activated. The device
applies 80 g to the finger, and it has five angle-sensors to monitor link orientations. The index-finger
exoskeleton uses a closed-loop torque-control with maximum torque at the first phalanx equal to
250 Nmm. The maximum torque at the second phalanx is 50 Nmm [4].

The exoskeleton reported by Bataller et al. [5] is optimized by an evolutionary synthesis algorithm.
The synthesis determines the link length of the mechanism design to fulfill a given coupler curve
with high accuracy. The kinematic structure of the device is set before the synthesis. It consists of
seven links that are fixed on the back of the hand and on each phalanx, resulting in one DOF in total.
A video analysis of the healthy finger motion acquires the coupler curve. The phalanx lengths of a
patient’s finger are acquired by an X-ray. The proposed exoskeleton is manufactured for each patient
individually by 3D-printing and it has one servo motor.

Amadeo is a commercial hand and finger rehabilitation device that has been developed by
Tyromotion GmbH [6]. The fingertips can be connected to the caps of the exoskeleton while being
adjustable to different finger sizes. Each cap is attached to an automated linear slide. The fingertips
can be pushed with a predefined force, and the device can move the finger while they apply no force.
In this way, a grasping activity is simulated. The arm and wrist are fixed on the device frame, and the
finger caps are connected to a slider. All fingers and the thumb can be treated. The device also allows
for several measurements, such as force and range of motion (ROM). In [7], it is reported that 70% of
the ROM of a healthy finger is sufficient for rehabilitation motions.

The Script SPO-F exoskeleton [8] is a passive device with no motor but a spring as the actuator.
It consists of six links and seven joints with only one DOF. Earlier versions of this exoskeleton have
been bulky, complex, and reached a weight of 1.5 kg. The Script SPO-F is actually an exoskeleton for
both the wrist and the hand. It is designed for home-usage during rehabilitation treatment. The finger
is flexed by a user, and a spring exerts a force on the finger due to the deflection. In contrast to other
exoskeletons, it has no predetermined trajectory. The finger can be moved due to a cable connection
between the fingertip and the exoskeleton. As the fingertip is fixed, only first and second phalanxes
can move. A torque of about 125 Nmm is needed for a 90◦ flexion of the second phalanx.

The hand exoskeleton version HX [11] is suitable for both the index finger and the thumb.
The exoskeleton has five DOFs and is driven by cables. The weight of the index finger module is 118 g,
and the total weight lying on the hand is 438 g. The exoskeleton is made of a 3D-printed titanium alloy.

At LARM (Laboratory of Robotics and Mechatronics), a specific research line has been addressing
the development of exoskeletons for motion assistance, as reported, for example, in [22–24].
Moreover, [25–27] focus on the fundamentals of the mechanics of grasping as well as the design
and validation of anthropomorphic robotic hands. The LARM robotic hands are based on a driving
mechanism with linkages that remain within the finger body duringthe finger operation, as reported
in [28–30]. The design of such a driving mechanism is the conceptual reference for the exoskeleton
solution that is reported in [24] and in preliminary exoskeleton designs, as reported in [31–34].

The main problem with existing exoskeletons is that they are often not wearable by different
patients, as in 4,5], are bulky, and the overall equipment is not easily transportable, such as in [6] or is
heavy, such as in [11]. Commercial robots, as in [6], are considered too expensive for home rehabilitation
use. Further, the Amadeo device is not able to fulfill a complete grasping movement. The solution
in [8] has no defined trajectory to move all joints of the finger in a defined way. Accordingly, the
authors believe there is still a need for a design procedure that can lead to novel design solutions as
based on kinematic analysis and a proper mechanism synthesis referring to the specific task of finger
motion assistance.

This paper aims at a systematic design approach towards a novel two-DOFs driving linkage
mechanism for a motion assistance finger exoskeleton by presenting a novel design solution for a
finger exoskeleton with adaptability to the finger size, as well as cost-oriented design and user-friendly
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features. The design process is carried out within a specific design procedure. As a first step,
the movement of a human finger was characterized by video motion tracking to identify the desired
reference finger motions. Then, the relative kinematics of a human finger were obtained based on the
acquired data. As a next step, a type synthesis was carried out to identify a mechanism consisting
of linkages with two active DOFs as the most convenient solution to assist the motion of a finger
along the desired trajectory, as also preliminarily discussed in [33]. This paper also provides FEM
analyses that are integrated in the proposed design approach. A graphic/geometric synthesis procedure
has been implemented for achieving the dimensional synthesis of the proposed linkage mechanism.
Numerical simulations and experimental tests have been carried out and discussed to prove the
feasibility and effectiveness of the proposed design solution. The main contribution of this work can
be recognized in the design of a proposed novel linkage mechanism that, unlike other existing designs,
can drive the three finger phalanxes by using two independent active DOFs that are both driven by
rotary servomotors placed on the back of the palm. This configuration allows for a wide range of
motion assistance with proper adaptability to a variety of human fingers. The paper content can be
outlined as follows: the first section addresses the design requirements for achieving a device for
finger exercising/rehabilitation of multiple users; next, the paper deals with the kinematic design of the
proposed new device based on a two-DOFs driving linkage mechanism, whose synthesis is described
in Section 4; the following section focuses on the mechanical design and construction of a prototype;
Section 6 describes an experimental validation with comparisons of numerical and experimental results
to assess the feasibility and performance of the proposed device.

2. Design Requirements for a Finger Exoskeleton

To expand the range of suitable patients, a novel proposed exoskeleton should be easy to attach to
a finger, adaptable to a wide range of users, and easily portable for home use.

Exoskeletons driven by cables are a common solution in the literature. However, they show
a range of drawbacks such as high losses due to friction as well as a high risk of cable failures.
Further, cables need to be kept under tension during motion. The cable management system has a
negative effect on the portability, as it is often bulky as in [12]. Because of that, servo motors with
linkage transmissions are preferred in this work as they can be robust, lightweight, compact, and easy
to control. The linkage parts can be easy and cheap to manufacture even with commercial 3D printers.
However, the design of such a linkage mechanism requires full understanding of the desired human
finger motion assistance.

A human hand is composed of fingers, metacarpus, and carpus. The fingers consist of three
phalanxes, except for the thumb, which consists of two phalanxes. The metacarpus is connected to
the proximal phalanx. On the fingers, the second link is the medial phalanx. The third link is the
distal phalanx. A detailed description of the joints and functionalities of a human hand can be found,
for example, in [35,36]. The joints between the intermediate and distal phalanxes are called distal
interphalangeal joints (DIP), and the joints between the proximal and intermediate phalanxes are called
proximal interphalangeal joints (PIP). The metacarpophalangeal joints (MCP) connect the proximal
and metacarpal phalanxes, and the carpometacarpal joints (CMC) connect metacarpal phalanxes and
the carpal bones, as shown in the scheme of Figure 1, [36]. In general, flexion reduces the angle
between bones or parts of the body, whereas extension increases the angle between the bones of a
limb. Abduction is an outward movement of a limb, and adduction is an inward movement of a
limb [9]. The MCP joints have two DOFs and they allow flexion and extension as well as abduction and
adduction of a finger. The interphalangeal joints PIP and DIP have one DOF each. However, the axis
of rotation of these joints is not constant during flexion and extension [10], and the ligaments restrict
the movements of the joints. Moreover, DIP and PIP joints cannot be moved independently of each
other [35].
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Figure 1. A scheme of bones and joints in a human hand.

A finger exoskeleton can be conveniently designed for motion exercising of the muscles after an
injury or a stroke. For this application, the motion of a finger will be assisted by the exoskeleton with
a motion trajectory similar to a healthy finger of the same size as proposed in Figure 2. The motion
trajectory does not require high accuracy. For example, in [11], a misalignment of a phalanx up to
±8◦ is deemed acceptable. However, unnatural movements of the finger must be avoided by the
mechanism to prevent potential injuries. As an additional design requirement for a finger exoskeleton,
its installation space needs to be small enough to be attached onto the finger and not interfere with its
motion. For the same reason, the total weight of the system should not exceed 500 g as reported, for
example, in [7,13,17]. This value should be considered an upper bound, since a heavy exoskeleton can
limit the effectiveness of motion exercising. Indeed, a high weight makes a patient easily tired and not
willing to continue the treatment. Thus, it is advisable to limit the number of motors as they are the
main source of weight. Motors need to provide a minimum torque of around 200 Nmm as reported
previously [3,7].

  

(a) (b) 

Figure 2. Desired motion assistance for a finger that moves from fully open (a) to fully closed (b).

One of the main peculiarities of the proposed novel linkage mechanism design solution is that it can
move all three phalanxes of a human finger with two active DOFs. This is mainly achieved by coupling
the motion of the last two phalanxes. Accordingly, only two DOFs are needed to replicate whole finger
motions. The proposed mechanism is optimized to perform a specific desired motion but it is actually
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able to perform a wide range of other motion combinations, given its two active degrees of freedom.
The proposed design is limited to flexion and extension movements of a finger. However, flexion and
extension are identified in literature as the most important for activities of daily life and the first
recovery priority in case of finger injury, as also mentioned in [35,36]. Therefore, a motion assistance
mechanism at first instance does not need to focus on abduction and adduction movements, and these
movements can be safely neglected to achieve a device with a light and simple design.

3. Kinematic Design

The index finger of a healthy subject has been used as a reference to develop and validate the
proposed novel exoskeleton. First, grasping motions have been analyzed by using the Computer
Vision Toolbox of MATLAB (Mathworks, Natick, MA, USA). Markers have been attached to the joints
of the index finger and its fingertip (FT). Distances between the markers have been also measured with
a digital caliper for calibration purposes. The camera has been aligned perpendicular to the side of the
finger under study, and a fixing frame has been used both for the hand and camera in order to achieve
a planar motion of the finger and a fully orthogonal video recording. The acquired videos have been
post-processed to collect positions of the joints versus time. Figure 3 shows the experimental setup for
the finger motion tracking as well as the definition of the angles and reference frame with the x-axis
horizontal oriented from left to right, and the y-axis vertical oriented from top to bottom. The z-axis is
defined according to the right-hand rule. The origin of the reference frame is attached to the center of
the MCP joint. The angle of the MCP joint is called ϕ, the angle of the PIP joint is called ε, and the
angle of the DIP joint is called τ. The angles have a clockwise positive direction.

(a) (b) 

Figure 3. Experimental setup for finger motion video tracking (a) and definition of angles of the finger
joints (b).

The lengths of the phalanxes of a test subject were identified from set-up measurements as 25 mm
for the distal phalanx, 28 mm for the medial phalanx, and 43 mm for the proximal phalanx. Twenty-two
frames have been evaluated from the motion tests for a suitable finger motion characterization. Figure 2
shows a detail of a video-captured motion for a healthy human finger movement referring to a typical
human finger motion. In particular, the plot in Figure 4 shows trajectories of PIP, DIP, and FT markers
during the motion of an index finger that moves from fully open to fully close. These trajectories
will be used as the reference motion trajectories for the linkage mechanism of the proposed novel
exoskeleton. However, the desired exercising motion usually does not require the full joint feasible
rotation range of the motion range of a healthy human finger but only a subset of such a motion.
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Figure 4. Acquired trajectories of PIP, DIP, and FT markers (as in the set-up of Figure 1 for the finger
movement of a healthy human (dots indicate the measured data from the video capture tracking).

Moreover, it is advisable to avoid full finger closing as this would result in an undesired interference
with the palm. A specific linkage mechanism has been identified as convenient for mimicking the
desired reference finger motion. This proposed mechanism consists of eight links that are arranged as
two interconnected four-bar mechanisms. This specific linkage arrangement has been proposed as
an Italian patent [34]. The proposed mechanism requires two motors that each drive one of the two
four-bar mechanisms. A detailed kinematic scheme is shown in Figure 5. The motors are located at
joints D0 and B0. The angle of driving link D0-D is called δ. The angle of the driving link B0-B is called
β. Both angles are positive in a clockwise direction. The first four-bar linkage (D0-D-E-MCP) has four
links and four revolute joints with one active DOF. The second four-bar linkage (B0-B-A-A0-C) has one
active DOF, four links, and four revolute joints.

Figure 5. A kinematic scheme of the proposed design with its linkage structure.

The second four-bar linkage drives the point C that is attached to the fingertip (FT). The exoskeleton
is also attached to the palm at the fixed frame link D0-MCP and to the first phalanx with the link
E-B0-A D, as shown in Figure 5.

For the first linkage, the link lengths need to be chosen by considering the dimensional constraints
of the motor and the palm of a hand. Accordingly, the link length D0-MCP is close to the vertical
dimension of the selected motor. The link length E-MCP is mostly determined by the geometrical
constraints for the attachment of E-B0-A to the first phalanx. The link lengths D0-D and D-E need to be
calculated to fulfil the desired motion trajectory of the PIP joint, according to the motion reference in
Figure 4. Considering the finger in fully close configuration, one can identify that in this configuration,
the longest distance is expected to be D0-E. This distance can be calculated as 63.3 mm from the
reference motion data. For achieving this value, the link length MCP−D0 has to be equal to 27.8 mm,
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the link length D0−D has to be equal to 32.0 mm, and the link length D-E has to be equal to 58.1 mm.
Joints E and A0 on body F have coaxial axes.

To size the link lengths of the second linkage mechanism, a graphic/geometric synthesis
dimensional synthesis has been carried out to obtain the desired motion of point C. The procedure is
reported as a general formulation, for example, in [35]. The dimensional synthesis starts by calculating
the desired relative motion of point C relative to A0 based on the experimental data in Figures 3 and 4
and on the relative position of the joints in the proposed linkage mechanism shown in the scheme of
Figure 6. In this scheme, γ is the angle between the horizontal axis and line through A0, α is the angle
between the horizontal axis and line through C, and η is the difference between the angles. The relative
coordinate system is located in A0 and has its p-axis along the line MCP−A0, as shown in Figure 6.

Figure 6. A scheme for determining C coordinates in the second linkage mechanism by considering the
known PIP (proximal interphalangeal joint), DIP (distal interphalangeal joint), and FT (fingertip) coordinates.

The u-axis is perpendicular to the p-axis with direction from top to bottom. Δc is the distance
between A0 and C along the p-axis, and Δd is the distance between A0 and C along the u-axis.

The coordinates of point PIP are known from the measured trajectory of the finger movement in
Figure 4. The displacement of the PIP point and A0 is shown in Figure 7 where ϕ is the angle between
the horizontal axis and line through PIP, while ψ is the angle of MCP from A0 to PIP. The distance
between MCP and A0 is lA0, and the distance between MCP and PIP is lPIP. Parameters a and b
represent the displacement between A0 and PIP. The coordinates of point A0 can be calculated by
using the parameters a and b and the angle γ. Since the angle ϕ and the length lPIP are known from
the calculations of the reference trajectory in Figure 4, ψ can be calculated as

ψ = arctan
(

b
lPIP − a

)
(1)

Therefore, referring to Figure 7, the angle γ is given by

γ = ϕ−ψ (2)

The coordinates of A0 can be calculated as

xA0 =

√
(lPIP − a)2 + b2 cosγ (3)

yA0 =

√
(lPIP − a)2 + b2 sinγ (4)
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By squaring and summing Equations (3) and (4), it is possible to obtain

lA0 =

√(
lPIP − a

)2
+ b2 (5)

Figure 7. A scheme showing the displacement between A0 and PIP (proximal interphalangeal joint).

A similar procedure is used to calculate the global coordinates of C. Figure 6 shows a sketch for
the displacement between FT and C, where λ is the angle between the horizontal axis and the line from
DIP to C; θ is the angle between the horizontal axis and the line from DIP to FT. The distance between
DIP and FT is lFT, and the distance between DIP and C is lC. Parameter e is the displacement between
FT and C on the line from FT to DIP, and f is the displacement between C and FT perpendicular to
that line.

The global x and y coordinates of DIP and FT are known from the captured trajectory in Figure 2.
As given in Figure 8, the link orientation, given by angle θ, can be calculated as

θ = arctan
(

yFT − yDIP

xFT − xDIP

)
(6)

Figure 8. A scheme showing the displacement between FT (fingertip) and C.

Therefore, the angle λ is calculated as

λ = θ− arctan
(

e

DIP− FT− f

)
(7)

The global coordinates of C can be calculated as

xC =

√(
DIP− FT− f

)2
+ e2 cos λ+ xDIP (8)
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yC =

√(
DIP− FT− f

)2
+ e2 sin λ+ yDIP (9)

Consequently, η is calculated as

η = α− γ = arctan
(

xC

yC

)
− γ (10)

Finally, distances Δc and Δd can be computed as

Δc =
√

x2
c + y2

c cosη− lA0 (11)

Δd =
√

x2
c + y2

c sinη (12)

The resulting parameters from the above-mentioned calculations for the offset of A0 and C are
summarized in Table 1. The parameters are obtained from measurements on the finger of the subject
and also referring to an early prototype. The diameter of a reference finger has been measured to
calculate the distance from the finger joint to the top of the finger, giving parameters b and f. Parameters
a and e were identified from a preliminary prototype, which showed that A0 could be placed directly
above the PIP joint, whereas C requires some distance from FT to avoid slipping off the finger during
motion. With the calculated positions of joint C, the dimensional synthesis of the second linkage
mechanism can be conducted.

Table 1. Design parameters from kinematic calculations in Figures 5 and 6.

Parameter a b e f

Length [mm] 4 17 15 19

No singular configuration is reachable within the used workspace of this mechanism. This has
been verified at the design stage by setting up limits at the feasible transmission angles, and it has also
been verified experimentally.

4. Mechanism Synthesis of the Second Linkage

The dimensional synthesis of the second linkage can be outlined as the procedure of determining the
remaining lengths of a 4-bar mechanism that guides a point on the coupler curve. One possibility for such
a synthesis is the graphical method based on the Burmester theory as described in [37]. This synthesis
approach has been selected since it can quickly address the desired features in terms of replicating a
desired motion trajectory as given by the reference motion trajectory in Figure 4. The expected accuracy
for joints (±4 degrees) does not justify the use of more complex and time-consuming synthesis methods
such as numerical optimization.

The proposed procedure allows an approximation of the desired movement from the measured
trajectory in Figure 4 by defining three points on the coupler curve that are reached precisely by the
mechanism. The synthesis can be conducted when two lengths of a mechanism and two positions
of joints are known. Figure 9a shows the initial problem with all given parameters. The position of
joints A0 and B0, lengths A0B0, B0B, BC, and three positions of joint C are given in the initial problem.
From the input, the position of the missing joint can be determined. When the positions of all joints
are established, the lengths can be determined. Curve k in Figure 9a shows the original movement of
joint C, and curve kc in Figure 9b is the movement after the synthesis. With the synthesis in Figure 9b,
joint A can be determined, giving the missing lengths A0A, AC, and AB.
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(a) (b) 

Figure 9. Schemes for a dimensional synthesis: (a) the problem to be solved; (b) graphical solution as
based on the approach that is described in [33].

A pose of a mechanism consists of the positions and the orientations of all links. For example,
for pose 1 of the mechanism in Figure 4, joint A is in position A1, joint B is in position B1, and joint C is
in Position C1. The graphical procedure for the dimensional synthesis is given in the flow-chart of
Figure 10 according to the following steps:

1. The given parameters in Figure 9a are the positions of C1, C2, C3, and B0 as well as the lengths of
B0B and BC;

2. With the information from step 1, joint B is known in pose 1, 2, and 3, as joint B moves on the curve
kB. Therefore, the poses of B1C1, B2C2, and B3C3 are known. At this point, joint A is missing to
complete the mechanism sizing:

3. Next, one link in one pose is chosen as a reference (in this example, link BC in pose 1);

4. Now, joint A0 is virtually moved around B1C1 to create A0 that corresponds to position 2 in pose
1 (by moving A0 with respect to the coordinate system of pose 2 into pose 1). The transformation
can be done by creating a triangle between C2, A0, and B2 and moving the triangle into the pose
of C1 and B1. The resulting position is A0 from pose 2 in pose 1, written as (A 0)

1
2;

5. The same as step 4 is done with A0 from pose 3 in pose 1, resulting in (A 0)
1
3;

6. Finally, A1 is found by the intersection of the perpendicular bisectors between three positions of
A0. The resulting mechanism guides joint C along curve kC. Curve kC matches curve k in the
points C1, C2, and C3 [33];

7. With all known positions of the joints, the link lengths can be determined.
8. Other link lengths/positions can be chosen to improve the matching of curves k and kc.
9. The dimensional synthesis is applied to the second linkage mechanism by using the relative

movement of C with respect to A0. The aim is to design a mechanism that matches the desired
motion trajectory of point C.

The positions of point C with respect to the u-p coordinate system are calculated by Equations
(11) and (12). For the dimensional synthesis, the positions of A0, B0 and the lengths A0A and AC are
required as well as three reference positions of C within its desired motion trajectory, according to
step 1 in Figure 10. A0 and B0 are set as frame joints. A0 has the coordinates (0; 0) with respect to the
u-p-coordinate system. B0 is designed with the coordinates (−8; −17.8). The input parameters have
been iterated to find a mechanism that fulfills the desired path of C well. After few iterations, sufficient
input parameters were found. Positions 1 to 15 of the calculation of point C have been considered for
the synthesis, as it gets more difficult to approximate a longer motion path. Furthermore, the identified
range of motion is sufficient for rehabilitation purposes.
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Figure 10. A flowchart for the mechanism synthesis according to the scheme in Figure 9.

The initially chosen link lengths and point coordinates are shown in Figure 11, similar to Figure 4.
With this information, positions B2 and B3 can be determined as intersecting points with the known
segments of B0B and BC, as mentioned in step 2. As a result of iterations of the synthesis, B0B has been
measured to have a length of 46 mm, and BC. has been measured to have a length of 53 mm. As input
from the positions of C, the first position is chosen as C1, position C2 is in the middle, and position C3
refers to the last used configuration during the finger closing motion. According to step 3, pose 1 is the
reference for the synthesis. A0 with respect to position B3C3 is transferred into position B1C1, resulting
in (A 0)

1
3. (A 0)

1
3 is A0 in pose 3 transferred to pose 1. This means that the triangles C3-B3-A0 and

C1-B1- (A 0)
1
3 are identical. In the same manner, the point (A 0)

1
2 can be identified. This corresponds to

step 4. The triangles to find the position (A 0)
1
3 are given in Figure 12a. The synthesized mechanism

and the calculated positions of C are shown in Figure 12b. The previously calculated coordinates for C
are marked as crosses, and the computed trajectory of the mechanism is marked as dots. The figure
also shows that the trajectory matches well with the desired motion for point C.

The position of A1 is the center point of a circle through the positions A0, (A 0)
1
2 and (A 0)

1
3, as

mentioned in step 5. The resulting position is A1, as pose 1 has been used as a reference. The link
lengths can be determined with the obtained position of A1. Since the given data in step 1 have already
been identified by a prior iteration, step 7 can be skipped. The complete kinematic design is obtained
by combining both linkages. The resulting kinematic design of the whole exoskeleton mechanism
is shown in Figure 13. The numerical values are summarized in Table 2, defined according to the
scheme in Figure 5. The calculated positions of A0 and C are indicated with plus (+) and cross (x)
marks, respectively.
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Figure 11. Initial problem of the synthesis for the second linkage with the selected three points C1, C2,
C3 along the desired motion trajectory of point C.

  
(a) (b) 

Figure 12. A scheme for determining the second linkage: (a) Triangles of the relative positions C0;
(b) synthesized mechanism and resulting trajectory passing through the selected points C1, C2, C3.
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Figure 13. The synthesized kinematic design of the finger exoskeleton in Figure 3 with the trajectories
of A0 and C indicated with plus (+) and cross (x) marks.

Table 2. Design parameters and link lengths of the finger exoskeleton for the scheme in Figure 5.

Parameter Length [mm] Parameter Length [mm] Parameter Length [mm]

a 4.0 A0-B0 19.5 B-C 53.0
b 17.0 B0-B 46.0 D0-D 32.0
e 15.0 A-B 24.9 D-E 58.1
f 19.0 A-C 30.7 A0-A 48.2

MCP-PIP 43.0 PIP-DIP 28.0 DIP-FT 25.0

This paper reports the proposed graphical procedure for a specific case with nominal biometric
measurements. However, the proposed graphical procedure is general in its approach. Accordingly,
the same procedure can be performed again for different finger sizes when the phalanx lengths are
expected to exceed the adaptability allowed by the proposed design. A chart can be generated with
link dimensions for different patient biometrics to adapt the proposed finger exoskeleton to the wearer.
Moreover, the proposed synthesis procedure can be also automated by implementing it in a numerical
solving algorithm.

5. Mechanical Design and Prototype

Based on the obtained kinematic design, a prototype of the proposed finger exoskeleton has been
developed. Since the finger exoskeleton is manufactured by 3D printing, it has been necessary to define
the secondary geometric parameters of each linkage, such as link thickness. For this purpose, given the
slow speeds, accelerations, and inertias of the application, a specific static analysis has been carried
out according to the schemes that are shown in Figure 14. The computation has been carried out by
considering as load the maximum motor torque of 216 Nmm, and a maximum force at the connections
between finger and exoskeleton equal to about 6 N on the fingertip. This value is calculated by using
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the principle of virtual powers from the given input torque and also matches previous experiences of
similar prototypes.

  
(a) (b) 

 
 

(c) 

Figure 14. Schemes for force distribution analysis: (a) a CAD front view of the second linkage (A0AB0B);
(b) an overall free body diagram; (c) free body diagrams of single elements.

FEM analyses have been carried out iteratively to find a proper linkage cross section and thickness.
In particular, final FEM simulations have been carried out by considering the 3D CAD model that is
shown in Figure 15. The main link thickness has been set as equal to 2 mm, also based on previous
experiences. Similarly, the holes for the joints have been set at a diameter of 4 mm. Therefore, the links
need to have a total width of 8 mm and a thickness of 2 mm. Link AC is crooked as per Figure 15 in
order to avoid collisions with the finger, and link BC is crooked to allow for fixation of the joint A.
Even though ABC behaves kinematically as a single body, it is realized with three different links that
can be easily changed to fit the different finger sizes of different users. The link BC is manufactured
with two beams to increase its stiffness. A CAD design has been elaborated with the above-mentioned
design considerations. A functional solution of the mechanism with all its joints is shown in Figure 14.
Screws and nuts of M3 size connect the links.

The main merit of the proposed design can be identified in the adaptability to multiple users.
This is achieved by slotted holes (Figure 15) in the exoskeleton that allow easy adjustability to users.
The slotted holes are used to adapt the finger exoskeleton to the user’s biometrics (phalanx lengths) by
moving each link to the optimal configuration evaluated through the proposed dimensional synthesis.
Cable straps and loop fasteners are used to fix the exoskeleton on the finger, giving some additional
adaptability. Accordingly, the proposed exoskeleton is expected to fit users having specific phalanx
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sizes exceeding ± 10% of the nominal sizes. A design limitation can be identified in the need to
replace the links of the device when users are expected to exceed ± 10% of the nominal finger size.
This limitation can be partially overcome by preparing sets of replacement links whose sizes are
designed to fit with different nominal finger sizes (e.g., for children, male/female adults).

 
(a) (b) 

Figure 15. A CAD model of the finger exoskeleton including motors with description of joints (a) and
angular view (b).

Final FEM tests have been performed in SolidWorks 2019 to verify the correctness of the selected
cross-sections and minimum required thickness to avoid any failure or plastic deformation, as reported
in Figures 16 and 17. A minimum safety factor equal to 1 has been considered in static nodal stress
analysis for keeping the overall weight as low as possible. A minimum factor of safety equal 2.8 has
been found on shear stress. The chosen material is a commercial poly-lactic acid (PLA) filament that
is suitable for additive manufacturing with commercial 3D printers. Its main properties are tensile
strength equal to 3·107 N/m2, elastic modulus equal to 2·109 N/m2; Poisson’s ration equal to 0.394,
mass density equal to 1020 Kg/m3, and shear modulus equal to 3.189·108 N/m2.

Figure 16. Static nodal FEM analysis of the whole prototype.
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Figure 17. FEM factor of safety calculations based on maximum shear stress.

The size of motors has been chosen to match the results of simulations for the designed mechanism
as well as by comparison with similar devices in the literature. Both servo motors have been selected
with a nominal torque of 216 Nmm while the desired torque was about 200 Nmm for the first joint and
about 150 Nmm for the second joint. Servo motors with a torque of 216 Nmm are integrated into body
F and lay on the back of the palm of the human hand. An Arduino microcontroller has been chosen to
drive the motors.

The total cost of the system is around 50€, including the servomotors and the microcontroller.
The motors are connected to an external power supply, which can be a LiPo battery for easy portability.
The exoskeleton has a total weight of 64 g for the parts that are mounted on the finger. This includes
the linkage, cable straps, hook and loop fasteners, and servo motors. The whole system has a weight
of 175 g, including an Arduino board and all cablings. A full prototype has been built as shown in
Figure 18.

  
(a) (b) 

Figure 18. The built prototype of the finger exoskeleton, front view (a), back view (b).

6. Test Results

The built finger exoskeleton prototype has been tested experimentally to prove its feasibility
as a finger motion exercising device in terms of it kinematic and operation behaviors. Given the
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expected slow speed operation, dynamic simulations and tests are not required at this proof-of-concept
stage. The finger exoskeleton can be easily worn with Velcro fasteners. The connection between the
finger and exoskeleton can be as tight as the subject wishes. Even after long use, it is still comfortable
to wear. Also, the calibration procedure is very straightforward. It consists of the following steps:
Attaching the exoskeleton to the finger, manually placing the finger in its desired straight configuration;
registering this position as the initial configuration; manually placing the finger in its desired fully
closed configuration; registering this position as the fully closed configuration. After the above steps,
the device is ready to operate within the desired operation range.

The exoskeleton movement has been compared with the reference motion of a healthy human
finger, and the angular error has been calculated as also partially reported in [33]. The driving angle
of joint D0 is called δ, and the driving angle of joint B0 is called β. The angles of the joints of the
finger from the grasping test have been used as an input for a multibody motion simulation of the
CAD model on SolidWorks 2019. The simulation acquires the angles of the motor for each position
during the finger motion. A comparison of the simulation and the motion of the prototype was used to
determine if the exoskeleton prototype moves as planned.

The desired path planning and angular joint coordinates are managed by using an Arduino control
board, which is connected to the two servomotors that drive the exoskeleton. The angles of the driving
links have been calculated and interpolated for each position that has been experimentally measured
during a grasping test, as reported in Figure 4. Then, the obtained motor angles are sent to an Arduino
controller, which drives the exoskeleton. The desired motion has been obtained by an offline video
post-processing that is carried out with MATLAB, allowing us to measure the angular joint positions
in each acquired video frame. This information is converted into a desired set of joint angles versus
time. The controller is programmed to move both motors in each desired position with an interpolated
step motion. Accordingly, the proposed motion planning consists of passing through a prescribed
number of path points with a smooth interpolated motion to reach precision positions. A pause of half
a second is set before proceeding with the next step desired precision position to keep the motion safe
for the user. The user has the time to easily stop if he/she feels discomfort in any reached configuration.
The maximum angular reaches of motors are limited via software limits that are well within the range
of the servo motors being equal to 180◦. After completing the motion planning, videos of human finger
exoskeleton-assisted motions were collected and analyzed. Tests were performed on the same subject
as for the initial grasping test in Figures 1 and 3.

Video captures were acquired by tracking both finger joints and exoskeleton joints during a
grasping motion. Then, the driving angles and the angles of the finger were determined. The resulting
movement of the prototype and the finger is shown in Figure 19. The movement takes approximately
16 s. The proposed tests are performed with a human sitting and his/her forearm fixed on a reference
table. The first snapshot Figure 19a refers to the beginning of the movement. Snapshot Figure 19b is
taken after 3.2 s, snapshot Figure 19c after 6.5 s, snapshot Figure 19e after 9.7 s, and snapshot Figure 19e
after 13.0 s. Snapshot Figure 19f shows the final position of the motion. In this test, the MCP joint
moves within a range of 3.1◦ to 37.6◦ for a finger flexion. Similarly, the PIP joint goes from 13.0◦ to
78.7◦, and the range of the DIP joint is from 0◦ to 58.9◦ for a finger flexion.

The time history of the measured finger joint angles is given in Figure 20. for a finger flexion
assisted by the exoskeleton. Namely, Figure 20a–c show the acquired values of angles ϕ, ε, and τ versus
time, respectively. Moreover, (x) markers are reported in Figure 20 to show the simulated angular
motions angles of ϕ, ε, and τ versus time. In the plots of Figure 20, an initial offset can be observed
between the measured and simulated values. The maximum velocity and swing frequency of the finger
exoskeleton mechanism are defined by means of a reference finger-assisted motion. This motion needs
to be very slow to allow safe finger motion assistance, so a fast speed is not desirable. In particular,
for the prototype reported in the paper, the average velocity is 5 deg/s, with a swing frequency of
0.07 swings/s. From a practical point of view, this initial offset is mostly due to manufacturing/assembly
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errors as well as joint clearances. These effects can be seen also as positive in terms of adaptability to a
more natural finger trajectory.

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 19. Snapshots of the exoskeleton motion during the test: (a) Starting position; (b) After 3.2 s;
(c) After 6.5 s; (d) After 9.7 s; (e) After 13.0 s; (f) Final position.

The absolute error of the angular positions of the finger joints can be calculated by comparing the
two curves in Figure 20. To compensate for an initial misalignment, a systematic error can be calculated.
Moreover, an angular deviation error can be calculated as the difference between the experimentally
measured and simulated values at a given time. For example, the time history of the angle δ is given
in Figure 21 including both simulated and experimentally measured values. The experimentally
measured angle δ versus time goes from −47.2◦ to −12.5◦ in this test. The comparison between the
experimentally measured and simulated angle δ versus time shows an initial systematic error of 17.5◦.
If this systematic error is compensated, the angular deviation error of angle δ versus time is given in
Figure 22. The systematic error is mainly due to the clearance between the exoskeleton and finger,
which are connected through velcro straps, whose clearance cannot be eliminated.

The absolute error for the angle δ in Figure 20 is always below ± 4 deg. This absolute error can be
considered suitable as it is exactly within the acceptable error given in the design requirements for the
proposed motion assistance application. Similarly, the time history of the β angle is given in Figure 21
including both simulated and experimentally measured values. The experimentally measured angle β

versus time goes from −6.5◦ to 64.7◦ in this test. The comparison between the experimentally measured
and simulated angle β versus time shows an initial systematic error of 10.8◦. If one removes this
systematic error, the angular deviation error of angle β versus time is given in Figure 22. Similarly, a
comparison of β from the experimental test and simulation is reported in Figure 23, and the computed
deviation error of β is reported in Figure 24. One can note that the absolute error for the angle δ in
Figure 22 is below ± 4◦ until reaching a critical pose, corresponding to the pose reached after 13 s in the
given experiment. Accordingly, operation of the prototype can be considered acceptable within the
given design requirements until the closing configuration reaches the critical pose. Further motion
needs to be avoided, since it would lead to interference of the human finger with the palm. This limit
physically consists of allowing the finger flexion only until the DIP joint is vertically aligned with the
MCP joint, referring to the scheme in Figure 5.
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(a) (b) 

 
(c) 

Figure 20. Comparison of finger joint angles in the prototype test (continuous line) and simulation (x
marks): (a) angle ϕ versus time; (b) angleε versus time; (c) angle τ versus time.

Figure 21. Comparison of δ for the test and simulation versus time.
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Figure 22. Deviation error of δ versus time.

Figure 23. Comparison of β from the experimental test (continuous line) and simulation (x marks)
versus time.

Figure 24. Computed deviation error of β versus time.

Average angular errors can be computed for each joint deviation error, in terms of as a square
root average, as reported in Table 3. For all angles, the average error remains within the acceptable
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range of ± 4 degrees as established in the design requirements. This confirms the proposed finger
exoskeleton can provide suitable motion assistance to replicate the desired human finger motion
trajectory. The error calculation can be affected by the accuracy of the used method for experimentally
measured angles via video capture tracking. This can generate non-negligible errors, in particular, if the
tracking camera is not properly aligned or calibrated. For this purpose, the camera has been attached
to a fixed frame, and the wrist is fixed, so that the exoskeleton movement is kept fixed in a proper
plane. Accordingly, main sources of angular error s can be identified in the used 2D video tracking
method as well as in joint clearances and backlashes. However, the clearance and backlash aspects can
also provide positive features in terms of flexibility and adaptability of the finger exoskeleton motion
to a natural finger motion.

Table 3. Angular errors of the finger joints and driving links.

Angle [deg] ϕ ε τ δ β

1.8 3.6 5.2 1.8 3.2

7. Conclusions

This paper reports the design of a novel exoskeleton mechanism for finger motion guidance.
A human finger motion is analyzed through video motion tracking as a design reference. Then, a novel
2-DOF linkage mechanism is synthesized to mimic the desired finger motion. This linkage mechanism
is driven by two independent actuators that can be conveniently placed on the back of the palm.
The obtained mechanism with two linkage mechanisms is implemented in a 3D CAD model, and it is
rapidly prototyped and assembled into a prototype. The resulting design is achieved with compact
and lightweight features, and it can be manufactured in an easy and low-cost manner. The finger
exoskeleton has been experimentally validated showing an acceptable error of guiding the desired
human finger motion while performing a proper range of motions for assistance and rehabilitation of a
large variety of human fingers.
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Abstract: This article discusses the mechanical redesign of a finger rehabilitation device based on
a slider-crank mechanism. The redesign proposal is to obtain a smaller and more portable device
that can recreate the motion trajectories of a finger. The real finger motion trajectories were recorded
using a motion capture system. The article focused on the optimal synthesis of the rehabilitation
device mechanism formulated as a classic trajectory generation problem. The proposed approach
was combined with the recorded finger movements and solved using the genetic algorithm (GA)
method. Optimization criteria and constraints were successively formulated and solved using a
mono-objective function.

Keywords: redesign; slider-crank mechanism; optimization; synthesis problem; rehabilitation devices

1. Introduction

In traditional physical and occupational therapy, a therapist often assists a patient
with a body movement that the patient cannot complete alone [1]. A rehabilitation program
aims to help a patient recover the lost capabilities, resulting in greater patient indepen-
dence [2]. Rehabilitation programs generally consist of three stages. They begin with
passive movements, where the therapist applies an external force to the patient due to
the lack of muscular activity [3], then the therapist continues with assistive exercises. The
patient does most of the exercises, but needs partial assistance from the therapist to perform
them correctly. Finally, in resistive exercises, the therapist provides little assistance to the
patient who performs muscle contractions against an external resistance [4,5]. The exercises
that contribute to the affected part’s mobility are mandatory, since it is crucial to avoid the
harmful effects of immobilization [2].

This article focused on the rehabilitation of fingers. A finger is composed of a
metacarpal and phalanges, two for the thumb and three for the other fingers. Every
finger chain is articulated through the carpometacarpal joint (CM). At the distal direction,
each metacarpal is articulated with the proximal phalanx through the metacarpophalangeal
joint (MP). The thumb has one joint, the interphalangeal joint (IP), which is between the
proximal and distal phalanges. The other four fingers have two joints: the proximal inter-
phalangeal joint (PIP) and the distal interphalangeal joint (DIP). The first is located between
the proximal and medial phalanges, and the second is located between the medial and
distal phalanges [6], as shown in Figure 1.

Hands are the primary tool of human beings in any work environment, hence, they
are exposed to all types of accidents or injuries due to diseases [7]. The use of robotic
technology offers therapists with a tool to optimize the therapy process and the patient’s
recovery. It has been proven to be safe, feasible, and effective for recovering the nervous
and muscular systems, at least in patients with stroke [8–13].
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Figure 1. The terminology of bones and joints of the hand.

The development of new technology in robotics for rehabilitation therapy can increase
the overall time of therapy, increasing the total patients that are attended to and the quality
of therapy with less supervision. There have been many developments around the world in
which robots assist patients in performing the desired movements. The articles presented
in [14–16] offer a complete classification of assistant robots, separated by the type of limb
they assist.

There are many ways of classifying hand rehabilitation robots. One is based on the
way motion is transmitted. The transmission allows the actuators to follow the desired
hand trajectory. The transmission’s election depends on the trajectory that the hand is
going to follow. Linkages and cables are common choices [17]. It is also possible to
combine different types of transmissions, as in [18]. The screw-nut transmission transforms
rotary motion into linear motion. It has a simple design that reduces cost and increases
reliability. Another advantage is that the load can be raised by applying minimal effort
while providing a precisely controlled linear motion. This main disadvantages of this type
of transmission is its low efficiency and the rapid wear of the screw or the nut [19].

Hand rehabilitation robots are also classified based on the type of actuation (e.g.,
electric motor, pneumatic, hydraulic, and human muscle). The electric motor is the most
widely used due to its reliability, availability, and precision [8]. Although pneumatic
actuators require minor maintenance, the compressed air needs storage, influencing the
device’s size and mobility. Hydraulic actuators have good performance because they can
generate higher torque than other actuators. However, they require more infrastructure
(the oil transmitting pipes and conduits) and space (for the actuation system). The human
muscle, as a type of actuation, implies that the impaired hand needs to be activated by
functional electrical stimulation to complete the motion [17].
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A fundamental aspect of hand rehabilitation robotics is the device hardware design.
The design requirements are different from the design of industrial robots. Hardware
design involves considerations of the safety, portability, and flexibility of the mechanism to
achieve effective rehabilitation for the patient [17].

Finger movement characteristics are essential in device design to specify patient safety.
Large devices need hospitals to be equipped with ample rooms to place them. They are
also expensive, which reduces the number of units purchased, leading to fewer patients
who can use this technology [17].

Exoskeleton-type devices such as those presented in [20,21] require little space because
they are mounted on the patient’s limb. Usually, the exoskeleton-type devices present
more mechanically complex designs because the human joints must coincide with the
exoskeleton’s joints. Furthermore, that can involve more than one degree of freedom
(DOF) in the device. End-effector-type devices such as Amadeo [22], a leading finger
rehabilitation device, features a simple and versatile design that easily adjusts to various
hand dimensions, however, it needs a large work area to operate. The challenge with the
end-effector devices is to make the designs as small as possible to obtain better portability.

From [14], only four devices focus on finger rehabilitation. In [15], seven are end-
effector devices for finger rehabilitation, two of which are mentioned in [14]. In [16],
they mentioned four systems assisting finger movements, two also mentioned in [14] and
one in [15]. The end-effector developments are fewer in comparison with exoskeleton
development, resulting in a potential field of research.

Optimization of mechanical and robotic designs is widely used for various applications
such as serial manipulators and parallel robots [23–25]. However, it has also gained
importance in assistive and rehabilitation devices as well as exoskeleton systems [26–31].
New optimization techniques have been sought to improve the dimensional characteristics
and dynamic characteristics of the systems. One of the methods that has gained more
attention in the optimization of mechanisms is the genetic algorithm. Due to the quality of
the population produced, only the best individuals in each iteration are taken into account.

The authors present the optimization of an end-effector finger rehabilitation device
that reproduces the individual trajectory of the fingers, which contributes to the first stage of
rehabilitation (assistance for passive movements). Compared to other end-effector devices,
the presented rehabilitation mechanism does not imitate the hand’s grasping functions.

Ensuring repetitive monitoring of the natural flexion–extension trajectory contributes
to proper fit and alignment of the finger joints. The patient recovers the joint mobility si-
multaneously (MP, PIP, and DIP). Respecting each joint’s range of movement can contribute
to the gross motor function and fine motor function. From a rehabilitation viewpoint, to
improve the range of movement (ROM) at a joint, each joint must be moved through inside
its ROM (expressed in degrees) at regular intervals. A continuous passive motion device
(like a rehabilitation robot) facilitates the rapid recovery of the neuromuscular system by
improving ROM [8,9,32,33].

The goal of this article is the proposal of an optimal redesign for a finger rehabilitation
device. The work focused on proposing the optimal dimensions of the existing mecha-
nism’s links, allowing for more accurate tracking of a trajectory compared to the existing
prototype that uses a screw-nut transmission. Additionally, the original prototype’s links
are too big concerning the end-effector trajectory’s size, which decreases the portability of
the prototype.

The rest of this paper is structured as follows. Section 2 contains the finger rehabil-
itation device’s description and kinematic model and presents the characterization and
analysis of the real finger trajectories, and finally, the optimization problem. Section 3
presents the optimization results, Section 4 presents the discussion, and, in Section 5, the
conclusions are presented.
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2. Materials and Methods

Figure 2 shows the redesign process for the previously mentioned finger rehabilitation
prototype. The mechanism’s redesign focused on finding the optimal dimensions for a
new mechanism (with the same architecture as the original) to replicate a real finger’s
flexion–extension trajectory better.

Figure 2. The block diagram for the approach.

The real trajectory analysis was carried out using a motion capture system, with the
participation of a group of subjects. The hand’s digital reconstruction allowed for the mea-
surement of the finger’s flexion–extension movement trajectories. The flexion–extension
trajectory of a participant’s index finger was selected for comparison with the mechanism’s
trajectory. This trajectory was chosen due to its large amplitude and equivalence characteris-
tic regarding the other recorded finger motions. The genetic algorithm (GA) method found
the dimensions that produced the minimum error between the mentioned trajectories.

2.1. Finger Rehabilitation Device
2.1.1. Existing Prototype

A prototype for assisting flexion–extension movements from the index to small fingers
was proposed in 2016 [34]. The prototype consisted of four parallel mounted slider-crank
mechanisms (one for each finger), driven by a direct current (DC) motor and a screw-nut
transmission, as shown in Figure 3. The end-effector, located in the coupler link, was the
contact point between the prototype and the fingertip. The fingertip was attached to the end-
effector using an articulated thimble placed at the extremity and was fixed with adhesive
fabric. Figure 4 shows how the arm and fingertip are positioned on the mechanism.

Figure 3. Finger rehabilitation prototype (back view).
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Figure 4. Finger rehabilitation prototype: (a) isometric view; (b) front view.

The patient’s forearm was placed in a support that could be adjusted in the x and z
plane. The upper part of the support had an integrated universal wrist–forearm splint. The
patient inserted their arm into the splint and adjusted with Velcro straps, which allowed
the forearm, wrist, and palm to be entirely fixed on the surface of the support.

The end-effector produces an arc segment, as shown in Figure 5, close to an elliptical
trajectory. The end-effector’s trajectory aims to closely follow the finger’s flexion–extension
movement’s natural trajectory, which has been studied by several authors [35–37]. This end-
effector’s trajectory is the defining characteristic of this prototype; other well-known finger
rehabilitation devices like Amadeo [22] use linear trajectories [38–40]. This remarkable
difference is because the presented rehabilitation mechanism does not imitate the hand’s
grasping functions.

The elliptical trajectory was compared with the end-effector mechanism’s trajectory
to propose an optimized size for the prototype. However, this research did not involve
mechanical changes or performance improvements to the transmission.

The prototype’s original dimensions were obtained using three points of the elliptical
trajectory described in the previous section; the full prototype design can be consulted
in detail in [34]. The original prototype’s elliptical trajectory tried to emulate the natural
flexion–extension movement. However, its design did not involve real flexion–extension
trajectories. In addition, given its size, it cannot be easily transported. It is essential to
ensure that the prototype’s end-effector can reproduce real trajectories with minimum
error to achieve better rehabilitation results and reducing its dimensions will improve
its portability.
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Figure 5. The trajectory of the end-effector prototype.

2.1.2. Architecture and Kinematic Model

Since the four mechanisms are similar, it is sufficient to only analyze one of them.
Figure 6 shows the computer-aided design (CAD) of one of the mechanisms and its vector
representation. Vector position 1 and 3 correspond to the distance between the points
A to B and B to C, respectively. The DC motor provides the angular movement that
is converted into a linear movement through the screw-nut transmission. This linear
movement is limited by the minimum and maximum position of the flexion and extension
points. The kinematics analysis is presented in detail in [41]; for the analytical purposes of
the mechanism’s redesign, a tag was assigned to every vector, as shown in Table 1.

Figure 6. CAD (computer-aided design) and vector representation of the existing prototype.
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Vector 4 represents the physical distance between points C and F. Point F represents
the minimum position of flexion movement. Point D is the contact point between the
patient and the device and describes the elliptical trajectory that was mentioned before.
Point D could be considered as a rigid body attached to the AB link and has an angle ρ with
respect to AB. Angle ϕ represents the inclination angle of the mechanism. In the original
prototype, ρ = 90 degrees and ϕ = 10 degrees.

Table 1. Tags for vectors.

Vector
1

From A to B
2

From B’ to B
3

From B to C
4

From C to F
5

From C to A
6

From B’ to D

Tag a d b f c e

Considering Figure 6, Equation (1) defines point D’s position coordinates, which is
the end-effector’s point that describes the elliptical trajectory. Vector 5 (Equation (5)) is
defined by a function that includes the length of vector 4 and the distance Ci between
the minimum and maximum position values, corresponding to the flexion and extension
points. The distance Ci is defined by Equation (6) and can be used for the optimization
process. Vector 4 of the original prototype was fixed to 344 mm, while the distance Ci went
from 0 to 125 mm. Vectors 2 and 6 are the distances between B to B’ and B to D, respectively.

From Equation (6), C0 represents the minimum value of Ci and Cm represents the
maximal value. Cm is defined by Equation (7), where dm is the distance the slider needs
to generate the desired trajectory. dm is defined by the sum of the minimal value and the
distance between the initial and final points of the trajectory.

D =

[
Dx
Dz

]
=

[
b cos α + d cos ϑ + e cos β
b sin α + d sin ϑ + e sin β

]
, (1)

where

α = 2 π −
(

arc cos
(

a2 − c2 − b2

−2bc

)
+ ϕ

)
, (2)

ϑ = ϕ + arc cos
(

b2 − c2 − a2

−2ac

)
, (3)

β = ϑ + ρ, (4)

c = f + Ci. (5)

The solution for this equation exists if and only if:

abs
(

a2 − c2 − b2

−2bc

)
< 1 and abs

(
b2 − c2 − a2

−2ac

)
< 1 Ci =

Cm

∑
j=C0

j, (6)

Cm = dm + C0. (7)

2.2. Finger Real Motion
2.2.1. Experimental Setup

To propose an improvement to the actual prototype, we performed several experi-
ments to obtain real curves for the fingers’ flexion–extension movements. These real curves
were used to evaluate the accuracy of the elliptical trajectory proposed in the original
prototype. The finger movements were recorded using the motion capture system Qualisys
Track Manager (v2018, Qualisys, Göteborg, Sweden, 2018), which was used to process
those records. A set of coordinates for each marker as a function of time was defined to
analyze the data. Mokka (v0.6.2, BTK, 2019) and MATLAB software (v2018, MathWorks,
Meudon, France, 2018) were used.
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The system was calibrated using a reference frame located in the corner on a flat
surface. The volunteer placed their forearm, as shown in Figure 7. We recorded the
flexion–extension movements from the index to small fingers. A total of six volunteers
were involved in the experimentation, both men and women, in the age range of 25 to
40 years old without any finger injury.

Figure 7. The experimental site with the Qualysis system.

A set of 21 markers was used and installed on the right hand of each volunteer. Table 2
describes each marker’s location and the label that was used to reconstruct the hand in
digital form. The digital reconstruction of the hand is shown in Figure 8. The digital
reconstruction was based on marker locations following the anatomy of the subject.

Table 2. Localization and names of the markers in the hand.

Finger Marker Articulation

Thumb
T1 Tip
T2 IP
T3 MCP

Index

I1 Tip
I2 DIJ
I3 PIJ
I4 MCP

Middle

M1 Tip
M2 DIJ
M3 PIJ
M4 MCP

Ring

R1 Tip
R2 DIJ
R3 PIJ
R4 MCP

Small

S1 Tip
S2 DIJ
S3 PIJ
S4 MCP

Wrist
W1 Carpal bones
W2 Carpal bones
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Figure 8. Location of the markers and the digital reconstruction of the hand.

Each volunteer’s forearm was placed on a flat surface, with the palm perpendicular
to the surface and their fingers in the extended position. The subjects were asked to
close and then open their fist, as shown in Figure 9, and to repeat the exercise 10 times.
The plane where the flexion–extension movements from the index to small fingers were
performed was perpendicular to the plane where the thumb’s flexion–extension movements
are performed.

Figure 9. (a) Initial position to record. (b) Hand in closed fist configuration.

The existing prototype was designed only for the flexion–extension movements from
the index to small fingers and considered only the trajectory of the distal phalanx; for this
reason, only the marker placed in the distal phalanx for these fingers (I1, M1, R1, and S1)
was analyzed.

2.2.2. Results of the Analysis of the Fingers Real Motion

The recorded gesture focused on the flexion–extension movement leading to the
fingertip trajectory. This finger movement occurs in the finger plane, which is normal
to all joint axes. Consequently, the fingertip trajectory were defined only by the x and z
coordinates (as shown in Figure 10). A series of three-dimensional curves, as shown in
Figure 11, was obtained using the flexion–extension movement in the xyz space, which
corresponded to the recorded motion for a volunteer’s index finger.

All subjects were asked to move their finger with a fixed abduction–adduction. De-
spite this virtual constraint and the low-speed exercise, the obtained fingertip trajectory
presented a reduced variation along the y-axes, probed through principal component anal-
ysis (PCA). The PCA reduces the dimensionality of a dataset of interrelated variables while
retaining the dataset’s variation. A new set of variables is generated, a linear combination
of the original variables. This new set of variables is called the principal components [42].
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Figure 10. Finger trajectory in the xz plane.

Figure 11. Flexion–extension movement in the space for the index finger of a volunteer.

The PCA indicates which variable is the most valuable for clustering the data. In this
article, the original set of variables are the xyz coordinates of the n point of the flexion–
extension movement, which means that three principals components exist. The principal
component is obtained by calculating the average values for all the variables, as shown in
Equation (8). The original variables are defined as p-dimensional vectors that need to be
projected onto a q-dimensional subspace.

x =
∑n

i=1 xi

n
y =

∑n
i=1 yi

n
z =

∑n
i=1 zi

n
(8)

The PCA identifies the directions (principal components) along which the variation in
the data is maximal. The direction of PC1 represents the most significant variation among
the data, PC2 is the second most important direction and is uncorrelated to PC1 and PC3.
PC3 represents the less important direction, also uncorrelated with the other principal
components. Principal components are normalized eigenvectors of the covariance matrix.
These are ordered according to how much of the variation present in the data they contain.
The dimensionality of the three-dimensional data can be reduced to two-dimensional data
using the first two principal components [43,44].

Table 3 shows the covariance data matrix’s eigenvalues and the percentage of each
principal component total variance. The eigenvalues measure the amount of variation
retained by each principal component [44].
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Table 3. Eigenvalues and percentage of the variance of each principal component.

New Set of Variables Eigenvalues % of the Total Variance % of the Cumulative Variance

PC1 2444.9 82.0531 82.05

PC2 516.5 17.3345 99.39

PC3 18.2 0.6125 100.00

As can be observed in Table 3, the first two components explained 99.39% of all
variability, as shown in Figure 12. This proves that the y-axis presents a reduced variation
in the flexion–extension movement of the fingers. Due to this, one can conclude that the
flexion–extension movement can be assumed in the xz plane. The abduction–adduction
movement of the finger was not considered.

Figure 12. Principal components representation. (a) Percentage of the total variance. (b) The data represented in the space
of the three principal components.

The finger motion, from the index to small, was analyzed. A similarity was observed
between all fingertip trajectories, as shown in Figure 13a. An example of graphs obtained
for all fingers of one subject is depicted in Figure 13b. The left side of Figure 14 shows all
the trajectories recorded in the xyz space. The right side shows one movement in the xz
plane to improve the visualization of each finger’s trajectories.

Figure 13. Trajectories for flexion–extension from index to small, (a) xyz spatial representation, (b) xz planar representation
of one participant.
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Figure 14. Real trajectories of flexion–extension.

Aside from the trajectories, we computed the range of motion of every finger. We
defined the ufi

vector in the finger plane, where f ε{I, F, R, S} corresponds to index (I),
Middle (M), Ring (R), and Small (S), and the index i corresponds to the frame number from
1 (initial position) to N (last position). The computed vector corresponds to the subtraction
between the xz position of the tip marker (I1, M1, R1, S1) and the xz position of the MCP
marker (I4, M4, R4, S4), as defined in Equation (9).

Finger Vector
Index uIi = I1 − I4,

Middle uMi = M1 − M4,
Ring uRi = R1 − R4,
Small uPi = S1 − S4.

(9)

Then, we defined ûfi
as the normal vector of ufi

as Equation (10) shows. The vector
wf represents the dot product between the initial position and the ith position, in order to
compute the angle between these normal vectors, which is expressed in Equation (11).

ûf =
uf∣∣uf
∣∣ ,w f =

[
j=2
∑

j=1
v f 1·v f j . . .

j=K
∑

j=1
v f 1·v f j . . .

j=N
∑

j=1
v f 1·v f j

]
, (10)

γ(i) = arc cos
(

w f

)
. (11)

Figure 15 shows the trajectories of one subject from the index to small in the xz plane
and the maximum and minimum angle of each finger’s movement. The maximum angle
for the small finger was chosen as γmax ∼= 76◦ because several points were outside the
trajectory and represented false measurements (Figure 13).

As can be observed from Figure 14, the trajectories for the different fingers were
similar in shape but with different maximum angle (γmax) amplitudes. Table 4 shows the
values of the angles of movement among the volunteers after several tests.
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Figure 15. (a) Real finger trajectory and the trajectory of the end-effector prototype. (b) The quadratic error between trajectories.

Table 4. The angle (◦) of movement of every finger among the subjects.

Finger Subject 1 γmax Subject 2 γmax Subject 3 γmax Subject 4 γmax Subject 5 γmax Subject 6 γmax

Index 119◦ 104◦ 101◦ 92◦ 116◦ 104◦
Middle 106◦ 117◦ 120◦ 92◦ 122◦ 130◦

Ring 110◦ 108◦ 119◦ 95◦ 113◦ 119◦
Small 76◦ 105◦ 109◦ 89◦ 92◦ 116◦

To conclude this section on real finger motion. Figure 15a simultaneously illustrates
the original prototype trajectory and index finger trajectory from one subject, which was
chosen as the recorded real trajectory. The real finger trajectory did not have a regular
elliptical shape, and it seems to have a more closed shape. In contrast, when the end-
effector’s prototype trajectory maintained an elliptical behavior, an offset between the two
trajectories was noted.

It seems feasible that the prototype trajectory follows the real trajectory more closely.
Figure 15b shows the quadratic error between the two trajectories. It can be noticed that
this error was not negligible and the error was used as an optimization criterion. The end-
effector, located at the fingertip, was required to follow a specified curve with a minimum
error computed between the obtained and desired trajectories.

2.3. Synthesis Problem

Three types of formulation applied to mechanism synthesis problems can be found
in the literature: function generation, trajectory generation, and body guidance [45]. This
article focused on trajectory generation based on an optimization process. An optimal
mechanism to generate the desired trajectory followed by the fingertip was found. The
data from the real finger trajectory, described in the previous section, was used in the
computation of the objective function. This allowed us to find the optimal parameter of the
solution to reconfigure the existing rehabilitation mechanism. The optimization problem
was solved using the genetic algorithm method.

2.3.1. Formulation of the Problem

The optimization problem can be established as the minimization of the error function
E(F), which is the sum of the square distance between the ith recorded position (Rxi:N , Rzi:N )
and the coordinates of point D of the mechanism (Dxi:N , Dzi:N ). The error function is
expressed by Equation (12). This point corresponds to the end-effector of the slider-crank
mechanism. Equation (13) defines the design vector F, which contains the set of variables
that should be computed during the optimization procedure.
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fm represents the individual in the genetic algorithm; Hf defines the lower and upper
boundaries for each of the design variables; and gm1 and gm2 are constraints applied to
the mechanism.

E(F) =
1
N

N

∑
i=1

√
(Dxi − Rxi )

2 + (Dzi − Rzi )
2. (12)

The optimization synthesis problem was formulated as follows with m = 10 parameters
for a chosen objective function E(F):

Minimize E(F),

Subject to:

F = [ f1, . . . , fm], m = 10, fm ε Hf =
[

fm
min, fm

max
]

gm1(F) ≤ 1,gm2(F) ≤ 1, (13)

where Hf =
[

fm
min, fm

max] is the bounding interval for each parameter of vector F. The
parameters of vector F are defined in Table 5; most of the parameters are defined in the
kinematic section. The variables xt and yt represent an offset applied to the real trajectory
to relocate it to the same work area of the existing mechanism, allowing for a comparison
of both trajectories.

Table 5. Definition of vector F.

f1 f2 f3 f4 f5 f6 f7 f8 f9 f10

a b d e ϕ ρ f xt yt Ci

The kinematic model of the slider-crank mechanism was defined by Equations (1)–(7)
in previous sections. Equation (14) defines the inequality constraints to guarantee a feasible
solution of the optimization problem and comes from the closed-loop equations. The
constraints gm1 and gm2 are defined in the following formulation:

gm1 =

∣∣∣∣ a2 − c2 − b2

−2bc

∣∣∣∣ ≤ 1,gm2 =

∣∣∣∣ b2 − c2 − a2

−2ac

∣∣∣∣ ≤ 1. (14)

2.3.2. Genetic Algorithm Method Implementation and Curves Enhancement

The genetic algorithm (GA) is a probabilistic technique based on the evolutionary
theory of natural selection that uses a population of designs rather than a single design at a
time. The GA generates a population of individuals at each iteration. These individuals
are a combination of the previous population’s characteristics (called parents). However,
they can also present some mutations in their characteristics. Only the best individuals in
the population are used to create a new generation, which allows the approach toward
an optimal solution. The GA operators select the next population by computation using a
random number generator.

Nevertheless, this algorithm presents a limited accuracy of the final solution. A large
number of iterations is needed to obtain a solution [46,47]. Figure 16 shows the scheme of
the GA method applied to the problem of mechanism synthesis.

The main goal of the GA is to identify the best value of the design vector F, which
contains all the parameters that describe the mechanism. Each design vector is called
an individual.

The design vector is evaluated through the fitness function that quantifies the result
of the individual’s parameters. The best fitness value for a population is the smallest
fitness value for any individual in the population [47]. In order to obtain better results
in the GA implementation, it is recommended that the input trajectory presents the same
step between points. A polynomial fitting method is used and included in the optimal
synthesis process.
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Figure 16. The optimal synthesis process of the rehabilitation device mechanism.

In order to obtain a uniformly distributed trajectory, the desired trajectory was approxi-
mated using a polynomial fitting method, as shown in Figure 17 and given by Equation (15),
where a0, a1, a2, a3, a4, and a5 are the fitting parameters. An example, based on the index
finger’s trajectory of subject three, is given in this section. The numerical values of the
fitting parameters are defined in Table 6.

P(x) = a0 + a1x + a2x2 + a3x3 + a4x4 + a5x5 (15)
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Figure 17. The desired and fitted trajectories.

Table 6. Fitting parameters and errors.

Fitting Parameter Error

a0 = 7.22 × 10−8 5.91 × 10−8 ≤ a0 ≤ 8.53 × 10−8

a1 = 1.5 × 10−5 1.3 × 10−5 ≤ a1 ≤ 1.6 × 10−5

a2 = 1.2 × 10−3 0.001085 ≤ a2 ≤ 0.001257
a3 = 5 × 10−2 0.04915 ≤ a3 ≤ 0.05114

a4 = 1.3 1.281 ≤ a4 ≤ 1.331
a5 = 10.13 9.954 ≤ a5 ≤ 10.31

A population of 1000 individuals was used, which was manipulated through
1000 generations (Gmax). The objective function was evaluated 1 × 106 times. The al-
gorithm was allowed to select the design parameter values in the interval stated in Table 7.
This interval corresponds to the function Hf . The best fitness value was obtained in the
last generation. This solution represents an optimal solution for the mechanism.

Table 7. The lower (mm) and upper (mm) boundaries for each one of the design variables.

Hf
F

f1 f2 f3 f4 f5 f6 f7 f8 f9 f10

fm
min 100 20 5 10 −10 −20 0 −100 −10 −10

fm
max 1000 600 70 200 120 200 900 4 4 10

3. Improvement of the Existing Mechanism and Results

Figure 18 shows the evolution of the objective function along with the generations.
The figure shows the convergence between the best fitness and average fitness values
found during the GA iterations. The upper plot (Figure 18a) displays the best score
value (black dots) and the mean score (blue dots) versus generation. It showed little
progress in lowering the fitness value. The best individual’s fitness value remained small
throughout the generations. The lower plot (Figure 18b) shows the average distance
between individuals at each generation and represents the population’s diversity.
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Figure 18. The transition of the fitness function. (a) Fitness value plot. (b) Average distance plot.

Table 8 shows the comparison between the optimal solution provided for the GA and
the prototype’s real dimensions. The GA provided a smaller mechanism through the best
values of the seven parameters representing the mechanism’s dimensions. The optimized
mechanism followed the desired trajectory with a minimal error of 1.62 mm. Furthermore,
it shows the distance the slider needs to move to reproduce the desired trajectory, which is
generally proposed by the designer.

Table 8. Comparison between the existing prototype and the new proposal, units in mm.

F f1 f2 f3 f4 f5 f6 f7 f8 f9 f10

Prototype 411.19 83.77 7.63 87.17 10 90 344 0 0 125
GA 295.11 54.29 21.11 69.88 −3.56 139.71 246.11 3.99 −6.51 9.99

Figure 19 shows the trajectories among the real data, the polynomial form, and the GA.
It can be noticed that even though the error was minimal at the end of the trajectory, the
mechanism was unable to reach the last point. This is logical considering the configuration
of a slider-crank mechanism, derived from the fact that the slider-crank mechanism cannot
close the path of the end-effector even when the distance traveled is increased.

Figure 19. Results of the genetic algorithm (GA).

Figure 20 shows how the error between the trajectories was dramatically reduced
when implementing the GA method. Figure 20a shows the error between the real trajectory
recorded by the motion capture system and the end-effector’s trajectory of the existing
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prototype (this figure has already been presented at the end of Section 2.2.2). Figure 20b
shows the error between the real recorded trajectory and the end-effector’s trajectory
obtained with the GA method.

Figure 20. The error between trajectories: (a) with the original mechanism, (b) with the optimized mechanism.

To validate the quality of the convergence, Figure 21 shows the histogram of the last
population. The histogram shows the distribution of the last population in the upper and
lower limits of each individual. The frequency represents the number of times that an indi-
vidual is presented in each limit. The cumulative frequency (expressed in percentage) is the
sum of the absolute frequencies and indicates the number of individuals in each interval.

Figure 21. The last population histogram.

Concerning the angle of motion γ, a difference of 2.5 degrees was found between
the real trajectory and the end-effector’s trajectory of the new mechanism (as is shown in
Figure 22).

Figure 22. Angles of the amplitude of the trajectories.
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Improvement in size over the existing mechanism can be made. Both mechanisms
were drawn in extreme positions (corresponding to flexion and extension positions), as
shown in Figure 23.

Figure 23. Comparison between the two mechanisms in their extreme positions: (a) flexion and (b)
extension.

In Figure 24, a CAD proposal for the new mechanism and the desired curve is pre-
sented. Figure 25 shows the redesign of the four fingers. The distance between mechanisms,
measured from the point D of every mechanism, was 28 mm.

Figure 24. The new mechanism and the trajectory of the end-effector.
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Figure 25. Four mechanisms from the index to small fingers.

4. Discussion

The shape and amplitude of the flexion–extension trajectory had to be considered to
design a better mechanism. This is because the mechanism must be able to adjust the range
of motion for different flexion–extension amplitudes. Since the optimized mechanism’s
configuration is an end-effector, it allows for the extrapolation of the result obtained for
use with different subjects. The flexion–extension movement is not affected since the trace
is at the fingertip.

Using the PCA technique, it was possible to transform the real flexion–extension move-
ment from the xyz space to the xz plane. This simplification of the workspace simplifies the
design of the mechanism and does not compromise the trajectory’s shape. The use of PCA
to derive postural synergies has mainly been used to study the hand’s different kinematic
configurations during the grasping and manipulation processes [48–51]. This article did
not use PCA to reduce kinematic configurations during grasping. It consisted of verifying
that the fingers’ flexion–extension movement in space could be simplified to a movement
in a plane, resulting in a design simplification of the mechanisms that tried to reproduce
this trajectory.

The rehabilitation mechanism presented did not seek to emulate the hand’s grip
functions, but sought to intervene during the first stage of rehabilitation where the physio-
therapist repeatedly and independently mobilized the patient’s fingers to reduce stiffness
and expand the range of motion.

Regarding GA performance, the low measure of population diversity ensured that the
best individuals were close to the optimal solution. The number of generations and the
population size used also contributed to finding the best solution. The algorithm converges
due to the average distance between individuals in terms of fitness value decreasing as
generations passed. The capability to converge to an optimal solution means that the
objective function was successfully minimized based on the error between the real finger
trajectory and the mechanism’s trajectory. The error between the original mechanism’s
trajectories and the real finger increased as the flexion–extension movement was performed.
In contrast, this error decreased with the dimensions of the mechanism obtained through
the GA.

The amplitude of the trajectory γ of the optimal design had a difference of almost
2.5 degrees, compared with the real trajectory considered for the optimization process. It
is assumed that the difference between trajectories is representative of the mechanism’s
performance. As can be observed in Figure 23, the mechanism trajectory followed the
real trajectory very closely. This can be an indicator of mobility recovery in the patient
because as the patient has an improvement in the rehabilitation process, the amplitude of
the trajectory will increase. It is important to point out that clinical tests are required to
evaluate the device’s feasibility and potential benefits.
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Even though the design results for a slider-crank-based rehabilitation device are promis-
ing, this type of mechanism cannot reproduce more closed trajectories. This means that for
a certain number of patients, the device cannot meet successful rehabilitation criteria.

One of the issues addressed and successfully handled in this work is that the design
vector includes the geometric parameters of the slider-crank mechanism and the distance
that the slider needs to displace to generate the desired trajectory. This point is significant
because this distance is the input of the mechanism and traditionally considered as known.
For example, this distance was fixed in the existing prototype as a consideration of the
designer at 125 mm [34].

The mechanism design was limited only to physical therapy because it only helps
the patient improve flexion–extension movements. Occupational therapy requires a more
complex mechanical design that allows for different finger trajectories to be performed as
well as some virtual interaction schemes that simulate daily life activities.

The prototype proposed needs less workspace to operate than Amadeo [22], one of the
available commercial finger rehabilitation devices. The optimized prototype is expected
to occupy a volume of 0.09 m3 against the 3 m3 that Amadeo needs [52]. The optimized
prototype pretends to improve every joint’s ROM using a near trajectory to the natural
flexion–extension trajectory regarding Amadeo’s end-effector linear trajectories.

Another available commercial finger rehabilitation device is Digitrainer. The workspace
of the DigiTrainer is about 0.017 m3. However, its configuration uses end-effector rollers
that make contact across the entire surface of the finger [53], which can be uncomfortable
if the patient has sensitive skin. The optimized prototype presented in this paper avoids
sensitive skin problems as the contact is only in the fingertip.

5. Conclusions

This article proposed an improvement of a finger rehabilitation device based on a
real trajectory. The slider-crank mechanism is one of the most studied in the theory of
mechanisms due to its simplicity, efficiency, and suitability for many applications in which
it can be used. The significance of the slider-crank mechanism presented in this article
is that the mono-actuator action is applied toward a medical solution. The presented
mechanism is a novel finger flexion–extension rehabilitation device.

Its synthesis requires a careful analysis of the natural flexion–extension trajectory of
the fingers. The focus of the optimization problem was the mono-objective formulation
to minimize the error between the real trajectory and the mechanism’s trajectory. This
optimal solution allows the mechanism to follow a real trajectory more closely. The
optimal dimensions of the finger rehabilitation prototype presented in this article allow
for the optimization of the therapist’s workspace without compromising the end-effector
trajectory’s performance.

An experimental setup was performed to obtain real trajectories using a motion
capture system and healthy volunteers. The real fingertip trajectory was used as an input
to the synthesis problem of the slider-crank mechanism. The presented method is still
available for all other subjects and fingers and is also based on the recorded real trajectories.

The kinematic equations were reformulated to be included in the GA method. Using
other synthesis methods for this application would mean omitting the design’s original
purpose: finger rehabilitation. The GA fitness function calculates the distance that the slider
must travel to generate a flexion–extension path in the end-effector. This characteristic
is a peculiarity of this function because GA proposes the optimal distance between the
maximal flexion position and maximal extension position and does not need to be defined
by the designer.

Future work will focus on a new topology of mechanisms with more degrees of
freedom, which could describe more complex shapes of trajectories. In the next work, the
study of transmitted forces on the fingers will also be examined. The idea of studying the
behavior of the exchange forces between the patient and the device is to develop a more
appropriate control strategy that could address the differences in the fingers’ capabilities.
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This is an important point because, at this stage, the mechanism can only reproduce
the flexion–extension trajectory but cannot deal with situations such as the pain experi-
enced by the patient when trying to complete the movements. A suitable rehabilitation
device must consider the relationship between the force provided by the mechanism and
finger movement.
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Abstract: Robots are gaining a foothold day-by-day in different areas of people’s lives. Collaborative
robots (cobots) need to display human-like dynamic performance. Thus, the question of safety
during physical human–robot interaction (pHRI) arises. Herein, we propose making serial cobots
intrinsically compliant to guarantee safe pHRI via our novel designed device, V2SOM (variable
stiffness safety-oriented mechanism). Integrating this new device at each rotary joint of the serial
cobot ensures a safe pHRI and reduces the drawbacks of making robots compliant. Thanks to
its two continuously linked functional modes—high and low stiffness—V2SOM presents a high
inertia decoupling capacity, which is a necessary condition for safe pHRI. The high stiffness mode
eases the control without disturbing the safety aspect. Once a human–robot (HR) collision occurs,
a spontaneous and smooth shift to low stiffness mode is passively triggered to safely absorb the impact.
To highlight V2SOM’s effect in safety terms, we consider two complementary safety criteria: impact
force (ImpF) criterion and head injury criterion (HIC) for external and internal damage evaluation of
blunt shocks, respectively. A pre-established HR collision model is built in Matlab/Simulink (v2018,
MathWorks, France) in order to evaluate the latter criterion. This paper presents the first V2SOM
prototype, with quasi-static and dynamic experimental evaluations.

Keywords: pHRI; variable stiffness actuator; V2SOM; friendly cobots; safety criteria; human–robot
collisions

1. Introduction

The currently emerging manufacturing paradigm, known as Industry 4.0, is behind the rethinking
of how industrial processes are designed in order to increase their efficiency and flexibility, together with
higher levels of automatization [1]. To this end, Industry 4.0 integrates multiple technologies such as
the Internet of Things (IoT) [1], artificial intelligence (AI) [1], and cyber-physical systems. Accordingly,
robotics researchers are proposing new solutions [2,3] whereby collaborative robots, known as cobots,
physically collaborate with well-qualified operators to achieve the goals of this revolution. Hence,
the problem of the human subject’s safety vs. the robot’s high dynamic performances arises. This means
that the next generation of widely used cobots should manifest human-friendly attributes. In the
literature, two main approaches were proposed to tackle this problem: active impedance control
(AIC) and passive compliance (PC). In the former, the impedance [4] is controlled to display safe
behavior vis-à-vis the robot’s environment, including the humans within it. In the case of a fast
human–robot (HR) collision, this approach, because it cannot respond as quickly as within 200 ms [5,6],
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can allow severe damage to the impacted human [7]. As a result, the PC approach attracted interest
due to its instantaneous reaction to any potential impact. This latter, potential impact is defined as a
quantification of the maximum impact force a robot can exert in a collision with a stationary object [8].
To emphasize, it is the combination of high mobile inertia and high velocity (i.e., the high kinetic
energy) that makes robots dangerous [7,9]. With this in mind, achieving safety without compromising
the desired dynamics boils down to reducing the reflected inertia, which is the key feature of the
PC approach. Indeed, from a dynamic perspective, integrating passive mechanisms in robot joints
decouples a certain colliding inertia from the rest of the robot. This reduces the overall kinetic energy
absorbed by the impacted human. In line with this, the series elastic actuator [10] is among the
first solutions that has a constant stiffness profile. A passive compliance system composed of purely
mechanical elements often provides faster and more reliable responses to dynamic collisions [11].
To enhance the latter’s design capacity to react to load variation, a series parallel elastic actuator
was introduced by Mathijssen and co-workers [12]. To improve the safety of physical human–robot
interaction (pHRI), Zinn et al. presented [13] a distributed macro-mini (DM [2]) actuation system that
puts forward low-inertia actuators to interact with the human subject. This allows for both safety
and a fast control reaction via the low inertia actuated part. In order to deal with any unsupervised
collision while handling variable loads, the concept of the variable stiffness actuator (VSA) emerged.
Through the years, several VSAs have been proposed, as discussed in previous studies [3,14]. Their
design concepts resulted in different structural paradigms (e.g., serial or antagonistic), different stiffness
profiles, and a wide range of power to mass ratios. Herein, a great emphasis is placed on a VSA’s
stiffness profile vs. the safety aspect. The proposed approach, leading to prototype V2SOM (variable
stiffness safety-oriented mechanism) [1], presents the following novelties compared to the literature:

• The stiffness behavior, in the vicinity of zero deflection, is smoothened via a cam follower
mechanism.

• The stiffness sharply sinks to maintain, theoretically, as discussed in Section 2, a constant torque
threshold in case of a collision.

• The torque threshold, Tmax, is tunable according to the load variation.

This paper presents the V2SOM design as well as a simulation and experimental validations.
V2SOM is primarily conceived to enhance safety in normal working routines, as well as in the case of
uncontrolled HR collisions. In Section 2, this aspect is discussed in light of a comparative study between
several stiffness profiles. Then, V2SOM’s working principle and mechanical structure are illustrated.
In Section 3, the impact of V2SOM on human safety is studied in terms of two complementary safety
criteria: the head injury criterion (HIC) and impact force criterion (ImpF). The study is carried out
via a HR collision model simulation found in previous works [15,16]. The experimental validation of
the V2SOM is presented in Section 4. This section includes the quasi-static characterizations as well
as the HR collision tests. Section 5 summarizes the outcomes of the present study and gives some
future perspectives.

2. Materials and Methods

The VSA’s design concept aims to make load-adjustable compliant robots by implementing
a variable stiffness mechanism (VSM) in series with the actuation system, as depicted in Figure 1.
However, a VSM can simply be described as a tunable spring with a basic nonlinear stiffness profile.
With this in mind, we will discuss the properties of the different existing basic stiffness curves and
highlight the V2SOM profile that we propose in this work.
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Figure 1. Variable stiffness actuator (VSA) including the variable stiffness safety-oriented mechanism
(V2SOM).

2.1. Different VSMs’ Basic Stiffness Curves

Previous works on VSAs resulted in design concepts that differ in several aspects, such as mass
to volume ratio, elastic energy to mass or volume ratios, working principal, etc. (see [13,17–20] for
more details). Herein, we focus on the VSA’s stiffness profile. The VSAs mentioned in other studies
(see [14,17–20], representative of the current state-of-the-art) can be classified into one of the three
categories illustrated in Table 1.

The stiffness profiles of VSAs might be viewed singularly as a tunable basic stiffness profile. These
basic stiffness profiles are shown in Figure 2:

• Constant stiffness: this basic stiffness profile is shown in Figure 2a and exemplified in the second
column of Table 1 by an actuator with adjustable stiffness (AwAS-II) [19]. At each curve of the
AwAS-II characteristic, the stiffness remains practically constant. To adapt this mechanism to
a variable load, the torque’s slope is tuned via a small motor.

• Biomimetically inspired stiffness, shown in Figure 2b, represents different VSAs, such as the
ones developed at the German Aerospace Center (DLR) Institute of Robotics and Mechatronics,
the floating spring joint (FSJ) [20], QA-joint (Quasi-Antagonistic Joint) [21], FAS (Flexible Antagonistic
Spring) [22] or the one presented by Ayoubi et al. [23]. The third column of Table 1 shows the
floating spring joint (FJS) prototype with a stiffness that increases along with the deflection, the same
as in biological muscles [23].

• Torque limiter: Park introduced [24,25] the safe joint mechanism (SJM) (see fourth column of
Table 1), which is based on a slider-crank mechanism. Its basic stiffness curve corresponds to
the one in Figure 2c. This mechanism is supposed to remain stiff under a certain torque level
T1. Upon exceeding it, the stiffness rapidly drops to maintain the torque at Tmax level, which
represents the safety threshold. As the SJM is a slider-crank-based mechanism that is well known
for its sensitivity to friction in the vicinity of zero deflection, the safety threshold may be easily
exceeded in the case of blunt shocks, as shown by Park and colleagues [26]. For this reason,
we introduced the V2SOM basic curve (see Figure 2c,d). In the next section, the full V2SOM
characteristic, which allows for coping with load variation, unlike the SJM, is shown. The latter
curve presents a finite value stiffness near zero deflection, which continuously drops to display
a constant torque threshold Tmax. The following equation depicts the desired behavior:

Tγ(γ) = Tmax(1− e−sγ), (1)

where s is a positive constant and the γ elastic deflection angle is in the range of 0 to π/2.
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Table 1. The three main categories of VSAs according to their stiffness characteristic.

Stiffness
Profile

Variable-Constant Stiffness
Variable-Biomimetically

Inspired Stiffness
Torque Limiter

Illustrative
prototype

Actuator with Adjustable
Stiffness (AwAS-II)

 

Floating Spring Joint (FSJ)

 

Safe Joint Mechanism (SJM)

 

Prototype’s full
characteristic

  

 

Figure 2. Different basic torque curves and V2SOM stiffness curves: (a) Constant stiffness,
(b) Biomimetically inspired stiffness, (c,d) V2SOM basic curves.

To compare the three stiffness profiles, we adopted the following factors:

• Factor 1. The maximal stored elastic energy in “normal working conditions,” (i.e., not during
collision scenarios). This quantifies how much elastic energy is stored in the VSM that can be
unleashed as collision kinetic energy, hence increasing the damaging effect of a potential collision.

• Factor 2. Passive torque limitation: in the case of a fast HR collision, it is more convenient to
instantaneously contain the exerted torque with the VSM rather than as a control-based reaction [5,6].

• Factor 3. Gravity-induced elastic deflection: this criterion quantifies the VSM’s ability to passively
limit this elastic deflection, which reduces the controller’s compensation action.

Based on the three factors, we ranked the stiffness profiles in Figure 2 accordingly, where the
number of ‘+’ reflects the factor’s qualitative value. The results are given in Table 2, which shows that
the V2SOM basic curve displays better features in normal working conditions (i.e., factors 1 and 3),
and in a collision scenario based on factor 2.

Table 2. Results of a comparative analysis of different VSAs’ basic torque curves.

Factors Profile Figure 2a Profile Figure 2b V2SOM Basic Profile

Maximal stored elastic energy ++ +++ +

Passive torque limitation + + + + + +

Gravity-induced elastic deflection + + + + + +
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2.2. Working Principle of V2SOM

V2SOM contains two functional blocks, as depicted in Figure 3a: a nonlinear stiffness generator
block (SGB) and a stiffness adjusting block (SAB). To simplify the understanding of the V2SOM
kinematic scheme, Figure 3b represents its cross section, which is symmetrical to the rotation axis
L1. The SGB is based on a cam follower mechanism, whereby the cam’s rotation γ about the L5 axis,
between −90◦ and 90◦, induces the translation of its follower according to the slider L6. Then the
follower extends its attached spring. At this level, a deflection angle γ corresponds to a torque value
Tγ exerted on the cam. The wide range of this elastic deflection needs to be reduced to a lower range of
−20 ≤ θ ≤ 20, as is widely considered in most VSAs [21,27].

: External torque

: Reducer output torque

: Deflection  

r
Stiffness Adjusting Block 

(QLCR)

Nonlinear Stiffness
Generator Block 
(cam/follower
mechanism)

Figure 3. Block representation of the V2SOM, (a) Two functional blocks of V2SOM (b) V2SOM
kinematic scheme.

Figure 4 shows various simplified diagrams necessary to understand the functioning principle of
this block. In Figure 4a, the cam follower system is in the resting position, meaning that the springs
are relaxed and the cam’s applied torque about its rotation axis is Tγ = 0. Applying a torque Tγ � 0
generates a deflection angle γ and the translation of the sliders supporting the followers, which results
in the compression of the springs (Figure 3b).

 

Figure 4. Stiffness generator block: (a) at rest γ = 0 (Tγ = 0); (b) at deflection γ � 0 (Tγ).

The stiffness adjusting block (SAB) acts as a reducer by using a gear ring system, which is
considered to be made up of gear mechanisms commonly used to transform the rotary motion into
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either rotary or linear motion [28]. Furthermore, the SAB serves as a variable reducer thanks to the
linear actuator M, which controls the distance r while driving the gears in a lever-like configuration.
The reduction ratio of SAB is continuously tunable, allowing V2SOM to cope with the external load Tθ,
where the link side makes a deflection angle θ relative to the actuator side.

Figure 5 shows the symmetrical two ring gears (in blue and green in Figure 5a) geared to a central
spur gear (in red). These two ring gears are driven by a symmetrical double lever arm system via
two rods (in yellow). These rods, which are part of the lever arm L2, as illustrated in Figure 4, slide
freely along the pocket of the ring gear, creating the prismatic joint shown in Figure 5b. Adjusting the
position r of the rods along the lever arm via linear actuator M changes the transmission ratio of the
lever arm system, and hence the reduction ratio of the SAB. The gears’ rotation induces a variation of
the rods’ position along the pockets, which is characterized by the distance x in Figure 5b.

Figure 5. Stiffness adjusting block (SAB) illustration of (a) cross section of CAD (computer aided design)
model and (b) half scheme with a single ring gear.

The V2SOM CAD (computer aided design) model is presented in Figure 6. More details are given
in the V2SOM patent [29,30]. Figure 6a shows the two blocks, the stiffness adjustable block and the
generator block, with a zoomed-in view. Each block is depicted by additional views of their mechanical
parts (Figure 6b–d) with correspondence to the kinematic sketch in Figure 3b. One can identify the
linear actuators, the gearing, and cam follower system with its actuation side.

The V2SOM blocks, as shown in Figure 4, are connected rigidly to fulfill separate dedicated tasks:

• The SGB is characterized by the curve of the torque Tγ vs. deflection angle γ. This curve is
obtained through the cam profile, the followers, and other design parameters. The basic torque
curve leading to the torque characteristic of the V2SOM is depicted in Figure 6a. This basic curve
is elaborated with a torque threshold equal to Tmax = 2.05 Nm.

• The SAB is considered a quasi-linear continuous reducer (QLCR) and defined by its ratio expression
given in Figure 6b. The ratio is a function of the NL (Nonlinear) factor, the deflection angle γ,
and the reducer’s tuning parameter r. The NL (Nonlinear) factor is linked to the SAB’s internal
parameters and can be approximated with a constant when the deflection θ range is between −20
and 20; this process is discussed in the next section.
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Figure 6. The V2SOM prototype (a) Exploded view of V2SOM (b) CAD model of SAB (c) CAD model
of the cam follower mechanism with springs (d) CAD model of SGB.

Figure 7c shows the V2SOM characteristics resulting from Figure 7a, with seven increasing
reduction ratio settings (seven values of torque tuning). Thanks to the QLCR behavior of the SAB,
the curves in Figure 7c follow a formula similar to Equation (1), with the specific tunable constant s
and a deflection range.

 
Figure 7. (a) Example of V2SOM basic torque curve with (b) quasi-linear continuous reducer (QLCR);
(c) illustration of the V2SOM torque characteristic with seven QLCR settings.

In general, V2SOM has two working modes, between which a transition smoothly takes place in
the case of blunt shock, as illustrated in Figure 8. The normal working mode of the V2SOM is the one
with linear region, mode (I), which allows the system to avoid a loss of control if the load exceeds the
maximum. In case of a collision, mode (II), with the quasi-linear region, is activated. A high stiffness
mode (I) is defined within the deflection range [0,θ1] and the torque range [0, T1]. The T1 value defines
the torque in normal working conditions. Exceeding this torque value means that the shock absorbing
mode is triggered, characterized by a low stiffness that leads to the torque threshold Tmax. The T1

torque value, which limits the normal working mode of V2SOM, is an online tunable value. Adjusting
this value allows us to cope with possible load variations due to the robot’s dynamics.
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(a) (b) 

Figure 8. (a) V2SOM working modes; (b) statically equivalent V2SOM and constant stiffness
(CS) profiles.

2.3. Understanding Stiffness and Adjusting the Block’s Behavior

The QLCR behavior is exemplified in Figure 9, where two kinds of curves are shown:

• Solid curves CTθ
Tγ (γ, r) represent the QLCR reduction ratio, multiplied by a constant C related to

the mechanism’s parameters.
• Dotted line curves IR(γ, r) represent an ideally equivalent reducer (IR), where the reduction ratio

is constant while the deflection angle γ changes. The following equation describes this ideal
approximation:

IR(γ, r) =
r

C(r0 − r)
. (2)

Figure 9. Reduction ratio: QLCR in solid lines: CTθ
Tγ (γ, r) and ideally equivalent reducer (IR) in dotted

lines: IR(γ, r).

Both curves present the same reduction ratio in the vicinity of zero deflection. This means that
QLCR can be considered as an ideal tunable reducer near zero deflection (i.e., not during a collision
scenario). Thereupon, QLCR can be tuned using Equation (2). When a collision takes place, the QLCR
reduction ratio starts to diverge slightly from the corresponding IR curves. This slight change is not
problematic because the function of V2SOM in this phase is to absorb shock energy rather than to
precisely set a safety threshold.

At each torque vs. deflection curve of Figure 7 (i.e., for a given reduction ratio r), the stiffness
passively varies from a high stiffness value near zero deflection to a practically null stiffness for which
the torque attains its threshold; for example, see Figure 10b at the setting r

r0
= 0.475.
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As for the stiffness modulation in the vicinity of zero deflection angle dTθ
dθ

∣∣∣∣
θ=0

, Figure 10a shows the
variation range of the presented prototype. As can be seen, the V2SOM’s stiffness near zero deflection
allows for a wide modulation range that varies from 670 to 13560 Nm/rad for r

r0
= 0.4→ 0.75 . From

a theoretical viewpoint, the setting at r ∼ r0 gives an infinite stiffness value. However, practically,
V2SOM’s stiffness is limited by the stiffness of its components. It should be mentioned that the main
goal of the V2SOM stiffness profile is to provide a high stiffness in the smaller range (I) to handle
a robot’s dynamics upon collision (i.e., when it exceeds the tunable threshold, the stiffness drops
rapidly and passively to guarantee safe collision absorption).

 
Figure 10. (a) Stiffness variation range of the V2SOM; (b) stiffness vs. deflection at the setting r

r0
= 0.475.

3. Safety Criteria: V2SOM vs. Constant Stiffness

The safety of pHRI is quite problematic in terms of quantification as well as its application to the
whole body. However, the abbreviated injury scale (AIS) [31] presents a simple mapping system, from
a medical perspective, of different safety criteria, with a unified scale with values ranging from 0 (no
injury) to 6 (severe injury or death).

3.1. Safety Criteria

To achieve safe HR collaboration, a level 1 in AIS must be respected. In this work, we consider 0
in AIS as an ergonomic threshold for making human-friendly cobots. ISO/TS-15066 and Newman [32]
adopted the most widely considered safety criteria, namely:

• G: The generalized model for brain injury threshold was introduced by Newman (see [33,34]).
This index considers both the direction of the impact and the angular accelerations. The G index is
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valid for 50% of probability of AIS ≥ 3, which does not help to evaluate safe and human-friendly
HR collisions, where AIS ≤ 1.

• NIR (new safety index): This index is quite similar to the HIC formulation. While HIC is generic,
NIR is specific to the robot’s technical data, which are provided in the manufacturer catalogs [34,35].
In our case, HIC is used to include the cover’s effect on safety.

• HIC quantifies high accelerations of the brain (concussion) during blunt shocks even for a short
amount of time; for example, HIC15 less than 15 ms can cause severe, irreversible health effects [35].

• ImpF (also known as contact force) is quite interesting as it can be applied to the whole body. This
value is considered for a specific contact surface with a minimum 2.70 cm2 area.

• Compression criterion (CC) reflects the damaging effect of human–robot (HR) collisions by means
of deformation depth, mainly adopted for the naturally compliant chest and belly regions.

Regarding the data in Table 3, the head region is the most critical part of the human body
compared to the trunk region, which is more naturally resilient, as indicated by the CC column. The CC
criterion is not relevant to the head region as the skull is quite rigid. In contrast, HIC and ImpF
are considered for their complementary aspect of HR shock evaluation. HIC is suitable for internal
damage evaluation as it quantifies dangerous brain concussions. ImpF is suitable for external damage
evaluation. Note that the HIC is only valid in the case of nonclamped head collision scenarios. On the
other hand, a constrained head is a dangerous scenario, as shown by Heinzmann and Zelinsky [8].
Thus, a collaborative workspace should be designed, as note ISO/TS15066 permits, in such a way that
free head motion is not compromised; this is the first step to guaranteeing safe pHRI.

Table 3. Safety criteria thresholds for most critical body regions from ISO/TS15066 and Payne [31].
ImpF = impact force; AIS = abbreviated injury scale; CC = compression criterion; HIC = head
injury criterion.

Body Region ImpF (N) for AIS ≤ 1 CC (N/mm) HIC15ms for AIS = 0

Head/Neck
Face 90 75 150

Neck/sides 190 50

Trunk Belly 160 10

3.2. Human–Robot Collision Model

The human head is the most critical body region when dealing with the safety problems of pHRI.
Indeed, some previous works [13,14] have investigated this issue. Furthermore, they proceeded with
theoretical modeling of dummy head hardware in crash tests. The resulting model (see Figure 11) has
been well-tuned experimentally and validated.

The model in Figure 11 is parameterized according to Wolf et al. [14], with:

• Neck viscoelastic parameters dN = 12 (N·s/m) , kN = 3300 [N/m].
• Head’s mass Mhead = 5.09 (Kg) and linear displacement x.
• The contact surface viscoelastic parameters dc = 10 (N·s/m), kc = 1500 (N/m).
• Robot arm contact position l and inertia Iarm.
• Rotor inertia Irotor, torque τrotor, and angular position θ1.
• VSM’s stiffness K and angular deflection θ = θ1 − θ2.
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Figure 11. Mechanical model of dummy head hardware collision against a robot arm. Simulation
results of human-robot collision.

The collision model allows us to evaluate both ImpF and HIC. The first criterion is directly
deduced from the simulation data as the maximum value of the contact force. HIC is evaluated by
solving the following optimization problem:

HIC15 = maxt1,t2

⎡⎢⎢⎢⎢⎢⎢⎣
⎛⎜⎜⎜⎜⎜⎝ 1
(t2−t1)

t2∫
t1

..
x(t)dt

⎞⎟⎟⎟⎟⎟⎠
2.5

(t2 − t1)

⎤⎥⎥⎥⎥⎥⎥⎦,
Subject to t2 − t1 ≤ 15ms,

(3)

where
..
x(t) is the head acceleration value at instant t.

In the next sections, to compare between V2SOM and constant stiffness (CS), a VSM is carried
out via a simulation of the HR collision model in the Matlab/Simulink platform. Here, the CS value
is set so that the two profiles match at a torque value of 0.8 Tmax, as shown in Figure 8. This torque
value defines the deflection range of the normal operational mode for the V2SOM, after which the
shock-absorbing mode is considered to be triggered.

The following simulations are meant to highlight V2SOM’s inertia and torque decoupling capacities
in comparison to a statistically equivalent CS-based VSM. These capacities represent the robust passive
tackling of a HR collision in the fast and critical phase before the collision detection and reaction take
place (e.g., within a range of 15 ms), as quantified via the HIC. These simulations were carried out
using parametrization of Table 4 to evaluate both safety criteria (HIC and ImpF).

Table 4. Simulation parameters.

Parameter Figure 13 Figure 14

(Irotor, Iarm) (kgm2) (0.0875→0.525, 0.14) (0.175, 0.14)

(τrotor, Tmax, T1) (Nm) (10, 15, 12) (7.5→30,15,12)

c 37 37
.
θ1

(
rad · s−1

)
π π

kc (N/m) 1500 1500

l (m) 0.6 0.6
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3.2.1. Inertia Decoupling

Figure 12 shows that V2SOM presents more than 80% gains on an HIC basis compared to CS.
On the other hand, a gain of 10%–40% is noticed for ImpF curves. HICV2SOM and ImpFV2SOM are
steady for a large range of rotor inertia. This property leads us to conclude that V2SOM presents a
high inertia decoupling capability compared to a CS-based VSM. Ideally, this characteristic means that
the human body, in the case of a HR shock, is subject to only arm-side inertia rather than the heavy
resulting arm and rotor inertia.

 

Figure 12. Irotor impact on safety criteria, (a) HIC and (b) ImpF, for both V2SOM and CS characteristics.

As previously shown by Haddadin et al. [7], lower values of the mobile mass allow for higher
velocities to maintain the same safety level. By considering the V2SOM inertia decoupling capability
in addition to Haddadin’s results, the proposed design allows for better dynamic performance of the
cobot without overreaching the safety thresholds.

3.2.2. Torque Decoupling

V2SOM presents a quasi-constant response that can be observed in Figure 13. The large change in
motor-applied torque, τrotor, leads to a significant variation in the HIC and ImpF values of CS-based
VSM in comparison with V2SOM, which maintains the same values. The significant variation of
10%–40% in ImpF can be improved with a customized contact surface of the robot arm. However,
HIC cannot be reduced and it will be difficult to attenuate the 80% gap between the two responses
(Figure 13a). The benefit of V2SOM use, in terms of a reduction in concussions, is visible through HIC
mitigation vs. CS use.

 

Figure 13. τrotor impact on safety criteria, (a) HIC and (b) ImpF, for both V2SOM and CS characteristics.

4. Experimental Validation of V2SOM

In this section a static characterization of the first V2SOM prototype and a preliminary HR
collision testing are presented. Figure 14 shows the developed prototype, which is a cylinder 92 mm in
diameter and 78 mm in height that weighs about 970 g. A lighter and more compact version is under
development, along with a safety-oriented control strategy using V2SOM.
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Figure 14. V2SOM first prototype.

4.1. Quasi-Static Characterization of V2SOM

Figure 15 shows the V2SOM characteristics in terms of torque vs. deflection for different settings
of the tuning parameter r ranging from 16.6 to 26.6 mm. Quasi-static characterization means the
load is applied at a slow rate like a static load [11]. The solid curves represent the theoretical curves,
while the experimental curves are represented by dotted lines. The former displays relatively constant
torque thresholds, proving that the cam correction brings V2SOM behavior near to its ideal form.
The experimental curves deviate slightly from the theoretical ones. This error will be mitigated in
upcoming versions by measures such as friction sources analysis and in-depth study of the mechanical
parts’ deformation. In addition, some parts will be enhanced, such as improving the stiffness profile
time change by opting for faster linear actuators. For more details about this prototype, see the table
in Appendix A of the mechanical and electrical specifications, which are written according to the
recommendations of Grioli et al. [3].

 
Figure 15. V2SOM characteristics: theoretical (in solid lines) and experimental (in dotted lines) with
the 11 different SAB settings.

4.2. Preliminary HR Collision Tests

Currently, a safety-oriented control strategy is in ongoing development, wherein a V2SOM-based
cobot functions under preemptive safety conditions in terms of joints’ angular velocities. For this
purpose, an optimization problem that maximizes the safely reachable angular velocities was formulated
by taking into account the actual robot configuration. These constraints result from the simulation and
are stored as lookup tables for real-time access.

In this paper, a simple example of tackling a collision with a human subject using V2SOM is
demonstrated. The experimental setup is shown in Figure 16.
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Figure 16. Experimental setup.

In Figure 17, the results of two collision tests are presented. In the first test (Figure 17a,b), the
link’s inertia is Ilink = 0.050 Kgm2 with an impact velocity of 90◦/s. In the second test, (Figure 17c,d),
the link’s inertia is Ilink = 0.179 Kgm2 with an impact velocity of 32◦/s. In both cases, V2SOM presents
small deflections corresponding to the normal working conditions range (range I; see Figure 8). Upon
collision, the safety threshold is exceeded and V2SOM warns of the collision by sending a collision
detection message via a CAN (Controller Area Network) bus to the robot’s main controller. Hence the
robot, through its controller, stops the joint rotation. In the in-between phase (range I and range II in
Figure 8), V2SOM passively absorbs the shock’s kinetic energy. The elastic end stroke of the V2SOM
should not be reached either by a V2SOM maximum storable elastic energy or by a possible slow control
reaction. For this reason, both previous features are considered in developing the safety-oriented
control strategy.

  
(a) (c) 

  
(b) (d) 

Figure 17. Results of experimental collision tests: (a) angular velocity and position of the link in the
first test; (b) V2SOM deflection angle in the first test; (c) angular velocity and position of the link in the
second test; (d) V2SOM deflection angle in the second test.

The time elapsed between the collision detection (exiting deflection range I) and returning is
180 ms in the first test and 140 ms in the second test.
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These illustrative tests are meant first to show the inertia decoupling and torque decoupling
capability of the V2SOM and then to shed light on the problem of a collision control strategy that
is specifically designed to benefit from the V2SOM properties (e.g., inertia decoupling capacity).
This problem is the subject of our upcoming work (for a general review of HR collision control see [4]).

5. Discussion

The simulation allowed us to cover a large range of inertia as well as torque. Based on the
obtained results, we can conclude that V2SOM presents a high inertia decoupling capability, which is
correlated with the results obtained during the experimentation. Safe physical human–robot interaction
is ensured in the case of collision due to the presence of two continuously linked functional modes of
V2SOM: high and low stiffness modes. Future work will be focused on the evaluation of the dynamic
performance of robots using V2SOM as a way to cope with possible limitations.

6. Conclusions and Future Work

In this paper, we presented V2SOM as the basis of a human-friendly cobot in compliance with
safety level 1 on the AIS. V2SOM displays two complementary working modes:

• In normal working conditions, characterized by high stiffness, the proposed mechanism limits the
storable elastic energy that increases the absorbed kinetic energy in case of a sudden HR shock.
Moreover, this high stiffness limits the elastic deflection to near zero, which eases the robot control.

• In the case of a blunt HR impact, V2SOM stiffness promptly decreases, allowing fast absorption of
the collision energy.

From a safety perspective, as shown via the collision simulations, two complementary safety
criteria were adopted for internal and external damage evaluation of the human body. Based on these
two criteria, HIC and ImpF, important improvements were observed for the V2SOM profile in contrast
to an equivalent CS profile. Especially in terms of brain concussion quantification, HIC was reduced by
over 70% relative to the results of the CS profile. Moreover, V2SOM presented a high inertia decoupling
capacity (i.e., large variation in rotor-side inertia slightly impacts the evaluation of safety on a HIC
basis).

The experimental implementation, through the HR collision tests, shows the decoupling capacities
of V2SOM. In case of collision, the deflection is detected, and the kinetic energy absorbed, which
guarantees safe physical human–robot interaction.

Thus, the present work is focused on an illustrative case study of a one degree-of-freedom robot
arm. In future work, different HR collision scenarios will be investigated by considering a generic
multi-degrees of freedom (DoFs) robot with V2SOM joints, its dynamics, and the impact location on
the robot arm.
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Appendix A

Table A1. V2SOM mechanical and electrical specifications.

Mechanical

1 Lowest Safety Threshold Torque (Nm) 9.7

2
Safety Threshold Variation

Time (from nominal level to
completely stiff state)

With/Without Load (prone
improvement) (s) 1.6

3 Maximum Stiffness (Nm/rad) ∞
4 Minimum Stiffness (Nm/rad) ~0

5 Maximum Elastic Energy (J) 2.98

6 Maximum Deflection
With Maximum Safety Threshold (◦) 0

With Minimum Safety Threshold (◦) 20

7 Active Rotation Angle (◦) ±∞
8 Angular Resolution (◦) 0.0313

9 Weight (Kg) 0.970

Electrical

10 Nominal Voltage (V) 12

11 Nominal Current (A) 0.010

12 Maximum Current (A) 0.500

Control

13 Voltage Supply (V) 12

14 Nominal Current (A) 0.105

15 I/O Protocol CAN (Controller Area Network) (1 Mbit/s)
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